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                         Abstract 

Semiconductors materials and devices are essential building blocks for many of the 

technologies deeply embedded in modern life. Improving the performance of semiconductor devices 

requires a deeper understanding of the fundamental mechanisms controlling the crystalline structure of 

the semiconductor materials. This thesis focuses on two compound semiconductor systems in the form 

of 𝑍𝑛3𝑃2 thin films and 𝐺𝑎𝐴𝑠 nanowires and tries to establish methods for minimizing the defects in 

these structures by the careful control of order at the atomic scale. 

In the first part of this work, we have focused on 𝑍𝑛3𝑃2 thin films. The combination of suitable 

material properties and the abundancy of its constituting elements makes this platform a promising 

candidate for large-scale and scalable photovoltaic applications. Despite this, 𝑍𝑛3𝑃2is not adopted by 

the solar industry due to the many technical challenges in the growth of this material. In this work, by 

careful control of the state of the interface between the thin films and the substrates, we have provided 

a method for the growth of thick and monocrystalline 𝑍𝑛3𝑃2thin films with superior quality. This is 

crucial for the realization of any successful photovoltaic cell based on this material. Although molecular 

beam epitaxy is used in this study, the process provided is generalizable and could also be exploited for 

the other growth methods. A host of different characterization techniques, including electron 

microscopy and spectroscopy, Raman spectroscopy, photoluminescence spectroscopy and x-ray 

diffraction are used to assess the different aspects of the thin films. It is observed that monocrystalline 

films have better optical properties compared to polycrystalline thin films, making them more suitable 

for photovoltaic applications. 

In the second part of the thesis, we have focused on improving the crystalline quality of 𝐺𝑎𝐴𝑠 

nanowires. Similar to other III-V semiconductors, 𝐺𝑎𝐴𝑠 hosts an internal electrical dipole known as 

polarity. Arsenide and phosphide nanowires often grow along (111)𝐵 direction, which implies the 

termination of (111) bilayer by group V elements. However, this configuration is often defective and 

results in polytypism. On the other hand, (111)𝐴 growth, which refers to group III termination, results 

in a crystalline structure that is largely free of defects. However, growth in this polarity is rarely 

reported. In this work, we try to understand the reason for this elusiveness and the superior crystalline 

quality associated with A-polar growth. To do that, we have established a new framework that explicitly 

focuses on the atomic structure and order of liquid-solid interface in nanowires grown by vapor-liquid-

solid method. The atomic structure of this interface has been ignored up to now in the literature due to 

the technical challenges for investigating such fragile atomic order. Here, we employ a combination of 

experimental observations via electron microscopy and spectroscopy and machine-learning based 

molecular dynamics simulations that were developed by external collaborators. The results of this study 

provide a unique insight into the fundamental aspects of nanowire growth. 
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  1: Introduction 

 

1.1 Motivation 

Semiconductor technologies have been an essential pillar of human life in the last few decades. 

Telecommunication, internet, personal computers, mobile phones, internet-of-things and e-commerce 

are a few aspects of modern life are enabled by semiconductor industry.  In addition, transformative 

technologies that are expected to play a vital role in the upcoming years such as artificial intelligence, 

5G and photovoltaics (PV) use semiconductors as their foundation. The continuous improvement of the 

performance of semiconductor devices is, therefore, a goal for governments, private companies and 

researchers alike. 

A determining factor in the performance of semiconductor devices is the quality of materials (1,2). 

Dedicated techniques have been developed to study the effects of defects on the functional properties 

of semiconductors (3) and control/ elimination of defects is one of the fundamental requirements for 

optoelectronic applications (4–6). While silicon wafers are now essentially defect free due to the 

invention and development of energy-intensive processes such as Czochralski and float zone (7,8), 

manufacturing defect-free compound semiconductors has proven to be generally more challenging and 

costly. Elimination of defects was one of the main steps that resulted in development of gallium nitride 

)GaN( blue light-emitting diodes, which ultimately was rewarded by Physics Nobel Prize in 2014 (9,10). 

Owning to the dissimilar nature of their constituting elements, compound semiconductors are inherently 

prone to having defects. In addition, compound semiconductors are often epitaxially grown on 

substrates made of other materials to create the functionality in the form of quantum wells, dots and or 

junctions.   Defects can be originated from this substrate and propagated to the semiconductors (11–

13). This thesis tries to tackle the scientific questions of limiting structural and electronically active 

defects in two compound semiconductor systems, zinc phosphide (𝑍𝑛3𝑃2) thin films and gallium 

arsenide (𝐺𝑎𝐴𝑠) nanowires. These two material systems have been proposed as potential platforms for 

next-generation PV. This thesis focuses on fundamental aspects of epitaxy that should enable the 

utilization of these materials in the future for these applications.  

1.2 𝒁𝒏𝟑𝑷𝟐 Thin Films  

1.2.1  Review of Earth-Abundant Semiconductors 

Large-scale deployment of PV energy is widely considered as one of the key solutions to fight reduce 

climate change as they offer a path to reduce dependency on fossil fuels (14). Si-based solar cells, 

which dominate the global market as of now (15), have relatively high energy payback times (EPBT) 

due to the very high energy demand for production of silicon wafers (16).   
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The main category of rival technologies to bulk silicon-based PV modules are thin film technologies. 

Thin film based solar cells are made of direct band gap semi-conductor materials. This essentially means 

that the absorbing layer of the modules can be much thinner than the silicon-based counterparts. The 

most widespread thin-film technologies are 𝐶𝑑𝑇𝑒 and Copper Indium Gallium Selenide (𝐶𝐼𝐺𝑆) cells. 

Despite the promise of thin-film technologies for lower EPBT and electricity price, they have shown a 

limited market penetration. For 𝐶𝑑𝑇𝑒 technology, the presence of 𝐶𝑑 has not been welcomed due to its 

toxicity1 For both of these technologies, too, there is a serious limitation for scaling up due to the scarcity 

of the elements used. In, Se, Ga and Te are all relatively scarce elements. Figure 1-1 (a) demonstrates 

the number of atoms of different elements per 106 atoms of Si in earth crust. In 2012, the total 

production of silicon had been 7.8 million tons, while the gallium production has been just 380 tons 

(17). Unlike some other aspects of PV power generation, employing scare materials will not benefit 

from economies of scale. Table 1-1, taken from (17) further highlights the resource scarcity for current 

thin film PV technologies. In addition to limited resources, it is worth mentioning that 52% of indium 

production is carried out in China (18), imposing major risk on the international supply stability of this 

element. Furthermore, one must consider that 80% of the produced indium is used for flat panel displays 

(19), and the demand for these screens is increasing with no sight of reduction in the foreseeing future. 

Table 1-1.Abundance, extraction and potential for power production for some critical thin film PV elements 

compared to 𝑆𝑖. This table is taken from (17) with permission © MIT.  

 Si Te Ga In Se 

Abundance [fraction] 0.28 
1.0×

10−9 

1.9×

10−5 

2.5×

10−7 

5.0×

10−8 

Culminative production (1900-

2012)[106 tons] 
160 0.010 0.0026 0.010 0.091 

Culminative amount in PV by 2050 for 100% 

PV operation [106tons] 
51 0.79 0.11 0.19 0.51 

Ration of 2050 PV culminative production to 

culminative 1900-2012 production 
0.32 76 43 18 5.6 

 

                                                      
1 It is to be noted that using 𝐶𝑑 in electrical and electronic equipment is banned in the European Union. However, 

photovoltaic cells are exempted from this rule (183).  
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These shortcomings of thin film PV technologies have prompted the scientific community to 

investigate the possibility of adopting new category of semiconductors, denominated as earth 

abundant semiconductors. As the name implies, these semiconductors are composed of elements that 

are not scarce, and thus they are more appropriate for scaling up. Copper based 𝐼2 − 𝐼𝐼 − 𝐼𝑉 − 𝑉𝐼4 

quaternary kesterite compounds, including 𝐶𝑢2𝑍𝑛𝑆𝑛𝑆4 (𝐶𝑍𝑇𝑆) and 𝐶𝑢2𝑍𝑛𝑆𝑛𝑆𝑒4 (𝐶𝑍𝑇𝑆𝑒) have 

gained interest in research community as a potential alternative for CIGS and CdTe technologies. 

The region of phase stability for 𝐶𝑍𝑇𝑆(𝑆𝑒) is narrower than CIGS, making the growth of good quality 

absorber phase even more challenging (20). These compounds provide tunable bandgap of 1.0-1.5eV, 

with optical absorptions coefficients higher than  104 cm−1(21,22). 𝐶𝑍𝑇𝑆 is a p-type semiconductor. 

Shockley-Queisser limit for 𝐶𝑍𝑇𝑆(𝑆𝑒) is around 32.2% (23). The efficiency of 𝐶𝑍𝑇𝑆 devices has 

increased from 0.66% in 1997 to current record value of 13.8% on small- area cells (24). Still, the 

improvement of performance of 𝐶𝑍𝑇𝑆(𝑆𝑒) PV systems cells have been very slow post- 2010 (25) 

and the efficiency have been stagnant. This stems from some inherent challenges that 𝐶𝑍𝑇𝑆(𝑆𝑒) 

exhibits. For instance, the main defect in this material is 𝐶𝑢𝑍𝑛, which has a very negative formation 

energy and forms spontaneously (26). The very close atomic radii of Zn and Cu at 142 pm and 145 

pm, respectively,  are speculated as the reason for this low defect formation energy (27). It is unlikely 

that these defects will be ever eliminated completely from 𝐶𝑍𝑇𝑆(𝑆𝑒) as these radii values are inherent 

properties of constituting elements in 𝐶𝑍𝑇𝑆(𝑆𝑒) system. 

 

(a) 
 

(b) 

Figure 1-1. (a) Relative abundancy of different elements compared to 𝑆𝑖 in earth’s crust. (b) Annual 

electricity production potential for 23 inorganic semiconductors. The data for known economic reserves and 

annual production are taken from the U.S. Geological Survey studies (28). Total U.S. and worldwide annual 

electricity consumption are labeled on the figure for comparison by the dotted horizontal lines. Figure 1-1(b) 

and its caption are adjusted from reference (29) with permission © ACS.  

 

It has been suggested that formation of band-edge tail states is a fundamental performance bottleneck 

for hydrazine processed 𝐶𝑍𝑇𝑆(𝑆𝑒) cells. This effect is shown to be twice as severe as high-

performing 𝐶𝐼𝐺𝑆 devices (24). Deep defect energy acceptor 𝐶𝑢𝑍𝑛 and donor 𝑍𝑛𝐶𝑢 together with high 

density of interface defects are also identified as contributing factors to limited efficiency of 𝐶𝑍𝑇𝑆 

cells (30). 

The growth of high-quality 𝐶𝑍𝑇𝑆𝑒 thin has proven challenging. For instance, the range of Se 

pressures in which 𝐶𝑍𝑇𝑆𝑒 is stable is many order of magnitude lower than the range for 𝐶𝑢𝐼𝑛𝑆𝑒2 
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due to the relative weakness of Sn − S(Se) bonds  (31). This lower stability range is thus also an 

inherent feature of 𝐶𝑍𝑇𝑆𝑒, and makes the growth of good quality 𝐶𝑍𝑇𝑆(𝑆𝑒) films to be extremely 

difficult task with vacuum based methods This is exacerbated by the difference in the reactivity of 

𝐶𝑢, 𝑍𝑛 and 𝑆𝑛 towards calcogens. In addition, lower thermal stability of Sn − S(Se) bonds can lead 

to reaction with 𝑀𝑜 that is often used as back contact for these types of cells. Indeed, the stable 

thermodynamic products in 𝐶𝑢 − 𝑍𝑛 − 𝑆𝑛 − 𝑀𝑜 − 𝑆 system are 𝐶𝑢2𝑆 + 𝑍𝑛𝑆 + 𝑆𝑛𝑆 + 𝑀𝑜𝑆2 rather 

than 𝐶𝑍𝑇𝑆 + 𝑀𝑜 (32,33). 

The weakness of 𝑆𝑛 − 𝑆(𝑆𝑒) bonds can be traced back in the oxidation states of 𝑆𝑛. In 𝐶𝑍𝑇𝑆(𝑆𝑒), 

𝑆𝑛 is in oxidation state of +𝐼𝑉, which can be easily converted to +𝐼𝐼 oxidation state. This reduction 

in oxidation state results in the disruption of kesterite structure through this reaction: 

2𝐶𝑢2𝑍𝑛𝑆𝑛𝑆𝑒4 ↔ 2𝐶𝑢2𝑆𝑒 + 2𝑍𝑛𝑆𝑒 + 2𝑆𝑛𝑆𝑒 + 𝑆𝑒2(𝑔) 

Apart from thermodynamic stability issue for 𝐶𝑍𝑇𝑆(𝑆𝑒), growth of pure, defect-free films of this 

material is difficult due to the very different nature of Cu, Zn and Sn, as they will have different 

reactivity towards chalcogens (34). 

The aforementioned difficulties in growth of high-quality 𝐶𝑍𝑇𝑆(𝑆𝑒) have made researchers 

interested to other earth-abundant semiconductors. In search for new semiconductors for photovoltaic 

applications, the important parameters to consider for absorber are bandgap value and type, 

absorption coefficient above the bandgap, net acceptor doping density, minority carrier life time, 

conductivity and mobility (33). In the next few paragraphs, we try to review some of these alternative 

materials. 

Pyrite, 𝐹𝑒𝑆2 has been proposed and studied as a cheap alternative for current thin film photovoltaic 

materials. A study in 2009 found that, neglecting the technical challenges of making working 

photovoltaic devices and considering the theoretical limits, pyrite is the most attractive earth-

abundant semiconductor for solar cell applications given its abundance and extremely low price (29). 

It has the direct bandgap value of 0.95eV and absorption coefficient values higher that 5 × 105𝑐𝑚−1 

(35). The promising nature of this material has however not materialized in high efficiencies. One of 

the reasons is the high rate of carrier recombination at the surfaces and interfaces. This has been 

elucidated by photoelectron studies that have shown that the surface Fermi level is 100 meV from 

valance band edge, indicating a strong surface band bending due to a high density of surface states. 

Passivation attempts have so far not been conclusive (35). Thin films of pyrite are reported to be p-

type, show conductance of 1 Ω−1cm−1, carrier concentrations of between 1018 cm−3  and 1023cm−3 

and low mobility values of < 2 cm2V−1 s−1 . The doping density is found to be too high for using 

in 𝑝 − 𝑛+ junctions. In addition, surface sates cause a reduction in the bandgap at the interface. This 

results in the low open circuit voltage values obtained so far (33,36). The record efficiency of pyrite 

cells, achieved in 1991 is 5.52%, (37). There has been a stagnation in progress towards reliable 

photovoltaic systems based on pyrites. Other reasons are that many phases of iron sulfide exist, which 

makes it hard to have phase pure pyrite. Among these phases, for example, there are orthorhombic 

marcasite 𝐹𝑒𝑆2and hexagonal troilite 𝐹𝑒𝑆, which, while being common phases, both exhibit much 

narrower bandgaps. This means that even trace amounts of these phases will adversely affect the 

performance of pyrite solar cells (20,38). 

Other heavily studied earth abundant semiconductor is chalcocite, 𝐶𝑢2𝑆. This material exhibits direct 

bandgap value of 1.16 eV. For some years there was a controversy on the bandgap type of the material 

(39). Today it is accepted that it is indirect (40). A device based on this material has demonstrated 
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the record efficiency of 10.1% in 1981 (39). For this device, the acceptor density of ~ 1019 caused 

the space charge region to be extremely narrow. In addition, the absorption coefficient reached value 

5 × 104cm−1 at wavelengths around 650 nm, causing a major current loss due to the fact that the 

absorbing layer is only 300 nm thick (39). 

The interest in this material had declined since mid-1980s, due to the inability to increase the 

efficiency and long-term degradation of absorber layer. 𝐶𝑢 atoms out-diffuse into 𝐶𝑑𝑆 at the junction 

and to from the interface, forming 𝐶𝑢2𝑂, and hence converting chalcocite ,𝐶2𝑆 to djurleitie with the 

formula of 𝐶𝑢1.96𝑆 (41). This process causes a reduction in minority carrier diffusion length, 

increases the bandgap and reduces the absorption coefficient (42). There has been a new flux of 

research papers on this material, but the stability problems are still to be addressed (33). For a short 

review of some other proposed materials such as 𝑆𝑛𝑆, 𝐶𝑢2𝑆𝑛𝑆3, 𝐶𝑢𝑆𝑏𝑆2 and 𝐶𝑢3𝐵𝑖𝑆3, one can refer 

to (33). 

One common challenge with many earth abundant semiconductors is the complexity of the phase 

diagrams, which make the synthesis of the desired material a difficult task. For instance, 𝐶𝑢2𝑆𝑛𝑆3is 

just one of the 18 ternary phases observed for Cu − Sn − S system (43). Another issue is the phase 

stability and phase transformations. As stated earlier, this is a major obstacle for 𝐶𝑢2𝑆 , 𝐹𝑒𝑆2 and 

𝐶𝑍𝑇𝑆 sytems. Elements showing high oxidation state are also prone to reduction in oxidation number, 

hence changing the composition of the active layer and degrading the properties. The weakest bonds 

in a compound are often the ones attributed to cation exhibiting the highest oxidation state (31). This 

means that a reasonable candidate for earth abundant photovoltaic material should have these two 

conditions: a) cations with low number of oxidation states, so that the cation does not have many 

options for switching its oxidation state. b) cation that employs stable, low oxidation state. 

 

1.2.2 𝒁𝒏𝟑𝑷𝟐 

In addition to these factors, a potential candidate material for next generation thin film solar cells 

based on earth abundant semiconductors should exhibit adequate opto-electrical properties, such as 

direct bandgap close to optimal values of  Shockley-Queisser limit, good carrier mobility, absorption 

coefficient and minority diffusion length (44). 

Considering all the factors regarding the abundance and material costs, phase diagram complexity, 

phase stability and requirement for low oxidation number and opto-electrical properties, 𝛼𝑍𝑛3𝑃2 

appears to be an interestingcandidate. In terms of opto-electronic properties, 𝑍𝑛3𝑃2 demonstrates 

high absorption, of more than 104 cm−1 in the visible range of the electromagnetic spectrum (45,46) 

and reported direct bandgap close to the optimal value of the Shockley−Queisser limit (47,48). It is 

reported to have carrier diffusion length in the range of 5 − 10 μm (49) and passive grain boundaries 

(50), which in turn could improve the performance of PV devices based on this material. Figure 

1-1(b) illustrates the potential electricity production of this material compared to some other 

semiconductors. Due to the combination of low cost and extreme abundancy, it was observed to have 

the second highest potential only after pyrite for large-scale photovoltaic application in the 

aforementioned reference (29). In addition, zinc-phosphorous system exhibits a fairly simple phase 

diagram (48,51,52), as depicted in Figure 1-2 (a). 𝑍𝑛3𝑃2 stochiometry demonstrates two froms, 

𝑎𝑍𝑛3𝑃2 and 𝛽𝑍𝑛3𝑃2, with 𝑎𝑍𝑛3𝑃2 being the desired phase for photovoltaic application due to its 

optoelectronic properties, as described later. This phase is stable over large parameter windows. As 

seen in Figure 1-2 (a) there is a second stoichiometry, 𝑍𝑛𝑃2, which also exhibits two phases. The 
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properties of these phases are not extensively studied. In contrary to 𝛼𝑍𝑛𝑃2 and 𝛼𝑍𝑛3𝑃2, both 

𝛽𝑍𝑛3𝑃2 and 𝛽𝑍𝑛𝑃2 are stable at high temperatures only. From now on, unless otherwise stated, what 

we mean by 𝑍𝑛3𝑃2 is 𝛼 − 𝑍𝑛3𝑃2. 

Historically, the first study of 𝑍𝑛3𝑃2 was performed by X-ray diffraction (XRD) in 1935 to 

investigate the synthesis and crystallography of this material. However, this material was abandoned 

until late 1970s, when researchers in the Institute of Energy Conversion at university of Delaware 

(53–62) started to investigate this semiconductor as a potential PV material. A group led by Suda in 

Japan explored different deposition techniques for this material, including RF sputtering, MOCVD, 

MBE, plasma assisted vapor phase deposition in late 1980s-early 1990s with varying material 

properties (63–67). Optoelectronic behavior of 𝑍𝑛3𝑃2 was studied during the same period of time in 

Wroclaw University of Science and Technology (68). A team lead by Harry Atwater at Caltech in 

late 2000s and early 2010 was one of the few major groups working on this material (47,50,69–73). 

This group has managed to make working photovoltaic cell with the efficiency of 4.5% in 2010, 

which still does not match the efficiency of 6% achieved by the group in university of Delaware in 

early 1980s (54). 

Despite these promises, 𝑍𝑛3𝑃2 has not yet been adopted as a mainstream PV material due to the 

challenges in its growth and doping as the highest performing device from this material has the 

efficiency of 5.96%, and was demonstrated in 1981 employing a Schottky barrier (54). It is proven 

to be difficult to fabricate zinc-phosphide homo-junctions (20). Heterojunctions using 𝑍𝑛3𝑃2 have 

not exceeded the efficiency range of 2% (53,54,74). One major limitation for growth of 𝑍𝑛3𝑃2 is the 

lack of substrates that can be used for epitaxial growth of this material. 𝑍𝑛3𝑃2 has the space group 

of 𝑃42/𝑛𝑚𝑐 ( 𝐷4ℎ
15)  (75) with a tetragonal unit cell consisting of 16 P and 24 Zn atoms and unit cell 

parameters 𝑎 = 𝑏 = 8.0889 Å and 𝑐 = 11.4069 Å (76). For comparison, GaAs has a cubic unit cell 

with 𝑎 = 𝑏 = 𝑐 = 5.6533 Å . Each unit cell has five and four planes of P and Zn atoms, respectively 

as demonstrated in  Figure 1-2 (b). Another important feature of the 𝑍𝑛3 𝑃2 is the presence of a total 

of 8 vacant sites in 𝑍𝑛 planes per unit cell, which have important consequences for the intrinsic 

doping of this material as discussed in the following paragraphs.  The large lattice parameters limit 

the flexibility for substrate selection. Early studies on this material used a variety of substrates 

including mica and steel (77,78). However, these substrates were later abandoned due to the poor 

epitaxy for thin films grown on these substrates. GaAs(100) and 𝑍𝑛𝑆𝑒(100) substrates have been 

used for epitaxial growth of thin films of 𝑍𝑛3𝑃2 as the lattice mismatch is 1.3% and 1% between the 

anion sub-latices of these substrates and 𝑍𝑛3𝑃2(100) (50,65,66). Still, the thickness of single crystal, 

epitaxial 𝑍𝑛3𝑃2 was limited to 150 nm, as strain relaxation, a large increase in resistivity and a 

consequent reduction in the hole concentration was seen for thicknesses above 150 nm (50). 
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(a) 

 

(b) 

Figure 1-2. (a):  the phase diagram of 𝑍𝑛 − 𝑃 system, taken from (48) with permission © elsevier (b): The 

unit cell of 𝑍𝑛3𝑃2, showing the position of 𝑍𝑛 and 𝑃 atoms in addition to the vacant sites. This figure is 

adopted from (79) with some modifications with permission © APS. 

 

Thermal expansion coefficient of 𝑍𝑛3𝑃2 is 12.4 × 10−6 K−1 at room termprature. For comparison, 

this coefficient is below 6 × 10−6 and 3 × 10−6 at the same temperature for GaAs and Si, 

respectively  (80,81). This large difference in thermal expansion coefficient makes post-growth 

cracks very common for thin films of 𝑍𝑛3𝑃2 grown at high temperatures (50,65), further affecting 

the opto-electronic properties of the films. Hence, a low temperature technique for growth is needed 

if 𝑍𝑛3𝑃2 is to be grown for PV applications. 

Another fundamental issue with 𝑍𝑛3𝑃2 is doping. As mentioned before, 𝑍𝑛3𝑃2 unit cell hosts 8 

vacant sites per 40 atoms of its unit cell. These abundant empty sites in Zn planes are energetically 

favorable positions for incorporation of P interstitials, making 𝑍𝑛3𝑃2 intrinsically p-doped (55,82). 

The electrical properties of zinc phosphide depend on growth method as different growth methods 

result in different concentrations of P interstitials. Based on these observations, systematic control of 

P interstitials would be the first step for controlled doping of zinc phosphide. However, this would 

not be possible without controlling the defect density in the 𝑍𝑛3𝑃2 crystalls as the presence of grain 

boundaries can affect the movement of interstitial atoms within the lattice. The beforementioned 

problems with growth of high-quality 𝑍𝑛3𝑃2 films should be addressed in order to properly tune the 

doping properties of this material. 

Extrinsic p-doping of zinc phosphide is reported using Ag (83). The results of this study show that, 

while the low concentration incorporation of silver at 𝐴𝑔: 𝑍𝑛3𝑃2 < 5 × 10−3 does not affect the 

growth morphology of 𝑍𝑛3𝑃2, higher Ag fluxes will result in the roughening of the surface and 

appearance of few twins, suggesting the initiation of Ag-alloying or maybe phase separation. 
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N-doping of this material has been even more challenging than p-doping. Similar to 𝑍𝑛𝑆𝑒 (84), self-

compensating intrinsic p-doping is observed to prevent from effective n-doping. The record 

efficiency of 6% was achieved for a device having Mg Schottky contacts to 𝑍𝑛3𝑃2 (54). In (69), it 

was reported that 𝑀𝑔 impurities compensate the intrinsic p-type doping of the 𝑍𝑛3𝑃2films. Early 

studies claim Mg diffusion into 𝑍𝑛3𝑃2 results in n-doped zinc phosphide (85,86). These results, 

however, were rejected as it was shown that the n-doping is done by formation of compounds like 

𝑀𝑔3𝑃2 (65). The controversy around the nature of the Mg doping in 𝑍𝑛3𝑃2 is still not settled. N-type 

zinc phosphide grown by separate-source molecular beam epitaxy (MBE) was demonstrated in ref. 

(65). One should note the extremely high incorporation of excess 𝑍𝑛 into the doped film at 17% (83). 

Cation replacement of  Zn by Al had been used to compensate the intrinsic p-doping observed, but 

the concentration of Al that could be incorporated into the films without disruption of crystal structure 

had not been high enough to go to n-dope region. Anion replacement of P by S was also studied as a 

possible n-doping mechanism, but the incorporation of 𝑆 at low fluxes resulted in reduction of the 

lattice constant, while high fluxes result in strain relaxation, which is likely to be due to the onset of 

phase separation (83). In addition, the highly volatile nature of 𝑆 makes it impractical to be used in 

ultra-high vacuum systems MBE. 

In principle, since 𝐵𝑒 belongs to the same group as 𝑀𝑔, it should have similar electronic effects on 

the crystal of 𝑍𝑛3𝑃2 if the Mg really acts as dopant and does not form new phase within the structure. 

However, the well documented extreme toxicity of Be (87) limits its ability to be used as a dopant 

for large-scale production of 𝑍𝑛3𝑃2 thin films. 

The bandgap of 𝑍𝑛3𝑃2 has been studied using a host of different techniques such as 

photoluminescence spectroscopy (PL) and reflectivity and absorbtion measurements (47,88,89). 

While there had been contradicting measurements on the values of direct and indirect bandgap 

emissions of 𝑍𝑛3𝑃2, the literature is now settled on indirect bandgap in 1.3 − 1.4 𝑒𝑉 range, and direct 

bandgap of 1.5 𝑒𝑉 (90), which is consistent with density-functional theory (DFT) calculations (91).It 

is to be noted that the optical behavior of 𝑍𝑛3𝑃2 is highly affected by defect-caused pair transitions. 

In (87), different optical behaviors were observed for four different 𝑍𝑛3𝑃2 samples grown with 

chemical transport method and the defect-related transitions were speculated as the origin for these 

differences. Indeed, enhanced recombination is linked to the presence of defects in 𝑍𝑛3𝑃2 (55,92). 

Furthermore, the localized electrostatic or bandgap fluctuations induced by defects is also found to 

indirectly affect the defect-mediated optical behavior of this material  (92–94). Different reported 

energy levels for acceptor-like defects in 𝑍𝑛3𝑃2 are listed in  (90), demonstrating the discrepancies 

between the observed optical behaviors of this material by different groups. In addition, the optical 

emission of 𝑍𝑛3𝑃2 nanowires (NWs) have been shown to be highly dependent on their stoichiometry 

(95).  The different growth techniques and parameters used in the literature will result in different 

stoichiometries and defect concentration in 𝑍𝑛3𝑃2, which can explain the difference in the optical 

behavior of the samples. 

𝑍𝑛3𝑃2 has has shown exceptionally high absorption coefficient > 105𝑐𝑚−1 at room temperature 

(96), which is even higher than the absorption coefficient of high-quality 𝐺𝑎𝐴𝑠 (96). Indeed, a recent 

study revealed that NWs made from 𝑍𝑛3𝑃2 outperforms zinc blende (ZB) and wurtzite (WZ) GaAs 

and WZ 𝐺𝑎𝑃 (45). However, it is to be noted that similar to other properties, there is a high variation 

in the reported measurements of absorption coefficients for 𝑍𝑛3𝑃2(45,46,97,98), which is likely due 

to the difference in defect concentration. 
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Polycrystalline 𝑍𝑛3𝑃2 exhibit high carrier diffusion length in 5 − 10 μm range. Early studies 

measured the hole mobility of 𝑍𝑛3𝑃2  to be around 10 cm2V−1s−1 (90). In (45), it was observed that 

the hole mobility increases as a function of thickness up to 150 nm with the maximum hole mobility 

around 45 cm2V−1s−1. For film with higher thicknesses, partial relaxation and cracking upon 

cooling caused the mobility to reduce to < 20 cm2V−1s−1, which is compatible with the previous 

observations on polycrstallline 𝑍𝑛3𝑃2 thin films (60). It is to be noted that this mobility value is still 

one order of magnitude higher than the maximum observed mobility in 𝐹𝑒𝑆2. To observe the 

formation of dislocation and cracking as a consequence of increased thickness, one can refer to  

Figure 1-3 (a), which shows a low-magnification cross-sectional TEM image of a 𝑍𝑛3𝑃2 thin film 

with the thickness of 50 nm grown on 𝐺𝑎𝐴𝑠 substrate. No crack or threading dislocation is seen, 

which is opposite of observation for 𝑍𝑛3𝑃2 thin film with the thickness of 150 nm shown in Figure 

1-3 (b). The red arrow in this figure indicates the initiation of a threading dislocation, formed as a 

consequence of strain relaxation. 

The effects of the increased thickness and the resulting strain relaxation on the electrical properties 

of the films are shown in Figure 1-4. In Figure 1-4 (a), (b) and (c), the vertical axes show resistivity, 

hole density and hole mobility, respectively, while the horizontal axes denote the thickness. In 

addition, hollow and filled circles are used to indicate partially relaxed and strained films. Initially, 

the resistivity curve shows a decreasing trend with respect to the thickness, which is then reversed 

around the thickness of 150 nm. At this thickness, the films are relaxed and the resistivity starts to 

increase. Hole density and mobility, on the other hand, initially have increasing trends with respect 

to the thickness, which are then reversed due to the strain relaxation for thicknesses around 150 nm. 

The increase in the mobility as a function of thickness can be attributed to the relative reduction of 

surface carrier scattering effects. One could assume that preventing from crack formation would 

make the increase in the mobility as a function of thickness to continue in monocrystalline thin films. 

This in turn would result in higher values of carrier diffusion length, further improving the potential 

of this material for opto-electronic applications. Modeling in (60) has estimated the hole mobility of 

high-quality, single crystalline 𝑍𝑛3𝑃2 to be around 1000 V−1cm2s−1. 

 

 

Figure 1-3: Bright field transmission electron micrographs of pseudomorphic 𝑍𝑛3 𝑃2 layers with thicknesses 

of (a) 50 nm and (b) 150 nm. The red arrow in (b) indicates the initiation of a threading dislocation due to 

the onset of strain relaxation. These figures and their caption are taken from (83) with permission from Dr. 
Jeffrey Paul Bosco. 
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Figure 1-4: Hall Resistivity, hole carrier concentration, and hole mobility measured in van der Pauw 

configuration as a function of 𝑍𝑛3𝑃2 epilayer thickness. The filled and open circles represent the data 

collected on strained and partially relaxed films, respectively. These figures and the captions are adopted 

from (83) with permission from Dr. Jeffrey Paul Bosco. 

 

Based on this short review of the properties and challenges of 𝑍𝑛3𝑃2, eliminating defects and making 

thick monocrystalline thin films of this material have been one of the main goals of this thesis. This 

will improve the optical properties, carrier mobility and diffusion length. In addition, it paves the way 

for controlling/ suppression of intrinsic p-doping, which in turn could render controlled n-doping of 

this material possible. Due to the limitations discussed before, the growth technique should employ 

a relatively low growth temperature to prevent from cracking and offer a high degree of control over 

growth parameters. Given these considerations, separate- source MBE is chosen as the growth 

method as the flexibility it offers is not matched by any other technique.  After achieving high-quality, 

thick monocrystalline thin films, a variety of characterization techniques are used to shed light on the 

difference in the properties of monocrystalline and polycrystalline 𝑍𝑛3𝑃2 thin films. 

1.3 GaAs Nanowires 

1.3.1 Motivation for studying the growth of GaAs Nanowires 

 

GaAs is the second highly studied and used semiconductor after Si. At room temperature, it has  high 

electron and hole mobilities of 8500 V−1cm2s−1 and 400 V−1cm2s−1, respectively, absorption 

coeficient of 104cm−1 and direct bandgap of 1.42 eV (99), which is very close to the optimal bandgap 

value for Shockley-Queisser limit. Indeed, at 27.6 %, 𝐺𝑎𝐴𝑠 holds the record for the highest efficiency 

single-junction solar cell (100). Due to the combination of its properties, it is used in space 

applications (99), high-performance concentrated PV (101), radio frequency (RF) emitters (102), 

lasers (103), light emitting diodes (LEDs) (104) and other areas. 

Despite its superior material properties, record efficiency and the enthusiastic effort of the research 

community, it has failed to compete with Si photovoltaics on a commercial level. Among the reasons 

for this lack of success is the high price of GaAs compared to Si (105–107), stemming partly from 

the lack of production scale that Si enjoys and partly from the relative scarcity of  Ga compared to Si. 

Indeed, from Figure 1-1 (a), one can observe that constituting elements of 𝐺𝑎𝐴𝑠 are 4 orders of 

magnitude less common than Si in the earth’s crust. 𝐺𝑎𝐴𝑠 itself is too expensive to be used as the 

substrate for homoepitaxy on an industrial scale needed for widespread PV use. In addition, the 

growth of 𝐺𝑎𝐴𝑠 thin films on dissimilar substrates is not easy due to the lattice mismatch, which will 
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result in formation of detrimental defects. Polarity mismatch between 𝐺𝑎𝐴𝑠 and the substrate can 

cause the formation of antiphase boundaries and further adds to the challenges of 

𝐺𝑎𝐴𝑠 heteroepitaxy  (108).  Adopting NW geometry has been proposed as a way to tackle these 

issues at the same time. NW cross sectional dimensions are smaller or comparable to the radiant light 

wavelength, causing interference and guiding effects to dictate the optical behavior of the NWs 

(109,110). In the case of low-absorbing materials such as indirect bandgap semiconductors, the 

wavelength effects play the dominant role (111). One the other hand, highly absorbing materials  such 

as direct III-V semiconductors exhibit resonances that enhance the absorption by many factors.(109)  

One can consider this effect as if NWs act as a built-in concentrator of the incident light. This 

increases the absorption and efficiency of solar cells made of NWs. A solar cell composed of single 

GaAs NW has shown the potential to go beyond Shockley–Queisser limit, due to having absorption 

cross-section that is many times higher than its actual cross-section and effective light concentration 

around 12 (109). This means that for absorbing the same amount of light, much less material is 

needed, which could address issues related to the high price of 𝐺𝑎𝐴𝑠. Furthermore, due to their low 

footprint to sidewalls area ratio, NWs can effectively relax the strain they have from lattice mismatch 

with the substrate at their sidewalls, which adds flexibility in terms of the substrate used as support 

for the solar cell (112–115). Understanding the fundamentals of 𝐺𝑎𝐴𝑠 NW growth will bring new 

understanding on the synthesis of high quality 𝐺𝑎𝐴𝑠 and therefore contribute to its implementation 

in PV and/or other applications. 

1.3.2 Properties of GaAs Nanowires 

Similar to other non-nitride III-V semiconductors, bulk 𝐺𝑎𝐴𝑆 exhibits a cubic ZB phase, which 

implies an ABCABC atomic stacking in the (111) direction. The ZB unit cell and its stacking are 

illustrated in Figure 1-5 (a) and Figure 1-5 (b), respectively. However, at nanoscale, 𝐺𝑎𝐴𝑠 can assume 

hexagonal WZ structure with ABAB atomic stacking. This is the bulk phase for nitride-based III-V 

semiconductors such as 𝐺𝑎𝑁. Figure 1-5 (c) and Figure 1-5 (d) show 𝐺𝑎𝐴𝑠 WZ unit cell and its 

atomic stacking. 

Increased surface energy  contribution to the overall energy balance of the system, which is inherent 

to nanoscale structures, is one of the reasons for the formation of WZ phase in III-V nanowires (116). 

The formation of a rotational twin along the < 111 > growth direction in ZB causes a local change 

in the atomic stacking and can be considered equivalent to a WZ half-monolayer (117,118). 

Successive formation of this type of twinning in ZB can cause a full transition to WZ so the propensity 

of NWs for having WZ inclusions makes them prone to be highly defective, as commonly observed 

in the literature (119–122). 
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Figure 1-5. (a) ABCABC stacking of ZB GaAs. (b): Cubic ZB unit cell of 𝐺𝑎𝐴𝑆.  (c) ABAB stacking of WZ 

GaAs. (d) Hexagonal unit cell of WZ 𝐺𝑎𝐴𝑠. These images are made by Rhodius software (123). 

 

Another important feature of 𝐺𝑎𝐴𝑠 that has major implications for the growth and properties of 𝐺𝑎𝐴𝑠 

NWs is polarity, which refers to the inherent electrical dipole due to the ionisity of Ga − As bonds, 

translated to an inherent electrical field in certain crystal directions [104,105]. For kinetic reasons, NWs 

tend to grow in (111) direction. In arsenide and phosphide-based NWs, the (111) growth direction 

is commonly terminated by group V elements (120,126,127) . This configuration is called B-polar 

growth and is in contrast to the rare cases of A-polar growth in which the (111) direction is 

terminated with group III elements. These two polarities have striking differences in terms of NW 

morphology, crystalline quality and opto-electronic properties. For instance, while the before-

mentioned occurrence of high defect concentration and WZ inclusion in III-V NWs is very common 

in B-polar growth, they have not been observed for A-polar NWs [106,108]. This high crystalline quality 

of A-polar NWs makes them more desirable. However, their growth has been very rare and 

challenging due to the thermodynamic reasons. 
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Figure 1-6. Polytypism and defects in 𝐺𝑎𝐴𝑠 NWs. (a) Low magnification TEM image of a 𝐺𝑎𝐴𝑠 NW. The 

bottom of the NW demonstrates a ZB structure with very low defect density. The middle section has mixed 

phase and hosts a high denisty of defects, before a pure WZ structure towards the tip. The tip has ZB phase 

tip with many stacking faults below. Higher magnification images of different regions are shown 

respectively (b), (c), (d). These images and the caption are adopted from (129) with permission © IOP. 

Similar to 𝐼𝑛𝐴𝑠(𝑆𝑏), 𝐺𝑎𝐴𝑠 NWs grown along < 111 > directions adopt a hexagonal cross section 

to minimize their overal surface energies (130,131). Elemental segregation has been observed at the 

corners of this hexagonal cross section in core-shell 𝐺𝑎𝐴𝑠 − 𝐴𝑙𝐺𝑎𝐴𝑠 NW structures (132). Different 

crystallographic planes have different levels of elemental segregation due to the discrepancy in their 

surface energies. Differential elemental concentration of 𝐴𝑙 causes the formation of quantum dots 

(QDs)(132,133) due to the band alignment between 𝐺𝑎𝐴𝑠, 𝐴𝑙𝐺𝑎𝐴𝑠 and 𝐴𝑙𝐺𝑎𝐴𝑠 𝑄𝐷𝑠. 

In core-shell QDs, The optical properties of QDs depends on the composition and the thickness of 

the shell (134). In addition, the crystalline quality of the core NW directly affects the emission of the 

QDs embedded in the shell as defects in core can propagate to the shell, causing centers for radiative 

recombination and reducing the emission quality through peak broadening. Elimination of defects in 

the core NW can improve the optical behavior of these systems. Indeed, A-polar core-shell 

𝐺𝑎𝐴𝑠/𝐴𝑙𝐺𝑎𝐴𝑠 NWs, which, as discussed before, have a phase-pure and defect-free ZB structure are 

shown to have superior QD emission compared to their B-polar counter-parts in terms of intensity 

and peak width (117). Understanding the mechanism of A-polar growth therefore can be beneficial 

for improving the optical behavior of 𝐺𝑎𝐴𝑠 NWs. 

1.3.3 Methods for the Growth of Semiconductor Nanowires 

Growth rate anisotropy is a requirement for achieving the one-dimensional geometry of the NWs. 

While some solution-based methods have been used to achieve this purpose (107), most of the 

research is focused on vapor-based epitaxy of NWs. The most common method to achieve growth 

anisotropy in vapor-based growth of NWs is using a catalytic nanoscale particle that gathers gaseous 

precursors from the growth chamber and incorporates them into the NW structure upon 

supersaturation (135). Growth mechanisms are divided into vapor-solid-solid (VSS) and vapor-

liquid-solid (VLS) modes based on the phase of this catalyst particle. While VSS growth can offer 

sharper interfaces, it offers lower growth rate compared to VLS (136). The mechanism of VLS 

growth was identified in a seminal paper by Wagner and Ellis (137) in 1964 on a Si − Au system. 

Normally, the initial position of the droplet is defined by the mask layer on the substrate as the 

droplets are gathered in the holes that are present in the mask. Figure 1-7 demonstrates the VLS 

growth of 𝐺𝑎𝐴𝑠 NWs on 𝐺𝑎𝐴𝑠 substrate covered with a 𝑆𝑖𝑂2 mask. In addition to these two methods, 
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vapor-solid (VS) is an important mechanism that is heavily used in NW growth. As the name implies, 

there is no catalytic particle involved in this process and the gaseous particles are directly 

incorporated into the solid structure. VS growth is based on the difference in the growth rates of the 

different facets of a crystal (136). The growth of shells in core-shell structures is done employing VS 

mechanism. 

 

 

Figure 1-7. Growth of 𝐺𝑎𝐴𝑠 NWs on a 𝐺𝑎𝐴𝑠 substrate. The 𝑆𝑖𝑂2 mask determines the initial position of 

the droplet and thus, the NWs. This image is taken from (138). 

 

The choice of the catalyst particle in VLS growth has significant consequences for the properties of 

the NW. For instance, while VLS growth of 𝐺𝑎𝐴𝑠 is easier with Au catalyst, the incorporation of 

gold into the NW structure has significant negative effects on the opto-electronic properties of the 

NW due to the formation of deep levels in 𝐺𝑎𝐴𝑠  (138). Furthermore, gold is generally avoided in 

𝑆𝑖-based semiconductor industry due to the destructive effects it has on the performance of 𝑆𝑖 devices 

(139). Using native Ga as the catalyst droplet has been proposed as a way to solve these issues (138). 

Due to its importance, we have focused on this growth method for 𝐺𝑎𝐴𝑠 NWs in this thesis. 

Models describing the VLS growth of NWs have been mostly focused on the macroscopic properties 

of the catalyst droplet and the phases involved in the process.  Thermodynamic considerations about 

the nucleation enthalpy and the surface energies of the interfaces were first employed to justify the 

growth of WZ phase in III-V semiconductor NWs(116). The contact angle of the droplet is 

increasingly linked to various aspects of NW growth such as polytypism. It is observed that ZB grows 

at higher contact angles than WZ (116,140,141) and lower contact angles are linked to an increased 

probability of defect formation(126). The shape and configuration of the droplet at the early stages 

of growth has a fundamental effect on the growth quality and direction of NWs (142). In (126), tuning 

the contact angle and droplet volume was used to switch the growth direction in self-catalyzed 𝐼𝑛𝐴𝑠 

NWs. Furthemore, contact angle engineering was employed to switch the polarity of gold-catalyzed 

𝐺𝑎𝐴𝑠 NWs, while the In (126). Noticeably, in-situ studies have established a link between contact 

angle and the ratio of 𝐴𝑠 and 𝐺𝑎 fluxes, known aas 𝑉/𝐼𝐼𝐼 ratio (141): increasing the 𝑉/𝐼𝐼𝐼 ratio 

reduces the contact angle, which in turn makes the formation of WZ and defects more likely. 
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All the observations and modeling up to this point have, however, neglected the atomistic and discrete 

structure of the interface between the droplet and the underlying NW crystal. Indeed, up to now, the 

boundary between the droplet and the NW is considered as binary, sharp interface. This is in contrast 

with the observation in other systems in which a gradual transition from crystalline interface to 

amorphous liquid is reported (143–150). The periodic potential imposed by the crystalline lattice of 

the solid makes the adjacent atoms in the liquid phase to adjust a semi-structured configuration with 

properties that are different from those of atoms in the bulk of the droplet. This fact, however, has 

been neglected up to now in the modeling of VLS process. The general difficulty in probing such 

ordering of liquid at the interface could be considered as a reason for this omission: the ordering 

extends just for a few nanometers and is very delicate. Consequently, most characterization 

techniques do not have the spatial resolution for probing this ordering. High resolution transmission 

electron microscopy (HRTEM) is employed to investigate the ordering of liquid  𝐴𝑙 in contact with 

𝐴𝑙2𝑂3 (143,145,147,150). However, the contrast variation in HRTEM images is hard to interpret as 

it is affected by thickness/ focus parameters and delocalization effects (151).  In addition, HRTEM 

cannot distinguish different polarities of the structure and thus cannot be used to investigate the 

difference in the liquid ordering between A and B polar 𝐺𝑎𝐴𝑠. In addition, chemical analysis of the 

interface using core-loss electron energy loss spectroscopy (EELS) and EDS is not possible as the 

high electron dose employed in these techniques will destroy the interface and the fragile structure 

of the ordered liquid. 

In this thesis, we have studied the reasons for the fundamental different growth mechanisms of A and 

B-polar 𝐺𝑎𝐴𝑠 NWs through focusing on the liquid ordering at interface between the NWs and the 

catalyst droplet in self-catalyzed 𝐺𝑎𝐴𝑠 NWs. A combination of high-end electron microscopy and 

machine-learning based molecular dynamics (MD) simulations developed by external collaborators 

are employed to shed light on the difference between the growth of different NW polarities. 

1.4 Thesis Outline 
Chapter 1, Introduction, offers the motivations and the relevant literature review. 

 

Chapter 2, Methods, will discuss the different techniques employed during this thesis. We first start 

by the description of the MBE machines used to grow the thin films and the NWs studied. The 

different characterization techniques that have been utilized to study the properties of 𝑍𝑛3𝑃2 thin 

films and 𝐺𝑎𝐴𝑠 NWs are then discussed. These include scanning electron microscopy (SEM), S/TEM 

and its variants, core loss EELS, principal component analysis (PCA), focused ion beam (FIB), 

Raman spectroscopy, photoluminescence (PL) spectroscopy, XRD, terahertz (THz) spectroscopy and 

conductive atomic force microscopy (C-AFM). Finally, a short section on the MD simulations and 

the machine learning techniques developed to conduct them by our collaborators is offered. 

 

Chapter 3, Results and Discussion, divided into two sections, is composed of the peer-reviewed 

papers published providing our findings on 𝑍𝑛3𝑃2thin films and 𝐺𝑎𝐴𝑠 NWs. 

Chapter 4, Conclusion and Outlook, offers a short summary of the tasks achieved and the open 

questions relevant to this work. 
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  2: Methods 

This chapter reviews the main methods employed in this thesis. We start by describing the molecular 

beam epitaxy, MBE, which is the method used for the growth of 𝑍𝑛3𝑃2 thin films and the GaAs 

nanowires. Next, the methods used for characterization and investigation of the samples are discussed. 

These include electron microscopy and spectroscopy methods such as scanning electron microscopy 

(SEM), transmission electron microscopy (TEM), scanning transmission electron microscopy (STEM), 

energy-dispersive X-ray spectroscopy (EDX) and electron energy loss spectroscopy (EELS), focused 

ion beam (FIB), Raman spectroscopy and x-ray diffraction (XRD). 

2.1 Molecular Beam Epitaxy for Growth of 𝒁𝒏𝟑𝑷𝟐 

2.1.1  Structure and Working Principles 

 

MBE is an ultra-high vacuum (UHV) method used mainly for studying the growth mechanism of 

semiconductors. Despite its high maintenance and operational costs, it is one of the main platforms of 

choice for understanding the fundamental aspects of crystal growth. The unique features of MBE 

include very high levels of control over growth parameters, extreme material purity and low 

contamination levels and the possibility of in-situ characterization.   

The MBE used in this project for the growth of 𝑍𝑛3𝑃2 is a Veeco GENxplot system, shown in Figure 

2-1. Different parts of this system are labeled to facilitate the description. The MBE machine used to 

grow the GaAs nanowires is extremely similar. In order to maintain the high purity levels and the ultra-

high vacuum (UHV), this machine is divided into three main interconnected parts: load lock (a), 

preparation module (b) and growth chamber (c). The operations of the MBE are directed by the control 

unit (d).  Load lock is used to load the samples and is the only place where the MBE is regularly opened 

from and exposed to air. In order to protect the UHV status and prevent from contaminations, it is 

separated from the rest of the machine through the gate valve (f). Upon loading the samples, the load 

lock turbo pump (e), which is backed up by a rough pump (not shown here) is started to lower the 

pressure and the first degassing stage is initiated by turning the load lock lamps on. The temperature is 

elevated to a set point (150°C in this case) and is maintained for ~ 2h. When the load lock pressure is 

low enough, the samples are transferred to the parking station (g). The transfer arm (h) is used to move 

the samples to the preparation module (b), where the temperature is again raised to further degas the 

samples. For the 𝑍𝑛3𝑃2 samples grown on 𝐼𝑛𝑃(001) substrate, the degassing temperature is 300° 𝐶 

and the samples are kept at this temperature for two hours. An ion pump (not shown here) traps the 

contaminants released during the degassing and keeps the pressure low. The preparation module and 

parking spots are separated from the growth chamber through gate valve (i). Once the pressure in the 

preparation module is less than 5 × 10−9 mbar, the sample is transferred to the growth chamber (c) 

using the transfer arm (h). This chamber is kept at extremely low pressures by the cryopanels, a 

Ti sublimation and an ion pump (j). Heater (k) is lowered on the manipulator to control the growth 

temperature by radiative heating. This chamber is equipped with residual gas analyzer (RGA), shown 

by (m), for monitoring the pressure levels of different species inside the growth chamber and a quartz 

crystal monitor (QCM) for monitoring the growth rate. This is done by measuring the change in the 

vibrational frequency of the quartz crystal due to the added mass caused by the deposition (152). The 
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material sources, called cells, are located below the growth chamber at 45 ° with respect to the vertical 

axis of the growth chamber. Component (n) shows the zinc cell.  

 

Figure 2-1. Veeco GENxplore and its components. (a): load lock. (b): preparation module. (c): growth module. 

(d): control unit. (e): turbo pump of the load lock. (f) the gate valve separating the load lock and preparation 

module. (g) the parking station for the sample. (h) the arm used to transfer the samples between the preparation 

and the growth chamber. (i) the gate valve separating the growth module from preparation module. (j): the 𝑇𝑖 
sublimation and iron pumps for the growth module. (k) the heater used to control the growth temperature, (l): 

QCM. (m): RGA. 

 

 

A schematic view of the growth chamber is offered in Figure 2-2 (a). Cryopanels cooled by liquid 

nitrogen help keep the pressure low by trapping gas molecules. The chamber hosts a beam flux monitor 

(BFM), which is a pressure sensor used to calibrate the fluxes.  

The effusion and cracker cells are used to generate the Zn and 𝑃2 fluxes, respectively. In our case, 𝐺𝑎𝑃 

is used as the precursor for P flux. Upon heating up, 𝑃2 is released before reaching the cracker. 

Increasing the cracker temperature will break the remaining of the 𝑃4 molecules into 𝑃2, which is safe 

in contrast to the highly reactive 𝑃4. In order to further increase the precision in the control of the fluxes, 

both of these cells are equipped with valves. Instead of changing the cell temperatures to adjust the 

fluxes, the cells are kept at constant temperatures and instead the degree of which the valves are open 
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is changed. This adds further stability and in addition is faster since changing the cell temperatures 

needs to be done gradually while controlling the valves is instant. For a review of MBE cell types, one 

can refer to (153).  

 

Figure 2-2.  a schematic view of the growth chamber showing the cells, cryopanels, RHEED gun and screen, 

BFM and QCM. A shutter can be inserted between the substrate and the cells to block the atomic fluxes from 

reaching the substrate if needed. The sample is rotated to ensure annular homogeneity of growth fluxes. The 

chamber is kept at low pressures by Ti sublimation and ion pump.  

 

An important capability of MBE systems is the use reflective high energy electron diffraction 

(RHEED), which can be used to have an in-situ assessment of the growth quality and rate. Electrons 

with high kinetic energies between 10 KeV and 50 KeV are radiated on the sample with very low 

grazing (otherwise known as glancing) angles between 1° and 5°. This very low angle makes this 

technique very sensitive to the surface as the penetration depth is very low. In addition, it makes RHEED 

benefit from the very large scattering cross sections at low angles (154). Electrons are diffracted upon 

the interaction with the sample and then shed on the RHEED screen used for visualization of the 

diffraction patterns. RHEED is not compatible with other growth techniques as ultra-high vacuum levels 

are required to have unperturbed electron beams. Based on the shape of these diffraction patterns and 

the oscillations in their intensities, one can obtain various information about the growth such as the 

crystal structure/orientation, surface flatness, grain size, epitaxial relation between the sample and the 

substrate, growth style in thin films and more (155). To understand the principles of RHEED, one should 

consider the concept of Ewald sphere, which is defined as a sphere in reciprocal space centered around 

the electron source with radius = |𝑘⃗ |, where 𝑘⃗  is the wave vector of the electron beam. Assuming elastic 

scattering, diffraction patterns can be assumed as the intersection of this sphere and the reciprocal space 

of the lattice, projected on the screen (155). Figure 2-3 offers a visual representation of the 

reconstruction of the diffraction patterns.  
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Figure 2-3. (a) Direct space and reciprocal space of RHEED. (b) pattern taken from a Si(1 1 1)( 

7× 7) reconstructed surface. The electron beam was 15 keV in energy with [112̅] incidence in azimuth 

direction and about 3° in glancing angle 𝜃𝑔 to attain a surface-wave resonance condition. These images and 

their captions are taken from reference (155) with permission © Wiley. 

 

Different surface configurations have different reciprocal spaces. This results in unique realization of 

diffraction patterns for each such configuration. For instance, a flat monocrystalline surface would have 

parallel lines with infinitely small thickness as its reciprocal space pattern. On the other hand, a flat 

surface featuring small domains has reciprocal space patterns with lines that have finite thicknesses. 

This make the RHEED pattern to change from the spots in the case of flat, monocrystalline surface to 

streaks in the case of flat surface with small domains. Some different surface configurations with their 

reciprocal space and RHEED patters are listed in Figure 2-4. 

 

Figure 2-4. Different surface configurations and their corresponding reciprocal space and RHEED patterns. 

These images are taken from reference (155) with permission © Wiley. 

 

In addition to understand the atomic configuration of the surface by looking at the diffraction patterns, 

the variations in the intensities of the dots in these patterns can also be used to monitor the growth rate. 

For a fully formed 2D surface with perfect lattice, the diffraction intensity is maximized. Addition of 

any atoms to the surface constituting a top incomplete monolayer will reduce the intensity of the dots 

in the diffraction pattern. At half of a monolayer the intensity is minimized. Adding new atoms from 

this point will increase the intensities again until a new layer is fully completed, in which case the 
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intensities are maximized again. Measuring the time between peaks can reveal the growth rate with high 

precision.  

Using 𝑃 for growth poses unique safety challenges that need to be adequately addressed. White 

phosphorous 𝑃4 can be deposited on the interior of MBE. This material is extremely flammable and is 

used for making military munitions (156), which are often banned by international treaties due to its 

very high burning temperature (157). In addition, it can turn into phosphine, 𝑃𝐻3 after contacting with 

water and moisture, which is highly toxic and flammable (158). To mitigate these risks upon opening 

of the system, a 𝐺𝑎𝑃 cell was used, which mainly produces 𝑃2 instead of 𝑃4. In addition, a phosphorous 

recovery process was used to recover all phosphorous in the chamber before any opening of the chamber 

for maintenance. During the phosphorous recovery process, the main MBE chamber is heated up by 

covering it with a thermal tent and a dedicated cryopanel cooled down by liquid nitrogen is connected 

to the main chamber. The increased temperature causes the phosphorus to migrate to the cold point and 

stick to the walls of the external cryopanel. At the end of the process this is carefully removed and 

neutralized. This process involves the full immersion of the cryopanel in a large container filled with 

water. 𝐻2𝑂2 is added to convert the 𝑃4 to 𝑃2𝑂5, which is then converted to a soluble phosphate solution 

by 𝐴𝑙(𝑂𝐻)3. The concentration of both 𝐻2𝑂2 and 𝐴𝑙(𝑂𝐻)3 for this process is 30%.  In addition, de-

ionized water is used for squirting the dislodged phosphorous chunks which are brought to the water 

surface by bubbles. This neutralization process is carefully planned and conducted under a chemical 

fume hood that removes the released gases.  

Now, we provide a short description of the MBE system P600 dual chamber from DCA Instruments 

used to grow 𝐺𝑎𝐴𝑠 NWs 2. An schematic view of this system can is offered in Figure 2-5. The basic 

principles of this machine are shared with the system described for the growth of 𝑍𝑛3𝑃2 thin films. 

However, there are a few differences that are highlighted here. First, as suggested by its name, this 

machine is equipped two separately operated growth chambers, which share the “central distribution 

chamber” (CDC). CDC hosts a robotic arm that handles all the transfer operations. This arm can be 

programmed and controlled remotely. In addition, this MBE system employs a hydrogen cleaning 

module, mainly used to clean the substrate surface before the growth of 2D 𝐺𝑎𝐴𝑠 thin films. In contrast 

to the Veeco GENxplot system system, the parking and degassing stations are not directly connected as 

they are placed on different sides of the CDC. Growth chambers 1 and 2, load lock, parking station, 

degassing station and the hydrogen cleaning module are all separated from the CDC by UHV gate 

valves. The DCA system uses effusion cells for gallium, indium and aluminum, while cracker cells are 

implemented for arsenic and antimony. Each growth chamber is equipped with two cryopumps 

produced by CTI Cryogenics, in addition to two cryopanels cooled by liquid nitrogen.  

                                                      
2 This system is also used for the growth of other III-V structures, such as 𝐼𝑛𝐴𝑠 NWs, 𝐼𝑛𝐴𝑠/ 𝐺𝑎𝐴𝑠 nano 

membranes and 𝐺𝑎𝐴𝑠 thin films. 
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Figure 2-5. A schematic view of DCA P600 dual chamber system. The main parts of the machine including the 

load lock, parking station, growth chamber, degassing station, hydrogen cleaning module, central distribution 

chamber and the two growth chambers are highlighted.  

 

 

2.2 Characterization Techniques  

2.2.1  Electron Microscopy and Electron Spectroscopy  

Electron microscopy and electron spectroscopy are some of the most used characterization techniques 

in materials science and engineering. These techniques include scanning electron microscopy (SEM), 

(scanning) transmission electron microscopy (S-TEM), energy dispersive X-ray spectroscopy (EDX), 

electron energy loss spectroscopy (EELS), cathodoluminescence (CL) and more. Collectively, these 

techniques offer fast morphological characterization (by SEM), crystalline quality characterization 

(TEM/ STEM), compositional characterization (core-loss STEM EELS, STEM EDX, SEM EDX) and 
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study of the functional properties (CL, low-loss EELS) with high to very high magnifications and 

resolutions.  

An advantage of electron microscopy techniques is that the wavelength of the electrons can be readily 

changed by the acceleration applied to them. Furthermore, electrons normally have lower wavelengths 

than light. According to Rayleigh criteria, the diffraction-limited resolution is inversely proportional to 

the wavelength, so lowering the wavelength will result in images with higher resolutions (159). For 

comparison, modern electron microscopy offers wavelengths in the order of a few picometers as 

opposed to the wavelength of several hundreds of nanometers in visible light. At extremely low 

wavelengths, however, the resolution is limited by electron beam instability and lens aberrations (160).  

There are different mechanisms for electron-matter interaction 3, which are schematically shown in 

Figure 2-6, enabling various types of electron microscopy and spectroscopy.  These interactions can be 

split into two main categories of elastic and inelastic scattering. In elastic scattering, the momentum 

magnitude (and thus the kinetic energy) of the electrons are conserved but the direction of wave vectors 

changes. This type of scattering occurs due to the Coulomb interaction of electrons and the atomic 

nuclei (161). The nuclei contain a high density of electric charge, causing the area in its vicinity to have 

strong electric field. The electrons passing that are close enough to the nuclei are greatly affected by 

this electric field and undergo deflection with a large angle. This is called Rutherford scattering and is 

shown in Figure 2-7(a). The Rutherford scattering angle depends on the charge of the nuclei and is used 

in High-angle annular dark-field (HAADF) imaging. If the deflection angle is more than 90 °, the 

electrons are said to be backscattered. In these cases, these electrons can exit the sample from the same 

surface they entered. Backscattered electrons are captured and used in SEM to gain information about 

the nuclei and phase differences.  

 

 

Figure 2-6. Different physical electron-matter interaction mechanisms used in electron microscopy and 

spectroscop. 

                                                      
3 The descriptions in this section are mostly adopted from reference (161). 
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Most of the electrons traveling through the sample, however, pass further away from the nuclei. As the 

electric field is inversely proportional to the square of distance from the nuclei, they experience weaker 

forces and thus are scattered at low angles. In domains with irregular arrangement of atoms, such as 

amorphous solids and gases, each nucleus scatters the incoming electrons independently. However, in 

a crystalline solid, the interference between the periodic electric potentials of the nuclei and the 

incoming electron waves make the continuous scattering distributions to collapse into discrete points 

whose angles depend on the atomic spacings. In this case, the elastic scattering is called (Bragg) 

diffraction and is widely used in transmission electron microscopy to study the crystalline structure of 

the solids.  

 

 

 

Figure 2-7. A view of electron scattering by a single atom (carbon). (a) Elastic scattering is caused by Coulomb 

attraction by the nucleus. Inelastic scattering results from Coulomb repulsion by (b) inner-, or (c) outer-shell 

electrons, which are excited to a higher energy state. The reverse transitions (de-excitation) are shown by 

broken arrows. These figures and their caption are taken from (161) with permission © Springer. 

  

The Coulomb interaction of the electron beam and the atomic nuclei could also be inelastic.  This 

happens when the deceleration of passing electrons by the nuclei causes X-ray emission which can have 

any energy less than the incident beam energy. The spectrum for this type of emission thus appear 

continuous and the process itself is called continuous x-ray, otherwise known as Bremsstrahlung 

emission (162).  

Inelastic scattering is due to the Coulomb interaction between the passing electrons and the electronic 

cloud surrounding each nucleus. The interaction of fast-passing electrons with the inner-shell electrons 

in the solid is shown in Figure 2-7(b). The ground state of these inner-shell electrons in hundreds to 

thousands of electron volts below the Fermi level of the solid. Due to the existence of unoccupied 

electronic states above the Fermi levels, upward transition of the inner-shell electrons is possible given 

that the absorbed energy is similar or more than their binding energies. In this process, the passing 

elections lose the same amount of energy, thus being scattered with small angles. This interaction leaves 
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the target atoms in an instable, excited state. De-excitation, then, can quickly happen, resulting in the 

downward transition of the outer-shell electrons with release of energy in the form of x-rays or another 

electron. The latter process is called Auger emission. Since the differences between energy levels are 

specific to each material, x-rays captured from this process are called characteristics x-rays and are used 

to perform chemical analysis of the samples in edx spectroscopy. It is to be noted, however, that for a 

meaningful chemical analysis, the continuous background caused by Bremsstrahlung emission should 

be removed from the edx spectrum.  Figure 2-7(c) helps visualize emission process of characteristics x-

rays. 

In addition to this process, if the excited state has an energy higher than the vacuum level of the solid 

and the excited electron posses high-enough energy, it can escape the solid and be emitted as secondary 

electron. This process happens at very low angles between 1 and 2 mrad for the energy of the incident 

electron beam in the range of 100 KeV. As a result of this process, CL radiation in visible range, energy 

dissipation in form of heat or ionization damage can occur.  

 

Instead of the single-electron excitation described before, a collective inelastic scattering can occur 

between the outer-shell electrons and many solid nuclei.  This results oscillation of the valance electrons 

densities is called plasmon resonance. The energy of this excitation is in the range of 5-30 eV for most 

solids. Low loss spectroscopy tries to record this energy and use it to characterize the electronic and 

band states of the sample. The plasmons quickly decay, releasing their energy in the form of heat or by 

creation of secondary electrons 4.  

For plasmon scattering, the mean free path of inelastic scattering is usually between 50 and 150 nm. If 

the sample thickness is more than this mean free path, plural scattering will have a pronounced effect 

on the overall processes, distorting the shape of the energy-loss spectrum. This results in thickness- 

dependency of the spectrum, which is not desirable for material characterization. However, the plural 

scattering peaks can be removed by established deconvolution algorithms.  

Now, we focus on the structure of electron microscopes, which is schematically demonstrated in Figure 

2-8.An important requirement for electron microscopy is implementation of high vacuum. This is to 

ensure that the electron beam is not scattered or lost some of its energy in the atmosphere of the 

microscope chamber before reaching the sample. Each microscope consists of four main parts: electron 

gun, condenser, objective and detectors (163,164), with various apertures and lenses being used to 

construct the condenser and objective sections. Electron gun, otherwise called cathode, is responsible 

for generation of a bright, stable and intense electron beam with the shape as close as possible to a point 

and a low energy dispersion. After emission from the gun, an electric field parallel to the optical axis 

of the beam acts on the electrons to accelerate them to their final kinetic energy, 𝐸. This field is 

generated through application of a potential difference between the cathode and an anode, which is a 

circular metallic plate with a hole in its center. It is to be noted that the anode absorbs around 99% of 

the electrons produced by the gun (165). 

The condenser part is the illumination system the microscope and used to guide and focus the electron 

beam. In modern electron microscopy, the condenser starts with magnetic lenses C1 and C2 acting on 

the passing electrons by Lorenz force. These two lenses can collectively make beam crossover and 

                                                      
4 Beside this bulk effect, surface plasmons can be created. These effects are, however, only pronounced for very 

thin samples or small particles.  
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focus the beam on the sample. For an electron with the velocity of 𝑣 passing from a magnetic field 𝐵⃗ , 

the force applied to the electron is: 

𝐹 = −𝑒(𝑉⃗ × 𝐵⃗ ) 

where × is outer product and −𝑒 is the charge of the electron. The force applied to the electron will 

therefore be perpendicular to both its velocity and the direction of the magnetic field of the lenses. 

Consequently, 𝐹 has no component in the direction of travel of electron beam and thus the magnitude 

of velocity parallel to the optical axis of the lens stays constant. 

Beams exiting C2 go through condenser aperture. In general, apertures are metallic objects with holes 

in them that block the passing of electron beam except for through the hole. This gives an opportunity 

to control the beam size illuminated on or passed from the sample, convergence angle and the depth of 

focus and select specific diffraction points. In addition, the electrons further away from the center of 

the beam are more likely to suffer from spherical aberrations, a process that causes electrons passing 

from the periphery of the lenses unable to focus on the same point as the electrons passing from the 

center of the lens (165,166). Using apertures, therefore, will reduce the spherical aberrations and 

increase the resolution. 

Scan coils are then employed to properly align the electron beam with respect to the optical axis of the 

microscope. The role of these coils in SEM and STEM is to scan the surface of the sample with 

concentrated, pointy beam, while in TEM they make the electron beam they produce parallel beams on 

the area of interest. 

The combined effect of C1, C2 and scanning coils can make the electron beams non-circular, which 

introduces aberration and lowers the resolution. Condenser stigmators are used to correct for this effect 

before the entrance to the objective section. 

The objective section of the microscope is used to form the image. In general, objective lenses are the 

strongest lenses in the microscope. In SEMs, the samples are placed after the objective lens, while in 

TEM and STEM, they are placed within the objective system itself. This is called immersion 

configuration and uses magnetic lenses to effectively form the images. The pre and post- sample 

components of the objective system are used to achieve different goals in TEM and STEM. In TEM, 

the pre-sample section, called upper objective lens, is used to ensure that the beams illuminated on the 

sample are parallel, while in STEM it is used to make a pointy prob beam on the sample. The post-

sample parts in TEM, called lower objective lens, forms a crossover at its back focal plane. This is the 

lens that is used to magnify the image. In stem, the post-sample part of objective system is called transfer 

lens, as shown in Figure 2-8 and is employed for image alignment with the detectors. In both TEM and 

STEM configurations, objective stigmators are used to correct for aberrations introduced in the 

objective system. 

In SEM and TEM, object apertures are also used. The objective aperture diameter in TEM determines 

the scattering angle of the electrons leaving the sample, which in turn dictates the number of diffracted 

beams used to form the image (167). Lower objective apertures can reduce image delocalization, but 

result in lower image intensities and contrasts. After the objective aperture, there are intermediate and 

projection lenses in TEM, which help construct the image on the detector itself. 

An important function of the objective aperture in TEM/ STEM is to change between the bright field 

(BF) and dark field (DF) modes. Different parts of the specimen have different affinity for absorbing or 

scattering the electrons based on factors such as composition, thickness and crystalline orientation with 
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respect to the electron beam. In BF imaging, the non-diffracted beam, often called direct beam, is 

transmitted from the specimen is used to form the image. Therefore, the parts that are less absorbent 

and diffracting appear the brightest. In DF imaging, on the other hand, the diffracted beams are chosen 

to form the image, and the direct beam is blocked, making the most diffracting parts of the specimen to 

be the brightest. This makes DF images very sensitive to the presence of defects in the structure. Figure 

2-9 (a) and (b) provide an schematic view of the switching mechanism between the BF and DF imaging, 

while example BF and DF images for identical area of interest on a tissue paper under are provided in 

Figure 2-9 (c) and (d), respectively. 

Finally, detectors are used to capture the images or record the spectrum. Different detectors are used to 

address the different electron-matter interaction mechanisms shown in Figure 2-6. These detectors are 

based on either charge-couple devices (CCDs) or complementary metal-oxide-semiconductor (CMOS) 

(168). Both these technologies use photo diodes to convert photos to electrons. In a CCD, the charge is 

transferred between neighboring pixels and the read-out happens after. Binning is used to minimize the 

read-out noise. In CMOS, on the other hand, the charge is immediately converted to voltage. This allows 

for high frame recording and low electronic noise.  

 

Figure 2-8: schematic view of different electron microscopy configurations. (a): SEM, (b): TEM, (c): STEM 

 

In TEM, the detector is placed on the optical axis of the microscope at the end of the column. In STEM, 

however, some adjustment to this configuration is needed. The BF detector is indeed located on the 

optical axis of STEM, but using it will block the entrance to EELS spectrometer. In practice, the BF 

detector is removable. While acquiring the EELS spectra, concurrent image recoding can happen using 

HAADF detectors. EDX detectors are placed above the sample with a sharp angle in both STEM and 

SEM configurations. 
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Figure 2-9. (a) BF image formation mechanism, in which the electron beams transmitted from the sample 

without scattering are passed through the objective lens and are used for image formation. These beams meet 

on the optical axis of the microscope (b): DF image formation mechanism, in which the diffracted electron 

beams from the sample are passed through the objective lens and used for image formation BF. These beams 

meet off the optical axis of the microscope. (c) and (d): BF and DF images of a tissue paper under TEM. 

Image author: Zephyris (Richard Wheeler, Wikipedia), used under Creative Commons Attribution-Share 

Alike 4.0 International license. 

 

The inclusion of multiple lenses in the structure of electron microscopes introduces aberrations, which 

limit the image resolution. Indeed, the resolution of electron microscopes is far from the values 

diffraction-limited predictions according to Bragg’s law due to these aberrations (169). This is caused 

causes by the imperfections in the performance of the lenses in the microscope dispersions in electron 

source. An ideal lens will focus all the beams parallel to its optical axis of a single point, as shown in 

Figure 2-10 (a). The main two types of aberrations in electron microscope are chromatic aberration and 

spherical aberration. Chromatic aberration, demonstrated in Figure 2-10 (b), refers to the failure of the 

https://en.wikipedia.org/wiki/Dark-field_microscopy#/media/File:Paper_Micrograph_Dark.png
https://en.wikipedia.org/wiki/Dark-field_microscopy#/media/File:Paper_Micrograph_Dark.png


29 

 

lens to focus the electrons with different energies 5 on the same point on the optical axis (170). Spherical 

aberration, on the other hand, refers to the situation in which the focal length of the beams passing from 

the lens depends on their distance from its optical axis (171), as shown in Figure 2-10 (c). In the absence 

of chromatic aberration, the point resolution of a lens is proportional to 𝐶𝑠
0.25𝜆0.75, in which 𝐶𝑠 and 𝜆 

are the coefficient of spherical aberration and the wavelength, respectively. Therefore, for a constant 

wavelength, reducing the spherical aberatiion will result in an improvement in the point resolution. 

 

Figure 2-10. (a) : an ideal lens with no aberration. All the rays passing from the lens parallel to its optical axis 

are focused on the same spot. (b): the effect of chromatic aberration on the performance of a lens. Rays with 

different energies are focused on different points. (c):  the effect of spherical aberrations on rays exiting lenses. 

The focal length is a function of the distance of the ray from the optical axis of the microscope.  

 

For the lenses designed with rotational symmetry, positive and spherical aberrations are unavoidable 

(172). However, the use of non-round, multi-pole lenses that do not have rotational symmetry, first 

proposed in 1947 (173), generates negative 𝐶𝑠 coefficient. These negative values of 𝐶𝑠can be used to 

cancel out the positive 𝐶𝑠 of round lenses. The special sets of lenses that are dedicated to reduce the 

aberrations are called correctors. The TEM and STEM use different positions for implementation of 

correctors: in TEM, the correctors are placed after lower objective lens and are called image correctors. 

In STEM, however, the correctors are implemented before the objective lens and are called prob 

collectors. It is to be note that the introduction of aberration correction in electron microscopy has 

resulted in a pronounced leap in the performance and resolution of electron microscopes, as 

demonstrated by the trend in Figure 2-11. Here, the advent of aberration corrected electron microscopy 

in post 2000s, marked in red, shows a significant jump in the resolution over the previous electron 

microscopy technologies marked in green.  

 

                                                      
5 Despite all the effort put, slight variation of the energy of electrons is present in the electron microscope. This is 

because most of the time, the beam as generated by the gun is not monochromated. Furthermore, energy loss 

might happen due to the interaction of the electrons with the sample and the microscope components.  



30 

 

 

Figure 2-11. The trend for minimum resolving power of microscopes in Å for different years since mid-18 

century. The introduction of electron microscopy in the first half of 20 century, shown in green, has been the 

major factor in improving the resolution of microscopy. The advent of aberration correctors in early 20 century 

has further pushed the performance of electron microscopy. This image is taken from reference (174) with 

some modification and permission © Springer. 

 

For an in-depth review of the different components of an electron microscope, one can check references 

(163,165). 

In addition to the structural differences between SEM and TEM/ STEM, there is a significant difference 

in the accelerations ranges that SEMs and TEMs/ STEMs employ. For most applications, SEMs are 

used in 0-10 KeV energy ranges, while the TEMs normally used with a few hundreds of KeVs6. At 

these energies, electrons have very high speeds that can approach the speed of light. Thus, it is essential 

to consider relativistic effects when working with such high accelerations. Table 2-1 demonstrates the 

increased importance of the relativistic effects and the failing of classical considerations at energies. 

                                                      
6 For studying 2D materials such as graphene and 𝑀𝑜𝑆2, TEMs/ STEMs operate in lower energy ranges, such as 

20-80 KeV (175). 



31 

 

The last column of this table lists the calculated energy neglecting the relativistic effect, which uses the 

resting electron mass without considering the increased effective mass of the electrons at higher speed.  

 

Table 2-1: the demonstration of relativistic effects on the speed and the mass of electrons. 𝐸  represent the 

electron beam energy, 𝛾 = 𝑚∗/𝑚0 where 𝑚∗ and 𝑚0 are the effective and resting electron masses, 𝑣 and 𝑐 are 

the speed of electrons and light, respectively. The last column represents the classical calculations of kinetic 

energy, showing how it fails for electrons traveling at speeds close to the speed of light. This table is taken 

from (165) with permission © Springer.  

 

𝐸(KeV) 𝛾 𝑣/𝑐 𝑚0 𝑣
2/2 (KeV) 

60 1.12 0.45 51 

100 1.2 0.55 77 

200 1.39 0.70 124 

300 1.59 0.78 154 

1000 2.96 0.94 226 

 

It is to be noted that at first approximation, increasing the voltage can increase the resolution. However, 

this increased acceleration can have adverse side effects that negatively impact the resolution. For 

instance, the increased interaction volume in SEM will result in lowering of resolution and losing 

surface details (167).  This is the reason the acceleration is kept in much lower ranges in SEM compared 

to TEM and STEM, where the low thickness of the sample limits the interaction volume and can prevent 

from this resolution degradation at high voltages. This low thickness in TEM/ STEM images is to 

increase the resolution and lower plural scattering phenomena discusses earlier. However, it adds extra 

steps to sample preparation for TEM/ STEM imaging compared to SEM, where most conductive 

samples can be readily inserted into the microscope chamber and be images immediately. The sample 

loading in TEM/ STEM is done via TEM grids, which are small circular pieces that have some parts of 

the specimen attached to them. Often, grid preparation for TEM/ STEM can be done by mechanical 

polishing or focused ion beam (FIB)7, which is the technique used in this thesis and will be discussed 

in the next section.  

2.2.2  Focused Ion Beam (FIB) 

FIB is used to cut a piece of sample, called lamella, attach it to a TEM grid and thin it down so that it 

becomes suitable to TEM/ STEM imaging.  

A FIB machine is composed of four main parts: an SEM column, an ion gun, a source for material 

deposition and a manipulator. The SEM part of is used to monitor the operations in real-time and adjust 

the process. The ion gun generates a beam of ions onto the sample by applying a strong electromagnetic 

field on positively charged liquid metal ions. The purpose of this ion beam is two-fold: first, it is used 

                                                      
7 For NW and nanoparticles, the grid preparation can be done by simply scaping the grid on the sample.  
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to cut the specimen and thin down the lamella. In addition, it is used to to accelerate the deposition/ 

welding process when used in conjunction with the deposition gas. The deposition source, which is in 

form of a gas, is used to provide a layer on the lamella to protect the sample from the beam damage 

caused by the ion beam and also attach the lamellas to the manipulator/ TEM grid. The manipulator is 

used to transfer the lamella from the sample to the gird. The ion and deposition sources in this thesis 

have been gallium and carbon, while the manipulator has been made from tungsten. The ion and electron 

beams are at a 54° angle configuration with respect to each other. 

The standard FIB procedure is as follows: first, microscope alignment is done and the sample is moved 

to the eucentric point of electron and ion beams. Then, a carbon layer is deposited on the sample surface 

by the help of electron and ion beams, Figure 2-12 (a). This protective layer specifies the lamella area. 

The area around the lamella is cut using the ion beam, Figure 2-12 (b), and then the manipulator is 

attached to one side of the lamella, Figure 2-12 (c). Next, the lamella is released from the sample, Figure 

2-12 (d), and attached to the TEM lamella, Figure 2-12 (e). Finally, this lamella is gradually thinned 

down to the desired thickness, Figure 2-12 (f).  

A common challenge with FIB is amorphization of the lamellas, which renders them worthless for 

studying the crystalline structure of the sample. This happens because, as the lamella is gradually 

thinned down, not much material is left on it to act as thermal sink. The excess heat provided by the 

FIB gun therefore can amorphize the structure. In order to prevent this, the fibbing current is gradually 

reduced. In addition to being too prone to amorphization, the lamellas that get too thin are also 

structurally fragile. In practice, the lamella is thinned down to 100 - 200 nm. This is thin enough to 

enable atomic imaging and prevent from plural scattering and is thick enough to prevent from 

amorphization and give structural robustness.  

Due to the choice of ion and deposition materials, care must be taken when using fibbed lamella for 

chemical analysis by EDX. For instance, gallium ions will be embedded into the lamella during the 

fibbing process, introducing chemical artifacts that make the compositional analysis unreliable when 

the specimen has gallium as its constituting elements. It is therefore recommended to use other ion 

sources in such cases.  
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Figure 2-12. (a): deposition of a carbon protective layer. (b) cutting the area around the lamella. (c): attaching 

the manipulator to the lamella. (d) releasing the lamella from the substrate. (e): attaching the lamella to the 

TME grid. (f) thinning down the lamella. Images (a) to (e) are taken from the top view, while image (f) is 

taken from the side view.  

 

 

2.2.3  Raman Spectroscopy  

Raman spectroscopy is a non-destructive technique widely used for identification of molecular 

structures and compounds and can be used to characterize oxides, ceramics, polymers, nanomaterials, 

powders, glasses, bio-materials and semiconductors (175). It offers a non-destructive method for a quick 

phase identification and crystalline quality assessment. In Raman spectroscopy, the probing beam is a 

laser light. The Raman effect is used to characterize the sample. A quantum- mechanical description of 

Raman effect is as follows: when a phonon interacts with a crystal lattice or a molecule, it can promote 
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that lattice or molecule to a virtual, higher energy state. There could be multiple outcomes for such 

high-energy state, one of which involves relaxation to a vibrational energy level 8. The difference in the 

energy of this state and the original state before excitation can be released by photon emission. The 

frequencies of these photons, often called Raman shifts, are used for the characterization of the sample 

(176). The discovery of the Raman effect by Chandrasekhara Venkata Raman won him the Nobel Prize 

in Physics in 1930 (177).  

When the frequency of the incident light is higher than the frequency of the scattered light, Stokes 

Raman shift is said to have happened. In the reverse cases in which the frequency of the incident light 

is lower than the scattered light, anti-Stokes effect has occurred. Since Stokes shift involved the 

transitions from higher to lower energy levels, they are more likely. Consequently, the Stokes lines are 

more intense in a Raman spectrum. Therefore, the in modern conventional Raman spectroscopy, only 

Stokes lines are measured, while the ani-Stokes lines are measured in fluorescent samples as 

fluorescence causes interreference with Stokes lines (178). The scattered photons that have energies 

identical to the incident photons are said to have undergone Raleigh scattering. The magnitude of 

Raman shift does not depend on the wavelength of the incident light. However, the intensity of the 

Raman scattering is highly dependent on the incident wavelength, so the magnitude of peaks in Raman 

spectra will change as a function of laser wavelength (177).  

Beside the chemical composition, Raman spectra can be affected by a few other factors such as crystal 

symmetry. For molecular Raman spectroscopy, the Raman spectra consists of narrow bands, the widths 

of which depend on the intensity of chemical interactions between the molecules: strong interactions 

will broaden the Raman peaks (177).   

The Raman spectra of the same solid compound in crystalline and amorphous configurations will be 

different due to the presence or absence of long and small-range spatial orders and translational 

symmetry. Amorphous solids can be considered as a collection of units with identical chemical formula, 

but varying bond lengths and angles. The distribution in the bond lengths and angles causes a 

distribution in the vibrational states, and consequently, Raman shifts, which in turn broadens the Raman 

peaks (177). For monocrystalline solids, these distributions collapse into single values due to the 

presence of long-range order and translational symmetry. Polycrystalline and nanocrystalline solids lay 

in between the two extreme cases of amorphous and monocrystalline solids. Figure 2-13 demonstrates 

this fact for amorphous and polycrystalline 𝑍𝑛3𝑃2. The red and black curves the Raman spectra of an 

amorphous and crystalline film for measurements done at room temperature. The peaks in the spectra 

of the amorphous film are broader compared to those in the spectra of the crystalline film. Indeed, some 

of the peaks for the amorphous film are merged and form broad shoulders. This is the case for the 

families of peaks in 50 − 100 cm−1,  120 − 210 cm−1 and 270 − 350 cm−1 ranges. Cryogenic 

Raman measurements and theoretical modeling have revealed that the low-frequency region with 

Raman Shift < 210 cm−1 and high-frequency region with Raman shifts > 225 cm−1 are dominated by 

𝑍𝑛 𝑃 sub-lattices, respectively, while a phono gap in 210 − 225 cm−1 exist (93).  

                                                      
8 The probability of Raman scattering is very low: approximately 1 in every 10 million lase photons undergoes 

this phenomenon (176) 
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Figure 2-13. The comparison of Raman spectra for amorphous and polycrystalline 𝑍𝑛3𝑃2 thin films measured 

with identical parameters.   

 

A Raman spectrometer has these components, as shown in Figure 2-14 : a monochromated laser source, 

a filter to discrimiate the Stokes photons from anti-Stokes and Raleigh photons. A diffraction grating 

will then bend the Raman shifted light according to the wavelength of the photons. Finally, a detector 

is used to record the signal. A few other parts such as mirrors and lenses are used to guide the laser and 

scattered light. 

 

Figure 2-14. Schematic view of basic structure of a Raman setup.  
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2.2.4 XRD 

XRD is one of the most common structural characterization methods in materials science due to its 

great versatility, ease of sample preparation and relative quickness.  

The principles of XRD were discovered in 1912 when Max von Laue discovered that crystalline 

materials can effectively act as diffraction gratings for x-rays, which won him a Nobel Prize in Physics 

in 1914 (179). The radiant X-ray can have constructive interference with the sample lattice according 

to Bragg’s law of diffraction, 𝑛𝜆 = 2𝑑𝑠𝑖𝑛𝜃 , where 𝜆 and 𝜃 are the X-ray wavelength and the diffraction 

angle, 𝑑 is the atomic spacing and 𝑛 is an integer and is often called the order of reflection (180). Given 

that the 𝜆 is a known quantity, measuring 𝜃 can lead to calculation of 𝑑 . Since different atomic planes 

have different spacings, diffraction often occurs in multiple angles, the combination of which is unique 

to each material. The position of these peaks then can be compared to the values in XRD databases for 

phase identification.  

XRD can be performed with different configurations for the X-ray source and detector. In grazing 

incident XRD (GIXRD),  Figure 2-15(a), the source is kept at a very low incident angle, 𝛽 with respect 

to the sample and the detector is rotated around the sample. The intensity of diffraction is recorded for 

each 𝜃 angle. The very low incident angle makes the penetration depth very low in this configuration, 

rendering it very sensitive to the surface. In Gonio configuration, otherwise known as theta-2theta scan 

and shown in Figure 2-15(b), the source and detector have identical angles with respect to the substrate 

and are moved at the same time. This configuration can only detect planes that are parallel to the sample 

surface, so it is ideal for characterizing the growth direction (181). However, for thin films samples, 

often the signature of the substrate is also observed in the diffraction pattern due to the high penetration 

depth of the X-ray radiation. 

 

Figure 2-15. (a): GIXRD configuration in which the source is kept at a constant angle and the detector is 

rotated around the sample. (b): Gonio XRD in which the source and detector have identical angles with 

respect to the sample and are moved at the same time.  

 

For phase identification, XRD is often performed on samples that are ground into powders. Different 

powder particles will have different orientation with respect to the incident x-ray, making it possible to 

observe all the possible diffractions in the detection range. However, in this thesis, the samples have 

been of known phases and the interest have been to check the crystalline quality and the growth 

orientation. The measurements on the as-grown thin films are realized in Gonio configuration.  Figure 

2-16 shows the XRD pattern for a polycrystalline and a monocrystalline 𝑍𝑛3𝑃2 film grown on 

𝐼𝑛𝑃(001) substrate. Both these patters feature a prominent 𝐼𝑛𝑃(200) peak denoted by light green. All 
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the other peaks labeled on this figure belong to 𝑍𝑛3𝑃2
9. The most intense peak of 𝑍𝑛3𝑃2 in both cases 

in (004). However, there is a pronounced difference in the intensity of this peak between the two 

samples as the peak is much stronger for the monocrystalline thin film. The only other peaks belonging 

to 𝑍𝑛3𝑃2on the monocrystalline thin film are (002) and (006), which, in conjunction with the strong 

(004) peak indicate that the growth direction for this film is [001]. This fact and the monocrystalline 

nature of this thin film have also been independently confirmed by TEM. There are numerous higher-

index peaks in 30° − 40 ° range for the polycrystalline film, which are absent on the monocrystalline 

film. The presence of these peaks is a signature of the polycrystalline structure for this sample. 

 

Figure 2-16. The comparison of the XRD pattern of a polycrystalline (top) and a monocrystalline (bottom) thin 

film. The monocrystalline film only exhibits peaks belonging to [001] direction, which is in contrast to the 

observation of multiple high-index peaks between 30° and 40 ° on the polycrystalline film. 

 

Due to the inherent reliance on x-rays, extra care must be taken when performing XRD to minimize the 

risks. Modern XRD machines have an enclosure around them, ensuring the safety of the operators.  

 

                                                      
9 The other peaks not labeled belong to the substrate 
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  3: Results & Discussion 

In this chapter, the main results of the thesis are provided. These results are composed of the findings 

on the effect of droplet liquid ordering at the interface with the NW on the properties of self-catalyzed 

𝐺𝑎𝐴𝑠 NWs, and the growth optimization of 𝑍𝑛3𝑃2 thin films on 𝐼𝑛𝑃(100) substrate. The results on  

𝑍𝑛3𝑃2 thin films have been submitted for publication and are accepted with minor revision at the time 

of this writing, while the findings on the liquid ordering are published in an open-access and peer-

reviewed publication. First, a short description of the work done is provided for each of articles. 

3.1 Growth optimization of 𝒁𝒏𝟑𝑷𝟐 thin films on 

𝑰𝒏𝑷 (𝟎𝟎𝟏) substrate 

Despite its potential, the mainstream adaptation of 𝑍𝑛3𝑃2 for cheap and scalable photovoltaic 

applications is hindered by the inherent difficulties in the growth of high-quality 𝑍𝑛3𝑃2 thin films, 

which were listed in the first chapter of this thesis. In short, the unit cell of 𝑍𝑛3𝑃2 is very large, making 

it difficult to find a lattice-matched substrate for epitaxial growth. In addition, the very large thermal 

expansion coefficient of this material makes thin films of 𝑍𝑛3𝑃2 grown at high temperature to crack 

upon cooling down after the growth. In practice, reports on the growth of monocrystalline thin films of 

𝑍𝑛3𝑃2 have been rare and limited to 150 nm in thickness, with higher thicknesses resulting in strain 

relaxation through cracking and deterioration of functional preparties such as carrier mobility and 

concentration (50). In addition, doping control in 𝑍𝑛3𝑃2 has proven challenging due to the tendency of 

𝑃 atoms to get incorporated into the empty sites in the lattice of 𝑍𝑛3𝑃2, causing intrinsic p-doping. In 

addition, it is observed that the doping behavior of this material is highly dependent on the concentration 

of its defect states. In this work, we have focused on improving the crystalline quality of 𝑍𝑛3𝑃2 and 

demonstrated a method for reproducible growth of monocrystalline 𝑍𝑛3𝑃2 thin films up to the thickness 

of 1 𝜇𝑚. In addition to improving properties such as carrier life time and mobility, this can be helpful 

in order to control the doping behavior of this material.  

The process for the growth of thin films in this work are as followed: first, the 𝐼𝑛𝑃(001) substrates 

undergo two steps of degassing at 150 °𝐶 amd 300 °𝐶, each of which have the duration of two hours. 

Then, a third degassing stage at 580 °𝐶 is implemented to remove the native oxides from the substrate. 

The duration of this step is variable and its effects are discussed below. The growth is then performed 

on the degassed substrates.  

First, the effects growth parameters, such as the ratio between 𝑃2 and 𝑍𝑛 fluxes (𝑉/𝐼𝐼 ratio) and growth 

temperature on the thin film type is studied by Raman spectroscopy and SEM. It is observed that an 

increase in 𝑉/𝐼𝐼 ratio and growth temperature results in the growth of amorphous films, in agreement 

with previous observations of growth on graphene (182). On the other hand, reduction in the growth 

temperature and 𝑉/𝐼𝐼 ratio results in polycrystalline films with increased number of grains. 

To study the effects increasing the duration of degassing time at 580 °𝐶, a series of growths with 

degassing times varying between 10 min and 75 min is conducted. The results indicate that with a fixed 

growth temperature of 𝑇 = 245 °𝐶, 𝑉/𝐼𝐼 = 0.72  and 𝑃 = 5.81 × 10−7𝑡𝑜𝑟𝑟, for degassing times ≥ 

30 min, the 𝑍𝑛3𝑃2 thin films grown on both n-doped and p-doped 𝐼𝑛𝑃(001) substrates adopt 

monocrystalline configurations. The n-doped and p-doped substrates have been used to see if the 

process for the growth of monocrystalline films depend on the substrate doping type. 
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Electron microscopy is used to shed light on the structural differences of poly and monocrystalline thin 

films and in particular of the initial stages of growth as elucidated by the characteristics of the interface 

with the substrate. As expected, the monocrystalline films exhibit a clean and defect-free structure. 

Interestingly, the interface between the substrate and the film is sharp, and transition from 𝐼𝑛𝑃 to 𝑍𝑛3𝑃2 

occurs through the formation of a mixed 𝐼𝑛/𝑍𝑛 monolayer at the interface. The growth direction of the 

monocrystalline films is determined to be (001) by XRD and TEM. On the other hand, polycrystalline 

films demonstrate a columnar and granular structure with many small grains forming at the interface 

with the substrate, which gradually merge to form bigger grains as the growth continues. Interestingly, 

the polycrystalline thin films exhibit a blurred interface with the thickness of ~15 nn, which prevents 

the continuous epitaxial relationship between the substrate and the thin film. We attribute this to the 

cause of polycrystallinity. Furthermore, core-loss EELS studies reveal that, unlike the interface of 

monocrystalline films, the interface of polycrystalline films hosts oxygen atoms. Therefore, the increase 

in the degassing time at 580 °𝐶 promotes the monocrystallinity by effectively removing the native oxide 

that is present on the substrate. The careful engineering of the atomic order at the interface is therefore 

deemed fundamentally important for controlling the crystalline quality of 𝑍𝑛3𝑃2 thin films. 

The structural differences between amorphous, polycrystalline and monocrystalline samples are also 

investigated by XRD. As expected, 𝑍𝑛3𝑃2 peaks are completely absent from the XRD pattern of 

amorphous films. Polycrystalline films, on the other hand, exhibit (004) peak in addition to multiple 

other higher order peaks such as (302), (303) and (224). On the other hand, the monocrystalline film 

only exhibits (002), (004) and (006) peaks, further confirming that these films indeed grow in [001] 

direction.  

Finally, low-temperature PL is used to investigate the optical properties of 𝑍𝑛3𝑃2 thin films. It is found 

that the emission properties of the polycrystalline samples strongly depend on the growth parameters. 

Defect-related emissions at few dozen 𝑚𝑒𝑉 below 1.4 𝑒𝑉 are observed for the polycrystalline films. In 

addition to the variation in the optical emission between different polycrystalline samples, the peak 

positions and intensities could also slightly change on the same sample depending on the probing 

position, which could be due to the local variation in the defect types and densities. On the other hand, 

the monocrystalline samples exhibit a homogenous emission over the whole area of the film. In addition 

to the substrate emission at 1.43 eV, two peaks at 1.3 eV and 1.52 eV are also observed, the latter of 

which is consistent with the direct bandgap emission of 𝑍𝑛3𝑃2. We think these initial results open an 

avenue to use this material in photovoltaic devices andthe growth mechanism could be relevant for 

other materials systems.  

 The results of this work have been submitted for publication in a peer-reviewed journal and are 

accepted with minor revision at the time of this writing.  

Additional data on the optical and electrical properties of these thin films, still under preparation for a 

publication, can be found in the appendix.  
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3.2  Liquid ordering at the interface of crystalline 𝑮𝒂𝑨𝒔 

and liquid 𝑮𝒂 

In this work, we tried to shed some light on the reason for the structural differences between A- polar  

and B- polar 𝐺𝑎𝐴𝑠 NWs. As discussed in Introduction chapter, A- polar NWs exhibit higher crystalline 

quality without defects and polytypism, which is the opposite of common observations in B- polar NWs. 

The reasons for these differences have not been understood before.  

In order to study the origins of this phenomenon, a new framework for analyzing the growth of NWs 

needed to be developed. Up to now, the atomistic nature of the interface between the NWs and their 

catalyst droplet had been neglected and the interface between these two phases had been treated as a 

passive border with infinitely small thickness and no distinct structural and functional properties. In this 

study, we have demonstrated for the first time that the atomistic structure of the interface and its 

properties indeed play a vital role in determining the growth properties of 𝐺𝑎𝐴𝑠 NWs.  

This study is composed of two main parts. In the experimental section, aberration corrected HAADF- 

STEM is used to shed light on the atomistic structure of the interface between the crystalline 𝐺𝑎𝐴𝑠 and 

liquid 𝐺𝑎 in both A- polar and B- polar NWs. The growth of these NWs was first reported in reference 

(117). Special care is given to minimize the beam damage and preserve the fragile, quasi- liquid 

structure of this interface. The order range perpendicular to the interface is observed to be vastly 

different between A-polar and B- polar cases: for A-polar interface, only one layer of ordered liquid is 

present, while the order can last for up to four layers for the B-polar interface. Then, low loss EELS is 

used to establish for the first time that this ordered region has its own distinct functional properties. Due 

to the delocalized nature of the plasmonic oscillations, it is not possible to directly access the EELS 

spectra of this ordered liquid region, and special mathematical treatment in the form of independent 

component analysis (ICA) is employed to separate these spectra. 

The second part of this study, performed by the laboratory of computational science and modeling 

(COSMO) lead by Prof. Michele Ceriotti at EPFL, uses machine-learning based molecular dynamics to 

calculate the atomistic structure of this liquid- solid interface. The HAADF-STEM images are used to 

cross-check the accuracy of these simulations. Once validated, the simulation results provide a 3D view 

of the ordering at the interface, which is not possible with electron microscopy. These results provide 

insight into the fundamental differences in the growth of A- polar and B- polar NWs. The differences 

in the atomic stacking of liquid 𝐺𝑎 atoms at the interface between A- polar and B-polar cases are used 

to understand the reasons for the structural differences of these two types of growths and inherent 

difficulty of growing A- polar NWs. To the best of our knowledge, this is the first time that the 3D 

nature of ordering at the liquid solid interface has been identified and correlated to crystal growth 

properties.   

Reprinted with open access permission from M. Zamani et al. “3D Ordering at the Liquid-Solid Polar 

Interface of Nanowires” Advanced Materials, 2020, 32, 2001030 © Wiley- VCH. 
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  4: Conclusion and Outlook  

In this thesis, we have looked at crystalline order of compound semiconductors and the way the interface 

control can lead to higher crystalline quality. In particular, we have focused on two different material 

systems, 𝐺𝑎𝐴𝑠 NWs and 𝑍𝑛3𝑃2 thin films. 

In publication 1, the delicate liquid ordering at the interface of self-catalyzed 𝐺𝑎𝐴𝑠 NWs and their 𝐺𝑎 

droplet is investigated using a combination of experimental methods and simulations. First, HAADF- 

STEM imaging is employed to shed light on the atomistic differences between the interfaces of A and 

B-polar NWs with their catalyst 𝐺𝑎 droplet. It is observed that A-polar interface exhibits just one layer 

of liquid ordering, which is in contrast to the behavior of the B-polar interface in which four layers of 

ordering perpendicular to the interface in formed. The thickness of this ordered regions is extremely 

low and it can reach up to 1 nm in the B-polar case. This is the first experimental confirmation of 

atomistic difference in the liquid ordering of A-polar and B-polar interfaces in VLS-grown 𝐺𝑎𝐴𝑠 NWs.  

Employing low-loss EELS, it is then proved that these ordered liquid regions have their own distinct 

functional properties. Due to the delocalized nature of plasmonic oscillations and the extremely small 

thickness of these ordered liquid regions, it is not possible to directly measure their low-loss EELS 

spectra. Instead, we have used independent component analysis to unmix the spectra and extract the 

low-loss signature of the ordered liquid layer. This approach is very generalizable and can be applied 

to other interfaces, too. 

In order to have a better understanding of the structural differences of A and B-polar interfaces, machine 

learning-based molecular dynamics simulations are used. In contrast to electron microscopy, these 

simulations have the benefit of offering a 3D image of the ordered liquid region and the interface. First, 

the results of the simulations are cross validated against the experimental observations, and great 

agreement is observed. The differences in the ordering between A-polar and B-polar interface is then 

used to explain the vastly different growth behavior of َ  A-polar and B-polar interfaces. For A-polar 

growth, it is observed that first 𝐴𝑠 atoms need  to displace the ordered 𝐺𝑎 layer on top of the interface, 

which adds a barrier to the growth and can explain the overall difficulty in the growth of A-polar NWs. 

On the other hand, new monolayers of 𝐺𝑎𝐴𝑠 can readily form in the B-polar case if new 𝐴𝑠 atoms are 

just absorbed on top of the existing ordered 𝐺𝑎 layer. No displacement of ordered 𝐺𝑎 atoms is needed, 

which can explain the more facile growth of this polarity. The higher growth rate could also be used to 

partly explain the tendency of B-polar NWs to have a defective structure: the faster growth process does 

not allow the more thermodynamically stable ABC stacking to be perfectly achieved.  The results of 

this study help explain why in polar semiconductors, growth in a certain polarity is preferred and how 

the polarity can determine the propensity for polytypism.  

Future works on this topic can be explored in many different directions. Experimentally, using a 

monochromated electron beam to study the EELS spectra of the ordered liquid region can shed light on 

the details of the functional properties of these layers, including information on its band structure. The 

spectral features that can be useful for such studies are eliminated in this work due to the large energy 

spreading of the beam and the resulting data processing steps.  

In order to better approximate the growth conditions, high-temperature holders can be used, which can 

increase the temperature of TEM grid inside the TEM chamber. This will enable us to study the 

variations in the structure and the EELS spectra of the ordered regions. Assessing such changes can 
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help establish the complexion transformations for the ordered liquid, which provide unprecedented 

fundamental understanding of the growth mechanism of the NWs.  

As discussed in chapter 1 of this thesis, current models proposed for the VLS growth of NWs ignore 

the atomistic structure of the interface, which, as demonstrated here, has its own distinct properties and 

can help explain the growth behavior of semiconductor NWS. Models that explicitly consider the 

ordered interface are therefore needed to gain a better understanding of NW growth, which will enable 

us to have a better control over the properties of the wires. 

The dynamic behavior of the ordering during the growth is what fundamentally determines the structure 

of the NWS. To study such behavior, in-situ TEM of NW growth can be conducted with a focus on the 

changes in the ordering during the growth. In particular, it would be interesting to see how the ordering 

is perturbed when a defect is formed in the structure of the NWs.  

Furthermore, the link between the microscopic ordering and the macroscopic growth behaver such as 

droplet contact angle can be established. It is now known that, during 𝐺𝑎𝐴𝑠 NW growth, higher As 

fluxes result in lower contact angles, formation of WZ and a tendency for increased defectiveness. 

However, the atomistic picture of such change and its reasons are lacking now, which limits our 

fundamental understanding of NW growth. 

The procedure developed here for the experimental study of the liquid-solid interfaces is easy to apply 

to other systems. In particular, it will be interesting to investigate the interface in the gold-catalyzed 

growth of 𝐺𝑎𝐴𝑠 NWs and observe the differences it has with the self-catalyzed case of NW growth. 

This could help understand the relative ease of control in the gold-catalyzed growth of NWs.  

Finally, further MD studies can provide us with information that is otherwise impossible to acquire with 

experimental methods. Energy calculations for different ordering in hexagonal and cubic 

configurations, which are responsible for WZ and ZB growth, respectively, can shed light the 

polytypism and defecting properties of different interface polarities. In addition, new simulations can 

shed light on the changes in the ordering as a function of growth parameters. In particular, it would be 

interesting to see how an increase in the number of As atoms present in the liquid Ga phase can change 

the ordering behavior and link that to the experimental observation about the role of 𝑉/𝐼𝐼𝐼 ratio on the 

growth of NWs. 

In publication 2, we have focused on the growth of thick high-quality and defect- free 𝑍𝑛3𝑃2 thin films. 

This is an important step in realization of the potential of this material for large-scale and cheap 

photovoltaic applications.  

First, the effects of changing the growth parameters, such as 𝑉/𝐼𝐼 ratio and temperature on the 

crystalline quality of the thin films are studied by Raman spectroscopy. It is observed that high growth 

temperatures and 𝑉/𝐼𝐼 ratios favor amorphous films. Polycrystalline films with increased granularity 

are observed when using lower temperatures and 𝑉/𝐼𝐼 ratios.  

Careful engineering of the atomistic nature of the substrate-thin film interface is carried out as a way to 

improve the quality of the films. Native oxide removal with high-temperature in-situ degassing is 

proven to be an effective way for growing monocrystalline films. These monocrystalline films have a 

very sharp interface with the substrate, and the transition from 𝐼𝑛𝑃 to 𝑍𝑛3𝑃2 happens via the formation 

of a mixed 𝑍𝑛/𝐼𝑛  monolayer at the interface. On the other hand, core-loss EELS studies reveal that the 

polycrystalline thin films have an oxygen-containing interfacial layer at their interface with the 

substrate, which hinders the epitaxial relationship between the film and the substrate and is the cause 
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of the polycrystallinity. Structurally, these films have a high concentration of small grains at their 

interface with the substrate, which gradually merge as the growth continues and result in a columnar 

structure. 

XRD is employed to further shed light on the differences of polycrystalline and monocrystalline films, 

which indicate that the monocrystalline films grow in [001] direction. On the other hand, multiple high 

order peaks are observed in the XRD pattern of the polycrystalline films, which is consistent with their 

structure.  

Finally, the functional properties of the films are studied by low-temperature PL. There is a variation in 

the emission of polycrystalline samples both between different polycrystalline samples. In addition, 

within the same sample, the optical emission is location-dependent. This is due to the fact that the 

optical behavior of polycrystalline samples is highly dependent on the local defect properties, which 

are likely to change according to the probing position. Interestingly, the bandgap emission from 𝑍𝑛3𝑃2 

is absent on the polycrystalline samples. On the other hand, the monocrystalline samples offer a more 

uniform and consistent emission. While the emission from the 𝐼𝑛𝑃 substrate is still observed on these 

films, there is a pronounced contribution from bandgap emission, further demonstrating the superior 

properties of the monocrystalline films.  

Up to now, the material properties reported by the different teams for 𝑍𝑛3𝑃2 have been vastly different, 

which is a result of the differences in the defect concentration and the stochiometric properties of the 

films. Given the establishment of a robust method for a reproducible growth of monocrystalline thin 

films, the future studies on 𝑍𝑛3𝑃2 should be focused on turning the functional properties of these films. 

In particular, 𝑍𝑛3𝑃2 is prone to uncontrolled intrinsic p-doping. However, the extensive control 

provided by MBE could be exploited to fine-tune the stoichiometry of 𝑍𝑛3𝑃2 thin films and eliminate/ 

limit the p-doping. This is a fundamentally important step for formation of an efficient junction for 

photovoltaic applications. Controlling the intrinsic p-doping will enable the researchers to employ 

extrinsic p-doping with very high degree of precision, an important step that will enable effective 

junction tuning.  

In addition, the experimentally reported mobility and carrier diffusion length for 𝑍𝑛3𝑃2, while higher 

than materials such as 𝐺𝑎𝐴𝑠, are still far from the predicted theoretical values. This is because 

monocrystalline 𝑍𝑛3𝑃2 films before have been grown only for very low thicknesses, which makes them 

prone to the extensive contribution of surface effects that reduce the mobility of carriers. Mobility 

measurement of polycrystalline samples grown with different conditions can help optimize the 

properties of 𝑍𝑛3𝑃2 films.  

After the optimization of the properties of the films, junction formation between the p-doped 𝑍𝑛3𝑃2 

and the candidate n-doped layers can be study in depth. Prototype photovoltaic cells can be made to 

study the performance of 𝑍𝑛3𝑃2 as absorber in solar cells. 
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  Appendix B: Unpublished 

Experimental Results 

In this section, some unpublished experimental data on 𝑍𝑛3𝑃2 thin films are presented.   

First, we start by providing the PL spectra of three samples with varying composions grown on p-type 

𝐼𝑛𝑃 substrate. These samples are grown with identical parameters, excpet for the degassing time at 

580°𝐶 and all have monocrystalline structures. Table B 2 shows the degassing time and the composition 

of these samples as measured by STEM-EDX. The reason for the differences in the compositions is not 

known at this point. The PL measurements are conducted at 12K and using a 488 nm laser.  

Table B 2 : the degassing time and composition of the three simples studied by PL. 

Degassing time at 580 °𝐶 (min) Zn/P 

30 1.75 

60 1.51 

75 1.94 

 

 

The data has been corrected for the responsivity of the spectrometer. Figure B 1 show the PL spectra of 

the three sample measured with the laser power of 9 𝑚𝑊. The three samples exhibit very strong 

emission at sub-1.3eV energies, down to the detection limit of the silicon detector. This emission is 

hypothesized to originate from defect transitions. The different emission between the three samples is 

likely attributable to different defect concentrations owing the the variations in growth conditions. 

 

Figure B 1 : the PL spectra of three samples with different stoichiometries measured at 12K with the 488 

laser and the laser power of 9 𝑚𝑊. 
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The composition of the sample with 𝑍𝑛/𝑃 = 1.51 is very close to the stochimetric ratio of 𝑍𝑛3𝑃2 at 

1.5 and its PL peaks around 1.52 eV are consistent with transitions across the direct bandgap, but the 

splitting of the peak is unexpected and still unexplained. For the other samples, despite the 

monocrystalline structure of the films, the peak at 1.52 eV is not observed, which could be explaianed 

by the non-stochiometric composition of these films.In order to further investigate the properties of 

these thin films, Raman spectroscopy at 12 K with 9 mW power is conducted. Figure B 2 shows the 

comparision between the three samples and the shifts in the intensity of Raman peaks according to the 

composition. While for there is a clear pattern of the change in the intensity of each peaks as a function 

of composition, the reason for this behavior is not known yet and is under study. 

 

Figure B 2. The change in the intensity of Raman peaks for three monocrystalline thin films with different 

stoichiometries. 

 

The PL and Raman measurements presented in this section are conducted by Elias Zsolt Stutz while the 

EDX measurements are done by Santhanu Panikar Ramanandan. In addition, Mirjana Dimitrievska has 

helped with the analysis. In addition to these measurements, EELS and Terahertz spectroscopy are being 

used to further understand the different aspects of 𝑍𝑛3𝑃2 thin films.  
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Güniat L, Martí-Sánchezs S, Garcia O, Mégane B, Vindice D, Tappy N, Friedl M, Kim W, Zamani M, 

et al. “III−V Integration on Si(100): Vertical Nanospades”. ACS Nano. 2019 Apr ;13:53.  

 

Zamani M*, Tütüncüoglu G*, Martí-Sánchez S, Francaviglia L, Güniat L, Ghisalberti L, et al. 

“Optimizing the yield of A-polar GaAs nanowires to achieve defect-free zinc blende structure and 

enhanced optical functionality”. Nanoscale. 2018 Sep ;10(36):17080–91. 

 

Friedl M, Cerveny K, Weigele P, Tütüncüoglu G, Martí-Sánchez S, Huang C, Patlatiuk T, Potts H,Sun 

Z, O.Hill M, Güniat L, Kim W, Zamani M, et al. “Template-Assisted Scalable Nanowire Networks”. 

Nano Lett. 2018 Apr 11;18(4):2666–71.  

 



87 

 

 Bibliography  

 

1.  McCluskey MD, Janotti A. Defects in Semiconductors. J Appl Phys [Internet]. 2020 May 21 

[cited 2021 Jan 4];127(19):190401. Available from: 

http://aip.scitation.org/doi/10.1063/5.0012677 

2.  Mahajan S. Defects in semiconductors and their effects on devices. Acta Mater. 2000 Jan 

1;48(1):137–49.  

3.  Tuomisto F, editor. Characterisation and Control of Defects in Semiconductors [Internet]. 

Characterisation and Control of Defects in Semiconductors. Institution of Engineering and 

Technology; 2019 [cited 2021 Jan 4]. Available from: https://digital-

library.theiet.org/content/books/cs/pbcs045e 

4.  Kressel H. The Effect of Crystal Defects on Optoelectronic Devices. Semicond Semimetals. 

1981 Jan 1;16(C):1–52.  

5.  Ni K, Eneman G, Simoen E, Mocuta A, Collaert N, Thean A, et al. Electrical Effects of a Single 

Extended Defect in MOSFETs. IEEE Trans Electron Devices. 2016;63(8):3069–75.  

6.  Hellenbrand M, Memisevic E, Svensson J, Krishnaraja A, Lind E, Wernersson LE. Effect of 

gate oxide defects on tunnel transistor RF performance. In: Device Research Conference - 

Conference Digest, DRC. Institute of Electrical and Electronics Engineers Inc.; 2018.  

7.  Ferrazza F. Crystalline Silicon: Manufacture and Properties. In: Practical Handbook of 

Photovoltaics. Elsevier Ltd; 2012. p. 79–97.  

8.  Czochralski Process - an overview | ScienceDirect Topics [Internet]. [cited 2021 Jan 4]. 

Available from: https://www.sciencedirect.com/topics/chemistry/czochralski-process 

9.  Akasaki I. Key inventions in the history of nitride-based blue LED and LD. J Cryst Growth. 

2007 Mar 1;300(1):2–10.  

10.  Nakamura S. Background Story of the Invention of Efficient InGaN Blue-Light-Emitting Diodes 

(Nobel Lecture). Angew Chemie Int Ed [Internet]. 2015 Jun 26 [cited 2021 Jan 4];54(27):7770–

88. Available from: http://doi.wiley.com/10.1002/anie.201500591 

11.  Ernst F, Pirouz P. The formation mechanism of planar defects in compound semiconductors 

grown epitaxially on {100} silicon substrates. J Mater Res [Internet]. 1989 [cited 2021 Jan 

4];4(4):834–42. Available from: https://doi.org/10.1557/JMR.1989.0834 

12.  Schwartzman AF. Misfit Dislocations at II-VI/GaAs Interfaces. MRS Proc [Internet]. 1990 

[cited 2021 Jan 4];183. Available from: https://www.cambridge.org/core/journals/mrs-online-

proceedings-library-archive/article/abs/misfit-dislocations-at-iivigaas-

interfaces/07A42C09697CE82A1E5B05F53D5B9C54 

13.  Smith DJ. Atomic-resolution structure imaging of defects and interfaces in compound 

semiconductors. Vol. 66, Progress in Crystal Growth and Characterization of Materials. Elsevier 

Ltd; 2020. p. 100498.  

14.  Needleman DB, Poindexter JR, Kurchin RC, Marius Peters I, Wilson G, Buonassisi T. 

Economically sustainable scaling of photovoltaics to meet climate targets. Energy Environ Sci 

[Internet]. 2016 Jun 1 [cited 2021 Jan 5];9(6):2122–9. Available from: www.rsc.org/ees 



88 

 

15.  Ise F. Photovoltaics Report [Internet]. [cited 2021 Jan 5]. Available from: 

www.ise.fraunhofer.de 

16.  De Wild-Scholten MJ. Energy payback time and carbon footprint of commercial photovoltaic 

systems. Sol Energy Mater Sol Cells. 2013 Dec 1;119:296–305.  

17.  The Future of Solar Energy | MIT Energy Initiative [Internet]. 2015 [cited 2017 Sep 26]. 

Available from: https://www.google.ch/_/chrome/newtab?espv=2&ie=UTF-8 

18.  McLellan B, Yamasue E, Tezuka T, Corder G, Golev A, Giurco D. Critical Minerals and 

Energy–Impacts and Limitations of Moving to Unconventional Resources. Resources [Internet]. 

2016 May 13 [cited 2017 Sep 28];5(2):19. Available from: http://www.mdpi.com/2079-

9276/5/2/19 

19.  Fulvio Ardente, Fabrice Mathieux MR. Recycling of electronic displays: Analysis of pre-

processing and potential ecodesign improvements. Resour Conserv Recycl [Internet]. 2014 Nov 

1 [cited 2017 Sep 28];92:158–71. Available from: 

http://www.sciencedirect.com/science/article/pii/S0921344914001955 

20.  Parag S. Vasekar, Tara P. Dhakal. Solar Cells - Research and Application Perspectives- Chapter 

6:Thin Film Solar Cells Using Earth-Abundant Materials. In: Solar Cells - Research and 

Application Perspectives [Internet]. InTech; 2013 [cited 2017 Oct 2]. Available from: 

http://www.intechopen.com/books/solar-cells-research-and-application-perspectives/thin-film-

solar-cells-using-earth-abundant-materials 

21.  Song X, Ji X, Li M, Lin W, Luo X, Zhang H. A Review on Development Prospect of CZTS 

Based Thin Film Solar Cells. Int J Photoenergy [Internet]. 2014 May 26 [cited 2017 Sep 

28];2014:1–11. Available from: http://www.hindawi.com/journals/ijp/2014/613173/ 

22.  J.Henry, K.Mohanraj GS. Electrical and optical properties of CZTS thin films prepared by 

SILAR method. J Asian Ceram Soc [Internet]. 2016 Mar 1 [cited 2017 Sep 28];4(1):81–4. 

Available from: http://www.sciencedirect.com/science/article/pii/S2187076415300245 

23.  Wang W, Shen H, Wong LH, Su Z, Yao H, Li Y. A 4.92% efficiency Cu 2 ZnSnS 4 solar cell 

from nanoparticle ink and molecular solution. RSC Adv [Internet]. 2016 [cited 2017 Sep 

28];6(59):54049–53. Available from: http://xlink.rsc.org/?DOI=C6RA08604G 

24.  Wallace SK, Mitzi DB, Walsh A. The Steady Rise of Kesterite Solar Cells. ACS Energy Lett 

[Internet]. 2017 Apr 14 [cited 2017 Sep 28];2(4):776–9. Available from: 

http://pubs.acs.org/doi/abs/10.1021/acsenergylett.7b00131 

25.  Best Research-Cell Efficiency Chart | Photovoltaic Research | NREL [Internet]. [cited 2021 Jan 

25]. Available from: https://www.nrel.gov/pv/cell-efficiency.html 

26.  Chen S, Yang JH, Gong XG, Walsh A, Wei SH. Intrinsic point defects and complexes in the 

quaternary kesterite semiconductor Cu2 ZnSnS4. Phys Rev B - Condens Matter Mater Phys 

[Internet]. 2010 Jun 8 [cited 2021 Jan 25];81(24):245204. Available from: 

https://journals.aps.org/prb/abstract/10.1103/PhysRevB.81.245204 

27.  Nazligul AS, Wang M, Choy KL. Recent Development in Earth-Abundant Kesterite Materials 

and Their Applications. Sustainability [Internet]. 2020 Jun 24 [cited 2021 Jan 25];12(12):5138. 

Available from: https://www.mdpi.com/2071-1050/12/12/5138 

28.  Minerals Information Team U. Mineral Commodity Summaries 2007. 2007.  

29.  Wadia C, Alivisatos AP, Kammen DM. Materials Availability Expands the Opportunity for 

Large-Scale Photovoltaics Deployment. Environ Sci Technol [Internet]. 2009 Mar 15 [cited 

2017 Oct 2];43(6):2072–7. Available from: http://pubs.acs.org/doi/abs/10.1021/es8019534 



89 

 

30.  Yin L, Cheng G, Feng Y, Li Z, Yang C, Xiao X. Limitation factors for the performance of 

kesterite Cu 2 ZnSnS 4 thin film solar cells studied by defect characterization. RSC Adv 

[Internet]. 2015 Apr 30 [cited 2017 Sep 28];5(50):40369–74. Available from: 

http://xlink.rsc.org/?DOI=C5RA00069F 

31.  Scragg JJ, Dale PJ, Colombara D, Peter LM. Thermodynamic aspects of the synthesis of thin-

film materials for solar cells. ChemPhysChem [Internet]. 2012 Aug 27;13(12):3035–46. 

Available from: https://chemistry-

europe.onlinelibrary.wiley.com/doi/full/10.1002/cphc.201200067 

32.  Scragg JJ, Wätjen JT, Edoff M, Ericson T, Kubart T, Platzer-Björkman C. A Detrimental 

Reaction at the Molybdenum Back Contact in Cu 2 ZnSn(S,Se) 4 Thin-Film Solar Cells. J Am 

Chem Soc [Internet]. 2012 Nov 28 [cited 2017 Sep 29];134(47):19330–3. Available from: 

http://pubs.acs.org/doi/abs/10.1021/ja308862n 

33.  Colombara D, Dale P, Peter L, Scragg J, Siebentritt S. CHAPTER 5. Thin-film Photovoltaics 

Based on Earth-abundant Materials- Advance Concepts in Photovoltaics. In 2014 [cited 2017 

Sep 29]. p. 118–85. Available from: http://ebook.rsc.org/?DOI=10.1039/9781849739955-00118 

34.  Ahmed S, Reuter KB, Gunawan O, Guo L, Romankiw LT, Deligianni H. A High Efficiency 

Electrodeposited Cu2ZnSnS4 Solar Cell. Adv Energy Mater [Internet]. 2012 Feb 1 [cited 2017 

Sep 29];2(2):253–9. Available from: http://doi.wiley.com/10.1002/aenm.201100526 

35.  Yuan B, Luan W, Tu S, Wu J. One-step synthesis of pure pyrite FeS 2 with different 

morphologies in water. New J Chem [Internet]. 2015 May 6 [cited 2017 Sep 29];39(5):3571–7. 

Available from: http://xlink.rsc.org/?DOI=C4NJ02243B 

36.  Krishnamoorthy A, Herbert FW, Yip S, Van Vliet KJ, Yildiz B. Electronic states of intrinsic 

surface and bulk vacancies in FeS 2. J Phys Condens Matter [Internet]. 2013 Jan 30 [cited 2017 

Sep 29];25(4):045004. Available from: http://stacks.iop.org/0953-

8984/25/i=4/a=045004?key=crossref.5d2e51b3f892d5e97173d81ae1b4b692 

37.  V.Antonucci, A.S.Arico’, N.Giordano, P.L.Antonucci, U.Russo, D.L.Cocke FC. Photoactive 

screen-printed pyrite anodes for electrochemical photovoltaic cells. Sol Cells [Internet]. 1991 

Mar 1 [cited 2017 Sep 29];31(2):119–41. Available from: 

http://www.sciencedirect.com/science/article/pii/037967879190016I 

38.  Wadia C, Wu Y, Gul S, Volkman SK, Guo J, Alivisatos AP. Surfactant-assisted hydrothermal 

synthesis of single phase pyrite FeS 2 nanocrystals. Chem Mater [Internet]. 2009 Jul 

14;21(13):2568–70. Available from: http://pubs.acs.org. 

39.  Hall RB, Birkmire RW, Phillips JE, Meakin JD. Thin‐film polycrystalline Cu 2 S/Cd  1− x  Zn  x  

S solar cells of 10% efficiency. Appl Phys Lett [Internet]. 1981 Jun 4 [cited 2017 Sep 

29];38(11):925–6. Available from: http://aip.scitation.org/doi/10.1063/1.92184 

40.  Wu Y, Wadia C, Ma W, Sadtler B, Alivisatos AP. Synthesis and Photovoltaic Application of 

Copper(I) Sulfide Nanocrystals. Nano Lett [Internet]. 2008 Aug [cited 2017 Oct 2];8(8):2551–

5. Available from: http://pubs.acs.org/doi/abs/10.1021/nl801817d 

41.  Al-Dhafiri AM, Russell GJ, Woods J. Degradation in CdS-Cu 2 S photovoltaic cells. Semicond 

Sci Technol [Internet]. 1992 Aug 1 [cited 2017 Oct 2];7(8):1052–7. Available from: 

http://stacks.iop.org/0268-

1242/7/i=8/a=005?key=crossref.65203dbd8ed9edc4ac943f5365ba06f7 

42.  Partain LD, McLeod PS, Duisman JA, Peterson TM, Sawyer DE, Dean CS. Degradation of a 

Cu  x  S/CdS solar cell in hot, moist air and recovery in hydrogen and air. J Appl Phys [Internet]. 

1983 Nov 4 [cited 2017 Oct 2];54(11):6708–20. Available from: 



90 

 

http://aip.scitation.org/doi/10.1063/1.331858 

43.  Phase relations and optical properties of semiconducting ternary sulfides in the system Cu–Sn–

S. J Phys Chem Solids [Internet]. 2003 Sep 1 [cited 2017 Oct 2];64(9–10):1859–62. Available 

from: http://www.sciencedirect.com/science/article/pii/S0022369703001720 

44.  Nelson J. The Physics Of Solar Cells. Imperial College Press. 2009.  

45.  Swinkels MY, Campo A, Vakulov D, Kim W, Gagliano L, Steinvall SE, et al. Measuring the 

Optical Absorption of Single Nanowires. Phys Rev Appl. 2020 Aug 1;14(2):024045.  

46.  Fagen EA. Optical properties of Zn3P2. J Appl Phys. 1979 Oct 25;50(10):6505–15.  

47.  Kimball GM, Müller AM, Lewis NS, Atwater HA. Photoluminescence-based measurements of 

the energy gap and diffusion length of Zn3 P2. Appl Phys Lett [Internet]. 2009 Sep 

14;95(11):112103. Available from: http://aip.scitation.org/doi/10.1063/1.3225151 

48.  Ghasemi M, Stutz E, Escobar Steinvall S, Zamani M, Fontcuberta i Morral A. Thermodynamic 

re-assessment of the Zn–P binary system. Materialia. 2019 Jun 1;6:100301.  

49.  Wyeth NC, Catalano A. Spectral response measurements of minority-carrier diffusion length in 

Zn3P2. J Appl Phys [Internet]. 1979 Mar 29;50(3):1403–7. Available from: 

http://aip.scitation.org/doi/10.1063/1.326122 

50.  Bosco JP, Kimball GM, Lewis NS, Atwater HA. Pseudomorphic growth and strain relaxation 

of α-Zn3P 2 on GaAs(001) by molecular beam epitaxy. J Cryst Growth. 2013 Jan 15;363:205–

10.  

51.  Liu Y, Zhou B, Lv W, Wu C, Su X, Wang J. Experimental investigation and thermodynamic 

assessment of the Zn–Si–P system. Surf Coatings Technol. 2016 Nov 25;306:370–7.  

52.  Tu H, Yin F, Su X, Liu Y, Wang X. Experimental investigation and thermodynamic modeling 

of the Al-P-Zn ternary system. Calphad Comput Coupling Phase Diagrams Thermochem. 2009 

Dec 1;33(4):755–60.  

53.  Nayar PS, Catalano A. Zinc phosphide‐zinc oxide heterojunction solar cells. Appl Phys Lett 

[Internet]. 1981 Jul 4 [cited 2017 Oct 4];39(1):105–7. Available from: 

http://aip.scitation.org/doi/10.1063/1.92537 

54.  Bhushan M, Catalano A. Polycrystalline Zn 3 P 2 Schottky barrier solar cells. Appl Phys Lett 

[Internet]. 1981 Jan 4 [cited 2017 Oct 4];38(1):39–41. Available from: 

http://aip.scitation.org/doi/10.1063/1.92124 

55.  A.Catalano RBH. Defect dominated conductivity in Zn3P2. J Phys Chem Solids [Internet]. 1980 

Jan 1 [cited 2017 Oct 4];41(6):635–40. Available from: 

http://www.sciencedirect.com/science/article/pii/0022369780900153?via%3Dihub 

56.  Bhushan M. Schottky solar cells on thin polycrystalline Zn 3 P 2 films. Appl Phys Lett [Internet]. 

1982 Jan 4 [cited 2017 Oct 4];40(1):51–3. Available from: 

http://aip.scitation.org/doi/10.1063/1.92921 

57.  Wyeth NC, Catalano A. Spectral response measurements of minority‐carrier diffusion length in 

Zn 3 P 2. J Appl Phys [Internet]. 1979 Mar 29;50(3):1403–7. Available from: 

http://aip.scitation.org/doi/10.1063/1.326122 

58.  Suda T, Suzuki M, Kurita S. Polycrystalline Zn 3 P 2 /Indium-Tin Oxide Solar Cells. Jpn J Appl 

Phys [Internet]. 1983 Oct 20 [cited 2017 Oct 4];22(Part 2, No. 10):L656–8. Available from: 

http://stacks.iop.org/1347-4065/22/L656 



91 

 

59.  Catalano A, Bhushan M. Evidence of p / n homojunction formation in Zn 3 P 2. Appl Phys Lett 

[Internet]. 1980 Sep 15 [cited 2017 Oct 4];37(6):567–9. Available from: 

http://aip.scitation.org/doi/10.1063/1.91786 

60.  Bhushan M. Mg diffused zinc phosphide n / p junctions. J Appl Phys [Internet]. 1982 Jan 13 

[cited 2017 Oct 4];53(1):514–9. Available from: http://aip.scitation.org/doi/10.1063/1.329956 

61.  The growth of large Zn3P2 crystals by vapor transport. J Cryst Growth [Internet]. 1980 Aug 1 

[cited 2017 Oct 4];49(4):681–6. Available from: 

http://www.sciencedirect.com/science/article/pii/0022024880902948 

62.  Single crystal growth of Zn3P2. J Cryst Growth [Internet]. 1981 Nov 1 [cited 2017 Oct 

4];55(2):268–72. Available from: 

http://www.sciencedirect.com/science/article/pii/0022024881900245 

63.  Zinc phosphide thin films grown by RF sputtering. J Cryst Growth [Internet]. 1988 Jan 1 [cited 

2017 Oct 4];86(1–4):423–9. Available from: 

http://www.sciencedirect.com/science/article/pii/0022024890907549?via%3Dihub 

64.  Zn3P2 epitaxial growth by MOCVD. J Cryst Growth [Internet]. 1991 Dec 2 [cited 2017 Oct 

4];115(1–4):793–7. Available from: 

http://www.sciencedirect.com/science/article/pii/002202489190847X 

65.  Suda T, Kakishita K, Sato H, Sasaki K. N‐type zinc phosphide grown by molecular beam 

epitaxy. Appl Phys Lett [Internet]. 1996 Jun 4 [cited 2017 Oct 4]; Available from: 

http://aip.scitation.org/doi/10.1063/1.117659 

66.  Suda T, Kakishita K. Epitaxial growth of zinc phosphide. J Appl Phys [Internet]. 1992 Mar 15 

[cited 2017 Oct 4];71(6):3039–41. Available from: 

http://aip.scitation.org/doi/10.1063/1.350989 

67.  Zinc phosphide thin films grown by plasma assisted vapor phase deposition. J Cryst Growth 

[Internet]. 1990 Jan 1 [cited 2017 Oct 4];99(1–4):625–9. Available from: 

http://www.sciencedirect.com/science/article/pii/002202489090596D?via%3Dihub 

68.  Zn3P2—a new material for optoelectronic devices. Microelectronics J [Internet]. 1994 Aug 1 

[cited 2017 Oct 4];25(5):xxiii–xxviii. Available from: 

http://www.sciencedirect.com/science/article/pii/0026269294900787# 

69.  Kimball GM, Lewis NS, Atwater HA. Mg doping and alloying in Zn3P2 heterojunction solar 

cells. In: 2010 35th IEEE Photovoltaic Specialists Conference [Internet]. IEEE; 2010 [cited 2017 

Oct 4]. p. 001039–43. Available from: http://ieeexplore.ieee.org/document/5614641/ 

70.  Bosco JP, Scanlon DO, Watson GW, Lewis NS, Atwater HA. Energy-band alignment of II-

VI/Zn 3 P 2 heterojunctions from x-ray photoemission spectroscopy. J Appl Phys [Internet]. 2013 

May 28 [cited 2017 Oct 4];113(20):203705. Available from: 

http://aip.scitation.org/doi/10.1063/1.4807646 

71.  Jeon S, Bosco JP, Wilson SS, Rozeveld SJ, Kim H, Atwater HA. Growth Mechanism and 

Electronic Structure of Zn 3 P 2 on the Ga-Rich GaAs(001) Surface. J Phys Chem C [Internet]. 

2014 Jun 19 [cited 2017 Oct 4];118(24):12717–26. Available from: 

http://pubs.acs.org/doi/abs/10.1021/jp4127804 

72.  Vazquez-Mena O, Bosco JP, Ergen O, Rasool HI, Fathalizadeh A, Tosun M, et al. Performance 

Enhancement of a Graphene-Zinc Phosphide Solar Cell Using the Electric Field-Effect. Nano 

Lett [Internet]. 2014 Aug 13 [cited 2017 Oct 4];14(8):4280–5. Available from: 

http://pubs.acs.org/doi/abs/10.1021/nl500925n 



92 

 

73.  Kimball GM, Lewis NS, Atwater HA. Synthesis and surface chemistry of Zn3P2. In: 2008 33rd 

IEEE Photovolatic Specialists Conference [Internet]. IEEE; 2008 [cited 2017 Oct 4]. p. 1–6. 

Available from: http://ieeexplore.ieee.org/document/4922747/ 

74.  Ginting M, Leslie JD. Preparation and electrical properties of heterojunctions of ZnO on Zn 3 P 

2 and CdTe. Can J Phys [Internet]. 1989 Apr [cited 2017 Oct 4];67(4):448–55. Available from: 

http://www.nrcresearchpress.com/doi/abs/10.1139/p89-080 

75.  Brockway L, Van Laer M, Kang Y, Vaddiraju S. Large-scale synthesis and in situ 

functionalization of Zn3P 2 and Zn4Sb3 nanowire powders. Phys Chem Chem Phys [Internet]. 

2013 May 7 [cited 2021 Jan 11];15(17):6260–7. Available from: www.rsc.org/pccp 

76.  Stepanchikov, Chuiko. Excitons into one-axis crystals of zinc phosphide (Zn_3 P_2). Condens 

Matter Phys [Internet]. 2009 [cited 2017 Oct 4];12(2):239–48. Available from: 

http://www.icmp.lviv.ua/journal/zbirnyk.58/010/abstract.html 

77.  Wang FC, Fahrenbruch AL, Bube RH. Transport mechanisms for Mg/Zn3P2 junctions. J Appl 

Phys [Internet]. 1982 Dec 4 [cited 2021 Jan 12];53(12):8874–9. Available from: 

http://aip.scitation.org/doi/10.1063/1.330402 

78.  Long JA. Growth of Zn//3 P//2 by metalorganic chemical vapor deposition. In: Proceedings - 

The Electrochemical Society [Internet]. Electrochemical Soc; 1982 [cited 2021 Jan 12]. p. 405–

10. Available from: https://ui.adsabs.harvard.edu/abs/1983JElS..130..725L/abstract 

79.  Sierański K, Szatkowski J, Misiewicz J. Semiempirical tight-binding band structure of II3V2 

semiconductors: Cd3P2, Zn3P2, Cd3As2, and Zn3As2. Phys Rev B [Internet]. 1994 Sep 15 

[cited 2020 Jul 27];50(11):7331–7. Available from: 

https://journals.aps.org/prb/abstract/10.1103/PhysRevB.50.7331 

80.  Loureno SA, Dias IFL, Duarte JL, Laureto E, Poças LC, Toginho Filho DO, et al. Thermal 

expansion contribution to the temperature dependence of excitonic transitions in GaAs and 

AlGaAs. Brazilian J Phys [Internet]. 2004 Jun [cited 2017 Oct 4];34(2a):517–25. Available 

from: http://www.scielo.br/scielo.php?script=sci_arttext&pid=S0103-

97332004000300031&lng=en&nrm=iso&tlng=en 

81.  Middelmann T, Walkov A, Bartl G, Schödel R. Thermal expansion coefficient of single-crystal 

silicon from 7 K to 293 K. Phys Rev B [Internet]. 2015 Nov 19 [cited 2017 Oct 

4];92(17):174113. Available from: https://link.aps.org/doi/10.1103/PhysRevB.92.174113 

82.  Demers S, van de Walle A. Intrinsic defects and dopability of zinc phosphide. Phys Rev B 

[Internet]. 2012 May 22 [cited 2017 Oct 4];85(19):195208. Available from: 

https://link.aps.org/doi/10.1103/PhysRevB.85.195208 

83.  PhD thesis by Jeffrey Paul Bosco, under supervision of Prof. Harry Atwater CI of T. Rational 

design of zinc phosphide heterojunction photovoltaics [Internet]. 2014. Available from: chrome-

extension://oemmndcbldboiebfnladdacbdfmadadm/http://citeseerx.ist.psu.edu/viewdoc/downlo

ad?doi=10.1.1.422.9618&rep=rep1&type=pdf 

84.  Laks DB, Van de Walle CG. Self-Compensation and Doping Problems in ZnSe. MRS Proc 

[Internet]. 1992 [cited 2021 Jan 12];242. Available from: 

https://www.cambridge.org/core/journals/mrs-online-proceedings-library-

archive/article/abs/selfcompensation-and-doping-problems-in-

znse/5FCFD00A7A9BDA92548E92EAD2682979 

85.  Bhushan M. Mg diffused zinc phosphide n / p junctions. J Appl Phys [Internet]. 1982 Jan 13 

[cited 2017 Oct 12];53(1):514–9. Available from: http://aip.scitation.org/doi/10.1063/1.329956 



93 

 

86.  Catalano A, Bhushan M. Evidence of p / n homojunction formation in Zn 3 P 2. Appl Phys Lett 

[Internet]. 1980 Sep 15 [cited 2017 Oct 12];37(6):567–9. Available from: 

http://aip.scitation.org/doi/10.1063/1.91786 

87.  Drobyshev E, Kybarskaya L, Dagaev S, Solovyev N. New insight in beryllium toxicity 

excluding exposure to beryllium-containing dust: Accumulation patterns, target organs, and 

elimination. Arch Toxicol [Internet]. 2019 [cited 2021 Jan 12];93(4):859–69. Available from: 

https://pubmed.ncbi.nlm.nih.gov/30891623/ 

88.  Pawlikowski JM. Band structure and properties of Zn3P2- promising new infrared material*. 

Infrared Phys. 1981 May 1;21(3):181–7.  

89.  Briones F, Wang FC, Bube RH. Pair transitions in Zn3P2. Appl Phys Lett. 1981 Nov 

15;39(10):805–7.  

90.  Robert S, Steinvall E. Growth and characterisation of earth-abundant semiconductor 

nanostructures for solar energy harvesting [Internet]. EPFL; 2020 [cited 2021 Jan 6]. Available 

from: http://infoscience.epfl.ch/record/282133 

91.  Dzade NY. First-Principles Insights into the Interface Chemistry between 4-Aminothiophenol 

and Zinc Phosphide (Zn3P2) Nanoparticles. ACS Omega [Internet]. 2020 Jan 21 [cited 2021 Jan 

6];5(2):1025–32. Available from: https://pubs.acs.org/sharingguidelines 

92.  Mirowska N, Misiewicz J. Defect-related transitions in Zn3P2 studied by means of photovoltaic 

effect spectroscopy. Semicond Sci Technol [Internet]. 1992 Nov 1 [cited 2021 Jan 

11];7(11):1332–6. Available from: https://iopscience.iop.org/article/10.1088/0268-

1242/7/11/007 

93.  Stutz EZ, Escobar Steinvall S, Litvinchuk AP, Leran J-B, Zamani M, Paul R, et al. Raman 

spectroscopy and lattice dynamics calculations of tetragonally-structured single crystal zinc 

phosphide (Zn 3 P 2 ) nanowires. Nanotechnology [Internet]. 2021 Feb 19 [cited 2020 Dec 

7];32(8):085704. Available from: https://iopscience.iop.org/article/10.1088/1361-6528/abc91b 

94.  Nayak A, Rao DR. Photoluminescence spectra of Zn3P2-Cd 3P2 thin films. Appl Phys Lett 

[Internet]. 1993 Aug 2 [cited 2020 Dec 3];63(5):592–3. Available from: 

http://aip.scitation.org/doi/10.1063/1.110779 

95.  Escobar Steinvall S, Tappy N, Ghasemi M, Zamani RR, Lagrange T, Stutz EZ, et al. Multiple 

morphologies and functionality of nanowires made from earth-abundant zinc phosphide. 

Nanoscale Horizons. 2020 Feb 1;5(2):274–82.  

96.  Pawlikowski JM. Zn3P2 as infrared-to-ultraviolet photoconverter. Infrared Phys. 1988 May 

1;28(3):177–82.  

97.  Rao VJ, Salvi M V., Samuel V, Sinha APB. Structural and optical properties of Zn3P2 thin 

films. J Mater Sci [Internet]. 1985 Sep 1 [cited 2021 Jan 12];20(9):3277–82. Available from: 

https://link.springer.com/article/10.1007/BF00545195 

98.  Munoz V, Decroix D, Chevy A, Besson JM. Optical properties of zinc phosphide. J Appl Phys 

[Internet]. 1986 Nov 4 [cited 2021 Jan 12];60(9):3282–8. Available from: 

http://aip.scitation.org/doi/10.1063/1.337719 

99.  Schubert F. Room temperature properties of Si, Ge, and GaAs.  

100.  Kayes BM, Nie H, Twist R, Spruytte SG, Reinhardt F, Kizilyalli IC, et al. 27.6% Conversion 

efficiency, a new record for single-junction solar cells under 1 sun illumination. In: Conference 

Record of the IEEE Photovoltaic Specialists Conference. 2011. p. 000004–8.  



94 

 

101.  Giudicelli E, Martaj N, Bennacer R, Dollet A, Perona A, Pincemin S, et al. Solar cells based on 

GaAs: Thermal behavior study. In: 11th International Conference on Concentrator Photovoltaic 

Systems [Internet]. 2015 [cited 2021 Jan 13]. p. 20002. Available from: 

https://doi.org/10.1063/1.4931502 

102.  Kim IH. Effects of emitter structure variation on the RF characteristics of AlGaAs/GaAs HBTs. 

Mater Lett. 2001 Jun 1;49(3–4):219–23.  

103.  Marko -Igor P, Sweeney SJ, Ustinov VM, Zhukov AE. GaAs-based long-wavelength lasers. 

Semicond Sci Technol. 2000;15.  

104.  Escobar Steinvall S, Ghisalberti L, Zamani RR, Tappy N, Hage FS, Stutz EZ, et al. Heterotwin 

Zn 3 P 2 superlattice nanowires: the role of indium insertion in the superlattice formation 

mechanism and their optical properties. Nanoscale. 2020 Nov 20;12(44):22534.  

105.  Not just for outer space: NREL has a path to cheaper GaAs solar cells – pv magazine USA 

[Internet]. [cited 2021 Jan 13]. Available from: https://pv-magazine-usa.com/2020/01/13/solar-

cells-from-space-are-on-the-way/ 

106.  Nothing can bring down the price of III-V solar cells – just add germanium – pv magazine 

International [Internet]. [cited 2021 Jan 13]. Available from: https://www.pv-

magazine.com/2019/06/10/nothing-can-bring-down-the-price-of-iii-v-solar-cells-just-add-

germanium/ 

107.  Horowitz KAW, Remo T, Smith B, Ptak A. A Techno-Economic Analysis and Cost Reduction 

Roadmap for III-V Solar Cells [Internet]. 1960 [cited 2021 Jan 13]. Available from: 

https://www.nrel.gov/docs/fy19osti/72103.pdf. 

108.  Akiyama M, Kawarada Y, Ueda T, Nishi S, Kaminishi K. Growth of high quality GaAs layers 

on Si substrates by MOCVD. J Cryst Growth. 1986 Sep 1;77(1–3):490–7.  

109.  Krogstrup P, Jørgensen HI, Heiss M, Demichel O, Holm J V., Aagesen M, et al. Single-nanowire 

solar cells beyond the Shockley-Queisser limit. Nat Photonics [Internet]. 2013 Apr 24 [cited 

2021 Jan 13];7(4):306–10. Available from: www.nature.com/naturephotonics 

110.  Podolskiy VA, Sarychev AK, Narimanov EE, Shalaev VM. Resonant light interaction with 

plasmonic nanowire systems. J Opt A Pure Appl Opt [Internet]. 2005 Feb 20 [cited 2021 Jan 

13];7(2):S32. Available from: https://iopscience.iop.org/article/10.1088/1464-4258/7/2/004 

111.  Seo K, Wober M, Steinvurzel P, Schonbrun E, Dan Y, Ellenbogen T, et al. Multicolored vertical 

silicon nanowires. Nano Lett [Internet]. 2011 Apr 13 [cited 2021 Feb 8];11(4):1851–6. Available 

from: https://pubs.acs.org/sharingguidelines 

112.  Biermanns A, Breuer S, Trampert A, Davydok A, Geelhaar L, Pietsch U. Strain accommodation 

in Ga-assisted GaAs nanowires grown on silicon (111). Nanotechnology [Internet]. 2012 Aug 

3;23(30):305703. Available from: https://iopscience.iop.org/article/10.1088/0957-

4484/23/30/305703 

113.  Björk MT, Ohlsson BJ, Sass T, Persson AI, Thelander C, Magnusson MH, et al. One-

dimensional heterostructures in semiconductor nanowhiskers. Appl Phys Lett [Internet]. 2002 

Feb 11 [cited 2021 Jan 13];80(6):1058–60. Available from: 

http://aip.scitation.org/doi/10.1063/1.1447312 

114.  Gibson SJ, Boulanger JP, Lapierre RR. Opportunities and pitfalls in patterned self-catalyzed 

GaAs nanowire growth on silicon. Semicond Sci Technol [Internet]. 2013 Oct 10 [cited 2021 

Jan 13];28(10):105025. Available from: https://iopscience.iop.org/article/10.1088/0268-

1242/28/10/105025 



95 

 

115.  Cirlin GE, Dubrovskii VG, Soshnikov IP, Sibirev N V., Samsonenko YB, Bouravleuv AD, et 

al. Critical diameters and temperature domains for MBE growth of III-V nanowires on lattice 

mismatched substrates. Phys Status Solidi - Rapid Res Lett [Internet]. 2009 May 1 [cited 2021 

Jan 13];3(4):112–4. Available from: 

https://onlinelibrary.wiley.com/doi/full/10.1002/pssr.200903057 

116.  Glas F, Harmand JC, Patriarche G. Why does wurtzite form in nanowires of III-V zinc blende 

semiconductors? Phys Rev Lett. 2007 Oct 5;99(14).  

117.  Zamani M, Tütüncüoglu G, Martí-Sánchez S, Francaviglia L, Güniat L, Ghisalberti L, et al. 

Optimizing the yield of A-polar GaAs nanowires to achieve defect-free zinc blende structure 

and enhanced optical functionality. Nanoscale. 2018 Sep 28;10(36):17080–91.  

118.  Arbiol J, Fontcuberta i Morral A, Estradé S, Peiró F, Kalache B, Roca i Cabarrocas P, et al. 

Influence of the (111) twinning on the formation of diamond cubic/diamond hexagonal 

heterostructures in Cu-catalyzed Si nanowires. J Appl Phys [Internet]. 2008 Sep 15 [cited 2018 

Jan 29];104(6):064312. Available from: http://aip.scitation.org/doi/10.1063/1.2976338 

119.  Spirkoska D, Arbiol J, Gustafsson A, Conesa-Boj S, Glas F, Zardo I, et al. Structural and optical 

properties of high quality zinc-blende/wurtzite GaAs nanowire heterostructures. Phys Rev B 

[Internet]. 2009 Dec 31 [cited 2018 Jan 4];80(24):245325. Available from: 

https://link.aps.org/doi/10.1103/PhysRevB.80.245325 

120.  Zamani RR, Ghalamestani SG, Niu J, Sköld N, Dick KA, Zamani RR, et al. Control of Polarity, 

Structure and Growth Direction in Sn-Seeded GaSb Nanowires. In: European Microscopy 

Congress 2016: Proceedings [Internet]. Weinheim, Germany: Wiley-VCH Verlag GmbH & Co. 

KGaA; 2016 [cited 2017 Jul 7]. p. 662–3. Available from: 

http://doi.wiley.com/10.1002/9783527808465.EMC2016.6741 

121.  Kuech TF. III-V compound semiconductors: Growth and structures. Vol. 62, Progress in Crystal 

Growth and Characterization of Materials. Elsevier Ltd; 2016. p. 352–70.  

122.  Jacobsson D. Crystal Structures in GaAs Nanowires Growth and Characterization.  

123.  Bernal S, Botana FJ, Calvino JJ, López-Cartes C, Pérez-Omil JA, Rodríguez-Izquierdo JM. The 

interpretation of HREM images of supported metal catalysts using image simulation: Profile 

view images. Ultramicroscopy. 1998 May 1;72(3–4):135–64.  

124.  De La Mata M, Magen C, Gazquez J, Utama MIB, Heiss M, Lopatin S, et al. Polarity assignment 

in ZnTe, GaAs, ZnO, and GaN-AlN nanowires from direct dumbbell analysis. Nano Lett. 2012 

May 9;12(5):2579–86.  

125.  Utama MIB, de la Mata M, Magen C, Arbiol J, Xiong Q. Twinning-, Polytypism-, and Polarity-

Induced Morphological Modulation in Nonplanar Nanostructures with van der Waals Epitaxy. 

Adv Funct Mater [Internet]. 2013 Apr 5 [cited 2018 Jan 29];23(13):1636–46. Available from: 

http://doi.wiley.com/10.1002/adfm.201202027 

126.  Yuan X, Caroff P, Wong-Leung J, Fu L, Tan HH, Jagadish C. Tunable Polarity in a III-V 

Nanowire by Droplet Wetting and Surface Energy Engineering. Adv Mater [Internet]. 2015 Oct 

[cited 2019 Nov 20];27(40):6096–103. Available from: 

http://doi.wiley.com/10.1002/adma.201503540 

127.  Berding MA, Sher A, Chen A-B. Polarity in semiconductor compounds. Phys Rev B [Internet]. 

1987 Nov 15 [cited 2018 Jan 16];36(14):7433–6. Available from: 

https://link.aps.org/doi/10.1103/PhysRevB.36.7433 

128.  Zamani RR, Gorji Ghalamestani S, Niu J, Sköld N, Dick KA. Polarity and growth directions in 



96 

 

Sn-seeded GaSb nanowires. Nanoscale. 2017 Mar 7;9(9):3159–68.  

129.  Plissard S, Dick KA, Larrieu G, Godey S, Addad A, Wallart X, et al. Gold-free growth of GaAs 

nanowires on silicon: Arrays and polytypism. Nanotechnology [Internet]. 2010 Sep 24 [cited 

2021 Jan 14];21(38):385602. Available from: https://iopscience.iop.org/article/10.1088/0957-

4484/21/38/385602 

130.  Potts H, Friedl M, Amaduzzi F, Tang K, Tütüncüoglu G, Matteini F, et al. From Twinning to 

Pure Zincblende Catalyst-Free InAs(Sb) Nanowires. Nano Lett [Internet]. 2016 Jan 13 [cited 

2019 Nov 28];16(1):637–43. Available from: 

https://pubs.acs.org/doi/10.1021/acs.nanolett.5b04367 

131.  Zhou C, Zheng K, Chen PP, Matsumura S, Lu W, Zou J. Crystal-phase control of GaAs-GaAsSb 

core-shell/axial nanowire heterostructures by a two-step growth method. J Mater Chem C 

[Internet]. 2018 Jun 28 [cited 2021 Jan 14];6(25):6726–32. Available from: 

https://pubs.rsc.org/en/content/articlehtml/2018/tc/c8tc01529e 
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