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Semiconductors materials and devices are essential building blocks for many of the
technologies deeply embedded in modern life. Improving the performance of semiconductor devices
requires a deeper understanding of the fundamental mechanisms controlling the crystalline structure of
the semiconductor materials. This thesis focuses on two compound semiconductor systems in the form
of Zn3P2 thin films and GaAs nanowires and tries to establish methods for minimizing the defects in
these structures by the careful control of order at the atomic scale.

In the first part of this work, we have focused on Zns P, thin films. The combination of suitable
material properties and the abundancy of its constituting elements makes this platform a promising
candidate for large-scale and scalable photovoltaic applications. Despite this, ZnsP,is not adopted by
the solar industry due to the many technical challenges in the growth of this material. In this work, by
careful control of the state of the interface between the thin films and the substrates, we have provided
a method for the growth of thick and monocrystalline ZnsP,thin films with superior quality. This is
crucial for the realization of any successful photovoltaic cell based on this material. Although molecular
beam epitaxy is used in this study, the process provided is generalizable and could also be exploited for
the other growth methods. A host of different characterization techniques, including electron
microscopy and spectroscopy, Raman spectroscopy, photoluminescence spectroscopy and Xx-ray
diffraction are used to assess the different aspects of the thin films. It is observed that monocrystalline
films have better optical properties compared to polycrystalline thin films, making them more suitable
for photovoltaic applications.

In the second part of the thesis, we have focused on improving the crystalline quality of GaAs
nanowires. Similar to other I11-V semiconductors, GaAs hosts an internal electrical dipole known as
polarity. Arsenide and phosphide nanowires often grow along (111)B direction, which implies the
termination of (111) bilayer by group V elements. However, this configuration is often defective and
results in polytypism. On the other hand, (111)A growth, which refers to group Il termination, results
in a crystalline structure that is largely free of defects. However, growth in this polarity is rarely
reported. In this work, we try to understand the reason for this elusiveness and the superior crystalline
quality associated with A-polar growth. To do that, we have established a new framework that explicitly
focuses on the atomic structure and order of liquid-solid interface in nanowires grown by vapor-liquid-
solid method. The atomic structure of this interface has been ignored up to now in the literature due to
the technical challenges for investigating such fragile atomic order. Here, we employ a combination of
experimental observations via electron microscopy and spectroscopy and machine-learning based
molecular dynamics simulations that were developed by external collaborators. The results of this study
provide a unique insight into the fundamental aspects of nanowire growth.
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_ 1: Introduction

1.1 Motivation

Semiconductor technologies have been an essential pillar of human life in the last few decades.
Telecommunication, internet, personal computers, mobile phones, internet-of-things and e-commerce
are a few aspects of modern life are enabled by semiconductor industry. In addition, transformative
technologies that are expected to play a vital role in the upcoming years such as artificial intelligence,
5G and photovoltaics (PV) use semiconductors as their foundation. The continuous improvement of the
performance of semiconductor devices is, therefore, a goal for governments, private companies and
researchers alike.

A determining factor in the performance of semiconductor devices is the quality of materials (1,2).
Dedicated techniques have been developed to study the effects of defects on the functional properties
of semiconductors (3) and control/ elimination of defects is one of the fundamental requirements for
optoelectronic applications (4-6). While silicon wafers are now essentially defect free due to the
invention and development of energy-intensive processes such as Czochralski and float zone (7,8),
manufacturing defect-free compound semiconductors has proven to be generally more challenging and
costly. Elimination of defects was one of the main steps that resulted in development of gallium nitride
(GaN) blue light-emitting diodes, which ultimately was rewarded by Physics Nobel Prize in 2014 (9,10).
Owning to the dissimilar nature of their constituting elements, compound semiconductors are inherently
prone to having defects. In addition, compound semiconductors are often epitaxially grown on
substrates made of other materials to create the functionality in the form of quantum wells, dots and or
junctions. Defects can be originated from this substrate and propagated to the semiconductors (11—
13). This thesis tries to tackle the scientific questions of limiting structural and electronically active
defects in two compound semiconductor systems, zinc phosphide (Zn;P,) thin films and gallium
arsenide (GaAs) nanowires. These two material systems have been proposed as potential platforms for
next-generation PV. This thesis focuses on fundamental aspects of epitaxy that should enable the
utilization of these materials in the future for these applications.

1.2 Zn3P, Thin Films

1.2.1 Review of Earth-Abundant Semiconductors

Large-scale deployment of PV energy is widely considered as one of the key solutions to fight reduce
climate change as they offer a path to reduce dependency on fossil fuels (14). Si-based solar cells,
which dominate the global market as of now (15), have relatively high energy payback times (EPBT)
due to the very high energy demand for production of silicon wafers (16).



The main category of rival technologies to bulk silicon-based PV modules are thin film technologies.
Thin film based solar cells are made of direct band gap semi-conductor materials. This essentially means
that the absorbing layer of the modules can be much thinner than the silicon-based counterparts. The
most widespread thin-film technologies are CdTe and Copper Indium Gallium Selenide (CIGS) cells.
Despite the promise of thin-film technologies for lower EPBT and electricity price, they have shown a
limited market penetration. For CdTe technology, the presence of Cd has not been welcomed due to its
toxicity® For both of these technologies, too, there is a serious limitation for scaling up due to the scarcity
of the elements used. In, Se, Ga and Te are all relatively scarce elements. Figure 1-1 (a) demonstrates
the number of atoms of different elements per 10 atoms of Si in earth crust. In 2012, the total
production of silicon had been 7.8 million tons, while the gallium production has been just 380 tons
(17). Unlike some other aspects of PV power generation, employing scare materials will not benefit
from economies of scale. Table 1-1, taken from (17) further highlights the resource scarcity for current
thin film PV technologies. In addition to limited resources, it is worth mentioning that 52% of indium
production is carried out in China (18), imposing major risk on the international supply stability of this
element. Furthermore, one must consider that 80% of the produced indium is used for flat panel displays
(19), and the demand for these screens is increasing with no sight of reduction in the foreseeing future.

Table 1-1.Abundance, extraction and potential for power production for some critical thin film PV elements
compared to Si. This table is taken from (17) with permission © MIT.

Si Te Ga In Se

1.0x 1.9% 2.5% 5.0%

Abundance [fraction] 0.28 10-9 105 10-7 10-8

Culminative production (1900-

1 .01 .002 .01 .091
2012)[10° tons] 60 0.010 | 0.0026 | 0.010 | 0.09

Culminative amount in PV by 2050 for 100%

i 1 7 11 1 51
PV operation [10°tons] 5 079 |1 0 019 | 05

Ration of 2050 PV culminative production to

culminative 1900-2012 production 0.32 6 43 18 5.6

L1t is to be noted that using Cd in electrical and electronic equipment is banned in the European Union. However,
photovoltaic cells are exempted from this rule (183).



These shortcomings of thin film PV technologies have prompted the scientific community to
investigate the possibility of adopting new category of semiconductors, denominated as earth
abundant semiconductors. As the name implies, these semiconductors are composed of elements that
are not scarce, and thus they are more appropriate for scaling up. Copper based I, — I — IV — VI,
quaternary kesterite compounds, including Cu,ZnSnS, (CZTS) and Cu,ZnSnSe, (CZTSe) have
gained interest in research community as a potential alternative for CIGS and CdTe technologies.
The region of phase stability for CZTS (Se) is narrower than CIGS, making the growth of good quality
absorber phase even more challenging (20). These compounds provide tunable bandgap of 1.0-1.5eV,
with optical absorptions coefficients higher than 10* cm™1(21,22). CZTS is a p-type semiconductor.
Shockley-Queisser limit for CZTS(Se) is around 32.2% (23). The efficiency of CZTS devices has
increased from 0.66% in 1997 to current record value of 13.8% on small- area cells (24). Still, the
improvement of performance of CZTS(Se) PV systems cells have been very slow post- 2010 (25)
and the efficiency have been stagnant. This stems from some inherent challenges that CZTS(Se)
exhibits. For instance, the main defect in this material is Cu,,,, which has a very negative formation
energy and forms spontaneously (26). The very close atomic radii of Zn and Cu at 142 pm and 145
pm, respectively, are speculated as the reason for this low defect formation energy (27). It is unlikely
that these defects will be ever eliminated completely from CZTS(Se) as these radii values are inherent
properties of constituting elements in CZTS(Se) system.
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Figure 1-1. (a) Relative abundancy of different elements compared to Si in earth’s crust. (b) Annual
electricity production potential for 23 inorganic semiconductors. The data for known economic reserves and
annual production are taken from the U.S. Geological Survey studies (28). Total U.S. and worldwide annual
electricity consumption are labeled on the figure for comparison by the dotted horizontal lines. Figure 1-1(b)
and its caption are adjusted from reference (29) with permission © ACS.

It has been suggested that formation of band-edge tail states is a fundamental performance bottleneck
for hydrazine processed CZTS(Se) cells. This effect is shown to be twice as severe as high-
performing CIGS devices (24). Deep defect energy acceptor Cu,, and donor Zn,, together with high
density of interface defects are also identified as contributing factors to limited efficiency of CZTS
cells (30).

The growth of high-quality CZTSe thin has proven challenging. For instance, the range of Se
pressures in which CZTSe is stable is many order of magnitude lower than the range for CuinSe,



due to the relative weakness of Sn — S(Se) bonds (31). This lower stability range is thus also an
inherent feature of CZTSe, and makes the growth of good quality CZTS(Se) films to be extremely
difficult task with vacuum based methods This is exacerbated by the difference in the reactivity of
Cu, Zn and Sn towards calcogens. In addition, lower thermal stability of Sn — S(Se) bonds can lead
to reaction with Mo that is often used as back contact for these types of cells. Indeed, the stable
thermodynamic products in Cu — Zn — Sn — Mo — S system are Cu,S + ZnS + SnS + MoS, rather
than CZTS + Mo (32,33).

The weakness of Sn — S(Se) bonds can be traced back in the oxidation states of Sn. In CZTS(Se),
Sn is in oxidation state of +1V, which can be easily converted to +11 oxidation state. This reduction
in oxidation state results in the disruption of kesterite structure through this reaction:

2Cuy,ZnSnSe, & 2Cu,Se + 2ZnSe + 25nSe + Se,(g)

Apart from thermodynamic stability issue for CZTS(Se), growth of pure, defect-free films of this
material is difficult due to the very different nature of Cu, Zn and Sn, as they will have different
reactivity towards chalcogens (34).

The aforementioned difficulties in growth of high-quality CZTS(Se) have made researchers
interested to other earth-abundant semiconductors. In search for new semiconductors for photovoltaic
applications, the important parameters to consider for absorber are bandgap value and type,
absorption coefficient above the bandgap, net acceptor doping density, minority carrier life time,
conductivity and mobility (33). In the next few paragraphs, we try to review some of these alternative
materials.

Pyrite, FeS, has been proposed and studied as a cheap alternative for current thin film photovoltaic
materials. A study in 2009 found that, neglecting the technical challenges of making working
photovoltaic devices and considering the theoretical limits, pyrite is the most attractive earth-
abundant semiconductor for solar cell applications given its abundance and extremely low price (29).
It has the direct bandgap value of 0.95eV and absorption coefficient values higher that 5 x 10°cm ™1
(35). The promising nature of this material has however not materialized in high efficiencies. One of
the reasons is the high rate of carrier recombination at the surfaces and interfaces. This has been
elucidated by photoelectron studies that have shown that the surface Fermi level is 100 meV from
valance band edge, indicating a strong surface band bending due to a high density of surface states.
Passivation attempts have so far not been conclusive (35). Thin films of pyrite are reported to be p-
type, show conductance of 1 Q~cm™1, carrier concentrations of between 1018 cm™3 and 10%3cm™3
and low mobility values of < 2 cm?V~1s~1 . The doping density is found to be too high for using
inp —n™ junctions. In addition, surface sates cause a reduction in the bandgap at the interface. This
results in the low open circuit voltage values obtained so far (33,36). The record efficiency of pyrite
cells, achieved in 1991 is 5.52%, (37). There has been a stagnation in progress towards reliable
photovoltaic systems based on pyrites. Other reasons are that many phases of iron sulfide exist, which
makes it hard to have phase pure pyrite. Among these phases, for example, there are orthorhombic
marcasite FeS,and hexagonal troilite FeS, which, while being common phases, both exhibit much
narrower bandgaps. This means that even trace amounts of these phases will adversely affect the
performance of pyrite solar cells (20,38).

Other heavily studied earth abundant semiconductor is chalcocite, Cu,S. This material exhibits direct
bandgap value of 1.16 eV. For some years there was a controversy on the bandgap type of the material
(39). Today it is accepted that it is indirect (40). A device based on this material has demonstrated



the record efficiency of 10.1% in 1981 (39). For this device, the acceptor density of ~ 1019 caused
the space charge region to be extremely narrow. In addition, the absorption coefficient reached value
5 x 10*cm™! at wavelengths around 650 nm, causing a major current loss due to the fact that the
absorbing layer is only 300 nm thick (39).

The interest in this material had declined since mid-1980s, due to the inability to increase the
efficiency and long-term degradation of absorber layer. Cu atoms out-diffuse into CdS at the junction
and to from the interface, forming Cu,0, and hence converting chalcocite ,C,S to djurleitie with the
formula of Cu, ¢S (41). This process causes a reduction in minority carrier diffusion length,
increases the bandgap and reduces the absorption coefficient (42). There has been a new flux of
research papers on this material, but the stability problems are still to be addressed (33). For a short
review of some other proposed materials such as SnS, Cu,SnS;, CuShS, and Cu3BiS5, one can refer
to (33).

One common challenge with many earth abundant semiconductors is the complexity of the phase
diagrams, which make the synthesis of the desired material a difficult task. For instance, Cu,SnSsis
just one of the 18 ternary phases observed for Cu — Sn — S system (43). Another issue is the phase
stability and phase transformations. As stated earlier, this is a major obstacle for Cu,S , FeS, and
CZTS sytems. Elements showing high oxidation state are also prone to reduction in oxidation number,
hence changing the composition of the active layer and degrading the properties. The weakest bonds
in a compound are often the ones attributed to cation exhibiting the highest oxidation state (31). This
means that a reasonable candidate for earth abundant photovoltaic material should have these two
conditions: a) cations with low number of oxidation states, so that the cation does not have many
options for switching its oxidation state. b) cation that employs stable, low oxidation state.

1.2.2 Zn3P2

In addition to these factors, a potential candidate material for next generation thin film solar cells
based on earth abundant semiconductors should exhibit adequate opto-electrical properties, such as
direct bandgap close to optimal values of Shockley-Queisser limit, good carrier mobility, absorption
coefficient and minority diffusion length (44).

Considering all the factors regarding the abundance and material costs, phase diagram complexity,
phase stability and requirement for low oxidation number and opto-electrical properties, aZn;P,
appears to be an interestingcandidate. In terms of opto-electronic properties, Zns; P, demonstrates
high absorption, of more than 10* cm™? in the visible range of the electromagnetic spectrum (45,46)
and reported direct bandgap close to the optimal value of the Shockley—Queisser limit (47,48). It is
reported to have carrier diffusion length in the range of 5 — 10 um (49) and passive grain boundaries
(50), which in turn could improve the performance of PV devices based on this material. Figure
1-1(b) illustrates the potential electricity production of this material compared to some other
semiconductors. Due to the combination of low cost and extreme abundancy, it was observed to have
the second highest potential only after pyrite for large-scale photovoltaic application in the
aforementioned reference (29). In addition, zinc-phosphorous system exhibits a fairly simple phase
diagram (48,51,52), as depicted in Figure 1-2 (a). ZnsP, stochiometry demonstrates two froms,
aZnzP, and BZn;P,, with aZnsP, being the desired phase for photovoltaic application due to its
optoelectronic properties, as described later. This phase is stable over large parameter windows. As
seen in Figure 1-2 (a) there is a second stoichiometry, ZnP,, which also exhibits two phases. The



properties of these phases are not extensively studied. In contrary to aZnP, and aZns;P,, both
BZnsP, and BZnP, are stable at high temperatures only. From now on, unless otherwise stated, what
we mean by Zn; P, is a — ZngP,.

Historically, the first study of ZnsP, was performed by X-ray diffraction (XRD) in 1935 to
investigate the synthesis and crystallography of this material. However, this material was abandoned
until late 1970s, when researchers in the Institute of Energy Conversion at university of Delaware
(53-62) started to investigate this semiconductor as a potential PV material. A group led by Suda in
Japan explored different deposition techniques for this material, including RF sputtering, MOCVD,
MBE, plasma assisted vapor phase deposition in late 1980s-early 1990s with varying material
properties (63—-67). Optoelectronic behavior of Zn; P, was studied during the same period of time in
Wroclaw University of Science and Technology (68). A team lead by Harry Atwater at Caltech in
late 2000s and early 2010 was one of the few major groups working on this material (47,50,69-73).
This group has managed to make working photovoltaic cell with the efficiency of 4.5% in 2010,
which still does not match the efficiency of 6% achieved by the group in university of Delaware in
early 1980s (54).

Despite these promises, Zns;P, has not yet been adopted as a mainstream PV material due to the
challenges in its growth and doping as the highest performing device from this material has the
efficiency of 5.96%, and was demonstrated in 1981 employing a Schottky barrier (54). It is proven
to be difficult to fabricate zinc-phosphide homo-junctions (20). Heterojunctions using ZnsP, have
not exceeded the efficiency range of 2% (53,54,74). One major limitation for growth of Zn;P, is the
lack of substrates that can be used for epitaxial growth of this material. Zn; P, has the space group
of P4,/nmc ( D}7) (75) with a tetragonal unit cell consisting of 16 P and 24 Zn atoms and unit cell
parameters a = b = 8.0889 A and ¢ = 11.4069 A (76). For comparison, GaAs has a cubic unit cell
witha = b = ¢ = 5.6533 A . Each unit cell has five and four planes of P and Zn atoms, respectively
as demonstrated in Figure 1-2 (b). Another important feature of the Zns P, is the presence of a total
of 8 vacant sites in Zn planes per unit cell, which have important consequences for the intrinsic
doping of this material as discussed in the following paragraphs. The large lattice parameters limit
the flexibility for substrate selection. Early studies on this material used a variety of substrates
including mica and steel (77,78). However, these substrates were later abandoned due to the poor
epitaxy for thin films grown on these substrates. GaAs(100) and ZnSe(100) substrates have been
used for epitaxial growth of thin films of Zn; P, as the lattice mismatch is 1.3% and 1% between the
anion sub-latices of these substrates and Zn; P, (100) (50,65,66). Still, the thickness of single crystal,
epitaxial Zn;P, was limited to 150 nm, as strain relaxation, a large increase in resistivity and a
consequent reduction in the hole concentration was seen for thicknesses above 150 nm (50).
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Figure 1-2. (a): the phase diagram of Zn — P system, taken from (48) with permission © elsevier (b): The
unit cell of Zn;P,, showing the position of Zn and P atoms in addition to the vacant sites. This figure is
adopted from (79) with some modifications with permission © APS.
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Thermal expansion coefficient of Zn; P, is 12.4 x 10~° K~ at room termprature. For comparison,
this coefficient is below 6 x 107® and 3 x 107° at the same temperature for GaAs and Si,
respectively (80,81). This large difference in thermal expansion coefficient makes post-growth
cracks very common for thin films of Zn3;P, grown at high temperatures (50,65), further affecting
the opto-electronic properties of the films. Hence, a low temperature technique for growth is needed
if Zn3P, is to be grown for PV applications.

Another fundamental issue with Zn;P, is doping. As mentioned before, Zn;P, unit cell hosts 8
vacant sites per 40 atoms of its unit cell. These abundant empty sites in Zn planes are energetically
favorable positions for incorporation of P interstitials, making Zn3P, intrinsically p-doped (55,82).
The electrical properties of zinc phosphide depend on growth method as different growth methods
result in different concentrations of P interstitials. Based on these observations, systematic control of
P interstitials would be the first step for controlled doping of zinc phosphide. However, this would
not be possible without controlling the defect density in the Zn; P, crystalls as the presence of grain
boundaries can affect the movement of interstitial atoms within the lattice. The beforementioned
problems with growth of high-quality Zns P, films should be addressed in order to properly tune the
doping properties of this material.

Extrinsic p-doping of zinc phosphide is reported using Ag (83). The results of this study show that,
while the low concentration incorporation of silver at Ag: ZnzP, < 5 x 10~3 does not affect the
growth morphology of Zn;P,, higher Ag fluxes will result in the roughening of the surface and
appearance of few twins, suggesting the initiation of Ag-alloying or maybe phase separation.



N-doping of this material has been even more challenging than p-doping. Similar to ZnSe (84), self-
compensating intrinsic p-doping is observed to prevent from effective n-doping. The record
efficiency of 6% was achieved for a device having Mg Schottky contacts to Zn;P, (54). In (69), it
was reported that Mg impurities compensate the intrinsic p-type doping of the Zn;P,films. Early
studies claim Mg diffusion into Zn;P, results in n-doped zinc phosphide (85,86). These results,
however, were rejected as it was shown that the n-doping is done by formation of compounds like
M g4 P, (65). The controversy around the nature of the Mg doping in Zn3 P, is still not settled. N-type
zinc phosphide grown by separate-source molecular beam epitaxy (MBE) was demonstrated in ref.
(65). One should note the extremely high incorporation of excess Zn into the doped film at 17% (83).
Cation replacement of Zn by Al had been used to compensate the intrinsic p-doping observed, but
the concentration of Al that could be incorporated into the films without disruption of crystal structure
had not been high enough to go to n-dope region. Anion replacement of P by S was also studied as a
possible n-doping mechanism, but the incorporation of S at low fluxes resulted in reduction of the
lattice constant, while high fluxes result in strain relaxation, which is likely to be due to the onset of
phase separation (83). In addition, the highly volatile nature of S makes it impractical to be used in
ultra-high vacuum systems MBE.

In principle, since Be belongs to the same group as Mg, it should have similar electronic effects on
the crystal of Zn; P, if the Mg really acts as dopant and does not form new phase within the structure.
However, the well documented extreme toxicity of Be (87) limits its ability to be used as a dopant
for large-scale production of Zn;P, thin films.

The bandgap of Zn;P, has been studied using a host of different techniques such as
photoluminescence spectroscopy (PL) and reflectivity and absorbtion measurements (47,88,89).
While there had been contradicting measurements on the values of direct and indirect bandgap
emissions of Zn; P,, the literature is now settled on indirect bandgap in 1.3 — 1.4 eV range, and direct
bandgap of 1.5 eV (90), which is consistent with density-functional theory (DFT) calculations (91).1t
is to be noted that the optical behavior of ZnsP, is highly affected by defect-caused pair transitions.
In (87), different optical behaviors were observed for four different Zn;P, samples grown with
chemical transport method and the defect-related transitions were speculated as the origin for these
differences. Indeed, enhanced recombination is linked to the presence of defects in Zn;P, (55,92).
Furthermore, the localized electrostatic or bandgap fluctuations induced by defects is also found to
indirectly affect the defect-mediated optical behavior of this material (92-94). Different reported
energy levels for acceptor-like defects in Zns P, are listed in (90), demonstrating the discrepancies
between the observed optical behaviors of this material by different groups. In addition, the optical
emission of Znz P, nanowires (NWs) have been shown to be highly dependent on their stoichiometry
(95). The different growth techniques and parameters used in the literature will result in different
stoichiometries and defect concentration in Zn;P,, which can explain the difference in the optical
behavior of the samples.

ZngP, has has shown exceptionally high absorption coefficient > 10°¢cm™1 at room temperature
(96), which is even higher than the absorption coefficient of high-quality GaAs (96). Indeed, a recent
study revealed that NWs made from Zn3P, outperforms zinc blende (ZB) and wurtzite (WZ) GaAs
and WZ GaP (45). However, it is to be noted that similar to other properties, there is a high variation
in the reported measurements of absorption coefficients for Zn;P,(45,46,97,98), which is likely due
to the difference in defect concentration.



Polycrystalline ZnsP, exhibit high carrier diffusion length in 5 — 10 um range. Early studies
measured the hole mobility of ZnzP, to be around 10 cm?V~1s~1 (90). In (45), it was observed that
the hole mobility increases as a function of thickness up to 150 nm with the maximum hole mobility
around 45 cm?V~1s~1, For film with higher thicknesses, partial relaxation and cracking upon
cooling caused the mobility to reduce to < 20 cm?V~1s~1, which is compatible with the previous
observations on polycrstallline Zns P, thin films (60). It is to be noted that this mobility value is still
one order of magnitude higher than the maximum observed mobility in FeS,. To observe the
formation of dislocation and cracking as a consequence of increased thickness, one can refer to
Figure 1-3 (a), which shows a low-magnification cross-sectional TEM image of a Zn;P, thin film
with the thickness of 50 nm grown on GaAs substrate. No crack or threading dislocation is seen,
which is opposite of observation for Zn; P, thin film with the thickness of 150 nm shown in Figure
1-3 (b). The red arrow in this figure indicates the initiation of a threading dislocation, formed as a
consequence of strain relaxation.

The effects of the increased thickness and the resulting strain relaxation on the electrical properties
of the films are shown in Figure 1-4. In Figure 1-4 (a), (b) and (c), the vertical axes show resistivity,
hole density and hole mobility, respectively, while the horizontal axes denote the thickness. In
addition, hollow and filled circles are used to indicate partially relaxed and strained films. Initially,
the resistivity curve shows a decreasing trend with respect to the thickness, which is then reversed
around the thickness of 150 nm. At this thickness, the films are relaxed and the resistivity starts to
increase. Hole density and mobility, on the other hand, initially have increasing trends with respect
to the thickness, which are then reversed due to the strain relaxation for thicknesses around 150 nm.
The increase in the mobility as a function of thickness can be attributed to the relative reduction of
surface carrier scattering effects. One could assume that preventing from crack formation would
make the increase in the mobility as a function of thickness to continue in monocrystalline thin films.
This in turn would result in higher values of carrier diffusion length, further improving the potential
of this material for opto-electronic applications. Modeling in (60) has estimated the hole mobility of
high-quality, single crystalline Zn P, to be around 1000 V~1cm?s™1.

GaAs

100 nm

Figure 1-3: Bright field transmission electron micrographs of pseudomorphic Zn; P, layers with thicknesses
of (a) 50 nm and (b) 150 nm. The red arrow in (b) indicates the initiation of a threading dislocation due to
the onset of strain relaxation. These figures and their caption are taken from (83) with permission from Dr.
Jeffrey Paul Bosco.
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Figure 1-4: Hall Resistivity, hole carrier concentration, and hole mobility measured in van der Pauw
configuration as a function of Zn;P, epilayer thickness. The filled and open circles represent the data
collected on strained and partially relaxed films, respectively. These figures and the captions are adopted
from (83) with permission from Dr. Jeffrey Paul Bosco.

Based on this short review of the properties and challenges of Zn;P,, eliminating defects and making
thick monocrystalline thin films of this material have been one of the main goals of this thesis. This
will improve the optical properties, carrier mobility and diffusion length. In addition, it paves the way
for controlling/ suppression of intrinsic p-doping, which in turn could render controlled n-doping of
this material possible. Due to the limitations discussed before, the growth technique should employ
a relatively low growth temperature to prevent from cracking and offer a high degree of control over
growth parameters. Given these considerations, separate- source MBE is chosen as the growth
method as the flexibility it offers is not matched by any other technique. After achieving high-quality,
thick monocrystalline thin films, a variety of characterization techniques are used to shed light on the
difference in the properties of monocrystalline and polycrystalline Zn; P, thin films.

1.3 GaAs Nanowires

1.3.1 Motivation for studying the growth of GaAs Nanowires

GaAs is the second highly studied and used semiconductor after Si. At room temperature, it has high
electron and hole mobilities of 8500 V-1cm?s™1 and 400 V~1cm?s~1, respectively, absorption
coeficient of 10*cm ™1 and direct bandgap of 1.42 eV (99), which is very close to the optimal bandgap
value for Shockley-Queisser limit. Indeed, at 27.6 %, GaAs holds the record for the highest efficiency
single-junction solar cell (100). Due to the combination of its properties, it is used in space
applications (99), high-performance concentrated PV (101), radio frequency (RF) emitters (102),
lasers (103), light emitting diodes (LEDs) (104) and other areas.

Despite its superior material properties, record efficiency and the enthusiastic effort of the research
community, it has failed to compete with Si photovoltaics on a commercial level. Among the reasons
for this lack of success is the high price of GaAs compared to Si (105-107), stemming partly from
the lack of production scale that Si enjoys and partly from the relative scarcity of Ga compared to Si.
Indeed, from Figure 1-1 (a), one can observe that constituting elements of GaAs are 4 orders of
magnitude less common than Si in the earth’s crust. Gads itself is too expensive to be used as the
substrate for homoepitaxy on an industrial scale needed for widespread PV use. In addition, the
growth of GaAs thin films on dissimilar substrates is not easy due to the lattice mismatch, which will
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result in formation of detrimental defects. Polarity mismatch between GaAs and the substrate can
cause the formation of antiphase boundaries and further adds to the challenges of
GaAs heteroepitaxy (108). Adopting NW geometry has been proposed as a way to tackle these
issues at the same time. NW cross sectional dimensions are smaller or comparable to the radiant light
wavelength, causing interference and guiding effects to dictate the optical behavior of the NWs
(109,110). In the case of low-absorbing materials such as indirect bandgap semiconductors, the
wavelength effects play the dominant role (111). One the other hand, highly absorbing materials such
as direct I11-V semiconductors exhibit resonances that enhance the absorption by many factors.(109)
One can consider this effect as if NWs act as a built-in concentrator of the incident light. This
increases the absorption and efficiency of solar cells made of NWs. A solar cell composed of single
GaAs NW has shown the potential to go beyond Shockley—Queisser limit, due to having absorption
cross-section that is many times higher than its actual cross-section and effective light concentration
around 12 (109). This means that for absorbing the same amount of light, much less material is
needed, which could address issues related to the high price of GaAs. Furthermore, due to their low
footprint to sidewalls area ratio, NWs can effectively relax the strain they have from lattice mismatch
with the substrate at their sidewalls, which adds flexibility in terms of the substrate used as support
for the solar cell (112-115). Understanding the fundamentals of GaAs NW growth will bring new
understanding on the synthesis of high quality GaAs and therefore contribute to its implementation
in PV and/or other applications.

1.3.2 Properties of GaAs Nanowires

Similar to other non-nitride I11-V semiconductors, bulk GaAS exhibits a cubic ZB phase, which
implies an ABCABC atomic stacking in the (111) direction. The ZB unit cell and its stacking are
illustrated in Figure 1-5 (a) and Figure 1-5 (b), respectively. However, at nanoscale, GaAs can assume
hexagonal WZ structure with ABAB atomic stacking. This is the bulk phase for nitride-based I11-V
semiconductors such as GaN. Figure 1-5 (c) and Figure 1-5 (d) show GaAs WZ unit cell and its
atomic stacking.

Increased surface energy contribution to the overall energy balance of the system, which is inherent
to nanoscale structures, is one of the reasons for the formation of WZ phase in 111-V nanowires (116).
The formation of a rotational twin along the < 111 > growth direction in ZB causes a local change
in the atomic stacking and can be considered equivalent to a WZ half-monolayer (117,118).
Successive formation of this type of twinning in ZB can cause a full transition to WZ so the propensity
of NWs for having WZ inclusions makes them prone to be highly defective, as commonly observed
in the literature (119-122).
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Figure 1-5. (a) ABCABC stacking of ZB GaAs. (b): Cubic ZB unit cell of GaAS. (c) ABAB stacking of WZ
GaAs. (d) Hexagonal unit cell of WZ GaAs. These images are made by Rhodius software (123).

Another important feature of GaAs that has major implications for the growth and properties of GaAs
NWs is polarity, which refers to the inherent electrical dipole due to the ionisity of Ga — As bonds,
translated to an inherent electrical field in certain crystal directions %1%, For kinetic reasons, NWs
tend to grow in (111) direction. In arsenide and phosphide-based NWs, the (111) growth direction
is commonly terminated by group V elements (120,126,127) . This configuration is called B-polar
growth and is in contrast to the rare cases of A-polar growth in which the (111) direction is
terminated with group 111 elements. These two polarities have striking differences in terms of NW
morphology, crystalline quality and opto-electronic properties. For instance, while the before-
mentioned occurrence of high defect concentration and WZ inclusion in 111-V NWs is very common
in B-polar growth, they have not been observed for A-polar NWs (%611 This high crystalline quality
of A-polar NWs makes them more desirable. However, their growth has been very rare and
challenging due to the thermodynamic reasons.
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Figure 1-6. Polytypism and defects in Gads NWs. (a) Low magnification TEM image of a GaAs NW. The
bottom of the NW demonstrates a ZB structure with very low defect density. The middle section has mixed
phase and hosts a high denisty of defects, before a pure WZ structure towards the tip. The tip has ZB phase
tip with many stacking faults below. Higher magnification images of different regions are shown
respectively (b), (c), (d). These images and the caption are adopted from (129) with permission © 10P.

Similar to InAs(Sb), GaAs NWs grown along < 111 > directions adopt a hexagonal cross section
to minimize their overal surface energies (130,131). Elemental segregation has been observed at the
corners of this hexagonal cross section in core-shell Gads — AlGaAs NW structures (132). Different
crystallographic planes have different levels of elemental segregation due to the discrepancy in their
surface energies. Differential elemental concentration of Al causes the formation of quantum dots
(QDs)(132,133) due to the band alignment between GaAs, AlGaAs and AlGaAs QDs.

In core-shell QDs, The optical properties of QDs depends on the composition and the thickness of
the shell (134). In addition, the crystalline quality of the core NW directly affects the emission of the
QDs embedded in the shell as defects in core can propagate to the shell, causing centers for radiative
recombination and reducing the emission quality through peak broadening. Elimination of defects in
the core NW can improve the optical behavior of these systems. Indeed, A-polar core-shell
GaAs/AlGaAs NWSs, which, as discussed before, have a phase-pure and defect-free ZB structure are
shown to have superior QD emission compared to their B-polar counter-parts in terms of intensity
and peak width (117). Understanding the mechanism of A-polar growth therefore can be beneficial
for improving the optical behavior of Gads NWs.

1.3.3 Methods for the Growth of Semiconductor Nanowires

Growth rate anisotropy is a requirement for achieving the one-dimensional geometry of the NWs.
While some solution-based methods have been used to achieve this purpose (107), most of the
research is focused on vapor-based epitaxy of NWs. The most common method to achieve growth
anisotropy in vapor-based growth of NWs is using a catalytic nanoscale particle that gathers gaseous
precursors from the growth chamber and incorporates them into the NW structure upon
supersaturation (135). Growth mechanisms are divided into vapor-solid-solid (VSS) and vapor-
liquid-solid (VLS) modes based on the phase of this catalyst particle. While VSS growth can offer
sharper interfaces, it offers lower growth rate compared to VLS (136). The mechanism of VLS
growth was identified in a seminal paper by Wagner and Ellis (137) in 1964 on a Si — Au system.
Normally, the initial position of the droplet is defined by the mask layer on the substrate as the
droplets are gathered in the holes that are present in the mask. Figure 1-7 demonstrates the VLS
growth of GaAs NWSs on GaAs substrate covered with a Si0, mask. In addition to these two methods,
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vapor-solid (VS) is an important mechanism that is heavily used in NW growth. As the name implies,
there is no catalytic particle involved in this process and the gaseous particles are directly
incorporated into the solid structure. VS growth is based on the difference in the growth rates of the
different facets of a crystal (136). The growth of shells in core-shell structures is done employing VS
mechanism.

Figure 1-7. Growth of GaAs NWs on a GaAs substrate. The Si0, mask determines the initial position of
the droplet and thus, the NWSs. This image is taken from (138).

The choice of the catalyst particle in VLS growth has significant consequences for the properties of
the NW. For instance, while VLS growth of GaAs is easier with Au catalyst, the incorporation of
gold into the NW structure has significant negative effects on the opto-electronic properties of the
NW due to the formation of deep levels in GaAs (138). Furthermore, gold is generally avoided in
Si-based semiconductor industry due to the destructive effects it has on the performance of Si devices
(139). Using native Ga as the catalyst droplet has been proposed as a way to solve these issues (138).
Due to its importance, we have focused on this growth method for GaAs NWs in this thesis.

Models describing the VLS growth of NWs have been mostly focused on the macroscopic properties
of the catalyst droplet and the phases involved in the process. Thermodynamic considerations about
the nucleation enthalpy and the surface energies of the interfaces were first employed to justify the
growth of WZ phase in I11-V semiconductor NWs(116). The contact angle of the droplet is
increasingly linked to various aspects of NW growth such as polytypism. It is observed that ZB grows
at higher contact angles than WZ (116,140,141) and lower contact angles are linked to an increased
probability of defect formation(126). The shape and configuration of the droplet at the early stages
of growth has a fundamental effect on the growth quality and direction of NWs (142). In (126), tuning
the contact angle and droplet volume was used to switch the growth direction in self-catalyzed InAs
NWs. Furthemore, contact angle engineering was employed to switch the polarity of gold-catalyzed
GaAs NWs, while the In (126). Noticeably, in-situ studies have established a link between contact
angle and the ratio of As and Ga fluxes, known aas V/III ratio (141): increasing the V /III ratio
reduces the contact angle, which in turn makes the formation of WZ and defects more likely.
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All the observations and modeling up to this point have, however, neglected the atomistic and discrete
structure of the interface between the droplet and the underlying NW crystal. Indeed, up to now, the
boundary between the droplet and the NW is considered as binary, sharp interface. This is in contrast
with the observation in other systems in which a gradual transition from crystalline interface to
amorphous liquid is reported (143-150). The periodic potential imposed by the crystalline lattice of
the solid makes the adjacent atoms in the liquid phase to adjust a semi-structured configuration with
properties that are different from those of atoms in the bulk of the droplet. This fact, however, has
been neglected up to now in the modeling of VLS process. The general difficulty in probing such
ordering of liquid at the interface could be considered as a reason for this omission: the ordering
extends just for a few nanometers and is very delicate. Consequently, most characterization
techniques do not have the spatial resolution for probing this ordering. High resolution transmission
electron microscopy (HRTEM) is employed to investigate the ordering of liquid Al in contact with
Al,05 (143,145,147,150). However, the contrast variation in HRTEM images is hard to interpret as
it is affected by thickness/ focus parameters and delocalization effects (151). In addition, HRTEM
cannot distinguish different polarities of the structure and thus cannot be used to investigate the
difference in the liquid ordering between A and B polar GaAs. In addition, chemical analysis of the
interface using core-loss electron energy loss spectroscopy (EELS) and EDS is not possible as the
high electron dose employed in these techniques will destroy the interface and the fragile structure
of the ordered liquid.

In this thesis, we have studied the reasons for the fundamental different growth mechanisms of A and
B-polar GaAs NWs through focusing on the liquid ordering at interface between the NWs and the
catalyst droplet in self-catalyzed GaAs NWs. A combination of high-end electron microscopy and
machine-learning based molecular dynamics (MD) simulations developed by external collaborators
are employed to shed light on the difference between the growth of different NW polarities.

1.4 Thesis Outline

Chapter 1, Introduction, offers the motivations and the relevant literature review.

Chapter 2, Methods, will discuss the different techniques employed during this thesis. We first start
by the description of the MBE machines used to grow the thin films and the NWs studied. The
different characterization techniques that have been utilized to study the properties of Zn;P, thin
films and GaAs NWs are then discussed. These include scanning electron microscopy (SEM), SITEM
and its variants, core loss EELS, principal component analysis (PCA), focused ion beam (FIB),
Raman spectroscopy, photoluminescence (PL) spectroscopy, XRD, terahertz (THZz) spectroscopy and
conductive atomic force microscopy (C-AFM). Finally, a short section on the MD simulations and
the machine learning techniques developed to conduct them by our collaborators is offered.

Chapter 3, Results and Discussion, divided into two sections, is composed of the peer-reviewed
papers published providing our findings on Zn;P,thin films and GaAs NWs.

Chapter 4, Conclusion and Outlook, offers a short summary of the tasks achieved and the open
questions relevant to this work.
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B 2: Methods

This chapter reviews the main methods employed in this thesis. We start by describing the molecular
beam epitaxy, MBE, which is the method used for the growth of Zn;P, thin films and the GaAs
nanowires. Next, the methods used for characterization and investigation of the samples are discussed.
These include electron microscopy and spectroscopy methods such as scanning electron microscopy
(SEM), transmission electron microscopy (TEM), scanning transmission electron microscopy (STEM),
energy-dispersive X-ray spectroscopy (EDX) and electron energy loss spectroscopy (EELS), focused
ion beam (FIB), Raman spectroscopy and x-ray diffraction (XRD).

2.1 Molecular Beam Epitaxy for Growth of Zn3 P,

2.1.1 Structure and Working Principles

MBE is an ultra-high vacuum (UHV) method used mainly for studying the growth mechanism of
semiconductors. Despite its high maintenance and operational costs, it is one of the main platforms of
choice for understanding the fundamental aspects of crystal growth. The unique features of MBE
include very high levels of control over growth parameters, extreme material purity and low
contamination levels and the possibility of in-situ characterization.

The MBE used in this project for the growth of Zn;P, is a Veeco GENxplot system, shown in Figure
2-1. Different parts of this system are labeled to facilitate the description. The MBE machine used to
grow the GaAs nanowires is extremely similar. In order to maintain the high purity levels and the ultra-
high vacuum (UHV), this machine is divided into three main interconnected parts: load lock (a),
preparation module (b) and growth chamber (c). The operations of the MBE are directed by the control
unit (d). Load lock is used to load the samples and is the only place where the MBE is regularly opened
from and exposed to air. In order to protect the UHV status and prevent from contaminations, it is
separated from the rest of the machine through the gate valve (f). Upon loading the samples, the load
lock turbo pump (e), which is backed up by a rough pump (not shown here) is started to lower the
pressure and the first degassing stage is initiated by turning the load lock lamps on. The temperature is
elevated to a set point (150°C in this case) and is maintained for ~ 2h. When the load lock pressure is
low enough, the samples are transferred to the parking station (g). The transfer arm (h) is used to move
the samples to the preparation module (b), where the temperature is again raised to further degas the
samples. For the Zn;P, samples grown on InP(001) substrate, the degassing temperature is 300° C
and the samples are kept at this temperature for two hours. An ion pump (not shown here) traps the
contaminants released during the degassing and keeps the pressure low. The preparation module and
parking spots are separated from the growth chamber through gate valve (i). Once the pressure in the
preparation module is less than 5 x 10~ mbar, the sample is transferred to the growth chamber (c)
using the transfer arm (h). This chamber is kept at extremely low pressures by the cryopanels, a
Ti sublimation and an ion pump (j). Heater (k) is lowered on the manipulator to control the growth
temperature by radiative heating. This chamber is equipped with residual gas analyzer (RGA), shown
by (m), for monitoring the pressure levels of different species inside the growth chamber and a quartz
crystal monitor (QCM) for monitoring the growth rate. This is done by measuring the change in the
vibrational frequency of the quartz crystal due to the added mass caused by the deposition (152). The
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material sources, called cells, are located below the growth chamber at 45 ° with respect to the vertical
axis of the growth chamber. Component (n) shows the zinc cell.

. »
he VP

Figure 2-1. Veeco GENXxplore and its components. (a): load lock. (b): preparation module. (c): growth module.
(d): control unit. (e): turbo pump of the load lock. (f) the gate valve separating the load lock and preparation
module. (g) the parking station for the sample. (h) the arm used to transfer the samples between the preparation
and the growth chamber. (i) the gate valve separating the growth module from preparation module. (j): the Ti
sublimation and iron pumps for the growth module. (k) the heater used to control the growth temperature, (1):
QCM. (m): RGA.

A schematic view of the growth chamber is offered in Figure 2-2 (a). Cryopanels cooled by liquid
nitrogen help keep the pressure low by trapping gas molecules. The chamber hosts a beam flux monitor
(BFM), which is a pressure sensor used to calibrate the fluxes.

The effusion and cracker cells are used to generate the Zn and P, fluxes, respectively. In our case, GaP
is used as the precursor for P flux. Upon heating up, P, is released before reaching the cracker.
Increasing the cracker temperature will break the remaining of the P, molecules into P,, which is safe
in contrast to the highly reactive P,. In order to further increase the precision in the control of the fluxes,
both of these cells are equipped with valves. Instead of changing the cell temperatures to adjust the
fluxes, the cells are kept at constant temperatures and instead the degree of which the valves are open
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is changed. This adds further stability and in addition is faster since changing the cell temperatures
needs to be done gradually while controlling the valves is instant. For a review of MBE cell types, one

can refer to (153).
Ti sublimation,
ion pump

Cryopanel

Cryopanel

-

~__.---substrate holder--.__

shutter

cells
(a)

Figure 2-2. a schematic view of the growth chamber showing the cells, cryopanels, RHEED gun and screen,
BFM and QCM. A shutter can be inserted between the substrate and the cells to block the atomic fluxes from
reaching the substrate if needed. The sample is rotated to ensure annular homogeneity of growth fluxes. The
chamber is kept at low pressures by Ti sublimation and ion pump.

An important capability of MBE systems is the use reflective high energy electron diffraction
(RHEED), which can be used to have an in-situ assessment of the growth quality and rate. Electrons
with high kinetic energies between 10 KeV and 50 KeV are radiated on the sample with very low
grazing (otherwise known as glancing) angles between 1° and 5°. This very low angle makes this
technique very sensitive to the surface as the penetration depth is very low. In addition, it makes RHEED
benefit from the very large scattering cross sections at low angles (154). Electrons are diffracted upon
the interaction with the sample and then shed on the RHEED screen used for visualization of the
diffraction patterns. RHEED is not compatible with other growth techniques as ultra-high vacuum levels
are required to have unperturbed electron beams. Based on the shape of these diffraction patterns and
the oscillations in their intensities, one can obtain various information about the growth such as the
crystal structure/orientation, surface flatness, grain size, epitaxial relation between the sample and the
substrate, growth style in thin films and more (155). To understand the principles of RHEED, one should
consider the concept of Ewald sphere, which is defined as a sphere in reciprocal space centered around
the electron source with radius = |I_€|, where k is the wave vector of the electron beam. Assuming elastic
scattering, diffraction patterns can be assumed as the intersection of this sphere and the reciprocal space
of the lattice, projected on the screen (155). Figure 2-3 offers a visual representation of the
reconstruction of the diffraction patterns.
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Figure 2-3. (a) Direct space and reciprocal space of RHEED. (b) pattern taken from a Si(1 1 1)(
7x 7) reconstructed surface. The electron beam was 15 keV in energy with [112] incidence in azimuth
direction and about 3° in glancing angle 6, to attain a surface-wave resonance condition. These images and
their captions are taken from reference (155) with permission © Wiley.

Different surface configurations have different reciprocal spaces. This results in unique realization of
diffraction patterns for each such configuration. For instance, a flat monocrystalline surface would have
parallel lines with infinitely small thickness as its reciprocal space pattern. On the other hand, a flat
surface featuring small domains has reciprocal space patterns with lines that have finite thicknesses.
This make the RHEED pattern to change from the spots in the case of flat, monocrystalline surface to
streaks in the case of flat surface with small domains. Some different surface configurations with their
reciprocal space and RHEED patters are listed in Figure 2-4.
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i X X modulated
(a) flat and single- ts e )
crystalline surface SPOIS e (d) multilevel stepped é % A
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Figure 2-4. Different surface configurations and their corresponding reciprocal space and RHEED patterns.
These images are taken from reference (155) with permission © Wiley.

In addition to understand the atomic configuration of the surface by looking at the diffraction patterns,
the variations in the intensities of the dots in these patterns can also be used to monitor the growth rate.
For a fully formed 2D surface with perfect lattice, the diffraction intensity is maximized. Addition of
any atoms to the surface constituting a top incomplete monolayer will reduce the intensity of the dots
in the diffraction pattern. At half of a monolayer the intensity is minimized. Adding new atoms from
this point will increase the intensities again until a new layer is fully completed, in which case the
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intensities are maximized again. Measuring the time between peaks can reveal the growth rate with high
precision.

Using P for growth poses unique safety challenges that need to be adequately addressed. White
phosphorous P, can be deposited on the interior of MBE. This material is extremely flammable and is
used for making military munitions (156), which are often banned by international treaties due to its
very high burning temperature (157). In addition, it can turn into phosphine, P H; after contacting with
water and moisture, which is highly toxic and flammable (158). To mitigate these risks upon opening
of the system, a GaP cell was used, which mainly produces P, instead of P,. In addition, a phosphorous
recovery process was used to recover all phosphorous in the chamber before any opening of the chamber
for maintenance. During the phosphorous recovery process, the main MBE chamber is heated up by
covering it with a thermal tent and a dedicated cryopanel cooled down by liquid nitrogen is connected
to the main chamber. The increased temperature causes the phosphorus to migrate to the cold point and
stick to the walls of the external cryopanel. At the end of the process this is carefully removed and
neutralized. This process involves the full immersion of the cryopanel in a large container filled with
water. H,0, is added to convert the P, to P,0s, which is then converted to a soluble phosphate solution
by AL(OH)5. The concentration of both H,0, and AI(OH); for this process is 30%. In addition, de-
ionized water is used for squirting the dislodged phosphorous chunks which are brought to the water
surface by bubbles. This neutralization process is carefully planned and conducted under a chemical
fume hood that removes the released gases.

Now, we provide a short description of the MBE system P600 dual chamber from DCA Instruments
used to grow GaAs NWs 2. An schematic view of this system can is offered in Figure 2-5. The basic
principles of this machine are shared with the system described for the growth of Zn;P, thin films.
However, there are a few differences that are highlighted here. First, as suggested by its name, this
machine is equipped two separately operated growth chambers, which share the “central distribution
chamber” (CDC). CDC hosts a robotic arm that handles all the transfer operations. This arm can be
programmed and controlled remotely. In addition, this MBE system employs a hydrogen cleaning
module, mainly used to clean the substrate surface before the growth of 2D GaAs thin films. In contrast
to the Veeco GENXxplot system system, the parking and degassing stations are not directly connected as
they are placed on different sides of the CDC. Growth chambers 1 and 2, load lock, parking station,
degassing station and the hydrogen cleaning module are all separated from the CDC by UHV gate
valves. The DCA system uses effusion cells for gallium, indium and aluminum, while cracker cells are
implemented for arsenic and antimony. Each growth chamber is equipped with two cryopumps
produced by CTI Cryogenics, in addition to two cryopanels cooled by liquid nitrogen.

2 This system is also used for the growth of other I111-V structures, such as InAs NWSs, InAs/ GaAs nano
membranes and GaAs thin films.
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Figure 2-5. A schematic view of DCA P600 dual chamber system. The main parts of the machine including the
load lock, parking station, growth chamber, degassing station, hydrogen cleaning module, central distribution
chamber and the two growth chambers are highlighted.

2.2 Characterization Techniques

2.2.1 Electron Microscopy and Electron Spectroscopy

Electron microscopy and electron spectroscopy are some of the most used characterization techniques
in materials science and engineering. These techniques include scanning electron microscopy (SEM),
(scanning) transmission electron microscopy (S-TEM), energy dispersive X-ray spectroscopy (EDX),
electron energy loss spectroscopy (EELS), cathodoluminescence (CL) and more. Collectively, these
techniques offer fast morphological characterization (by SEM), crystalline quality characterization
(TEM/ STEM), compositional characterization (core-loss STEM EELS, STEM EDX, SEM EDX) and
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study of the functional properties (CL, low-loss EELS) with high to very high magnifications and
resolutions.

An advantage of electron microscopy techniques is that the wavelength of the electrons can be readily
changed by the acceleration applied to them. Furthermore, electrons normally have lower wavelengths
than light. According to Rayleigh criteria, the diffraction-limited resolution is inversely proportional to
the wavelength, so lowering the wavelength will result in images with higher resolutions (159). For
comparison, modern electron microscopy offers wavelengths in the order of a few picometers as
opposed to the wavelength of several hundreds of nanometers in visible light. At extremely low
wavelengths, however, the resolution is limited by electron beam instability and lens aberrations (160).

There are different mechanisms for electron-matter interaction 3, which are schematically shown in
Figure 2-6, enabling various types of electron microscopy and spectroscopy. These interactions can be
split into two main categories of elastic and inelastic scattering. In elastic scattering, the momentum
magnitude (and thus the kinetic energy) of the electrons are conserved but the direction of wave vectors
changes. This type of scattering occurs due to the Coulomb interaction of electrons and the atomic
nuclei (161). The nuclei contain a high density of electric charge, causing the area in its vicinity to have
strong electric field. The electrons passing that are close enough to the nuclei are greatly affected by
this electric field and undergo deflection with a large angle. This is called Rutherford scattering and is
shown in Figure 2-7(a). The Rutherford scattering angle depends on the charge of the nuclei and is used
in High-angle annular dark-field (HAADF) imaging. If the deflection angle is more than 90 °, the
electrons are said to be backscattered. In these cases, these electrons can exit the sample from the same
surface they entered. Backscattered electrons are captured and used in SEM to gain information about
the nuclei and phase differences.

electron beam

Auger Electrons (AE)

surface atomid composition Secondary Electrons (SE)

Characteristic X-ray (EDX)

thickness atomid composition

Backscattered Electrons
atomic numclear and phase differences

Cathodoluminescence (CL)

electronic state information Continum X-ray

(Bremsstranhlung)

sample

Inelastic Scattering
composition and bond states (EELS) Elastic Scattering

Transmitted Electrons structural analysis and HR imaging (diffraction)

morphological information (TEM)

Incoherent Elastic Scattering

Figure 2-6. Different physical electron-matter interaction mechanisms used in electron microscopy and
spectroscop.

3 The descriptions in this section are mostly adopted from reference (161).
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Most of the electrons traveling through the sample, however, pass further away from the nuclei. As the
electric field is inversely proportional to the square of distance from the nuclei, they experience weaker
forces and thus are scattered at low angles. In domains with irregular arrangement of atoms, such as
amorphous solids and gases, each nucleus scatters the incoming electrons independently. However, in
a crystalline solid, the interference between the periodic electric potentials of the nuclei and the
incoming electron waves make the continuous scattering distributions to collapse into discrete points
whose angles depend on the atomic spacings. In this case, the elastic scattering is called (Bragg)
diffraction and is widely used in transmission electron microscopy to study the crystalline structure of
the solids.

(@) (b)

Figure 2-7. A view of electron scattering by a single atom (carbon). (a) Elastic scattering is caused by Coulomb
attraction by the nucleus. Inelastic scattering results from Coulomb repulsion by (b) inner-, or (c) outer-shell
electrons, which are excited to a higher energy state. The reverse transitions (de-excitation) are shown by
broken arrows. These figures and their caption are taken from (161) with permission © Springer.

The Coulomb interaction of the electron beam and the atomic nuclei could also be inelastic. This
happens when the deceleration of passing electrons by the nuclei causes X-ray emission which can have
any energy less than the incident beam energy. The spectrum for this type of emission thus appear
continuous and the process itself is called continuous x-ray, otherwise known as Bremsstrahlung
emission (162).

Inelastic scattering is due to the Coulomb interaction between the passing electrons and the electronic
cloud surrounding each nucleus. The interaction of fast-passing electrons with the inner-shell electrons
in the solid is shown in Figure 2-7(b). The ground state of these inner-shell electrons in hundreds to
thousands of electron volts below the Fermi level of the solid. Due to the existence of unoccupied
electronic states above the Fermi levels, upward transition of the inner-shell electrons is possible given
that the absorbed energy is similar or more than their binding energies. In this process, the passing
elections lose the same amount of energy, thus being scattered with small angles. This interaction leaves
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the target atoms in an instable, excited state. De-excitation, then, can quickly happen, resulting in the
downward transition of the outer-shell electrons with release of energy in the form of x-rays or another
electron. The latter process is called Auger emission. Since the differences between energy levels are
specific to each material, x-rays captured from this process are called characteristics x-rays and are used
to perform chemical analysis of the samples in edx spectroscopy. It is to be noted, however, that for a
meaningful chemical analysis, the continuous background caused by Bremsstrahlung emission should
be removed from the edx spectrum. Figure 2-7(c) helps visualize emission process of characteristics x-
rays.

In addition to this process, if the excited state has an energy higher than the vacuum level of the solid
and the excited electron posses high-enough energy, it can escape the solid and be emitted as secondary
electron. This process happens at very low angles between 1 and 2 mrad for the energy of the incident
electron beam in the range of 100 KeV. As a result of this process, CL radiation in visible range, energy
dissipation in form of heat or ionization damage can occur.

Instead of the single-electron excitation described before, a collective inelastic scattering can occur
between the outer-shell electrons and many solid nuclei. This results oscillation of the valance electrons
densities is called plasmon resonance. The energy of this excitation is in the range of 5-30 eV for most
solids. Low loss spectroscopy tries to record this energy and use it to characterize the electronic and
band states of the sample. The plasmons quickly decay, releasing their energy in the form of heat or by
creation of secondary electrons .

For plasmon scattering, the mean free path of inelastic scattering is usually between 50 and 150 nm. If
the sample thickness is more than this mean free path, plural scattering will have a pronounced effect
on the overall processes, distorting the shape of the energy-loss spectrum. This results in thickness-
dependency of the spectrum, which is not desirable for material characterization. However, the plural
scattering peaks can be removed by established deconvolution algorithms.

Now, we focus on the structure of electron microscopes, which is schematically demonstrated in Figure
2-8.An important requirement for electron microscopy is implementation of high vacuum. This is to
ensure that the electron beam is not scattered or lost some of its energy in the atmosphere of the
microscope chamber before reaching the sample. Each microscope consists of four main parts: electron
gun, condenser, objective and detectors (163,164), with various apertures and lenses being used to
construct the condenser and objective sections. Electron gun, otherwise called cathode, is responsible
for generation of a bright, stable and intense electron beam with the shape as close as possible to a point
and a low energy dispersion. After emission from the gun, an electric field parallel to the optical axis
of the beam acts on the electrons to accelerate them to their final kinetic energy, E. This field is
generated through application of a potential difference between the cathode and an anode, which is a
circular metallic plate with a hole in its center. It is to be noted that the anode absorbs around 99% of
the electrons produced by the gun (165).

The condenser part is the illumination system the microscope and used to guide and focus the electron
beam. In modern electron microscopy, the condenser starts with magnetic lenses C1 and C2 acting on
the passing electrons by Lorenz force. These two lenses can collectively make beam crossover and

4 Beside this bulk effect, surface plasmons can be created. These effects are, however, only pronounced for very
thin samples or small particles.
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focus the beam on the sample. For an electron with the velocity of ¥ passing from a magnetic field B,
the force applied to the electron is:

F=—e(V xB)

where X is outer product and —e is the charge of the electron. The force applied to the electron will
therefore be perpendicular to both its velocity and the direction of the magnetic field of the lenses.

Consequently, F has no component in the direction of travel of electron beam and thus the magnitude
of velocity parallel to the optical axis of the lens stays constant.

Beams exiting C2 go through condenser aperture. In general, apertures are metallic objects with holes
in them that block the passing of electron beam except for through the hole. This gives an opportunity
to control the beam size illuminated on or passed from the sample, convergence angle and the depth of
focus and select specific diffraction points. In addition, the electrons further away from the center of
the beam are more likely to suffer from spherical aberrations, a process that causes electrons passing
from the periphery of the lenses unable to focus on the same point as the electrons passing from the
center of the lens (165,166). Using apertures, therefore, will reduce the spherical aberrations and
increase the resolution.

Scan coils are then employed to properly align the electron beam with respect to the optical axis of the
microscope. The role of these coils in SEM and STEM is to scan the surface of the sample with
concentrated, pointy beam, while in TEM they make the electron beam they produce parallel beams on
the area of interest.

The combined effect of C1, C2 and scanning coils can make the electron beams non-circular, which
introduces aberration and lowers the resolution. Condenser stigmators are used to correct for this effect
before the entrance to the objective section.

The objective section of the microscope is used to form the image. In general, objective lenses are the
strongest lenses in the microscope. In SEMs, the samples are placed after the objective lens, while in
TEM and STEM, they are placed within the objective system itself. This is called immersion
configuration and uses magnetic lenses to effectively form the images. The pre and post- sample
components of the objective system are used to achieve different goals in TEM and STEM. In TEM,
the pre-sample section, called upper objective lens, is used to ensure that the beams illuminated on the
sample are parallel, while in STEM it is used to make a pointy prob beam on the sample. The post-
sample parts in TEM, called lower objective lens, forms a crossover at its back focal plane. This is the
lens that is used to magnify the image. In stem, the post-sample part of objective system is called transfer
lens, as shown in Figure 2-8 and is employed for image alignment with the detectors. In both TEM and
STEM configurations, objective stigmators are used to correct for aberrations introduced in the
objective system.

In SEM and TEM, object apertures are also used. The objective aperture diameter in TEM determines
the scattering angle of the electrons leaving the sample, which in turn dictates the number of diffracted
beams used to form the image (167). Lower objective apertures can reduce image delocalization, but
result in lower image intensities and contrasts. After the objective aperture, there are intermediate and
projection lenses in TEM, which help construct the image on the detector itself.

An important function of the objective aperture in TEM/ STEM is to change between the bright field
(BF) and dark field (DF) modes. Different parts of the specimen have different affinity for absorbing or
scattering the electrons based on factors such as composition, thickness and crystalline orientation with
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respect to the electron beam. In BF imaging, the non-diffracted beam, often called direct beam, is
transmitted from the specimen is used to form the image. Therefore, the parts that are less absorbent
and diffracting appear the brightest. In DF imaging, on the other hand, the diffracted beams are chosen
to form the image, and the direct beam is blocked, making the most diffracting parts of the specimen to
be the brightest. This makes DF images very sensitive to the presence of defects in the structure. Figure
2-9 (a) and (b) provide an schematic view of the switching mechanism between the BF and DF imaging,
while example BF and DF images for identical area of interest on a tissue paper under are provided in
Figure 2-9 (c) and (d), respectively.

Finally, detectors are used to capture the images or record the spectrum. Different detectors are used to
address the different electron-matter interaction mechanisms shown in Figure 2-6. These detectors are
based on either charge-couple devices (CCDs) or complementary metal-oxide-semiconductor (CMQS)
(168). Both these technologies use photo diodes to convert photos to electrons. In a CCD, the charge is
transferred between neighboring pixels and the read-out happens after. Binning is used to minimize the
read-out noise. In CMOS, on the other hand, the charge is immediately converted to voltage. This allows
for high frame recording and low electronic noise.
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Figure 2-8: schematic view of different electron microscopy configurations. (a): SEM, (b): TEM, (c): STEM

In TEM, the detector is placed on the optical axis of the microscope at the end of the column. In STEM,
however, some adjustment to this configuration is needed. The BF detector is indeed located on the
optical axis of STEM, but using it will block the entrance to EELS spectrometer. In practice, the BF
detector is removable. While acquiring the EELS spectra, concurrent image recoding can happen using
HAADF detectors. EDX detectors are placed above the sample with a sharp angle in both STEM and
SEM configurations.
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Figure 2-9. (a) BF image formation mechanism, in which the electron beams transmitted from the sample
without scattering are passed through the objective lens and are used for image formation. These beams meet
on the optical axis of the microscope (b): DF image formation mechanism, in which the diffracted electron
beams from the sample are passed through the objective lens and used for image formation BF. These beams
meet off the optical axis of the microscope. (c) and (d): BF and DF images of a tissue paper under TEM.
Image author: Zephyris (Richard Wheeler, Wikipedia), used under Creative Commons Attribution-Share
Alike 4.0 International license.

The inclusion of multiple lenses in the structure of electron microscopes introduces aberrations, which
limit the image resolution. Indeed, the resolution of electron microscopes is far from the values
diffraction-limited predictions according to Bragg’s law due to these aberrations (169). This is caused
causes by the imperfections in the performance of the lenses in the microscope dispersions in electron
source. An ideal lens will focus all the beams parallel to its optical axis of a single point, as shown in
Figure 2-10 (a). The main two types of aberrations in electron microscope are chromatic aberration and
spherical aberration. Chromatic aberration, demonstrated in Figure 2-10 (b), refers to the failure of the

28


https://en.wikipedia.org/wiki/Dark-field_microscopy#/media/File:Paper_Micrograph_Dark.png
https://en.wikipedia.org/wiki/Dark-field_microscopy#/media/File:Paper_Micrograph_Dark.png

lens to focus the electrons with different energies ° on the same point on the optical axis (170). Spherical
aberration, on the other hand, refers to the situation in which the focal length of the beams passing from
the lens depends on their distance from its optical axis (171), as shown in Figure 2-10 (c). In the absence
of chromatic aberration, the point resolution of a lens is proportional to €2-251%75, in which C, and A
are the coefficient of spherical aberration and the wavelength, respectively. Therefore, for a constant
wavelength, reducing the spherical aberatiion will result in an improvement in the point resolution.

optical axis optical axis optical axis

| [
no aberration chromatic aberration spherical aberration
(a) (b) (c)

Figure 2-10. (a) : an ideal lens with no aberration. All the rays passing from the lens parallel to its optical axis
are focused on the same spot. (b): the effect of chromatic aberration on the performance of a lens. Rays with
different energies are focused on different points. (c): the effect of spherical aberrations on rays exiting lenses.
The focal length is a function of the distance of the ray from the optical axis of the microscope.

For the lenses designed with rotational symmetry, positive and spherical aberrations are unavoidable
(172). However, the use of non-round, multi-pole lenses that do not have rotational symmetry, first
proposed in 1947 (173), generates negative C coefficient. These negative values of C;can be used to
cancel out the positive C, of round lenses. The special sets of lenses that are dedicated to reduce the
aberrations are called correctors. The TEM and STEM use different positions for implementation of
correctors: in TEM, the correctors are placed after lower objective lens and are called image correctors.
In STEM, however, the correctors are implemented before the objective lens and are called prob
collectors. It is to be note that the introduction of aberration correction in electron microscopy has
resulted in a pronounced leap in the performance and resolution of electron microscopes, as
demonstrated by the trend in Figure 2-11. Here, the advent of aberration corrected electron microscopy
in post 2000s, marked in red, shows a significant jump in the resolution over the previous electron
microscopy technologies marked in green.

5 Despite all the effort put, slight variation of the energy of electrons is present in the electron microscope. This is
because most of the time, the beam as generated by the gun is not monochromated. Furthermore, energy loss
might happen due to the interaction of the electrons with the sample and the microscope components.
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Figure 2-11. The trend for minimum resolving power of microscopes in A for different years since mid-18
century. The introduction of electron microscopy in the first half of 20 century, shown in green, has been the
major factor in improving the resolution of microscopy. The advent of aberration correctors in early 20 century
has further pushed the performance of electron microscopy. This image is taken from reference (174) with
some modification and permission © Springer.

For an in-depth review of the different components of an electron microscope, one can check references
(163,165).

In addition to the structural differences between SEM and TEM/ STEM, there is a significant difference
in the accelerations ranges that SEMs and TEMs/ STEMs employ. For most applications, SEMs are
used in 0-10 KeV energy ranges, while the TEMs normally used with a few hundreds of KeVs®. At
these energies, electrons have very high speeds that can approach the speed of light. Thus, it is essential
to consider relativistic effects when working with such high accelerations. Table 2-1 demonstrates the
increased importance of the relativistic effects and the failing of classical considerations at energies.

® For studying 2D materials such as graphene and MoS,, TEMs/ STEMs operate in lower energy ranges, such as
20-80 KeV (175).
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The last column of this table lists the calculated energy neglecting the relativistic effect, which uses the
resting electron mass without considering the increased effective mass of the electrons at higher speed.

Table 2-1: the demonstration of relativistic effects on the speed and the mass of electrons. E represent the
electron beam energy, y = m*/m, where m* and m,, are the effective and resting electron masses, v and c are
the speed of electrons and light, respectively. The last column represents the classical calculations of kinetic
energy, showing how it fails for electrons traveling at speeds close to the speed of light. This table is taken
from (165) with permission © Springer.

E(KeV) y v/c mo v2/2 (KeV)
60 112 0.45 51
100 1.2 0.55 77
200 1.39 0.70 124
300 1.59 0.78 154
1000 2.96 0.94 226

Itis to be noted that at first approximation, increasing the voltage can increase the resolution. However,
this increased acceleration can have adverse side effects that negatively impact the resolution. For
instance, the increased interaction volume in SEM will result in lowering of resolution and losing
surface details (167). This is the reason the acceleration is kept in much lower ranges in SEM compared
to TEM and STEM, where the low thickness of the sample limits the interaction volume and can prevent
from this resolution degradation at high voltages. This low thickness in TEM/ STEM images is to
increase the resolution and lower plural scattering phenomena discusses earlier. However, it adds extra
steps to sample preparation for TEM/ STEM imaging compared to SEM, where most conductive
samples can be readily inserted into the microscope chamber and be images immediately. The sample
loading in TEM/ STEM is done via TEM grids, which are small circular pieces that have some parts of
the specimen attached to them. Often, grid preparation for TEM/ STEM can be done by mechanical
polishing or focused ion beam (FIB)’, which is the technique used in this thesis and will be discussed
in the next section.

2.2.2 Focused lon Beam (FIB)

FIB is used to cut a piece of sample, called lamella, attach it to a TEM grid and thin it down so that it
becomes suitable to TEM/ STEM imaging.

A FIB machine is composed of four main parts: an SEM column, an ion gun, a source for material
deposition and a manipulator. The SEM part of is used to monitor the operations in real-time and adjust
the process. The ion gun generates a beam of ions onto the sample by applying a strong electromagnetic
field on positively charged liquid metal ions. The purpose of this ion beam is two-fold: first, it is used

" For NW and nanoparticles, the grid preparation can be done by simply scaping the grid on the sample.

31



to cut the specimen and thin down the lamella. In addition, it is used to to accelerate the deposition/
welding process when used in conjunction with the deposition gas. The deposition source, which is in
form of a gas, is used to provide a layer on the lamella to protect the sample from the beam damage
caused by the ion beam and also attach the lamellas to the manipulator/ TEM grid. The manipulator is
used to transfer the lamella from the sample to the gird. The ion and deposition sources in this thesis
have been gallium and carbon, while the manipulator has been made from tungsten. The ion and electron
beams are at a 54° angle configuration with respect to each other.

The standard FIB procedure is as follows: first, microscope alignment is done and the sample is moved
to the eucentric point of electron and ion beams. Then, a carbon layer is deposited on the sample surface
by the help of electron and ion beams, Figure 2-12 (a). This protective layer specifies the lamella area.
The area around the lamella is cut using the ion beam, Figure 2-12 (b), and then the manipulator is
attached to one side of the lamella, Figure 2-12 (c). Next, the lamella is released from the sample, Figure
2-12 (d), and attached to the TEM lamella, Figure 2-12 (e). Finally, this lamella is gradually thinned
down to the desired thickness, Figure 2-12 (f).

A common challenge with FIB is amorphization of the lamellas, which renders them worthless for
studying the crystalline structure of the sample. This happens because, as the lamella is gradually
thinned down, not much material is left on it to act as thermal sink. The excess heat provided by the
FIB gun therefore can amorphize the structure. In order to prevent this, the fibbing current is gradually
reduced. In addition to being too prone to amorphization, the lamellas that get too thin are also
structurally fragile. In practice, the lamella is thinned down to 100 - 200 nm. This is thin enough to
enable atomic imaging and prevent from plural scattering and is thick enough to prevent from
amorphization and give structural robustness.

Due to the choice of ion and deposition materials, care must be taken when using fibbed lamella for
chemical analysis by EDX. For instance, gallium ions will be embedded into the lamella during the
fibbing process, introducing chemical artifacts that make the compositional analysis unreliable when
the specimen has gallium as its constituting elements. It is therefore recommended to use other ion
sources in such cases.
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protectove layer - lamella

manipulator

TEM grid

Figure 2-12. (a): deposition of a carbon protective layer. (b) cutting the area around the lamella. (c): attaching
the manipulator to the lamella. (d) releasing the lamella from the substrate. (€): attaching the lamella to the
TME grid. (f) thinning down the lamella. Images (a) to () are taken from the top view, while image (f) is
taken from the side view.

2.2.3 Raman Spectroscopy

Raman spectroscopy is a non-destructive technique widely used for identification of molecular
structures and compounds and can be used to characterize oxides, ceramics, polymers, nanomaterials,
powders, glasses, bio-materials and semiconductors (175). It offers a non-destructive method for a quick
phase identification and crystalline quality assessment. In Raman spectroscopy, the probing beam is a
laser light. The Raman effect is used to characterize the sample. A quantum- mechanical description of
Raman effect is as follows: when a phonon interacts with a crystal lattice or a molecule, it can promote
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that lattice or molecule to a virtual, higher energy state. There could be multiple outcomes for such
high-energy state, one of which involves relaxation to a vibrational energy level 8. The difference in the
energy of this state and the original state before excitation can be released by photon emission. The
frequencies of these photons, often called Raman shifts, are used for the characterization of the sample
(176). The discovery of the Raman effect by Chandrasekhara VVenkata Raman won him the Nobel Prize
in Physics in 1930 (177).

When the frequency of the incident light is higher than the frequency of the scattered light, Stokes
Raman shift is said to have happened. In the reverse cases in which the frequency of the incident light
is lower than the scattered light, anti-Stokes effect has occurred. Since Stokes shift involved the
transitions from higher to lower energy levels, they are more likely. Consequently, the Stokes lines are
more intense in a Raman spectrum. Therefore, the in modern conventional Raman spectroscopy, only
Stokes lines are measured, while the ani-Stokes lines are measured in fluorescent samples as
fluorescence causes interreference with Stokes lines (178). The scattered photons that have energies
identical to the incident photons are said to have undergone Raleigh scattering. The magnitude of
Raman shift does not depend on the wavelength of the incident light. However, the intensity of the
Raman scattering is highly dependent on the incident wavelength, so the magnitude of peaks in Raman
spectra will change as a function of laser wavelength (177).

Beside the chemical composition, Raman spectra can be affected by a few other factors such as crystal
symmetry. For molecular Raman spectroscopy, the Raman spectra consists of narrow bands, the widths
of which depend on the intensity of chemical interactions between the molecules: strong interactions
will broaden the Raman peaks (177).

The Raman spectra of the same solid compound in crystalline and amorphous configurations will be
different due to the presence or absence of long and small-range spatial orders and translational
symmetry. Amorphous solids can be considered as a collection of units with identical chemical formula,
but varying bond lengths and angles. The distribution in the bond lengths and angles causes a
distribution in the vibrational states, and consequently, Raman shifts, which in turn broadens the Raman
peaks (177). For monocrystalline solids, these distributions collapse into single values due to the
presence of long-range order and translational symmetry. Polycrystalline and nanocrystalline solids lay
in between the two extreme cases of amorphous and monocrystalline solids. Figure 2-13 demonstrates
this fact for amorphous and polycrystalline Zn;P,. The red and black curves the Raman spectra of an
amorphous and crystalline film for measurements done at room temperature. The peaks in the spectra
of the amorphous film are broader compared to those in the spectra of the crystalline film. Indeed, some
of the peaks for the amorphous film are merged and form broad shoulders. This is the case for the
families of peaks in 50 — 100 cm™, 120 — 210 cm™! and 270 — 350 cm™? ranges. Cryogenic
Raman measurements and theoretical modeling have revealed that the low-frequency region with
Raman Shift < 210 cm™? and high-frequency region with Raman shifts > 225 cm™! are dominated by
Zn P sub-lattices, respectively, while a phono gap in 210 — 225 cm™? exist (93).

8 The probability of Raman scattering is very low: approximately 1 in every 10 million lase photons undergoes
this phenomenon (176)
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Figure 2-13. The comparison of Raman spectra for amorphous and polycrystalline Zn; P, thin films measured
with identical parameters.

A Raman spectrometer has these components, as shown in Figure 2-14 : a monochromated laser source,
a filter to discrimiate the Stokes photons from anti-Stokes and Raleigh photons. A diffraction grating
will then bend the Raman shifted light according to the wavelength of the photons. Finally, a detector
is used to record the signal. A few other parts such as mirrors and lenses are used to guide the laser and
scattered light.

CCD detector

grating

sample microscope lens

I / / mirror
beam splitter

filter

mirror

Figure 2-14. Schematic view of basic structure of a Raman setup.
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2.2.4 XRD

XRD is one of the most common structural characterization methods in materials science due to its
great versatility, ease of sample preparation and relative quickness.

The principles of XRD were discovered in 1912 when Max von Laue discovered that crystalline
materials can effectively act as diffraction gratings for x-rays, which won him a Nobel Prize in Physics
in 1914 (179). The radiant X-ray can have constructive interference with the sample lattice according
to Bragg’s law of diffraction, nd = 2dsin6 , where A and 8 are the X-ray wavelength and the diffraction
angle, d is the atomic spacing and n is an integer and is often called the order of reflection (180). Given
that the A is a known quantity, measuring 6 can lead to calculation of d . Since different atomic planes
have different spacings, diffraction often occurs in multiple angles, the combination of which is unique
to each material. The position of these peaks then can be compared to the values in XRD databases for
phase identification.

XRD can be performed with different configurations for the X-ray source and detector. In grazing
incident XRD (GIXRD), Figure 2-15(a), the source is kept at a very low incident angle, 5 with respect
to the sample and the detector is rotated around the sample. The intensity of diffraction is recorded for
each 6 angle. The very low incident angle makes the penetration depth very low in this configuration,
rendering it very sensitive to the surface. In Gonio configuration, otherwise known as theta-2theta scan
and shown in Figure 2-15(b), the source and detector have identical angles with respect to the substrate
and are moved at the same time. This configuration can only detect planes that are parallel to the sample
surface, so it is ideal for characterizing the growth direction (181). However, for thin films samples,
often the signature of the substrate is also observed in the diffraction pattern due to the high penetration
depth of the X-ray radiation.

detector

(@ (b)

X-ray source ' X-ray source detector

B 6 0 0
sample sample

Figure 2-15. (a): GIXRD configuration in which the source is kept at a constant angle and the detector is
rotated around the sample. (b): Gonio XRD in which the source and detector have identical angles with
respect to the sample and are moved at the same time.

For phase identification, XRD is often performed on samples that are ground into powders. Different
powder particles will have different orientation with respect to the incident x-ray, making it possible to
observe all the possible diffractions in the detection range. However, in this thesis, the samples have
been of known phases and the interest have been to check the crystalline quality and the growth
orientation. The measurements on the as-grown thin films are realized in Gonio configuration. Figure
2-16 shows the XRD pattern for a polycrystalline and a monocrystalline Zns;P, film grown on
InP(001) substrate. Both these patters feature a prominent InP(200) peak denoted by light green. All
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the other peaks labeled on this figure belong to Zn,P,°. The most intense peak of Zns P, in both cases
in (004). However, there is a pronounced difference in the intensity of this peak between the two
samples as the peak is much stronger for the monocrystalline thin film. The only other peaks belonging
to ZnsP,on the monocrystalline thin film are (002) and (006), which, in conjunction with the strong
(004) peak indicate that the growth direction for this film is [001]. This fact and the monocrystalline
nature of this thin film have also been independently confirmed by TEM. There are numerous higher-
index peaks in 30° — 40 ° range for the polycrystalline film, which are absent on the monocrystalline
film. The presence of these peaks is a signature of the polycrystalline structure for this sample.

' I ' I ' ] ! 1 !

1E O |- (004) —— polycrystalline -
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Figure 2-16. The comparison of the XRD pattern of a polycrystalline (top) and a monocrystalline (bottom) thin
film. The monocrystalline film only exhibits peaks belonging to [001] direction, which is in contrast to the
observation of multiple high-index peaks between 30° and 40 ° on the polycrystalline film.

Due to the inherent reliance on x-rays, extra care must be taken when performing XRD to minimize the
risks. Modern XRD machines have an enclosure around them, ensuring the safety of the operators.

® The other peaks not labeled belong to the substrate
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_ 3: Results & Discussion

In this chapter, the main results of the thesis are provided. These results are composed of the findings
on the effect of droplet liquid ordering at the interface with the NW on the properties of self-catalyzed
GaAs NWs, and the growth optimization of Zn;P, thin films on InP(100) substrate. The results on
Zn3P, thin films have been submitted for publication and are accepted with minor revision at the time
of this writing, while the findings on the liquid ordering are published in an open-access and peer-
reviewed publication. First, a short description of the work done is provided for each of articles.

3.1 Growth optimization of Zn;P, thin films on
InP (001) substrate

Despite its potential, the mainstream adaptation of Zns;P, for cheap and scalable photovoltaic
applications is hindered by the inherent difficulties in the growth of high-quality Zn;P, thin films,
which were listed in the first chapter of this thesis. In short, the unit cell of Zn3P, is very large, making
it difficult to find a lattice-matched substrate for epitaxial growth. In addition, the very large thermal
expansion coefficient of this material makes thin films of Zn;P, grown at high temperature to crack
upon cooling down after the growth. In practice, reports on the growth of monocrystalline thin films of
Zn3P, have been rare and limited to 150 nm in thickness, with higher thicknesses resulting in strain
relaxation through cracking and deterioration of functional preparties such as carrier mobility and
concentration (50). In addition, doping control in Zns P, has proven challenging due to the tendency of
P atoms to get incorporated into the empty sites in the lattice of ZnsP,, causing intrinsic p-doping. In
addition, it is observed that the doping behavior of this material is highly dependent on the concentration
of its defect states. In this work, we have focused on improving the crystalline quality of Zn;P, and
demonstrated a method for reproducible growth of monocrystalline Zns P, thin films up to the thickness
of 1 um. In addition to improving properties such as carrier life time and mobility, this can be helpful
in order to control the doping behavior of this material.

The process for the growth of thin films in this work are as followed: first, the InP(001) substrates
undergo two steps of degassing at 150 °C amd 300 °C, each of which have the duration of two hours.
Then, a third degassing stage at 580 °C is implemented to remove the native oxides from the substrate.
The duration of this step is variable and its effects are discussed below. The growth is then performed
on the degassed substrates.

First, the effects growth parameters, such as the ratio between P, and Zn fluxes (V/II ratio) and growth
temperature on the thin film type is studied by Raman spectroscopy and SEM. It is observed that an
increase in V/II ratio and growth temperature results in the growth of amorphous films, in agreement
with previous observations of growth on graphene (182). On the other hand, reduction in the growth
temperature and V' /11 ratio results in polycrystalline films with increased number of grains.

To study the effects increasing the duration of degassing time at 580 °C, a series of growths with
degassing times varying between 10 min and 75 min is conducted. The results indicate that with a fixed
growth temperature of T = 245°C, V/II = 0.72 and P = 5.81 x 10~ "torr, for degassing times >
30 min, the ZnsP, thin films grown on both n-doped and p-doped InP(001) substrates adopt
monocrystalline configurations. The n-doped and p-doped substrates have been used to see if the
process for the growth of monocrystalline films depend on the substrate doping type.
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Electron microscopy is used to shed light on the structural differences of poly and monocrystalline thin
films and in particular of the initial stages of growth as elucidated by the characteristics of the interface
with the substrate. As expected, the monocrystalline films exhibit a clean and defect-free structure.
Interestingly, the interface between the substrate and the film is sharp, and transition from InP to Zn;P,
occurs through the formation of a mixed In/Zn monolayer at the interface. The growth direction of the
monocrystalline films is determined to be (001) by XRD and TEM. On the other hand, polycrystalline
films demonstrate a columnar and granular structure with many small grains forming at the interface
with the substrate, which gradually merge to form bigger grains as the growth continues. Interestingly,
the polycrystalline thin films exhibit a blurred interface with the thickness of ~15 nn, which prevents
the continuous epitaxial relationship between the substrate and the thin film. We attribute this to the
cause of polycrystallinity. Furthermore, core-loss EELS studies reveal that, unlike the interface of
monocrystalline films, the interface of polycrystalline films hosts oxygen atoms. Therefore, the increase
in the degassing time at 580 °C promotes the monocrystallinity by effectively removing the native oxide
that is present on the substrate. The careful engineering of the atomic order at the interface is therefore
deemed fundamentally important for controlling the crystalline quality of Zn3 P, thin films.

The structural differences between amorphous, polycrystalline and monocrystalline samples are also
investigated by XRD. As expected, Zn;P, peaks are completely absent from the XRD pattern of
amorphous films. Polycrystalline films, on the other hand, exhibit (004) peak in addition to multiple
other higher order peaks such as (302), (303) and (224). On the other hand, the monocrystalline film
only exhibits (002), (004) and (006) peaks, further confirming that these films indeed grow in [001]
direction.

Finally, low-temperature PL is used to investigate the optical properties of Zn; P, thin films. It is found
that the emission properties of the polycrystalline samples strongly depend on the growth parameters.
Defect-related emissions at few dozen meV below 1.4 eV are observed for the polycrystalline films. In
addition to the variation in the optical emission between different polycrystalline samples, the peak
positions and intensities could also slightly change on the same sample depending on the probing
position, which could be due to the local variation in the defect types and densities. On the other hand,
the monocrystalline samples exhibit a homogenous emission over the whole area of the film. In addition
to the substrate emission at 1.43 eV, two peaks at 1.3 eV and 1.52 eV are also observed, the latter of
which is consistent with the direct bandgap emission of Zn;P,. We think these initial results open an
avenue to use this material in photovoltaic devices andthe growth mechanism could be relevant for
other materials systems.

The results of this work have been submitted for publication in a peer-reviewed journal and are
accepted with minor revision at the time of this writing.

Additional data on the optical and electrical properties of these thin films, still under preparation for a
publication, can be found in the appendix.
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Abstract

Semiconductors made with earth abundant elements are promising as absorbers in future large-
scale deployment of photovoltaic technology. This paper reports on the epitaxial synthesis of
monocrystalline zinc phosphide (Zn3P,) films with thicknesses up to 1 pm thickness on InP
(100) substrates, as demonstrated by high resolution transmission electron microscopy and X-
ray diffraction. We explain the mechanisms by which thick monocrystalline layers can form.
We correlate the crystalline quality with the optical properties by photoluminescence at 12 K.
Polycrystalline and monocrystalline films exhibit dissimilar photoluminescence below the
bandgap at 1.37 and 1.30 eV, respectively. Band edge luminescence at 1.5 eV is only detected
for monocrystalline samples. This work establishes a reliable method for fabricating high-
quality Zn;P, thin films that can be employed in next generation photovoltaic applications.

Keywords: Zn3P,, thin films, earth-abundant semiconductors , photovoltaics

Introduction

The adverse impact of global energy consumption on the
environment necessitates a massive shift in energy production
toward more sustainable and non-fossil energy sources. A
prominent part of a multicomponent solution is the large-scale
deployment of photovoltaic (PV) energy production, which
can be facilitated using semiconductors made of earth-
abundant elements (1-3). However, many earth-abundant
semiconductors suffer from narrow growth windows,
thermodynamic instability, coexistence of multiple phases and
long term degradation among other factors (4-8), affecting the
performance of PV devices. A common challenge with many
of these materials is the inclusion of a cation with multiple
oxidation states, which, especially in high oxidation states, is
likely to switch to lower oxidation numbers (9). @ — Zn3P,,
on the other hand, is a candidate material with promising
advantages, such as the simplicity of Zn — P system phase
diagram (10-12) and thermodynamic stability thanks to the
singular oxidation state of zinc. It demonstrates high
absorption of more than 10* cm™? in the visible range of the
electromagnetic spectrum (13,14), reported bandgap close to
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the optimal value of the Shockley—Queisser limit (12,15),
carrier diffusion length in the range of 5 — 10 um (16) and
passive grain boundaries (17), which in turn could improve the
performance of PV devices based on this material

Epitaxial growth of high-quality Zn3 P, is inherently difficult,
in part because of its very large tetragonal unit cell (18), with
a =8.089 A and ¢ = 11.45 A (19), making it challenging to
find commercially available substrate for epitaxial growth.
ZnzP, tends to grow in the (001) direction (20). In this
orientation, the P sub-lattice of the tetragonal unit cell exhibits
a low lattice mismatch with the group V elements of (001)
oriented InP and GaAs (2.4% and 1.3% respectively). Still,
monocrystalline layers have been limited to a thickness of 150
nm on GaAs (100) (17). The other difficulty in the growth of
high-quality Zn;P, thin films stems from its high thermal
expansion coefficient. For instance, this coefficient is
14 x 107°K~' at room temperature for ZnzP, (21) in
comparison to 6 X 107K ! and 3 X 107K~ for GaAs and
Si, respectively. Upon cooling down, the mismatch in
coefficient of thermal expansion results in formation of cracks
in the thin films grown at high temperatures (22). A recent
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solution that overcome these challenges corresponds to
growth on graphene substrates by van der Waals epitaxy (23).
In addition, restricting the interface with the substrate to
nanoscale regions via the creation of nanowires or selective
area epitaxy are also being investigated as potential solutions
(23-26). To the best of our knowledge, to date none of these
strategies has yet provided large area monocrystalline
structures.

In this work, we report on the growth requirements to achieve
monocrystalline Zn;P, thin films on InP(100) substrates.
Growth parameters such as substrate temperature, ratio
between P and Zn fluxes (V /11 ratio) and substrate preparation
are varied, resulting in amorphous, polycrystalline and
monocrystalline thin films. A range of characterization
techniques including Raman spectroscopy, X-ray diffraction
(XRD), (scanning) transmission electron microscopy
(S/TEM) and electron energy loss spectroscopy (EELS) have
been employed to shed light on the differences between thin
films obtained in different conditions. As a key parameter, we
find that substrate surface preparation by effectively removing
the native oxide is essential for obtaining monocrystalline
layers. Finally, the optical properties of the thin films are
investigated using photoluminescence (PL) spectroscopy and
the differences between the optical characteristics of different
Zn3 P, thin film types are demonstrated.

Results and Discussion

We start by exploring the role of the V/II ratio calibrated
using a beam flux monitor and the manipulator temperature on
the crystalline quality of the thin films. Substrate preparation
includes two steps of sample degassing for two hours each at
150°C and 300°C in ultra-high vacuum, and a third step under
P, flux>1x 107° torr at a manipulator temperature of
580 ° C to fully remove surface contaminants and the native
oxide. The effects of duration of the last annealing step are
discussed further down. Figure 1(a) and 1(b) depict cross-
sectional scanning electron microscopy (SEM) images of
typical amorphous and polycrystalline thin films, grown with
V/II =0.83, T =280°C and V/II =048, T =265°C,
respectively. The thin film in Fig. 1(a) shows a continuous and
smooth structure, while in Fig.1(b) one finds a granular
structure, denoting the polycrystalline nature of the film. In
this case, the cross-section SEM indicates that growth starts
by forming small grains that gradually merge into larger grains
as growth continues. Room temperature Raman measurements
have been conducted on the samples to assess their crystalline
quality. Figure 1(c) displays the Raman spectra for thin films

grown with V/II ratios between 0.43 and 1.37 and substrate
temperatures between 250 °C and 290 °C. The characteristic
spectrum of a — ZnzP, is observed (27). A dozen low-
wavenumber peaks, dominated by Zn atom displacements,
merge into the broad peak at approximately 93 cm™!, while the
high-wavenumber peaks, mainly dominated by P atom
displacements, merge into a series of overlapping peaks in the
range from 280 cm™! to 360 cm™! (27). The spectra of thin films
grown at high V/II ratios (1.35 and 0.95) are mainly
featureless or with few broad peaks, suggesting that samples
obtained at high V/II ratios are amorphous, as reported in
(26). This is also the case for thin films obtained at the highest
temperature, 280 °C. For V/II ratios between 0.72 and 0.95
Raman spectra of thin films grown at 250 °C and 265 °C are
consistent with crystallinity. Similar trends have been recently
observed for growth of Zn; P, on graphene (26).

To further improve the crystalline quality and reproducibility,
effects of the third degassing step at 580 °C for different
durations are investigated. Figure 2 shows representative SEM
cross-section micrographs of thin films obtained for increased
degassing durations, namely 10, 20, 30, 45, 60 and 75 min.
We observe that for the identical growth conditions,
increasing the degassing time renders the thin films less
granular. In fact, the granular nature disappears for annealing
periods of 30 min or higher. Raman studies indicate that these
samples are crystalline. In addition, the top surfaces of the
thin films get smoother. It is to be noted that while increasing
this degassing time makes it possible to obtain
monocrystalline samples in a reproducible manner, a few
samples with degassing times of 10 min were also
monocrystalline, as presented in Figure 3. However, the
occurrence of the monocrystallinity tends to be non-
reproducible for samples with degassing times less than 20
min. In Figure 2(g), we show representative Raman spectra
of a monocrystalline and a polycrystalline thin film acquired
at 12 K with an incidence wavelength of 532 nm. A lower
material temperature increases the phonon lifetime. This
decreases the uncertainty of the phonon energy, lowering peak
width and thus the overlap between the multiple peaks. We
find that the Raman spectra obtained in different spots on each
sample consistent, indicating relatively homogeneous
crystalline quality. However, changes in relative intensities of
the peaks can be observed between the two samples. We
attribute these differences to changes in the concentrations of
point defects such as interstitials/vacancies or grain
boundaries, which affect different vibrational modes of the
lattice in varying ways. A detailed study to identify the defects
in Zn3P, thin films with Raman spectroscopy is ongoing.
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Figure 1: effect of growth temperature and V /I ratios. (a): 20 ° tilted cross section image of an amorphous ZnsP, thin film
grown withV /Il = 0.83 and T = 280°C. (b): tilted cross section image of a polycrystalline Zn3 P, thin film grown with V /Il =
0.48 and T = 265°C, demonstrating the presence of grain boundaries. Scale bars are 1um. (¢) Raman measurements for samples
grown at different growth temperatures and V /Il ratios. Increasing the growth temperature and V /Il ratio makes the films
amorphous. All the samples reported in this figure have degassing time at 580°C of 10 mins and P flux of 4.3 X 1077 torr.
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High-resolution (HR) TEM and aberration-corrected high-
angle annular dark-field (HAADF) STEM are used to
investigate the crystalline quality. Figure 3(a) corresponds to
a HRTEM image of a thin film obtained with V/II = 0.72,
T =265°C and the degassing time of 10 min at 580 °C.
HRTEM indicates that this is a monocrystalline thin film. The
diffraction pattern obtained on a larger area also corroborates
the monocrystallinity, as shown in the inset of Figure 3(a).
Calculations of atomic distances based on the selective-area
diffraction pattern demonstrates a lattice mismatch of 2%
considering the pseudo-cubic structure of Zns;P, and the
growth direction of [001], consistent with previous studies
(20,25). The HAADF-STEM image of this sample in Figure
3(b) adds further details of the interface between the film and
the substrate. Considering that the heavier atoms appear
brighter in HAADF-STEM images due to Z-contrast (28-30),
the constituting elements can be assigned across the interface.,
The brightness of atoms at the interface, intermediate between
the one observed for In in the substrate and Zn in the layer

200 1
Raman Shift(cm ")

Figure 2: (a) — (f) SEM images demonstrating the effects of degassing time at 580 °C on the crystalline quality of Zn3 P, thin films. No
apparent grains are observed for a degassing time =30 mins. The red scale bar is 1um. The transparent blue layer indicated the substrate,
while the transparent red area highlights the cross section of the thin films. (g) comparison of the Raman spectra of samples with degassing
time at 580°C of 10 min and 45 min. These samples are polycrystalline and monocrystalline, respectively. All the samples reported here
are grown on on p-doped /nP(100) substrates with identical growth conditions of T = 245°C,V/II = 0.72and P = 5.81 x 10™"torr.
The SEM images are acquired at 20° tilt.
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indicates the formation of a mixed Zn — In monolayer, as
depicted in the blue inset of figure 3(b). The monolayer Zn-In
intermixing establishes the epitaxial transition from the InP
substrate to the ZnzP, film. The red inset of this figure
establishes that while monocrystalline, these films may still
include some structural defects stemming from misalignment
of the systematic vacant sites in ¢ direction. Figure 3(c) probes
the oxygen core-loss EELS signature at 532 eV across the
interface of this sample, demonstrating a uniform absence of
oxygen around this area. Figure 3(d) corresponds to a low
magnification TEM image of a sample obtained at V/II =
0.48, T = 265 °C and with a degassing time of 10 min at
580 °C. The micrograph shows the polycrystalline nature with
a clear pattern of columnar-structured grains. The HAADF-
STEM image of this sample in Figure 3(e) further highlights
the difference between the polycrystalline and the
monocrystalline thin films, as the area above the interface
appears diffused as opposed to the sharp interface of the
monocrystalline film. Moreover, in this micrograph one can
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Figure 1: effect of growth temperature and V /I ratios. (a): 20 ° tilted cross section image of an amorphous ZnsP, thin film
grown withV /Il = 0.83 and T = 280°C. (b): tilted cross section image of a polycrystalline Zn3 P, thin film grown with V /Il =
0.48 and T = 265°C, demonstrating the presence of grain boundaries. Scale bars are 1um. (¢) Raman measurements for samples
grown at different growth temperatures and V /Il ratios. Increasing the growth temperature and V /Il ratio makes the films
amorphous. All the samples reported in this figure have degassing time at 580°C of 10 mins and P flux of 4.3 X 1077 torr.
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notice the randomly oriented atomic fringes in the thin film. time at 580 °C promotes the complete desorption of the
Figure 3(f) corresponds to the oxygen map by core-loss EELS  substrate native oxide, which in turn facilitates the formation

of the interface area shown in Figure 3(e). There is a clear of a monocrystalline thin film.
oxygen signature at the interface. The presence of an oxide
could be the reason for the lack of sharpness of the interface
in the HAADF image. In conclusion, the increase in degassing

of ®In+Zn
*Zn *in

Figure 3: (S)TEM/ EELS comparison of monocrystalline and polycrystalline thin films. (a) HRTEM image of a monocrystalline sample
grown at V/IT = 0.72, T = 265 °C and with a degassing time of 10 min at 580 °C. The inset depicts a diffraction pattern corresponding
to a larger area. (b) HAADF-STEM image of the same sample showing the epitaxial relationship between the substrate and the thin film.
The blue inset demonstrates the state of interface while the red inset highlights in-plane defect stemming from the vertical misalignment
of the systematic vacant sites. (c) The core-loss oxygen EELS map of the interface between the substrate and the monocrystalline thin film
demonstrating the absence of oxygen across the interface. (d) low-magnification TEM image of a polycrystalline sample grown at V /I =
0.48, T = 265 °C and the degassing time of 10 min at 580 °C. (¢) HAADF-STEM image of the same sample showing the diffused interface
and the lack of epitaxial relationship between the substrate and the polycrystalline thin film. (f) The core-loss oxygen EELS map of the
interface between the substrate and the polycrystalline thin film demonstrating the pronounced concentration of oxygen across the interface
highlighted by the transparent white strip overlaying the map.

To further examine the crystalline quality of the thin films was performed. Figure 4 compares the XRD pattern for bare
obtained under the different conditions, high resolution XRD  InP substrate, ~ amorphous,  polycrystalline and
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monocrystalline Zn3P, thin films. The growth conditions of
each thin film are presented in the figure caption. The most
intense peak, observed at30.4°, corresponds to the (200)
reflection of the InP substrate (31). Dashed vertical lines are
employed to highlight the location of the peaks stemming
from the InP substrate. Some of these peaks are absent on the
amorphous sample (with broad peaks of Zn;P; in the Raman
spectra). The main crystalline signature of Zn;P,, observed at
31.4° corresponds to the (004) reflection (32), and is observed
on both polycrystalline and monocrystalline thin films.
Multiple peaks corresponding to the higher index planes are
observed for the polycrystalline thin film between 30° and
50°. These peaks are absent on the monocrystalline film, with
only peaks corresponding to (002), (004) and (006)
directions of ZnsP, being visible. This indicates that the
growth direction of the monocrystalline film is [001],
consistent with the HRTEM analysis.

f——InP(100)substrate]
InP(200) T !

(004) monocrystalline

lioos}

v |

Al J
50 60

1

40
2theta

Figure 4: XRD comparison of different sample types. (a) XRD scan
of a bare InP(100) substrate showing a pattern dominated by (200)
peak at 30.4°and few other InP peaks. The dashed black lines
indicate the position of InP substrate peaks which are also observed
on the other samples. (b) XRD pattern of an amorphous sample
withV/II =0.83 and T =280°C (c) XRD pattern of a
polycrystalline sample grown at V /I = 0.48, T = 265 °C and with

a degassing time of 10 min at 580°C, demonstrating the
Zn3P,(004) peak at 31.4 ° in addition to other, less intense peaks
between 30° and 50° that correspond to higher-index planes. (d)
XRD pattern of a monocrystalline sample grown at V/II = 0.72,
T = 265 °C and with a degassing time of 10 min at 580 °C. From
ZnsP,, only (002), (004) and (006) peaks are observed, which all
belong to the {001} family.

Low temperature PL was performed to evaluate and compare
the optical properties of the polycrystalline and
monocrystalline samples. In general, we find that the emission
spectrum from polycrystalline samples strongly depends on
the growth parameters. In Figure 5, representative PL
measurements for one polycrystalline and one representative
monocrystalline sample measured with an excitation
wavelength of 488 nm at 20 K are shown. In addition, the
emission spectrum of a bare InP substrate is also included as
a reference. The orange curve in Figure 5 corresponds to the
PL data of a typical polycrystalline sample. The emission
spectra from polycrystalline ZnzP, thin films consists of a
single peak or a single set of overlapping peaks at energies
lower than the direct bandgap energy (15,33). Similar results
have been observed in Zn3P, and in other systems in the past
and are attributed to defects (34,35). Other polycrystalline
films, not shown in this figure, emit at slightly different
energies, generally within a few dozen meV below 1.4 eV.
The substrate emission is almost always observed, even
though the film thickness is several times the penetration
depth of the laser (15). In addition to the differences in the
optical properties of the different polycrystalline films, their
emission shows minor variation based on the location, which
could be due to the local variation of the properties such as
density of defects across the thin film. If the probability of
recombining through a radiative path instead of a non-
radiative path is different in the substrate and the film, any
change in the diffusion and trapping of carriers may affect the
relative intensities of the substrate and film emissions.

Our monocrystalline thin films exhibit a homogeneous
emission spectrum over the whole sample. In Figure 5, a
representative  photoluminescence  spectrum  of a
monocrystalline sample is demonstrated by the black curve.
The InP substrate emission is still measurable at 1.43 eV. For
Zn3;P> we observe two peaks: a broad peak at lower energy,
1.3 eV and another at higher-energy centered around 1.52 eV.
The latter is consistent with the direct bandgap of Zn;P, (15).
The inset in Figure S illustrates a magnified view of this peak.
Although Kimball et al. attributed the 1.3 eV emission to the
indirect bandgap (15), we find it difficult to justify a higher
emission intensity for an indirect transition. We think this
emission may rather be linked to radiative recombination from
defect levels below the bandgap. On the other hand, Briones
et al. assigned the transitions observed in their spectra in the
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range of 1.31 eV to 1.37eV to donor-acceptor pair transitions
(37). We think this might be a more accurate description of the
optical recombination process.

monocrystalline = polycrystalline InP substrate
1.0 ] ol 1 ol ] ¥ 1 o L)
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Figure 5: Photoluminescence measurements showing the difference in the optical properties of polycrystalline and monocrystalline
samples. The dashed parts of the curves are where the laser peaks have been removed for the spectra of the monocrystalline sample. The
measurements have been conducted at 20 K using radiant fluxes of 470uW, 0.47 uW and 1170 uW on the monocrystalline,
polycrystalline and InP substrate samples, respectively. V/II = 0.72 T = 265°C and V/II = 0.48, T = 265 ° have been used to grow

the monocrystalline and polycrystalline samples, respectively, with a degassing time of 10 min at 580 °C for both.

Conclusion

In this study, we provide the main elements for the growth of
monocrystalline Zn; P, films with thicknesses up to 1um on
InP (100), ranging from the tuning of the growth conditions
to the substrate preparation. While this study focus on InP
substrate, we believe the lessons learned can be relevant to
other substrates. In particular, we highlight the long time
necessary to completely desorb the native substrate oxide, key
to obtain monocrystalline layers. We also provide the
temperature and II/V flux window that lead to stoichiometric
and crystalline growth. Finally, we compare the luminescence
between monocrystalline and polycrystalline layers.
Luminescence from polycrystalline samples is dominated by
emission below the bandgap. Monocrystalline samples also
exhibit luminescence below the bandgap. Compared to the
polycrystalline, the emission is considerably brighter and at
lower energy. In addition, we observe band-edge
luminescence, a sign of the high quality of the material.
Further work is needed to identify the physical origin of the
luminescence bands below the bandgap.

Methods

Zn3P, thin films were grown using a Veeco GENxplor MBE
system operating with separate Zn and P sources. The samples
are obtained on InP(100) substrate. Substrate preparation
includes two steps of degassing for two hours at 150°C and
300°C and a third stage at 580 ° C under P, equivalent beam
pressures > 1 X 107® Torr . Unless otherwise stated, the
duration of this step is 10 mins.

All the Raman measurements reported in Figure 1 are done
using confocal Raman spectroscope operating with a 532 nm
laser. The spectra offered is accumulation of 20 counts, each
having the exposure time of 1s and laser power of 9uW.

The micro-Raman measurements shown in Figure 2 have been
acquired in back-scattering geometry at 12 K using the 532
nm line of a Coherent Sapphire SF laser for excitation. A
microscope objective with a numerical aperture of 0.75 was
used to focus the light onto the sample to a spot with a
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diameter of about 1 pm. The incident light is linearly
polarized, while all the scattered light is collected regardless
of the polarization. The signal was analysed using a TriVista
triple spectrometer with 900, 900 and 1800 mm™' gratings in
subtractive mode and a Princeton Instruments multichannel
CCD PyLoN camera.The SEM images in Figure 1 and Figure
2 are acquired in a Zeiss Merlin field emission microscope.
The TEM samples in Figure 3 are prepared by Zeiss NVision
40 CrossBeam dual focused ion beam (FIB)/ SEM with liquid
Ga ion source. TEM images in Figure 3 are captured by FEI
Tecnai Osiris operating at 200 KeV. The STEM images and
EELS maps in Figure 3 are captured by a FEI Titan Themis
60-300 kV, equipped with X-FEG, monochromator, C;
aberration (image and probe) correctors, and Gatan GIF
Quantum ERS spectrometer, operating at 200 KeV.

The XRD patterns in Figure 4 are captured by a Panalytical
Empyrean  diffractometer operating in  Gonio scan
configuration with a Cu (K-a) X-ray source of 1.54 A
operating at 45 KeV and 40mA.

The micro-photoluminescence measurements, shown in figure
5, have been acquired in back-scattering geometry at 20 K
using the 488 nm line of a Coherent Sapphire SF laser and an
Andor iDus DV420A-OE detector. The spectra have been
corrected for the response of the detector. A microscope
objective with a numerical aperture of 0.75 was used to focus
the light onto the sample to a spot with a diameter of about
1 um. Radiant fluxes of approximately 470 uW, 470 uW,
0.47 uW and 1170 uW were used on the monocrystalline,
polycrystalline 1, polycrystalline 2 and InP substrate samples,
respectively. 100 accumulations of 1s, ~0.01s and ~0.01s
were used on the first three samples, respectively, and 1
accumulation of ~0.01s was used to acquire the spectrum from
InP.
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3.2 Liquid ordering at the interface of crystalline GaAs
and liquid Ga

In this work, we tried to shed some light on the reason for the structural differences between A- polar
and B- polar GaAs NWs. As discussed in Introduction chapter, A- polar NWs exhibit higher crystalline
quality without defects and polytypism, which is the opposite of common observations in B- polar NWs.
The reasons for these differences have not been understood before.

In order to study the origins of this phenomenon, a new framework for analyzing the growth of NWs
needed to be developed. Up to now, the atomistic nature of the interface between the NWs and their
catalyst droplet had been neglected and the interface between these two phases had been treated as a
passive border with infinitely small thickness and no distinct structural and functional properties. In this
study, we have demonstrated for the first time that the atomistic structure of the interface and its
properties indeed play a vital role in determining the growth properties of GaAs NWs.

This study is composed of two main parts. In the experimental section, aberration corrected HAADF-
STEM is used to shed light on the atomistic structure of the interface between the crystalline GaAs and
liquid Ga in both A- polar and B- polar NWs. The growth of these NWSs was first reported in reference
(117). Special care is given to minimize the beam damage and preserve the fragile, quasi- liquid
structure of this interface. The order range perpendicular to the interface is observed to be vastly
different between A-polar and B- polar cases: for A-polar interface, only one layer of ordered liquid is
present, while the order can last for up to four layers for the B-polar interface. Then, low loss EELS is
used to establish for the first time that this ordered region has its own distinct functional properties. Due
to the delocalized nature of the plasmonic oscillations, it is not possible to directly access the EELS
spectra of this ordered liquid region, and special mathematical treatment in the form of independent
component analysis (ICA) is employed to separate these spectra.

The second part of this study, performed by the laboratory of computational science and modeling
(COSMO) lead by Prof. Michele Ceriotti at EPFL, uses machine-learning based molecular dynamics to
calculate the atomistic structure of this liquid- solid interface. The HAADF-STEM images are used to
cross-check the accuracy of these simulations. Once validated, the simulation results provide a 3D view
of the ordering at the interface, which is not possible with electron microscopy. These results provide
insight into the fundamental differences in the growth of A- polar and B- polar NWs. The differences
in the atomic stacking of liquid Ga atoms at the interface between A- polar and B-polar cases are used
to understand the reasons for the structural differences of these two types of growths and inherent
difficulty of growing A- polar NWs. To the best of our knowledge, this is the first time that the 3D
nature of ordering at the liquid solid interface has been identified and correlated to crystal growth
properties.

Reprinted with open access permission from M. Zamani et al. “3D Ordering at the Liquid-Solid Polar
Interface of Nanowires” Advanced Materials, 2020, 32, 2001030 © Wiley- VCH.
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3D Ordering at the Liquid—Solid Polar Interface of Nanowires

Mahdi Zamani, Giulio Imbalzano, Nicolas Tappy, Duncan T. L. Alexander,
Sara Marti-Sdnchez, Lea Ghisalberti, Quentin M. Ramasse, Martin Fried|,
Gozde Tiitiinctioglu, Luca Francaviglia, Sebastien Bienvenue, Cécile Hébert, Jordi Arbiol,

Michele Ceriotti,*

The nature of the liquid—solid interface determines the characteristics of a
variety of physical phenomena, including catalysis, electrochemistry, lubrica-
tion, and crystal growth. Most of the established models for crystal growth
are based on macroscopic thermodynamics, neglecting the atomistic nature
of the liquid—solid interface. Here, experimental observations and molecular
dynamics simulations are employed to identify the 3D nature of an atomic-
scale ordering of liquid Ga in contact with solid GaAs in a nanowire growth
configuration. An interplay between the liquid ordering and the formation of
a new bilayer is revealed, which, contrary to the established theories, sug-
gests that the preference for a certain polarity and polytypism is influenced by
the atomic structure of the interface. The conclusions of this work open new
avenues for the understanding of crystal growth, as well as other processes

and systems involving a liquid—solid interface.

and Anna Fontcuberta i Morral*

Understanding the nature of interfaces is
key to determining and engineering their
properties. However, while liquid-solid
interfaces are fundamental to many appli-
cations and interactions, relatively little
is known about them at the atomic level.
Here, we use vapor-liquid-solid (VLS)
grown nanowires (NWs) as a model system
to identify and interpret the atomistic
nature of a liquid-solid interface in three
dimensions. VLS is a widely used method of
crystal growth relying on the precipitation
of a solid from a supersaturated nanodro-
plet!l Recent in situ investigations have
revealed that precipitation/growth proceeds
in a layer-by-layer fashion, similarly to thin
film epitaxy.>*] Growth of NWs can occur
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in different growth directions, crystal structures, and polari-
ties,/*¢l currently understood by relating the prevalence of these
properties to the wetting characteristics of the liquid on the tip of
the NWs,7l where the role of the liquid droplet contact angle is
widely discussed but remains controversial.*#l So far, the liquid—
solid boundary is considered as a clear-cut, binary interface, with
no regard for its structure. Modeling has mostly reasoned in
terms of macroscopic parameters, including contact angle, the
surface energies at the solid-vapor and liquid-solid interfaces
and the chemical potentials.*'” The atomistic nature of the
participating parts has rarely been considered.

The idea that a solid surface can induce local order to an adja-
cent liquid phase has previously been demonstrated in simula-
tions of interfaces between solids and aqueous solutions, as well
as liquid metals in contact with their solid compounds."*¥ In
addition, there have been some experimental attempts to study
such ordering.™ ! In particular, grazing incident X-ray diffrac-
tion has been used to study the ordering of liquid AuSi alloy,:1%]
and in situ X-ray diffraction has been employed to study the
liquid ordering at the interface between P-terminated crystalline
InP substrate and liquid InAu phase.'l While this second study
was targeted at understanding VLS-NW growth, due to the geo-
metrical difficulties for probing NWs using X-rays, it was limited
to investigating an interface in which a bulk liquid completely
covers a bulk substrate, as opposed to the measurement of a
nanoscale droplet in contact with the crystalline NW. It further
applied an assumption of a fixed spacing between the ordered
liquid layers. In addition, the composition of the liquid phase
was tuned to match that observed in the gold-catalyzed growth
of InP NWs; therefore, it is not clear if the results can apply to
the self-catalyzed growth of I1I-V NWs. Using electron micro-
copy, Kaplan and co-workers studied the longitudinal ordering of
liquid Al at the interface with Al,0O3, which can extend up to five
layers depending on the facets."] However, thus far, the effect of
such ordering has been ignored in the VLS growth.

www.advmat.de

In this work, we combine scanning transmission electron
microscopy (STEM), electron energy loss spectroscopy (EELS),
atomic simulations using machine learning potentials and mole-
cular dynamics (MD) to demonstrate, for the first time, the polarity-
dependent 3D nature of the liquid ordering at the solid interface.

The study is performed in the frame of the VLS growth of
NWs. We elucidate the interplay between the ordering and the
formation of a new bilayer, the preference for a certain polarity
and the effect of ordering on defect formation. While our study
concentrates on the Ga-assisted growth of GaAs, the results can
extend to other relevant cases such as Au-assisted NW growth,
bulk crystal growth from the melt, and even liquid-solid
interaction in the context of biological environments.

We start by providing experimental evidence of liquid
ordering at the interface with the solid in a VLS-grown NW
using aberration-corrected STEM. Our study focuses on the
Ga(l)-GaAs(s) interface of A and B polar GaAs NWs obtained
by the Ga-assisted method.?*?!l A schematic drawing of the
process is provided in Figure 1A. A Ga droplet preferentially
gathers As, molecules, which dissolve in the droplet. The chem-
ical bonding between As and Ga results in the growth of GaAs
at the bottom of the droplet.?%] Along the [111] direction, GaAs
is organized as indivisible bi-layers of As-Ga pairs, known
as dumbbells. Due to their different electron affinity and the
relative position with respect to the (111) surface, each bilayer
exhibits an intrinsic electric field, called polarity. Positive (A)
and negative (B) polarities correspond to termination by Ga and
As, respectively.

Representative aberration-corrected high-angle annular dark-
field (HAADF) STEM images of the interface for two NWs
observed along the [110] zone axis of zinc-blende (ZB) and
[1120] of wurtzite (WZ), with A and B-polarities, are shown in
Figure 1B,C. We mark the As and Ga atoms in blue and red,
respectively. Polarity determination for these NWs is offered
in Figure S1 of the Supporting Information. The A-polar NW

Q)

B-Polar

2R YN
"F Y & & 4
LA PR LA

Figure 1. Microscopic view of the Ga(l)-GaAs(s) interface. A) Graphic representation of Ga-assisted growth of GaAs NWs: As, arrives on the Ga droplet
and is dissolved. The Ga atoms at the interface with the GaAs are ordered following the underlying crystalline structure. B,C) HAADF-STEM images of
the liquid-solid interface of the A- and B-polar NWs observed along [170] ZB and [1120] WZ zone axes, respectively. The positions of the As and Ga
atoms are indicated by the blue and red disks, respectively, as deduced from HAADF intensities. The stacking for the A-polar GaAs is ABCABC, cor-
responding to the zinc-blende crystal structure, whereas the stacking in the tip of the B-polar NW is ABAB, which is indicative of the wurtzite crystal
structure. The right-side panels of (B) and (C) show intensity profiles from the STEM images integrated along the direction parallel to the NW surfaces.
The peaks in the intensity correspond to the visually apparent ordered layers in the STEM images, which are in addition highlighted by the overlap-
ping transparent red rectangles. The pink dashed line indicates the position of the interface. The liquid on the B-polar surface exhibits a longer range
ordering. The white scale bar on the top left panels of (B) and (C) is 0.5 nm.
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Figure 2. EELS analysis of the liquid-solid interface on an A-polar NW. A) Atomic-resolution HAADF image acquired simultaneously with the EELS
map. The interface is indicated by the dashed line and the scale bar is 5 nm. The inset shows a magnified view of the interface, where the ordered
liquid region is visible. B) Variation in the plasmon peak position close to the interface. C,D) Comparison of EELS measurements (solid lines) with
ICA model (dashed curves), and ICA decomposition corresponding to ordered liquid (OL), liquid phase (L), and solid (S) phase. Spectra are extracted
from the ZB GaAs (P1), interface (P2), and liquid Ga (P3) regions of the map indicated in panel (A). The color plot and all curves show normalized

spectra averaged on horizontal lines of the map.

exhibits a pure ZB structure, whereas the B-polar NW exhibits
a mixed-phase structure, finishing with WZ. We attribute this
to the change in conditions upon growth termination and the
known tendency toward polytypic growth along this polarity.’]
Thanks to their intensity dependence on the atomic number
as =Z'-2, HAADF images provide an easily interpretable
and chemically sensitive representation of the structure. As
expected, the solid shows strong peaks corresponding to the
atomic columns, whereas, further from the interface, the liquid
shows a uniform intensity because of its disordered nature.
However, close to the interface, the liquid shows intensity fluc-
tuations corresponding to an ordering. For the A-polar interface,
this is limited to one additional layer, while several layers are
observed for the B-polar interface. This is confirmed in the inte-
grated HAADF intensity profiles shown in the right of panels of
Figure 1B,C and we attribute it to a longer-range ordering on top
of the B-polar interface. The first layer seems to be more clearly
structured, with further layers becoming gradually more amor-
phous. This is in contrast to the findings by Krogstrup et al.,['*]
in which the first three layers show similarly strong ordering,
with an abrupt reduction in ordering for the fourth layer. One
should note that, while high-resolution transmission electron
microscopy has been employed before to visualize the ordering
of a liquid in contact with a crystalline solid,™ aberration-cor-
rected HAADF-STEM offers a more directly interpretable image
contrast, free of both thickness/focus related contrast inversions
and delocalization effects. This derives from the incoherent
nature of this imaging mode.

We further analyze the liquid-solid interface using EELS
hyperspectral mapping to probe the bulk plasmon response
around the interface. Being related to the valence/free elec-
tron density and characteristics of a material, this technique
can discriminate between different chemical/structural phases.
Compared to analysis by core-loss EELS or energy dispersive
X-ray spectroscopy, the required electron beam dose is orders
of magnitude lower, allowing us to apply the technique without
destroying the fragile structure of the interface.

Low-loss EELS spectrum images of the interface were
recorded using an atomically sized probe. As an example,
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Figure 2A shows a HAADF-STEM image acquired simultane-
ously with the EELS signal from a spectrum image of an A-polar
GaAs NW in contact with a Ga droplet. Figure 2B depicts the
corresponding spectral evolution integrated across a region of
the interface, represented by the blue area shown in Figure 2A.

The bulk plasmon excitation shifts smoothly from a broad
peak in the GaAs to a sharper peak in the liquid Ga, over a
spatial distance of =10 nm. Intensity oscillations in the GaAs
corresponding to the atomic planes are clearly observable due
to signal convolution with an elastic scattering contribution.
Reference spectra extracted away from the interface at posi-
tions deep in the Ga and GaAs phases (marked P1 and P3
in Figure 2A), and a spectrum extracted from the interface
(at position P2 in Figure 2A) are presented in Figure 2C,D,
respectively. The spectrum at P2 might be assumed to be a linear
combination of the contributions of the liquid and solid phases.
However, this cannot correctly describe the P2 spectrum: a
non-negligible residual is found, as presented in Figure S2
of the Supporting Information. We interpret this residue as
the interface contribution. To quantitatively study this interface
contribution, we use independent component analysis (ICA),
which identifies a finite number of spectral components that
can reconstruct the spectrum image.?>-2 Although care must
be taken when interpreting the components obtained from
ICA, it has been successfully applied to unmix independent
components in low loss EELS data.l??l

Once scaled in intensity, the first two components in our ICA
analysis, shown in Figure 2C and labeled S and L, match spectra
P1and P3 well and can be safely interpreted as representing the
solid GaAs and liquid Ga components. A third ICA component is
also found, which is interpreted as the “ordered liquid” (OL) con-
tribution, dominating the P2 interface signal, see Figure 2D. A
reconstruction of the entire dataset using this three-component
model shows a negligible residual, demonstrated in Figure S2
of the Supporting Information, confirming that these three
components are sufficient to describe the data. This is further
emphasized from an analysis of the scree plot in Figure S2 of
the Supporting Information, a common tool in multivariate
statistical analysis used to identify the number of significant
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sources of information in a dataset, which shows that the first
three components represent the majority of variations in the
spectrum image.[*l Considering the confined width of the OL
region between GaAs and Ga, combined with the delocalized
nature of the plasmon oscillations, the low-loss EELS response
of the ordered liquid region cannot be isolated by a direct meas-
urement. While the effect of an ordered liquid region on the
overall low-loss EEL spectra of liquid-solid interfaces has been
shown previously,?! our use of ICA isolates its response for the
first time. A similar analysis of B-polar WZ interfaces is dem-
onstrated in the Supporting Information, leading to an ordered
liquid spectral contribution similar to the A-polar component
in the range around the plasmon peak. From these results, it
is possible to determine a “bulk plasmon” energy for the OL of
14.6 eV (compared to 13.7 and 15.9 eV for Ga and GaAs), with
a full width at half maximum (FWHM) of 2.35 eV (compared
with 1.95 and 5.3 eV for Ga and GaAs, respectively). Thus, the
peak position and FWHM of the plasmon for the OL sit between
those of the liquid Ga and solid GaAs. Because of the single,
Lorentzian-shaped bulk plasmon peak for each component, the
response is consistent with that given by the Drude model, in
which the peak position and its FWHM can be linked to the free
electron density, n, and its damping constant, "6l The results
indicate that both n and I' decrease from the solid GaAs through
the ordered liquid to the liquid Ga. The extent of damping
depends on the lattice and band structure. For instance, damping
can be caused by the transfer of energy from the plasmon reso-
nance to single-electron transitions (i.e., creation of e~h* pairs).
Conversely, the closer the electronic nature of a material approxi-
mates a free electron gas, the smaller the damping constant is. It
is therefore logical that the solid semiconducting GaAs NW has
a larger I than the metallic liquid Ga, since the lattice and band
structure of the former will increase the probability of energy
transfer to single electron transitions. A similar difference is
seen between semiconducting Si and metals such as Al

From this analysis, one can conclude that the ordered
liquid has a distinct electronic nature, which can intuitively
be correlated with its semistructured nature. Considering
this and given the fact that the ordered liquid cannot exist as
a bulk phase outside of the interface, we propose that it can
be considered as an interfacial complexion.[”-?l The existence
of complexion could have profound consequences for crystal
growth. To understand this, the 3D nature of the ordering and
the influence of the polarity on its structure are key aspects,
which we shall address next.

We now investigate the nature of the ordering using MD
simulations. For this purpose, we use the 2D projection of the
structure in STEM imaging to validate the MD results.

Given the size and time scales needed for these simulations,
brute-force ab initio MD is prohibitively expensive. To circum-
vent this, we have trained a neural network potential (NNP)B31
based on a relatively small number of reference density func-
tional theory (DFT) calculations.®>* Then, we have used this
machine-learning model to drive the dynamics.’"3 MD details
in addition to the calculations and validation of the NN based
on a multiple-timestep integration®>3¢ are discussed in the
Supporting Information.

Figure 3A,B compare the projected linear density obtained
across the simulation cell with intensity line profiles derived
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Figure 3. Comparison of intensity/mean atom density profiles from
experimental STEM and MD simulations. The ZB A-polar and WZ B-polar
interfaces are demonstrated in (A) and (B), respectively. The dashed pink
line indicates the interface position.

from experimental images for A- and B-polar cases, respec-
tively. For any given polarity, simulations do not show signifi-
cant differences in the liquid ordering with respect to the ZB
or WZ solid phases. The experimental curves are obtained by
projecting the intensity profiles from Figure 1B,C along the axis
normal to the surface. In the solid, we obtain regularly ordered
peaks at the positions of the dumbbells. The liquid also exhibits
some peaks in the density profile, characteristic of atomic-level
ordering. The range of the ordering is different for the two
polarities. As noted earlier, in STEM images, while the B-polar
order is observed for four layers, it does not extend beyond
the first layer for the A-polar case. Similar to the experimental
observations, the simulations show that the ordering gradu-
ally diminishes when the distance from the crystalline phase
is increased, which is in contrast to the conclusions given by
Algra et al for InP in contact with liquid InAu. This ten-
dency correlates well with the simulations, which show that
the in-plane order of the A-polar case is more diffuse than that
of B-polar, as demonstrated in Figure S6 of the Supporting
Information. Note that an exact correlation of the projected
linear density obtained from the simulations with the HAADF-
STEM integrated intensities is not expected: although the latter
scales approximately with the former, a full quantum mechan-
ical image simulation using the atomistic model derived
from MD would be necessary for a quantitative comparison.

© 2020 The Authors. Published by Wiley-VCH GmbH
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The key observation, however, is that there is a quantitative
match between the MD predictions of the spacing between
ordered layers with the experimental observations. This is
demonstrated in Table S3 of the Supporting Information, in
which the experimental observations and MD predictions of
the spacing between ordered layers are compared for a B-polar
interface. We therefore conclude that MD based on the NNP
correctly predicts the nature of the liquid ordering.

The 3D representations from the simulations indicate that
the order in the liquid extends fully within the plane parallel
to the interface, as illustrated in Figure S6 of the Supporting
Information, consistent with the fact that this order is visible
in HAADF images. One interesting observation is that contrary
to what is assumed by Algra et al.," the spacings between con-
secutive ordered liquid layers are not identical. As clear from
Table S3 of the Supporting Information, these layers gradually
become closer to each other as the distance from the crystalline
solid is increased. We further find that the order at the liquid-
solid interface is dominated by the tendency of Ga atoms to
form Ga-Ga pairs. Ga atoms form pairs with the solid when
the surface is Ga-terminated, while it forms Ga-Ga pairs in
the liquid when the solid is As-terminated. This tendency for
dimerization is well-known in liquid Ga, which is often referred
to as a molecular metal.’) We should note that besides this
remarkable ordering at the liquid-solid interface, the liquid
remains a liquid as the position of the atoms is dynamic and
thus varies with time. In Figure SI9 of the Supporting Informa-
tion, we provide a comparison of the Ga—Ga radial pair distribu-
tion functions of the solid, liquid, and interface phases as an
illustration.

The simulations shown previously were performed at 300 K,
corresponding to the temperature used to acquire the STEM
images. To make the link with the growth process, we per-
formed the same simulations at the growth temperature (900 K).
Figure 4 depicts the ordering of the interface at 900 K for both
polarities where the spatial variation in the Ga atomic density
is indicated by red isosurfaces. Figure 4A depicts a 3D view of
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the ensemble for a B-polar WZ solid in contact with liquid Ga.
Figure 4B provides top and side views for the A- and B-polar
solids. In both cases, we find ordering within the plane, how-
ever with significant differences in the arrangement of Ga
atoms as a function of the polarity.

On the B-polar surface, Ga is adsorbed right on top of the
terminal As. This is consistent with the large electronegativity
difference between As and Ga that is likely to induce strong
electrostatic interactions. In-plane ordering is also present at the
A-polar surface. Here, instead, Ga atoms in the liquid pair with
the terminal Ga atoms in the solid, consistent with the dimeri-
zation tendency of Ga. As expected, at the higher temperature,
the range of the order has decreased relative to observations at
300 K, with simulations indicating the presence of at most one
ordered layer on top of the solid. Most of the qualitative features
of the liquid ordering, however, are preserved between the two
temperatures, suggesting that experiments performed at 300 K
can provide insights into the relevant mechanisms for growth
at higher temperatures.

We move now to the microscopic picture of GaAs growth.
Any new layer of GaAs forms new Ga-As pairs. Ga and As
atoms are shown in red and blue in Figure 4, while the posi-
tions leading to ZB and WZ configurations are indicated by
squares and hexagons, respectively. The inclined dashed lines
provide a guide to define the atomic positions that lead to the
relevant crystalline structures in Figure 4B,C. In the A-polar
case, As must displace and occupy the position of ordered Ga
in the liquid, with which it may form a dumbbell. The Ga
atoms have two choices, as indicated in Figure 4 by the
square and hexagon. Depending on the position selected, ZB
(ABCABC stacking) or a twin (ABA stacking) is formed. These
two positions are not equivalent in terms of their first and
second nearest neighbors configuration. In the ABC stacking,
Ga is found at the middle of a projected hexagon, while in the
ABARB it is at a vertex. Further calculations beyond the scope
of this work should corroborate if there is a position that is
more energetically favorable. Still, to form a new bilayer, As

Figure 4. Simulations of the Ga(l)-GaAs(s) interface at 900 K. Isocontours of the Ga atom density, showing ordering at the liquid-Ga/GaAs inter-
face—corresponding to density p = 0.11 Bohr™ (opaque) and p = 0.06 Bohr™® (translucent). As and Ga atoms are drawn in blue and red, respectively.
Objects further from the viewer are represented with less contrast as a depth cue. A) 3D view of WZ GaAs terminated with B-polarity; B) views along
the [111] (left) and [170] ZB/[1120] WZ (right) directions; in the case of A-polar ZB and B-polar WZ (top and bottom, respectively). Similar isocontours
presented for simulations at 300 K in the Supporting Information. We indicate the positioning of the As and Ga atoms that are required to create a
new Ga-As bilayer, taking the isocontours and the underlying structure as the canvas.
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atoms should first displace the ordered Ga layer on top of
the NW, and this should increase the formation barrier. This
is consistent with the difficulty in synthesizing A-polar GaAs
NWs,>2 suggesting that the slower process may help the
growing layer achieve the more thermodynamically stable
ABC stacking.

The associated low probability of twinning also reduces the
probability of WZ formation, as both are closely connected.?*s]
Experimentally, the A-polar GaAs NWs exhibit mostly a ZB
structure with an absence of transverse twins.?!l

During the formation of a new bilayer for the B-polar sur-
face, the Ga atoms adsorbed on top of the As-terminated sur-
face can stay at their position. The incoming As atoms occupy
empty positions in the second row. The fact that the growth
can proceed without displacing Ga atoms is consistent with
the observation of a more facile growth for this polarity. The
higher growth rate can also partly explain the higher propensity
to introduce stacking defects and polytypism in B-polar GaAs
NWs.I’ These results could explain why in polar semiconduc-
tors, growth in a certain polarity is preferred and how polarity
determines the tendency for polytypism.

In conclusion, we have demonstrated that interfaces between
a solid GaAs NW and the liquid Ga droplet exhibit a 3D order
that depends on the polarity of the solid and the temperature.
This order can be explained by the electrostatic interac-
tions within the liquid and the solid termination. Detailed
simulations of the interface, enabled by the combination of
first-principles calculations and machine-learning, provide
an atomistic picture of the growth process from the liquid,
the likelihood for growth in a certain polarity and defect for-
mation. This work lays the foundations for further atomistic
studies of crystal growth processes. While our results have been
obtained for the Ga(l)-GaAs(s) system, we believe they are of
a general character. Similar ordering features likely play an
important role in the crystal growth of other materials and in
more general solidification processes, raising new questions for
groups observing NW growth by in situ electron microscopy.
This work also opens analogous perspectives in other fields
such as catalysis and (photo)electrochemistry.

Experimental Section

NW Growth: GaAs NWs were grown on GaAs (100) substrates
as described by Zamani et al.”! HF etching was used to remove the
substrate native oxide. Silicon oxide layers were obtained by spin-coating
a solution of hydrogen silsesquioxane and methyl isobutyl ketone.
The spin-coated layers were annealed at 300 °C for 10 min. The oxide
thicknesses used for the growth was around 3.3 nm. Two additional
annealing steps at 150 and 300 °C, lasting 2 h each were performed
inside the MBE chamber. The growth conditions for the NWs were: a
V/Ill ratio of 1.9, equivalent 2D Ga-limited GaAs growth rate of 0.24 As~,
at a substrate temperature of 640 °C.

HAADF-STEM Imaging: The STEM samples were prepared by
scraping as-grown samples onto Cu TEM grids with amorphous
holey carbon films. The STEM imaging was performed using a double
aberration-corrected FEI Titan Themis 60-300, operated at 300 kV high
tension (HT). To minimize both electron-beam induced damage to the
interface and scan distortions from, e.g., sample drift, the HAADF-
STEM images were acquired as 24-frame image series, which were then
averaged while correcting for rigid and nonrigid displacements using

Adv. Mater. 2020, 32, 2001030 2001030 (6 of 8)

www.advmat.de

the SmartAlign plug-in for DigitalMicrograph.’l Consecutive frames
were acquired at a 90° rotations using a low beam current (<40 pA).
The electron probe convergence semiangle and HAADF detector inner
collection semiangles were 20 and 50.5 mrad. Fischione photomultiplier
tube was used as the HAADF detector. Pixel dwell time of 0.5 us and
pixel step size =6 pm were employed. The images were captured with
2k x 2k size.

EELS Hyperspectral Imaging: The data were acquired with the same
microscope, HT and probe convergence semiangle, using a Gatan GIF
Quantum ERS spectrometer with Ultrascan 2k x 2k detector. In order
to avoid damaging the interface, the probe current was set to 75 pA
and a scan step size of 0.9 A was applied. The energy dispersion was
set to 0.05 eV per ch, while the zero-loss peak FWHM was 1.05 eV.
A spectrometer entrance aperture of 2.5 mm, corresponding to a
collection semiangle of 47 mrad was employed. For the measurements
on the A-polar NW discussed in Figure 2 and in the Supporting
Information, per spectrum pixel time was 0.25 ms, while this value was
0.5 ms for the measurement on B-polar NW reported in the Supporting
Information. For all the EELS data, detector was binned by 130x on
nondispersive axis and it was operating in high speed mode. “High
quality dark correction” was applied. Processing the data started with
removing spectral spikes from cosmic rays, centering the zero-loss
peak to compensate for HT fluctuations and removing it, removing
plural scattering and the plasmon peak replica. Then, second-order ICA
was performed using the DigitalMicrograph plugin described by Lucas
et al.,[”l details of which are presented in the Supporting Information.

Molecular Dynamics: To investigate the ordering at the interface at
the two (111) surfaces, an orthorhombic supercell composed of a central
solid GaAs section (144 atoms, corresponding to 6 layers of 24 atoms),
in contact with liquid Ga (192 atoms) on both of its surfaces, totaling
336 atoms, was used.

The initial lattice parameter for the solid part was set to the one
obtained from DFT calculations, whereas the initial density of liquid
Ga was set to that obtained with independent simulations in a smaller
(96 atoms) box at the objective temperature. All the simulations were
run using i-PI®¥ in combination with large-scale atomic/molecular
massively parallel simulator, and n2p2P! to evaluate the NNP.
First, the system was equilibrated in the NoT ensemble, allowing the
cell degrees of freedom to change independently. After equilibration,
production simulations were run in the NVT ensemble, using the
average lattice parameters, at the temperatures indicated in the text.

The temperatures were controlled using a combination of a
generalized Langevin!®l and stochastic velocity rescaling!!l thermostats.
Pressures, where applicable, were constrained using an anisotropic
barostat.1*Zl

Simulations were run with a timestep of 4 fs (at 300 K) and 2 fs
(at 900 K), for a total of 10 ns.

Neural Network and Ab Initio Calculations: A neural network potential
of the Behler-Parrinello kind®® was trained to reproduce the results
obtained with DFT calculations. A total of 970 structures were used to fit
the potential, with a 90/10 split between training and test. At the end of
the training procedure, the average error in the test set was 2.4 meV per
atom for energies and 120 meV A~ for forces.

The DFT calculations were carried out with the plane-wave code
Quantum-Espresso,P? using the Perdew-Burke-Ernzerhof exchange-
correlation functional ¥l and ultrasoft pseudopotentials®®l from the
SSSP library (version 0.7).14

The wavefunction energy cutoff was set to 50 Ry for all calculations,
whereas the kinetic energy cutoff was set to 400 Ry.

Energy and forces for the structures used as training points were
computed with a converged (<1 meV per atom absolute convergence)
3 x 3 x 1 Monkhorst-Pack k-point grid.s]

Supporting Information

Supporting Information is available from the Wiley Online Library or
from the author.
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_ 4: Conclusion and Outlook

In this thesis, we have looked at crystalline order of compound semiconductors and the way the interface
control can lead to higher crystalline quality. In particular, we have focused on two different material
systems, GaAs NWSs and Zn; P, thin films.

In publication 1, the delicate liquid ordering at the interface of self-catalyzed GaAs NWs and their Ga
droplet is investigated using a combination of experimental methods and simulations. First, HAADF-
STEM imaging is employed to shed light on the atomistic differences between the interfaces of A and
B-polar NWs with their catalyst Ga droplet. It is observed that A-polar interface exhibits just one layer
of liquid ordering, which is in contrast to the behavior of the B-polar interface in which four layers of
ordering perpendicular to the interface in formed. The thickness of this ordered regions is extremely
low and it can reach up to 1 nm in the B-polar case. This is the first experimental confirmation of
atomistic difference in the liquid ordering of A-polar and B-polar interfaces in VLS-grown GaAs NWSs.

Employing low-loss EELS, it is then proved that these ordered liquid regions have their own distinct
functional properties. Due to the delocalized nature of plasmonic oscillations and the extremely small
thickness of these ordered liquid regions, it is not possible to directly measure their low-loss EELS
spectra. Instead, we have used independent component analysis to unmix the spectra and extract the
low-loss signature of the ordered liquid layer. This approach is very generalizable and can be applied
to other interfaces, too.

In order to have a better understanding of the structural differences of A and B-polar interfaces, machine
learning-based molecular dynamics simulations are used. In contrast to electron microscopy, these
simulations have the benefit of offering a 3D image of the ordered liquid region and the interface. First,
the results of the simulations are cross validated against the experimental observations, and great
agreement is observed. The differences in the ordering between A-polar and B-polar interface is then
used to explain the vastly different growth behavior of* A-polar and B-polar interfaces. For A-polar
growth, it is observed that first As atoms need to displace the ordered Ga layer on top of the interface,
which adds a barrier to the growth and can explain the overall difficulty in the growth of A-polar NWs.
On the other hand, new monolayers of GaAs can readily form in the B-polar case if new As atoms are
just absorbed on top of the existing ordered Ga layer. No displacement of ordered Ga atoms is needed,
which can explain the more facile growth of this polarity. The higher growth rate could also be used to
partly explain the tendency of B-polar NWs to have a defective structure: the faster growth process does
not allow the more thermodynamically stable ABC stacking to be perfectly achieved. The results of
this study help explain why in polar semiconductors, growth in a certain polarity is preferred and how
the polarity can determine the propensity for polytypism.

Future works on this topic can be explored in many different directions. Experimentally, using a
monochromated electron beam to study the EELS spectra of the ordered liquid region can shed light on
the details of the functional properties of these layers, including information on its band structure. The
spectral features that can be useful for such studies are eliminated in this work due to the large energy
spreading of the beam and the resulting data processing steps.

In order to better approximate the growth conditions, high-temperature holders can be used, which can
increase the temperature of TEM grid inside the TEM chamber. This will enable us to study the
variations in the structure and the EELS spectra of the ordered regions. Assessing such changes can
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help establish the complexion transformations for the ordered liquid, which provide unprecedented
fundamental understanding of the growth mechanism of the NWs.

As discussed in chapter 1 of this thesis, current models proposed for the VLS growth of NWs ignore
the atomistic structure of the interface, which, as demonstrated here, has its own distinct properties and
can help explain the growth behavior of semiconductor NWS. Models that explicitly consider the
ordered interface are therefore needed to gain a better understanding of NW growth, which will enable
us to have a better control over the properties of the wires.

The dynamic behavior of the ordering during the growth is what fundamentally determines the structure
of the NWS. To study such behavior, in-situ TEM of NW growth can be conducted with a focus on the
changes in the ordering during the growth. In particular, it would be interesting to see how the ordering
is perturbed when a defect is formed in the structure of the NWs.

Furthermore, the link between the microscopic ordering and the macroscopic growth behaver such as
droplet contact angle can be established. It is now known that, during GaAs NW growth, higher As
fluxes result in lower contact angles, formation of WZ and a tendency for increased defectiveness.
However, the atomistic picture of such change and its reasons are lacking now, which limits our
fundamental understanding of NW growth.

The procedure developed here for the experimental study of the liquid-solid interfaces is easy to apply
to other systems. In particular, it will be interesting to investigate the interface in the gold-catalyzed
growth of GaAs NWs and observe the differences it has with the self-catalyzed case of NW growth.
This could help understand the relative ease of control in the gold-catalyzed growth of NWs.

Finally, further MD studies can provide us with information that is otherwise impossible to acquire with
experimental methods. Energy calculations for different ordering in hexagonal and cubic
configurations, which are responsible for WZ and ZB growth, respectively, can shed light the
polytypism and defecting properties of different interface polarities. In addition, new simulations can
shed light on the changes in the ordering as a function of growth parameters. In particular, it would be
interesting to see how an increase in the number of As atoms present in the liquid Ga phase can change
the ordering behavior and link that to the experimental observation about the role of V/IIT ratio on the
growth of NWs.

In publication 2, we have focused on the growth of thick high-quality and defect- free Zn P, thin films.
This is an important step in realization of the potential of this material for large-scale and cheap
photovoltaic applications.

First, the effects of changing the growth parameters, such as V/II ratio and temperature on the
crystalline quality of the thin films are studied by Raman spectroscopy. It is observed that high growth
temperatures and V/II ratios favor amorphous films. Polycrystalline films with increased granularity
are observed when using lower temperatures and V /11 ratios.

Careful engineering of the atomistic nature of the substrate-thin film interface is carried out as a way to
improve the quality of the films. Native oxide removal with high-temperature in-situ degassing is
proven to be an effective way for growing monocrystalline films. These monocrystalline films have a
very sharp interface with the substrate, and the transition from InP to Zn; P, happens via the formation
of a mixed Zn/In monolayer at the interface. On the other hand, core-loss EELS studies reveal that the
polycrystalline thin films have an oxygen-containing interfacial layer at their interface with the
substrate, which hinders the epitaxial relationship between the film and the substrate and is the cause
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of the polycrystallinity. Structurally, these films have a high concentration of small grains at their
interface with the substrate, which gradually merge as the growth continues and result in a columnar
structure.

XRD is employed to further shed light on the differences of polycrystalline and monocrystalline films,
which indicate that the monocrystalline films grow in [001] direction. On the other hand, multiple high
order peaks are observed in the XRD pattern of the polycrystalline films, which is consistent with their
structure.

Finally, the functional properties of the films are studied by low-temperature PL. There is a variation in
the emission of polycrystalline samples both between different polycrystalline samples. In addition,
within the same sample, the optical emission is location-dependent. This is due to the fact that the
optical behavior of polycrystalline samples is highly dependent on the local defect properties, which
are likely to change according to the probing position. Interestingly, the bandgap emission from ZnsP,
is absent on the polycrystalline samples. On the other hand, the monocrystalline samples offer a more
uniform and consistent emission. While the emission from the InP substrate is still observed on these
films, there is a pronounced contribution from bandgap emission, further demonstrating the superior
properties of the monocrystalline films.

Up to now, the material properties reported by the different teams for Zn; P, have been vastly different,
which is a result of the differences in the defect concentration and the stochiometric properties of the
films. Given the establishment of a robust method for a reproducible growth of monocrystalline thin
films, the future studies on Zn P, should be focused on turning the functional properties of these films.
In particular, Zn;P, is prone to uncontrolled intrinsic p-doping. However, the extensive control
provided by MBE could be exploited to fine-tune the stoichiometry of Zn;P, thin films and eliminate/
limit the p-doping. This is a fundamentally important step for formation of an efficient junction for
photovoltaic applications. Controlling the intrinsic p-doping will enable the researchers to employ
extrinsic p-doping with very high degree of precision, an important step that will enable effective
junction tuning.

In addition, the experimentally reported mobility and carrier diffusion length for Zn;P,, while higher
than materials such as Gads, are still far from the predicted theoretical values. This is because
monocrystalline Zn3 P, films before have been grown only for very low thicknesses, which makes them
prone to the extensive contribution of surface effects that reduce the mobility of carriers. Mobility
measurement of polycrystalline samples grown with different conditions can help optimize the
properties of Zns P, films.

After the optimization of the properties of the films, junction formation between the p-doped Zn;P,
and the candidate n-doped layers can be study in depth. Prototype photovoltaic cells can be made to
study the performance of Zn; P, as absorber in solar cells.
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Supporting Information

S1. Electron Microscopy Study of Liquid-Solid interface

S1.1 Polarity Determination for NWs:

Polarity determination for NWs shown in Figure 1 is offered in Figure S1. The two NWS are
depicted in Figure Sla and S1b. The zoomed-in version of these images are offered in Figure Slc
and S1d. The HAADF intensity profile for the green arrows in these figures are plotted in Figure
Sle and SIf. Given the fact that the HAADF intensities are proportional to Z17 heavier atoms
will appear brighter in these images. From Figure Sle and S1f, we conclude that the dumbbells
in Figure Sla and S1b are terminated by Ga and As, respectively. This indicates that these NWs
are indeed of A and B-polarity, respectively.

S1.2 EELS Study of the Liquid-Solid Interface and application of the ICA

More details on the application of ICA on the EELS measurements are provided in Figure S2.
Figure S2a shows an atomic-resolution HAADF image acquired simultaneously with the EELS
map for a Ga droplet in contact with an A-polar GaAs NW. Figure S2b represents as a color map
the plasmon peak energy for this interface, ranging from 13.7 eV in the liquid Ga to 15.9 eV in

the GaAs crystal.

Figure S2¢ shows in bar histogram form the so-called logarithmic screeplot of the principal
component analysis (PCA) carried out on the EELS hyperspectral dataset. This plot is widely used
in multivariate statistical analysis to determine how many factors (also called components, or
sources of information) must be used for dataset reconstruction. The steep part of this curve on its
left corresponds to the components that contribute to meaningful variations in the data, while from

component 4 onwards, the curve becomes linear indicating these correspond to noise or non-
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significant data ['. Therefore, the ICA analysis presented here considered only the first three

components.

As a further criterion to judge whether or not three components can adequately be used to
reconstruct the EELS maps, the normalized residues of multiple linear least square (MLLS) fit for
two cases as a function of position are provided in Figure S2d. In the first case, EEL spectra from
the liquid Ga and solid GaAs are used as the reference spectra for the fitting (2-component fit),
while in the second case, EEL spectra from liquid Ga, solid GaAs and ordered liquid Ga, as
determined by the ICA analysis are used for this purpose (3-component fit). The interface position
is denoted by the dashed black line as a guide to the eye. The 2-component fit shows a clear
increase in the residue around the interface, which indicates that a linear combination of spectra
from liquid Ga and solid GaAs is not able to accurately describe the EELS response observed. The
residue for 3-component fit, however, remains low all across the EELS map and does not increase

in the area around the interface.

Figure S2e shows the normalized contribution coefficients of the three ICA components in the
MLLS fit to the EELS map. As expected, moving from solid GaAs to liquid Ga results in a reduced
contribution from the solid GaAs spectral component, while the contribution from the liquid Ga
component starts to increase. In addition, the contribution from the ordered liquid Ga starts to
increase around the interface and is maximum at the interface position. This is consistent with the
fact that the order liquid Ga is physically confined to the area around the interface. Moving further
away from the interface into the liquid Ga results in the diminished contribution from solid GaAs

and ordered liquid Ga.
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Figure S2f compares the EELS response of A and B-polar interfaces computed by ICA. This figure
shows the third ICA component, which we interpret as the ‘bulk’ plasmon of the ordered liquid
Ga, in the case of A and B-polar GaAs nanowires. The two components are almost
indistinguishable, suggesting that the plasmon response of the A and B-polar interfaces are very
similar.

S2 Molecular Dynamics Simulation of the Liquid-Solid Interface

S2.1 Neural network potential

A neural network potential (NNP) of the Behler-Parrinello kind!?! has been used in this work to
fit the potential energy surface (PES) of the system. In this scheme, the total energy of the system
is divided into atom-centered contributions. A symmetry invariant description of each atomic
environment is obtained using a set of symmetry functions (SF), which are used to encode the set
of Cartesian coordinates (traditionally used to describe the structure) in a “feature vector” that

can be used as input to the neural network.

SFs are defined by a set of parameters that capture particular spatial and angular correlations
within a given cut-off. A detailed description of the form and different types of SFs that have
been historically used, as well as the details of the implementations in n2p2, can be found here(25)

Using the same nomenclature, in this work we have used only G2 and Gs type SFs.

In order to determine a small, yet effective, set of SFs able to provide a complete description of
the local environment we have used the method presented in B4l The initial, systematic, set of
604 SFs has been reduced using the CUR selection, choosing 64 SFs for each clement, which are

presented in Table S1 for Gz and Table S2 for Gs.
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For the set of chosen SFs, we trained a NNP with two hidden layers and 24 nodes per layer using
the n2p2 code . A total of 4370 randomly initialized weights have been trained using the set of

structures detailed in section 1.2 with a 9:1 splitting between training and validation structures.

The root mean square error of the NNP used to run the dynamics is about 1.6 meV/atom for the
training set and 2.4 meV/atom for the validation set. Errors on the forces are similar for both sets

below 120 meVA~1. The distribution of errors is presented in Figure S3.

S2.2 Generation of the dataset

The set of reference structures used to train the NNP has been generated following an iterative
procedure, aiming to reduce the number of DFT calculations needed, and adding only information

that is relevant to the system.

With the geometry described in the Methods section of the paper and shown in Figure S4, which
includes both the A and B surfaces interacting with liquid Ga, we have trained a NNP on short ab
initio molecular dynamics trajectories that have been run with unconverged parameters to speed
up the calculations (i.e. the k-point grid has been limited to the I point only, as opposed to fully
converged calculations where 3x3x1 grids have been used). The potential obtained at this level
was used to run longer simulations with the aid of advanced integration schemes, allowing to

explore a larger part of the relevant phase space at a fraction of the original cost.

The multiple time stepping integration scheme B! as implemented in the i-PI code! allows to
decompose the contribution to the forces into a fast-varying, short-ranged effect and a slow-
varying, long-ranged correction. Since the NNP is able to describe only interaction up to a

predefined cut-off, we have used it to compute the short-range interactions. Then, the remaining
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long-ranged correction has been computed using the difference between DFT and NNP.
Simulations using the multiple time stepping scheme have been run on the NVT ensemble for
about 50 ps each. The system containing ZB has been run with successive iterations of the
potential at 400 K, 600 K, 750 K, and 1300 K, while the system containing WZ has been run at
400 K. Temperatures have been controlled with a combination of a generalized Langevin [”! and
stochastic velocity rescaling!®! thermostats. The inner timestep has been set to 1 fs and the outer
timestep to 20 fs, effectively allowing us to run ab initio quality calculations while reducing the
original cost by a factor 20. Every new DFT calculation has been used both as a testing point for

the current iteration of the NNP and later as a training point for the next iteration.

From the set of newly DFT computed structures, only those contributing with new information to
the dataset have been included. The information content has been evaluated using a farthest point
selection of configurations, defined with the structure-wide fingerprint based on SFs described
here!®!. Continuous refinement of the potential has allowed to obtain a NNP able to reproduce
very accurately the DFT results obtained during a MD simulation, as shown in Figure S5. At this
point, the chosen configurations have been recomputed using converged DFT parameters, and the

NNP retrained on the fully converged dataset.

The set of 800 structures obtained in this manner has been complemented with further 170
structures of bulk configurations of GaAs (ZB and WZ), Ga (e, 11, and IIT) and As (A7 structure)
and the corresponding surfaces. These structures have been included to enforce the correct

behavior of the bulk GaAs and correct values for the surface energies in contact with vacuum.
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S2.3 Comparison between the different bulk structures

The densities of the simulations run with both ZB and WZ are here reported for further
comparison. Figure S6 shows the atom density profile along the normalized z-coordinate for the
two systems at 300 K. From this figure it is clear that the densities in both the solid and liquid
region are the same, irrespective of the crystal structure of the bulk solid. There is, however, a
very strong difference between the A polar and the B polar surfaces. This suggests that the
ordering at the interface is influenced by the polarity of the surface but not by the bulk structure.
The simulation profiles are compared to the experimental ones in the main paper, showing a very

good agreement on the position of the peaks.

Figure S7 and Figure S8 show top and two side views of the layering at the interface for all 4
possible configurations (ZB-A, ZB-B, WZ-A, WZ-B) at 300 K and 900 K respectively. Similarly
to the 1D profiles, the 3D densities are not particularly influenced by the solid bulk, whereas the
surface polarity noticeably changes the ordering at the interface. It should be noted that the
isocontours for Figure S7 and S8 are drawn at different values, in order to capture the maximum
information about the ordering of the interface without cluttering the view.

S3 Comparison between the experimental observations and MD simulation:

Table S3 lists the distances between the ordered liquid layers and the last crystalline solid layer at
a B-polar interface from experimental observations and MD-based simulations. The position of

each layer is determined by having a Gaussian fit to the HAADF intensities/ MD densities.
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S1: Polarity Determination for the NWs. a) and b) The NWs shown in Figure S1. The white
scale bar is 2nm. ¢) and d) Zoomed-in image for the blue and red frames from Figure Sla
and S1b. e) and f) HAADF profiles along the green arrows in Figure Slc and Sld,

demonstrating that the NWs in these figures are of A and B-polarity, respectively.
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Figure S2: details on the application of ICA on the EELS measurements. a) Atomic-
resolution annular HAADF image acquired simultaneously to the EELS map. The scale bar
shows 5 nm. b) Map of the plasmon peak energy(maximum of the peak) , moving from solid

GaAs at the top to liquid at the bottom Ga. ¢) Principal component analysis (PCA) screeplot
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of the EELS hyperspectral dataset. d) Comparison of normalized residues for MLLS fitting
based on 2 and 3 components as a function of position. The residue for the 2-component fit
drastically increases around the interface, while it stays low in that region for the 3-
component fit. The liquid Ga and solid GaAs regions are denoted by transparent blue and
red areas, while the area around the interface is demonstrated by transparent green color. )
Normalized contribution coefficients (loading) of the 3 ICA components as a function of
position. The same coloring as Figure S2c is used to show the three regions constructing the
EELS map. f) Comparison of the EELS responses from the ordered liquid Ga (third

component in the ICA analysis) on A and B-polar interfaces.
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Figure S3: The cumulative probability distribution of the errors for the training and test set

for both forces and energies.
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Figure S4: A snapshot from a simulation, depicting the geometry used for all of the ZB
simulations presented in the paper and in the SM. For wurtzite simulations we have

exchanged the solid part with an equal number of Ga and As atoms, changing the unit cell

to WZ.
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Figure S5: The energy predicted by the NNP vs the energy computed with DFT for a multiple
time stepping MD run. This comparison let us see the quality of the NNP predictions for
structures generated during a simulation, thus outside of the training/validation set. The
similarity between NNP and DFT also hints at the fact that the structures generated during

the simulations are physically reasonable.
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Figure S6: The density of atoms along the normalized z-axis for both ZB and WZ at 300 K.

The two curves seem to behave rather similarly, while the difference between the A and B

surface is much more evident.
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Figure S7: Isocontours of the Ga atom density at 300 K, showing ordering at the liquid-
Ga/GaAs interface - corresponding to density rho=0.175 Bohr-3 (opaque) and rho=0.09
Bohr-3 (translucent). As and Ga atoms are drawn respectively in blue and red. Objects further
from the viewer are represented with less contrast as a depth cue. Views along [1 1 1] (left),
[11 0] (center), and [1 T 2] (right) are presented for both polarities and bulk solid structures,

as indicated in the inset.
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Figure S8: Isocontours of the Ga atom density at 900 K, showing ordering at the liquid-

FR R
00!

Ga/GaAs interface - corresponding to density rho=0.11 Bohr-3 (opaque) and rho=0.06 Bohr-
3 (translucent). As and Ga atoms are drawn respectively in blue and red. Objects further from
the viewer are represented with less contrast as a depth cue. Views along [1 1 1] (left) and
[11 0] (center), and [1 T 2] (right) are presented for both polarities and bulk solid structures,

as indicated in the inset.
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Table S1: The list of symmetry functions chosen using CUR selection out of a bigger initial

set, comprised of SFs with different cut-offs, 7 and 7.

Atom 1 Atom 2 n Ts re Atom 1 Atom 2 n s re
As 0.1239 0.000 8 As 0.1239 0.000 8
As 0.0156 0.000 8 As 0.0156 0.000 8
As 0.0541 0.000 8 Ga 0.1239 0.000 8
Ga 0.1239 0.000 8 As 0.0358 0.000 8
Ga 0.0156 0.000 8 As 0.0819 0.000 8
As 0.0819 0.000 8 Ga 0.0156 0.000 8
Ga 0.0358 0.000 8 Ga 0.0358 0.000 8
As 0.0069 0.000 12 As 0.0069 0.000 12
Ga 0.0819 0.000 8 Ga 0.0819 0.000 8
As 0.0586 11.869 16 As 0.0586 11.869 16
As 0.1065 8.805 16 As 0.1065 8.805 16
Ga 0.0069 0.000 12 Ga 0.0069 0.000 12
As 0.0039 0.000 16 As 0.0039 0.000 16

A5 As 0.0375 14.837 20 &g As 0.0375 14.837 20
As 0.0682 11.006 20 As 0.0682 11.006 20
As 0.1239 8.165 20 As 0.1239 8.165 20
Ga 0.0586 11.869 16 Ga 0.0586 11.869 16
Ga 0.1065 8.805 16 Ga 0.1065 8.805 16
As 0.0025 0.000 20 As 0.0025 0.000 20
As 0.0364 0.000 12 As 0.0364 0.000 12
Ga 0.0039 0.000 16 Ga 0.0039 0.000 16
Ga 0.0375 14.837 20 Ga 0.0375 14.837 20
Ga 0.0682 11.006 20 Ga 0.0682 11.006 20
Ga 0.1239 8.165 20 Ga 0.1239 8.165 20
Ga 0.0025 0.000 20 Ga 0.0025 0.000 20
Ga 0.0364 0.000 12 Ga 0.0364 0.000 12
As 0.0083 0.000 20 As 0.0083 0.000 20
Ga 0.0083 0.000 20 Ga 0.0083 0.000 20

Table S2: The list of symmetry functions chosen using the CUR selection of a bigger

initial set, comprised of SFs with different cut-offs, 7 and {.
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Atom1  Atom2  Atom 3
As As
As As
Ga As
Ga As
As As
As As
Ga Ga
As As
Ga As
As As
As As
Ga As
Ga As
Ga Ga
Ga As
As As
As As
As As

As As As
Ga As
Ga As
Ga Ga
Ga As
Ga As
As As
Ga Ga
Ga As
Ga As
Ga Ga
Ga Ga
Ga Ga
Ga As
Ga Ga
Ga Ga
Ga Ga
Ga Ga

Table S3. The distances of ordered liquid layers from the last crystalline layer (nm) for a B

n A
0.0156 1
0.0156 -1
0.0156 1
0.0156 1
0.0069 -1
0.0069 1
0.0156 -1
0.0069 1
0.0156 -1
0.0156 1
0.0069 -1
0.0069 -1
0.0069 1
0.0156 1
0.0069 -1
0.0159 -1
0.0159 1
0.0159 -1
0.0241 1
0.0069 1
0.0159 1
0.0069 -1
0.0159 -1
0.0105 -1
0.0105 1
0.0069 .
0.0241 1
0.0241 -1
0.0069 -1
0.0159 -1
0.0069 1
0.0364 i
0.0159 -1
0.0159 1
0.0241 3
0.0364 -1

NS Do dahalN-=258ao0880a200080a0R0-308200045585800aa

e Atom 1

Atom 2 Atom 3 n
As As 0.0156
As As 0.0156
Ga As 0.0156
Ga As 0.0156
As As 0.0156
As As 0.0069
As As 0.0069
As As 0.0069
As As 0.0069
Ga Ga 0.0156
As As 0.0069
As As 0.0159
Ga As 0.0069
Ga As 0.0069
As As 0.0159
Ga As 0.0156
As As 0.0159
Ga Ga 0.0156
As As 0.0241
Ga As 0.0069
As As 0.0364
Ga As 0.0069
As As 0.0105
Ga Ga 0.0069
Ga Ga 0.0069
Ga As 0.0159
Ga As 0.0159
Ga As 0.0159
Ga As 0.0241
Ga Ga 0.0069
Ga Ga 0.0069
Ga As 0.0364
Ga Ga 0.0159
Ga Ga 0.0159
Ga Ga 0.0159
Ga Ga 0.0241

'
N N I I L ST JE I TG P g PN PN O N N N N P N COF N - S P PN
©

polar interface from experimental observations and MD simulations

1% ordered

2" ordered

3 ordered layer

4™ ordered layer

layer layer
HAADF image 0263 0.578 0.802 1014
Simulations 0.264 0.576 0.799 1.013
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I opendix B: Unpublished

Experimental Results

In this section, some unpublished experimental data on Zn; P, thin films are presented.

First, we start by providing the PL spectra of three samples with varying composions grown on p-type
InP substrate. These samples are grown with identical parameters, excpet for the degassing time at
580°C and all have monocrystalline structures. Table B 2 shows the degassing time and the composition
of these samples as measured by STEM-EDX. The reason for the differences in the compositions is not
known at this point. The PL measurements are conducted at 12K and using a 488 nm laser.

Table B 2 : the degassing time and composition of the three simples studied by PL.

Degassing time at 580 °C (min) Zn/P
30 1.75
60 1.51
75 1.94

The data has been corrected for the responsivity of the spectrometer. Figure B 1 show the PL spectra of
the three sample measured with the laser power of 9 mW. The three samples exhibit very strong
emission at sub-1.3eV energies, down to the detection limit of the silicon detector. This emission is
hypothesized to originate from defect transitions. The different emission between the three samples is
likely attributable to different defect concentrations owing the the variations in growth conditions.

Wavelength [nm]
1000 950 900 850 800

Zn/P 1.51
Zn/P 1.75
Zn/P 1.94

W 0 N

Intensity [arb. u.]

N

- T T T L T L T T
120 125 130 135 140 145 150 155 160
Energy [eV]

Figure B 1 : the PL spectra of three samples with different stoichiometries measured at 12K with the 488
laser and the laser power of 9 mIW/.
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The composition of the sample with Zn/P = 1.51 is very close to the stochimetric ratio of Zn;P, at
1.5 and its PL peaks around 1.52 eV are consistent with transitions across the direct bandgap, but the
splitting of the peak is unexpected and still unexplained. For the other samples, despite the
monocrystalline structure of the films, the peak at 1.52 eV is not observed, which could be explaianed
by the non-stochiometric composition of these films.In order to further investigate the properties of
these thin films, Raman spectroscopy at 12 K with 9 mW power is conducted. Figure B 2 shows the
comparision between the three samples and the shifts in the intensity of Raman peaks according to the
composition. While for there is a clear pattern of the change in the intensity of each peaks as a function
of composition, the reason for this behavior is not known yet and is under study.

———2Zn/P =1.51
Zn/P =1.75

l ‘ ——2Zn/P =1.94

Intensity (arb. units)

| Dy mE e

50 100 150 200 250 300 350  40C
Raman shift (cm™)

I

Zn-dominated P-dominated
vibrations vibrations

Figure B 2. The change in the intensity of Raman peaks for three monocrystalline thin films with different
stoichiometries.

The PL and Raman measurements presented in this section are conducted by Elias Zsolt Stutz while the
EDX measurements are done by Santhanu Panikar Ramanandan. In addition, Mirjana Dimitrievska has
helped with the analysis. In addition to these measurements, EELS and Terahertz spectroscopy are being
used to further understand the different aspects of Zn; P, thin films.
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