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Abstract

Fluorescence lifetime imaging microscopy (FLIM) is an imaging modality often used to monitor biochemical
properties of a cell or a tissue. In addition to conventional fluorescence microscopy features, such as selective
labeling and non-invasiveness, FLIM enables high background rejection and insensitivity to fluorophore con-
centration, tissue thickness and photobleaching. In this context, the phasor method has recently gained pop-
ularity in FLIM owing to its simple arithmetic operations and graphical representation. However, its widefield
implementation has been mostly limited to systems that are expensive, fragile, or of limited flexibility.

This thesis aims to overcome these challenges using SPAD technology by exploiting its single-photon sensi-
tivity and CMOS integration capability. To achieve this goal, two large-format time-resolved SPAD imagers
were designed. Time gating was selected over time-stamping due to simpler pixel implementation and higher
photon-count rates, along with high spatial resolution. Of the two imagers, the first, SwissSPAD2, employs a
512x512 SPAD array, which generates photon-counting binary frames at up to 97,700 frames-per-second.
SwissSPAD?2 features a single time gate, which can reach a minimum width of 10.8 ns separated by steps of
17.9 ps. The SPAD in each pixel achieves one of the best photon detection probabilities (up to ~50% at 520
nm) and dark count rates (median of 7.5 cps) among current standard CMOS SPADs. The pixel native fill factor
is 10.5%; microlenses were deposited on the pixel array achieving a concentration factor of up to 4.2 at the
optimal photon angle of incidence. This resulted in an effective fill factor of 44.1%. The second imager,
SwissSPAD3, comprises 500x500 SPAD pixels. Each pixel exploits two contiguous parallel time gates, allowing
100% duty cycle. It also has a minimum gate width of 1 ns, which, to the best of our knowledge, is the lowest
gate width achieved by a large-format SPAD imager to date. The microlensed version of SwissSPAD3 is also
available; its characterization is expected to yield similar concentration factors as for SwissSPAD2.

Using SwissSPAD2, widefield phasor-FLIM was demonstrated with a time-gated large-format SPAD imager
for the first time. It was shown that the camera is able to distinguish two single-exponential lifetimes with
1.4 ns difference using as low as 16 gate positions, corresponding to an equivalent acquisition frame rate of
12.1 fps. Moreover, FLIM-FRET analysis capabilities were validated by a double-exponential mixture analysis.
In this experiment, the relation between the phasor ratios of five mixtures of two single-exponential fluores-
cence dyes and their respective volume fractions were consistent with expectations. The photon economy
was found to be mainly determined by the overall temporal resolution of the photon time of arrival, and is
largely independent of the detected photon count. This finding indicates that the gate width does not pose
a fundamental limitation to the minimum detectable lifetime, allowing the estimation and separation of life-
times that are much shorter than the gate width.

This thesis demonstrates that time-gated SPAD imagers are competitive detectors for widefield FLIM. Future
steps, such as integrated data processing, pixel pitch miniaturization, increased number of shorter gate chan-
nels, and microlens optimization are expected to further exploit the potential of SPAD technology.

Keywords: single-photon avalanche diode, SPAD, fluorescence lifetime imaging microscopy, FLIM, phasor
analysis, time gating, time-resolved, image sensor, widefield, CMOS.






Sunto

L'imaging del tempo di vita in fluorescenza (FLIM) & una tecnica di microscopia molecolare spesso usata per
monitorare le proprieta biochimiche di una cellula o di un tessuto. Oltre alle caratteristiche della semplice
microscopia a fluorescenza i vantaggi del FLIM includono un'elevata reiezione di fondo e l'insensibilita alla
concentrazione di fluorofori, allo spessore del tessuto e al photobleaching. In questo contesto, il metodo
phasor ha recentemente raggiunto una certa notorieta nella comunita di utenti FLIM grazie alle sue semplici
operazioni aritmetiche e alla rappresentazione grafica. Tuttavia, la sua implementazione ad ampio campo e
stata per lo piu limitata a sistemi dove i flussi di fotoni sono limitati o sensori con sensibilita a singolo fotone
limitata.

Questa tesi mira a superare queste limitazioni sfruttando la sensibilita degli SPAD e I'integrazione CMOS. Per
raggiungere questo obiettivo, sono stati progettati due imager di grande formato con alta risoluzione
temporale. Un otturatore elettronico o gate temporale é stato scelto piuttosto che un convenzionale time
stamping a causa dell'implementazione piu semplice dei pixel e dei tassi di conteggio dei fotoni piu alti,
insieme all'alta risoluzione spaziale. Il primo imager, SwissSPAD2, impiega una matrice SPAD di 512x512 pixel,
che genera fotogrammi binari fino a 97.700 fotogrammi al secondo. SwissSPAD2 dispone di un singolo gate
temporale, che puo raggiungere una durata minima di 10,8 ns ed & posizionabile a passi di 17,9 ps. Lo SPAD
in ogni pixel raggiunge una delle migliori combinazioni di probabilita di rivelazione di fotoni (fino al ~50%) e
rumore in oscurita (mediana di 7,5 cps) tra gli SPAD CMOS standard. Il fattore di riempimento nativo dei pixel
e del 10,5%; sono state depositate microlenti sull'array di pixel ottenendo un fattore di concentrazione fino
a 4,2 (all'angolo di incidenza ottimale dei fotoni). Questo ha portato ad un fattore di riempimento effettivo
del 44,1%. Il secondo imager, SwissSPAD3, comprende 500x500 pixel SPAD. Ogni pixel sfrutta due gate
temporali paralleli contigui, permettendo un duty cycle del 100%. Ha anche una durata minima di gate di 1
ns, che, a nostra conoscenza, & la pil bassa mai raggiunta finora da un imager SPAD di grande formato. E
disponibile anche la versione con microlenti di SwissSPAD3; la sua caratterizzazione dovrebbe dare fattori di
concentrazione pari a quelli di SwissSPAD2.

Usando SwissSPAD2, é stato dimostrato il phasor-FLIM ad ampio campo con un imager SPAD di grande
formato provvisto di gate temporale. La camera € in grado di distinguere due tempi di vita mono-esponenziali
con una differenza di 1,4 ns usando solo 16 posizioni di gate, corrispondenti ad un’acquisizione di 12,1 fps.
Inoltre, la capacita d’analisi FLIM-FRET e stata convalidata da un'analisi della miscela doppio-esponenziale. In
guesto esperimento, la relazione tra i rapporti di phasor di cinque miscele di due coloranti a fluorescenza
mono-esponenziale e le loro rispettive frazioni di volume erano coerenti con i modelli teorici. Si & scoperto
che I'economia dei fotoni & determinata principalmente dalla risoluzione temporale complessiva del tempo
di arrivo dei fotoni ed & ampiamente indipendente dal conteggio dei fotoni rilevati. Questa scoperta indica
che la larghezza del gate non pone una limitazione fondamentale al tempo di vita minimo rilevabile,
permettendo la stima e la separazione di tempi di vita molto piu brevi della larghezza del gate.

Questa tesi dimostra che gli imager SPAD provvisti di gate temporali sono ottimi candidati per il FLIM ad
ampio campo. In futuro si prevede di integrare l'elaborazione dei dati, la miniaturizzazione dei pixel,
I'aumento del numero di canali di gate piu corti e I'ottimizzazione delle microlenti.
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Parole chiave: diodo fotorivelatore a singolo fotone, SPAD, I'imaging del tempo di vita in fluorescenza, FLIM,
analisi phasor, gate temporale, a risoluzione temporale, sensore d'immagine / imager, ampio campo, CMOS.
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Chapter 1 Introduction

1.1  Time-resolved imaging and applications

Time-resolved imaging is a technique used in a wide range of scientific and commercial applications. By de-
tecting the time of arrival of photons, or the number of photons in a given time window, this method allows
the extraction of various parameters about the scene or target object [1]. By performing these photon opera-
tions on multiple pixels, one can build a map of the times of arrival or time-gated counts on photons impinging
the image plane [2]. In its early days, time-resolved imaging was performed using complex setups that em-
ployed either multiple sensors [3], structured illumination patterns [4], or frequency modulation of the light
or the detector [5]. Aside from the complexity of the systems, these methods were also suffering from defi-
ciencies in sensitivity, accuracy and computational power. For these reasons, time-resolved imaging remained
confined to scientific applications with limited commercial use. The development of pulsed lasers with sub-ns
pulse widths, the emergence of scalable single-photon detectors, and the improvements of speed of operation
through integration resulted in an increase in the performance and a decrease in the complexity of time-re-
solved systems.

Until recently, the only available hardware for time-resolved imaging were single-channel detectors, such as
photomultiplier tubes (PMT) [6]. While achieving excellent temporal resolution, down to tens of picoseconds,
these detectors had to be scanned across a scene to construct an image. For applications targeting high-spa-
tial-resolution imaging, scanning was not the optimal solution due to its global photon count rate limitation
and its demand for higher illumination levels to achieve a given detected photon count rate per pixel. To over-
come these problems, the development of time-resolved image sensors that do not require scanning became
a necessity. The first generation of these sensors was designed by either adding position sensitivity to a single-
channel detector [7] or by modulating the sensitivity of conventional image sensors with image intensifiers
[8]. The former approach still did not address the speed problem, whereas the latter was not suitable for
applications which required both single-photon sensitivity and high dynamic range. In the time-resolved image
sensors available today, both of these issues have been solved: single-photon sensitivity has been achieved in
several time-resolved image sensor technologies and photon timing capability is available at the single pixel
level. In light of this evolution, time-resolved image sensors are increasingly replacing single-channel detectors
in various applications [9, 10].

Time-of-flight (ToF) imaging is one of the major techniques for which time-resolved imaging is essential. In this
technique, the travel time of a photon from a source to the scene and back to the detector is used to extract
the distance of the scene from the detector. Light detection and ranging (LiDAR), a method that is based on
ToF, is currently very popular in a variety of applications including automotive [11], robotics [12] and space
technology [13]. A different technique that depends on ToF is non-line-of-sight (NLOS) imaging. In this method,
the depth map of a scene outside the line of sight of the sensor is reconstructed from the timing information
and location of the photons arriving from the scene to the detector after being reflected by intermediate
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objects. NLOS imaging could have a disruptive impact for applications such as robotic vision, medical imaging
and automotive safety [14].

The timing of photons can provide valuable information in life sciences as well. In fluorescence lifetime imaging
microscopy (FLIM), the statistical distribution of the timing response of fluorescent molecules can allow the
extraction of a wealth of information, including oxygen concentration, ion concentration and pH of the envi-
ronment where a fluorescent molecule is [15, 16, 17, 18, 19, 20]. It can also be useful for the detection of
cancerous cells through changes in the fluorescence timing response of certain markers. FLIM-FRET (Forster
resonance energy transfer) imaging is a branch of FLIM that allows for the monitoring of interactions between
molecules (e.g. proteins) at distances far below the diffraction limit [21]. FRET can also be employed in the
detection of conformational changes of certain molecules in a non-destructive way [21]. This technique is a
valuable tool for different areas of cancer research, such as anti-cancer drug delivery monitoring [21]. In pos-
itron emission tomography (PET), the position of a radioactive tracer inside the human body can be monitored
by detecting the time of arrival of two gamma photons that are simultaneously emitted in opposite directions
by the annihilation of an electron and a positron. This detection uses luminescence and scintillators (hence
PMTs or silicon photomultiplier). Based on this principle, PET provides a comprehensive 3D map of metabolic
activity, which is particularly useful in mapping the spread of cancer [22].

In some optical modalities, time-resolved imaging can be used to improve their information content. Near-
infrared optical tomography (NIROT) aims to obtain vital information about a biological tissue such as oxygen-
ation by measuring the absorption and scattering characteristics of light at multiple wavelengths [23]. In NI-
ROT, time-resolved imaging offers two advantages. Firstly, it facilitates the separation of absorption and scat-
tering effects, since they influence the time-of-flight distribution in different ways (intensity attenuation and
broadening of timing distribution, respectively). Secondly, it allows the analysis of deep tissue by selecting
only the late photons in the ToF distribution [24]. Another application that can use temporal information for
enhanced capabilities is Raman spectroscopy. This method aims to measure chemical properties of molecules
by observing the intensity distribution of Raman scattering in a spectrum of wavelengths [25]. In Raman spec-
troscopy, time-resolved imaging can be used to suppress unwanted signal, such as fluorescence [26], resulting
in an increase of the signal-to-noise ratio (SNR).

Time-resolved imaging is also a required feature for correlation measurements. The correlation function of
the inter-arrival times of a sequence of photons can be constructed by exploiting high frame rates. Correlation
is used in multiple applications. In fluorescence correlation spectroscopy (FCS), for example, the fluctuations
in fluorescence intensity over time are observed to obtain characteristic information, such as molecular con-
centration and diffusion coefficients [15, 27]. Similarly, cross-correlation measurements can be used for quan-
tum imaging applications, like ghost imaging [28] and quantum image distillation [29].

1.2 FLIM overview

Fluorescence microscopy is an imaging technique that is extensively used in life sciences. Its advantages in-
clude the ability to provide high contrast and to selectively label the features of interest. Among the different
fluorescence imaging modalities, FLIM recently gained popularity by enabling the analysis of chemical and
biochemical properties of proteins with insensitivity to variations in the fluorescence intensity [30, 17, 31].

The main goal of FLIM is to measure the fluorescence lifetime, or lifetimes, of molecules. While each fluoro-
phore has a characteristic lifetime, such lifetime varies with the biochemical environment around the
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fluorophore. Fluorescence lifetime is a measure of the average delay between excitation and emission of a
fluorophore, which in general is distributed exponentially. The causes of this variation can be understood from
the Jablonski diagram, where the excitation and de-excitation processes in a fluorophore are schematically
illustrated [32, 33] (Figure 1:1). When a fluorophore absorbs a photon, it is promoted from the ground state
(S0) to the first singlet state (S1). After the absorption, the molecule retains this extra energy for a certain
time before undergoing de-excitation and thus returning to its ground state. For each molecule, there are
several alternative mechanisms for de-excitation, each of which occur at a specific rate. Firstly, the energy
drops within a state from its initial vibrational level after the excitation to the lowest vibrational level. This
non-radiative process, called vibrational relaxation, occurs in picoseconds. After remaining in the lowest vi-
brational level of the S1 state for a random duration, the molecule returns to the ground state through photon
emission (fluorescence) or non-radiative relaxation. The magnitude of the energy loss during this inter-state
relaxation depends on the vibrational level of the molecule at the end of this process. In the case of fluores-
cence, this variation results in a spectrum of emission wavelengths. Finally, if the energy of the molecule is still
at a higher vibrational level, it drops to the ground state through another vibrational relaxation process. Due
to the non-radiative energy loss during vibrational relaxation, the wavelength of the emitted photon during
fluorescence is mostly higher than the wavelength of the absorbed photon. This effect, named Stokes’ shift, is
exploited to filter out the excitation light before it reaches the detector.
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Figure 1:1 Jablonski diagram showing the excitation and de-excitation processes of a fluorescent molecule [32, 33]. Adapted from [32].

The statistical distribution of the delay t between the absorption and the emission results in a single-exponen-
tial decay model for the recorded emission intensity, given by

I(t) = Ipe 7, (1.1)

where [ is the emission intensity at t = 0 and 7 is the time constant of the decay. The time constant t of this
equation defines the fluorescence lifetime. The lifetime is determined by the rates of all possible relaxation
processes, including all radiative and non-radiative mechanisms. The relation between lifetime and de-excita-
tion rates k; of multiple processes is expressed as

1

_ <zi1k">_ , (1.2)

where k; is the decay rate of the relaxation process i, and N is the number of possible relaxation processes.
The rates of these processes may be influenced by various chemical and biochemical factors such as oxygen
level, pH and ion concentration in the environment, which are key indicators of the cellular functionality. As a
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consequence, any variation in these indicators changes the lifetime of fluorophores located in the environ-
ment. As T is independent of I in Equation (1.1), the lifetime is independent of the emission intensity. Addi-
tionally, any uncorrelated background signal is time-independent; thus, it appears as a constant baseline su-
perimposed to the decay, which does not affect lifetime. This factor is an important feature of FLIM that facil-
itates uncorrelated background suppression.

Most biologically relevant fluorophores exhibit multi-exponential decays, in which the emission response is
expressed by the sum of multiple exponential decay functions [34]:

I(t) = Z Io(D)e~t/m, (1.3)
i=1

A common biological mechanism causing the multiexponential decay responses is the reduction of the lifetime
by collisional quenching [35]. Multiexponential behavior can also be observed in a measurement if separate
fluorophores with different lifetimes are detected by the same pixel in the image due to their proximity. Unlike
in a single-exponential decay, the relative intensity coefficients of the decay components, I, (i), affect the
overall timing characteristics of multiexponential decays. These coefficients can be influenced by various pa-
rameters. The first parameter is quantum yield, which indicates the percentage of absorbed photons that are
followed by emission. The second parameter is the concentration ratio of the different fluorescent compo-
nents, which can be different fluorescent molecules or the parts of the same molecule. Irrespective of the
physical phenomena behind this behavior, the multiexponential nature of the sample increases the complexity
of lifetime analysis.

1.2.1 Forster resonance energy transfer (FRET)

A popular FLIM application is FRET analysis. FRET is a non-radiative energy transfer between two fluorophores
that are separated by nanometer-level distance. When two fluorophores, also called “donor” and “acceptor”,
with different lifetimes undergo FRET, this adds a new de-excitation path to the donor, the fluorophore which
sends the energy, thereby reducing its fluorescence lifetime.

The parameter that determines the change in lifetime due to FRET is the FRET efficiency (E), which indicates
the quantum yield of this energy transfer process. The relation between FRET efficiency and donor-acceptor
distance (r) is given by

1
1+(RL0)6’ (1.4)

where Ry is the Forster radius, defined as the distance at which the FRET efficiency is 50% [36]. This equation
shows that the probability of FRET is inversely proportional to the sixth power of the distance. As a conse-
guence, the lifetime is extremely sensitive to changes in the distance between the fluorophores. Aside from
distance, lifetime is also sensitive to the orientation of the fluorophores, due to the dependence of the Forster
distance on a parameter called dipole orientation factor appearing in the expression of the Forster radius [37].
The dependence on distance and orientation allows the detection of changes in the geometry of the protein
binding sites via FLIM-FRET, which would otherwise not be possible using conventional imaging techniques as
the sizes of these proteins are below the diffraction limit.
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1.2.2 Confocal vs. widefield FLIM

FLIM can be performed in one of two alternative microscopy geometries: confocal (scanning) and widefield
microscopy. The concepts of these two techniques are illustrated in Figure 1:2 [38]. In confocal microscopy
(Figure 1:2(a)), the excitation light is concentrated on a single spot in the sample and the emission light gen-
erated by the excited spot is collected by a single-channel detector. An image of an area in the sample is
acquired by scanning the position of the excitation beam across the sample and collecting the emission signal
of each point by the detector in a sequential fashion. To filter the out-of-focus emission light, a pinhole is
located on the focal point of the tube lens in front of the detector. The focusing of the excitation light on a
single point and the presence of the pinhole result in low depth of field (DOF), which is defined as the distance
between the nearest and farthest depths at which the image of an object on a given image plane is “in focus”.
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Figure 1:2 Schematic of (a) confocal and (b) widefield microscopy. Adapted from [38]. The confocal microscopy setup illustrated in (a) is a sample-
scanning one, in which the sample is scanned along the x,y and z axes. The red dot on the object focal plane is the point in the sample that is captured
by the detector.

The application of confocal microscopy in FLIM was presented for the first time in the 1980s by making minor
modifications to a standard confocal microscope setup [39]. A standard confocal FLIM setup uses a photomul-
tiplier tube (PMT) or a single-photon avalanche diode (SPAD) as the detector, although hybrid detectors [40]
and superconducting nanowire single-photon detectors (SNSPDs) [41] are also gaining popularity for improved
photon count rate and timing resolution. For timing of the detected photons, they employ either a time-to-
amplitude-converter (TAC) or a time-to-digital converter (TDC). The timing resolution of PMTs and SNSPDs can
reach around 30 ps [35] and 3 ps [41], respectively. While the timing performance of TDCs depends on various
design constraints, they also can achieve down to less than 1 ps resolution [42, 43].
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Confocal microscopy offers several advantages for FLIM. The need for only one single-channel detector as
opposed to an imager allows the use of detectors with very high timing resolution; overall system jitter below
100 ps is widely available in these setups [44]. Also, its low DOF enables the optical sectioning of the sample
and suppresses out-of-focus background noise. On the other hand, confocal microscopy introduces a trade-
off between speed (frame rate), excitation intensity and spatial resolution in the final image. Firstly, the cur-
rently available scanning mechanisms have fundamental limits in either the speed or the scanning area [18].
Secondly, the acquisition of sufficient statistics from a pixel becomes more difficult as the dwell time de-
creases. This difficulty arises from the maximum allowed excitation intensity without significant photobleach-
ing [7, 45] and the maximum photon count rate of the detectors and timing electronics [20]. When the dead
time of the system is exceeded, for instance in the cases where multiple photons are emitted per pulse, the
underestimation of the photon counts at large delays lowers the accuracy of the measured lifetime, an effect
also called “pile-up” [46]. Despite this trade-off, in general, confocal microscopy is the technique that offers
the best SNR and accuracy for experiments without strict frame rate or spatial resolution requirements.

In some applications of FLIM, however, the primary goal is to analyze a large field of view, and fast data acqui-
sition is more important than achieving the highest accuracy and precision. For instance, when FLIM is used
for blood oxygenation detection [47], the primary requirement is to distinguish two lifetimes with sufficient
contrast at video-rate (25-30 fps). Additionally, in some in vivo diagnostic applications, such as endoscopic
FLIM, it is highly preferred to use a detector that does not require scanning due to physical limitations [48].
Confocal FLIM does not offer the optimal solution for these applications. Finally, particularly in imaging with
high spatial resolution, scanning requires high excitation power due to the low ratio between the dwell time
of a pixel and the frame acquisition duration. This results in an elevated risk of photobleaching for some bio-
logical samples [45]. To address the shortcomings of confocal FLIM, widefield FLIM was introduced as an al-
ternative choice. Widefield microscopy, illustrated in Figure 1:2(b), illuminates the entire sample area simul-
taneously, allowing the detection of the emitted signal in the entire field of view in parallel. In this approach,
the excitation beam is collimated by the objective lens and transmitted to the sample with normal incidence
uniformly. This collimation is achieved by focusing the excitation beam on the back focal plane of the objective
lens. The emitted light from the sample, which is located on the focal plane of the objective, is collimated by
the objective lens and refocused to the image sensor which is located on the focal plane of the tube lens.

Widefield FLIM is generally more compatible with high-speed data acquisition at high spatial resolution than
confocal FLIM. When implemented in combination with an image sensor, widefield FLIM enables one to
achieve a global photon count rate that scales with the number of pixels, to a certain degree. The bottleneck
is the data transfer rate of the sensor. The global photon count rate, GCR of a widefield microscope is ex-
pressed as a function of local (pixel) photon count rate LCR and number of pixels N as

GCR =LCR X N, (1.5)
whereas the GCR of a confocal microscope is given by
GCR = LCR. (1.6)

According to Equations (1.5) and (1.6), for a pair of widefield and confocal systems whose LCR are limited by
the dead time of the photodiode, the GCR of the widefield system is significantly higher at high spatial reso-
lution. Conversely, when the GCR of the two systems are equal due to a common throughput limitation of the
readout network, the widefield system can reach the maximum GCR at a substantially lower LCR. This
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capability brings two advantages. Firstly, it reduces the required excitation light power, resulting in lower risk
of photobleaching [45]. Secondly, it makes the widefield system less susceptible to afterpulsing, since lower
LCR corresponds to larger photon inter-arrival times.

The most important characteristic disadvantage of widefield microscopy is the relatively inferior DOF. In mi-
croscopy, lower DOF is often preferred as it allows the suppression of the signal coming from outside the
target object plane, thereby allowing z-sectioning with a finer resolution. The primary factor that determines
the DOF of a microscope is its axial (z-axis) resolution. Therefore, a brief discussion of lateral and axial resolu-
tion of a microscope is necessary to understand the difference of DOF in confocal and widefield microscopes.

The lateral and axial resolution of a microscope are mainly determined by the properties of its point spread
function (PSF), which is defined as the response of the microscope to a point light source. The two main factors
that determine PSF in a microscope are diffraction and aberration. Diffraction is defined as the bending of light
waves when they travel through a narrow aperture, and aberration is defined as the spread of a focused light
source by a lens due to its properties, such as curvature and refractive index. The microscopes with diffraction-
limited objectives produce a PSF in the form of an Airy pattern.

Although various criteria are used to define resolution, one of the most common definitions is Rayleigh’s cri-
terion, which considers two points as “resolved” if their minimum distance is equal to the distance between
the center and the first destructive interference band in the Airy pattern [49]. For widefield microscopes, the
Rayleigh criterion for lateral and axial resolution is given by [50]

A
ny =0.61 m, (17)
and
An
R, = ZW' (1.8)

respectively, where A is the light wavelength, n is the refractive index of the medium and NA is the numerical
aperture. NA is determined by the maximum angle of the light cone that the objective lens can accept from a
point object, and is expressed as

NA =nsin0, (1.9)

where n is the refractive index of the medium where the lens is placed (n = 1 for air, n = 1.3 for water and
n = 1.51 for immersion oil), and 8 is the maximum half-angle of the light cone.

In confocal microscopes, the width of the PSF is smaller than a widefield microscope, both laterally and axially.
The reason for this is that unlike widefield microscopy where the sample is illuminated with uniformly distrib-
uted light, the illumination pattern of the sample is already in the form of a PSF in a confocal microscope.
Therefore, after the emission light passes through the objective, the resulting PSF at the image plane is equiv-
alent to the product of the PSF of the objective with itself at each x and y point, expressed as

PSFconfocal(x,y) = PSFobj(x,y) X PSFobj(x,y)' (1-10)

which results in a narrower shape compared to widefield microscopy, as shown in Figure 1:3 [51].
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Figure 1:3 Point spread function (PSF) of a widefield (left) and confocal (right) microscope [51].

Considering the narrower PSF, the Rayleigh criterion for confocal microscopes for lateral and axial resolution
can be rewritten as

A
Ryy = 0447, (1.11)
and
An
RZ = 1.5 W, (1-12)

respectively [52], which correspond to 28% improvement in lateral resolution and 25% improvement in axial
resolution compared to widefield microscopy.

In addition to having wider DOF, a second potential disadvantage of widefield FLIM is an overall sensitivity
reduction due to the limited fill factor (ratio of photosensitive to total pixel area) for some of the detector
technologies, including SPAD arrays. As in widefield microscopy if the image of the entire scene is projected
on a detector with multiple pixels, any photo-insensitive part of the pixel area of the detector leads to missed
photons, thereby reducing the fill factor unless compensated by employing microlenses for example. On the
other hand, in confocal microscopy, the entire emission signal can be focused on the photon-sensitive part of
the single-pixel detector, enabling 100% fill factor. Furthermore, in confocal microscopy, a wider spectrum of
sensitivity can be reached by replacing silicon detectors with other materials. Due to their incompatibility with
the monolithic integration of circuit electronics, these materials are not suitable for widefield microscopy un-
less 3D integrated circuits are used.

The third potential disadvantage of widefield FLIM is related to timing resolution, which is defined as the tim-
ing precision of a single photon (not to be confused with the timing precision of the resulting lifetime meas-
urement). In confocal FLIM, the time-stamping of a photon is often performed by a TDC, which can be imple-
mented as a discrete component without significant area, power and bit depth constraints. On the other hand,
time-resolved imaging in widefield systems is performed either by gating, which characteristically has lower
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timing resolution than TDCs, or by TDCs with stricter design constraints. If the TDCs are designed with compa-
rable constraints to their confocal counterparts, it can lead to a sacrifice in maximum GCR due to the high
throughput demand, or a sacrifice in fill factor. The overall timing resolution of state-of-the-art widefield and
confocal FLIM systems with their respective trade-offs are discussed in depth with examples in Chapter 4,
Subsection 4.2.7.

Over the years, however, the characteristic limitations of both approaches have been challenged and the per-
formance gap between the two methods is de facto getting narrower. For instance, various optical sectioning
techniques were developed to overcome the depth of field inferiority of widefield microscopy. The methods
that were successfully demonstrated include structured illumination [53], spinning disk [54] and light sheet
microscopy [55]. Two-photon excitation, a depth of field enhancement technique which is conventionally used
in confocal microscopy, was also applied to widefield FLIM in [56]. The timing resolution disadvantage of wide-
field multi-channel detection systems has also been mitigated in recent works. This development is mostly
enabled by large-format SPAD sensors with in-pixel TDCs rivaling the performance of the discrete TDC blocks
of confocal systems [10, 57]. On the other hand, confocal systems are improving as well. The global photon
count rates of confocal TCSPC systems have increased owing to the improvements in dead time. With optimi-
zations in TDC design and the development of hybrid photodetectors, the overall dead time of TCSPC systems
was reduced to the nanosecond level [58]. This achievement also enabled the detection of multiple photons
per excitation pulse without large measurement accuracy errors due to pile-up. In addition, the maximum
global count rate was extended by increasing the number of detection channels.

An alternative microscopy approach consists in increasing the number of parallel illumination points in confo-
cal microscopy. This method, called multifocal FLIM, scans a large field of view faster than the conventional
confocal approach without sacrificing its characteristic performance advantages. A multifocal FLIM system
generates a 2D array of focused laser beams which is scanned across the sample with a galvanometer to gen-
erate high spatial resolution. This approach combines the advantages of confocal microscopy in depth of field
and widefield microscopy in speed. While displaying promising performance improvements in the version with
8x8 beamlet pattern [59], the scaling of this method has its own challenges. In order to avoid sacrificing speed
and increasing the photobleaching rate through high excitation power, the ratio between the number of pixels
and the number of laser beams must be kept as low as possible. However, a high number of laser spots in-
creases the spot non-uniformity, complicating the calibration and correction processes [60]. In addition, the
simultaneous detection of all laser spots requires a large-format camera, which leads to sacrifices in timing
resolution, like in widefield FLIM. For these reasons, the spatial resolution of this technique remains limited
to this date. Furthermore, this method suffers from additional practical implementation issues such as align-
ment difficulties and crosstalk between spots [15].

A second alternative microscopy approach is called image scanning microscopy (ISM), which was first pro-
posed as a way to achieve super-resolution in confocal microscopy [61], and recently was applied to FLIM [62].
In standard confocal microscopy, when the pinhole diameter is reduced below 1 Airy unit (AU), the lateral
resolution can exceed the diffraction limit of the particular wavelength, i.e. super-resolution can be achieved
[63]. However, this comes at a cost of SNR loss, as the pinhole rejects a part of the desired signal by only
partially transmitting the Airy disk. In ISM, instead of being filtered out by a pinhole, the Airy disk is projected
on a group of pixels in an image sensor, which is placed on the focal plane corresponding to the target object
z-axis. For each scanned point in the object, the responses of different detector pixels are assigned to different
pixels in the reconstructed image, in such a way that the images of multiple point objects partially overlap
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[61]. As aresult, ISM combines the SNR of a 1 AU pinhole diameter and the lateral resolution of a <1 AU pinhole
diameter, thereby eliminating the aforementioned trade-offs in standard confocal microscopy across the x, y
and z axes [64].

Despite the lateral resolution advantages compared to standard confocal microscopy, the ISM method still
suffers from the characteristic downsides of single-point scanning. Like standard confocal microscopy, the
global count rate of an ISM system is defined by Equation (1.6); it is not influenced by the number of pixels in
the frame (i.e. the number of scanned points in the sample). Therefore, it becomes more challenging to com-
pete with global photon count rates of widefield systems as the spatial resolution increases, even considering
a potential improvement in the local photon count rate resulting from a decrease in the overall dead time due
to the use of multiple pixels in the ISM detector.

1.3 Phasor approach in FLIM

In its early years, FLIM has generally suffered from low data processing speed. While the data acquisition, i.e.
the detection of sufficient photons to estimate lifetime with acceptable precision, could reach video-rate
speeds, the speed of data processing, i.e. the estimation of the lifetime from the photon time-of-arrival distri-
bution, could often not keep up. To make this technique valuable for applications demanding real-time refresh
rate, such as dynamic imaging of fast moving cells [18], dynamic changes in ion concentrations [65, 66] and
interactions between proteins [67], speed improvement was a key requirement. For this reason, the develop-
ment of fast FLIM systems has become an active field of research [18]. Concerning data acquisition, limitations
in photon count rate, sensitivity and timing resolution determined the minimum duration needed to acquire
sufficient statistics for reliable lifetime determination. Another key aspect was related to the lifetime calcula-
tion procedure starting from the acquired raw data. In early FLIM demonstrations, the least squares method
(LSM) was predominantly used to estimate lifetime [68]. This fitting-based method compares the acquired
decay profile with theoretical exponential models, and finds the best fitting model by iteratively tuning the
decay parameters. Alternatively, the maximum likelihood estimation method (MLE), which uses a different
algorithm to perform fitting, was proposed as an alternative to LSM [69]. Although MLE has outperformed
LSM under certain experimental settings, it does not offer a significant improvement in computational com-
plexity. In general, these methods are computationally expensive and unsuitable for high refresh rates, partic-
ularly in multi-exponential decay; furthermore, they require a priori information about the decay models of
the samples, which is also undesirable.

Solutions to overcome this limitation can be classified in two categories. The first category focuses on improv-
ing the computational power of the data processing hardware. For instance, in [70], high speed FLIM was
demonstrated by using GPU acceleration. On the other hand, the solutions in the second category aim to
develop alternative lifetime estimation algorithms with lower computational complexity. The novel lifetime
estimation approaches that have become popular include Laguerre expansion techniques [71], rapid lifetime
determination (RLD) [72, 73] and center of mass method (CMM) [74, 75]. However, these methods achieve
higher speed at the expense of penalties in other performance parameters, such as reduced photon economy,
which is a measure of precision of a FLIM system for a given number of detected photons, for RLD and require-
ment of short gate widths in CMM. In recent years, deep learning-based FLIM has emerged as another viable
option for fast FLIM [76]. This technique overcomes the low data processing speed by replacing the fitting
process with a novel method based on a convolutional neural network (CNN). The main relative disadvantage

10



Introduction

of this approach is the dependence of the lifetime estimation accuracy on the design of the training process
of the neural network.

The phasor method has emerged as an alternative for fast lifetime analysis, which performs the computations
using basic arithmetic operations. It also differentiates from some of the existing lifetime analysis methods by
operating without a priori information about the exponential model of the decay, which is also referred as
being model agnostic [77]. In addition, it offers a graphical representation of the lifetime distribution in a
sample. This representation is particularly useful for applications where observing the general characteristics
of the sample is more important than finding the lifetime itself, such as in cancer detection [78]. Today, the
phasor method is offered in several commercial FLIM systems for data analysis [79, 80].

A phasor is a vector in the complex plane with a magnitude m and phase ¢. These two parameters represent
the relation between the characteristics of a sinusoidal excitation and emission signal in frequency-domain
FLIM. In the complex plane, the real and imaginary parts of a phasor are represented by g and s, respectively,
as shown in Figure 1:4(a) [81]. In a typical time-correlated single-photon counting (TCSPC) system, the phasor
of a decay is calculated by
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where G is the number of bins, I is the intensity of the bin k, f is the phasor frequency, and tj, is the time
delay representing the particular bin, also called the nanotime of the bin. The coordinates of the average decay
phasor, gavg and sqyg, are equal to the average of the coordinates of each bin, g, and sy, weighted by the
photon count of the corresponding bin, I, as shown in
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For single exponential decays, g4,4 and sg,4 are located on a semicircle in the first quadrant on the complex
plane, called the universal semicircle. On the universal semicircle, the phasors of longer lifetimes are closer to
the origin than the shorter lifetimes. The phase lifetime of a single-exponential decay is described by [7, 77]

1 saug>
= _ (1.16)
an <gavg

Unlike conventional fitting algorithms, this calculation only consists of simple arithmetic operations, thereby

making it suitable for fast data analysis. The phasors of multi-exponential decays, on the other hand, are lo-
cated inside the universal semicircle, between the phasors of its single-exponential components. In the case
of a double-exponential lifetime, the phasor is on the line segment between its two components, each of
which is on the semicircle. The relative concentrations of the single-exponential phasor components, also
called the phasor ratio (r), can be calculated from the ratio of the lengths of the line segments between the
measured phasor and its two components, given by
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dp

=— 1.17
d, +d,’ ( )

T
where 1 is the phasor ratio of component 1, and d; and d, are the lengths of the line segments between the
mixture phasor and the components 1 and 2, respectively. The relation between the phasors of a mixture and
its components is illustrated in Figure 1:4(b) [81]. Multicomponent analysis can also be performed with multi-
ple harmonics [82].

S Zavg Longer T

gavg

(a) (b)

Figure 1:4 (a) Conceptual illustration of phasor analysis [81]. Zav, the phasor of a fluorescence decay, is on the universal semicircle if the decay is single-
exponential. As lifetime increases, a single-exponential decay phasor approaches the origin along the semicircle. (b) The phasor plot of a mixture with
two single-exponential components [81]. The phasor ratio can be calculated from d: and d», the distances between the phasor of its mixture and the
phasors of its components.

From Equation (1.13), it can be seen that the phasor calculation for a fluorescence emission function acquired
in the time domain (with pulsed excitation) is equivalent to the normalized discrete Fourier transform (DFT)
of the sampled function, where each bin represents a sampling point. The sampling rate f; and measurement
window D in this DFT process are equal to f; = 1/(ty4+1 — tx) and D = G X (ty4q1 — ti), respectively. The
resolution f,.. of the phasor frequency and the maximum permitted bandwidth B of the emission function
are equalto f,..c = 1/D and B = 0.5f, corresponding to the fundamental frequency of the underlying Fourier
series and to the Nyquist frequency, respectively.

The phasor plot is constructed by plotting the points (ggayg, Savg) for all pixels or ROIs across the array. Fur-
thermore, if required by the application, a color-coded 2D phase lifetime map of the sample is also generated
to complement the phasor plot. The phase lifetime is calculated using Equation (1.16). Using the pixel coordi-
nates associated with each computed phasor, pixels in the image corresponding to specific phasor values can
be color-coded and displayed in a “phasor” map. This feature allows the identification of the areas in the
image, which share similar biochemical characteristics. Conversely, one can plot the phasor distribution of
only a specific ROI. This feature of the phasor method is demonstrated by Figure 1:5 [77]. In this figure, the
phasors of two different images were combined in a phasor plot in (A). The first image (B-D) contains a CHO-
K1 cell expressing paxillin-EGFP in a collagen matrix, whereas the second image (E-G) contains only a collagen
matrix. The phasors plotted in (A) have three fluorescence contributions: EGFP (region 1), collagen fluores-
cence (region 2), and background autofluorescence (region 3). The phasors in region 1 and region 2 are high-
lighted in images (C, F) and (D, G), respectively. As region 1 represents EGFP which is absent in the second
image, no pixels are highlighted in (F). It can also be observed that the highlighted areas in (C) and (D) closely
match with the cell and collagen matrix, respectively. These results clearly demonstrate the possibility to
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highlight different biological structures in the image with distinct fluorescence decay characteristics from the
phasor plot.

0 0.5 1

Figure 1:5 Microscopic images and phasor representation of CHO-K1 cells transfected with paxillin EGFP in a collagen matrix [77]. The phasor plot in (A)
contains the phasors of two different image with the cell and the collagen matrix (B-D), and only collagen matrix (E-G). The three fluorescence contri-
butions are EGFP (region 1 in the phasor plot), collagen (region 2) and background autofluorescence (region 3). The pixels whose phasors are in region
1 and region 2 are highlighted in (C, F) and (D, G), respectively. From the absence of phasors of region 1 in (F) and the clear correlation between the
highlighted regions in (D, G) and the structural differences in the image, it can be concluded that the phasor representation can be used to distinguish
different parts of an image with distinct decay characteristics.

An important step in the phasor calculation is IRF deconvolution. This step is required to compensate for the
distortions in the fluorescence response function during its sampling by the detector, due to the shape of the
gate window and its delay from the laser pulse. In the time domain, the measured emission function is equal
to the convolution between the real emission function and the IRF, which is expressed by

Imeas(t) = Lreqi(t) * I1gp(t). (1.18)
This conversion can be translated, when working in the phasor plane, as

Zmeas = ZrealZIRF, (1.19)
where z represents a phasor, which can be expressed as
7 = mei‘p’ (1.20)

where m and ¢ are the modulation and the phase of the phasor, respectively. Combining Equations (1.19) and
(1.20), the relation between the real and measured m and ¢ is given by [7, 77]
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Mmeas(f) = Myeqi (f) X mygp(f), (1.21)

and

Pmeas(f) = Prear(f) + @1rr () (1.22)

To find the phasor coordinates of the IRF, a calibration measurement is performed on a sample known to be
characterized by a single-exponential decay with a known lifetime, denoted as t.4;. In this calibration process,
Mypeqi(f) and @req: (f) define the expected phasor location of the calibration sample, whereas my,.,(f) and
Omeas(f) define its measured location. Mmy.q;(f) and @,.q;(f) are calculated from 7.,; from the equations
below [90]:

1
mreal(f) - \/m (123)
and
Preat(f) = tan_l(znf‘fcal)- (1.24)

Using Myeq; (f) and @,eq;(f) of the calibration sample calculated from Equations (1.23) and (1.24), and the
measured values My,eqs (f) and @peqas (f), we can calculate mzp(f) and @ rg(f) from Equations (1.21) and
(1.22). The calculation of m;zr(f) and @;rr(f) requires division and subtraction operations, respectively. It
must be noted that since the IRF phasor parameters are functions of f, the calibration process must be re-
peated for each target phasor frequency. Due to the considerable variation of the IRF between the detector
pixels, m;pr and @;pr are characterized separately for each pixel to maximize phase lifetime determination
accuracy.

Finally, IRF deconvolution is performed during the phasor analysis stage of each sample of interest by using
the mypr(f) and @;rr(f) values which are stored after the calibration process. This deconvolution procedure
is described as follows. Firstly, since the measured phasors are expressed in g and s coordinates, they are
converted to My, pqs aNd @eqs USINg the equations below [7]:

m=,/g?+s? (1.25)

and

¢ =tan"" (3) (1.26)

Then, using these m and ¢ values as My, zqs aNd @peqs in Equations (1.21) and (1.22), together with the pre-
viously stored m;gpr(f) and @;rp(f) values, My qq; and @,..4; can be calculated for the sample of interest.

Since the advent of phasor-FLIM in 2008 [77, 83, 84], recent efforts have been focused on adapting various
fast FLIM techniques to the phasor approach. Two of these techniques are undersampling and truncation.
Undersampling refers to the practice of reducing f; below the Nyquist rate, i.e. twice the bandwidth of the
sampled signal. In phasor-FLIM, this corresponds to increasing the delay between adjacent bins/gates (also
called “gate step” in the rest of the thesis). The main motivation for undersampling in FLIM is to decrease the
data acquisition time of one FLIM image, with a consequent increase of refresh rate. The distortions in the
Fourier transform due to undersampling, which are caused by aliasing, result in the representation of the
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phasors in modified single-exponential phasor loci (SEPL) [86]. In [85], the phasor approach was adapted to
undersampled discrete functions via the modeling of the SEPL. An alternative correction method for the life-
time estimation of discrete functions is based on rectangular or trapezoidal interpolation, which is discussed
in [91]. The second technique, known as truncation, is the limitation of the measurement window to the extent
that a significant part of the function area is not sampled. The main motivation for this technique is to increase
the photon count rate by minimizing the variation of the intensity between the captured gate positions (note
that the brightest recorded gate determines the maximum count rate of the detector). The effects of trunca-
tion and optimization techniques of the phasor analysis to truncated decays have been discussed in [86]. A
more detailed discussion of undersampling and truncation with examples from the corresponding works is
also available in Chapter 2.

The phasor method, by definition, entails the representation of the recorded fluorescence emission signal in
the frequency domain, and the expression of its phase and normalized modulation at a user-selected fre-
qguency (also called phasor frequency). This technique can however be applied to a fluorescence emission
function that is generated after excitation with either a pulsed or sinusoidally modulated light source. In the
literature, the use of pulsed excitation and the sampling of the response with equally spaced time gates is
generally considered as a “time-domain” approach, regardless of the subsequent lifetime analysis method
[87]. Another popular opinion is to apply the term “frequency-domain FLIM” to all lifetime estimation methods
based on finding the lifetime from ¢ or m, independent of the use of pulsed or sinusoidally modulated exci-
tation [88, 89]. Regardless of the classification method that is adopted, the phasor method can be universally
applied to both time-domain and frequency-domain data acquisition methods [77].

1.3.1 Time-correlated single-photon counting (TCSPC)

Time-correlated single-photon counting (TCSPC) is considered the gold standard of FLIM, and it is the primary
method used for reference in the performance evaluation of novel methods. The main reason for this is that
it yields the highest SNR among the available FLIM methods [92].

The description of the standard TCSPC operation is as follows, as illustrated in Figure 1:6(a) and (b). The fluo-
rescent sample is illuminated by a short light pulse, typically with a width of tens of picoseconds for nanosec-
ond-range lifetimes. For every photon emitted from the sample, the detector records the time delay (At) be-
tween the excitation pulse and the emitted photon (Figure 1:6(a)). A histogram showing the statistical distri-
bution of all detected delay values is constructed after the data acquisition (Figure 1:6(b)). Subsequently, this
histogram can be the input data for lifetime analysis, which can be performed using one of the available life-
time estimation methods listed in the previous section. Phasor-based TCSPC systems are also commercially
available [93].
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Figure 1:6 (a, b) Conceptual illustration of TCSPC. (a) The sample is excited multiple times by a laser pulse, and the time of arrival of each detected
emitted photon is recorded. (b) Subsequently, a histogram of the time of arrival of all detected photons is generated. The shape of the histogram
represents the properties of the measured fluorescence decay function. (c, d) Data acquisition schemes of (c) confocal and (d) widefield TCSPC for a
FOV captured by 8x8 pixels. Each gray square which represents a pixel in the scene is illuminated in a raster-scanning configuration in (c), an in parallel
in (d). The illumination, which in reality covers the entire pixel in (c) and FOV in (d), is represented by circular red dots that only cover a part of the
corresponding area, for illustrative purposes.
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The illumination schemes of the FOV for confocal and widefield TCSPC are illustrated in Figure 1:6(c) and (d),
respectively. In confocal TCSPC, the pixel areas in a 2D FOV are raster-scanned, and in widefield TCSPC, the
entire FOV is illuminated in parallel. The total acquisition time of a frame, T, is the product of the pixel
acquisition time ¢, and the number of pixels N in confocal TCSPC, whereas it is equal to tacq IN widefield
FLIM. The characteristics of confocal and widefield TCSPC that are discussed in this paragraph are however
not exclusive to TCSPC; therefore, they can also be applied to all time-resolved imaging techniques.

The dead time and timing resolution of both the photodiode and the timing electronics are essential parame-
ters for TCSPC performance, as well as the characteristics of the laser pulse. The demanding hardware require-
ments limited the early generation TCSPC solutions to single-channel systems, due to the general trend of
performance degradation of these components in multi-channel implementations. Therefore, the application
of TCSPC to FLIM only became possible with the introduction of confocal microscopes [39]. In state-of-the-art
scanning-based TCSPC FLIM systems, the timing resolution of each detected photon can be as low as a few
picoseconds [18]. However, due to the trade-off between spatial resolution and speed in confocal microscopy,
which was discussed in Section 1.2, video-rate TCSPC FLIM for samples susceptible to photobleaching has re-
mained challenging.

The restriction of the TCSPC method to confocal microscopy has recently been challenged by the widefield
TCSPC concept. The different widefield TCSPC methods, which are reviewed in [92], can be summarized in two
main categories. The architectures in the first category use microchannel plates (MCP) to achieve single-pho-
ton sensitivity by multiplying the photoelectrons before the readout stage. There are two main options for the
readout stage itself: a standard CMOS or CCD camera, or a position-sensitive anode. The former option is
unable to analyze nanosecond-range lifetimes due to its MHz frame rates, and the latter suffers from global
photon count rate limitations due to being single-channel. The second category consists of natively single-
photon counting detectors such as SPADs and superconducting detectors. The SPAD detectors are the most
suitable candidates for mitigating the global count rate limitation as they support the integration of timing
electronics. While the first generation of SPAD arrays with integrated TDCs only had limited number of chan-
nels or very low fill factor [10] due to the required area for a high-performance TDC, technology scaling in
CMOS processes recently culminated in large-format SPAD imagers with in-pixel [57] and shared [94, 95] TDCs
and reasonably high native fill factor.

1.3.2  Analog frequency domain FLIM

As an alternative approach to TCSPC, which is a time-domain method, fluorescence lifetime can also be esti-
mated in frequency domain. In this approach, instead of a pulsed light source, the sample is excited with con-
tinuous wave light that is modulated with a sinusoidal signal, as shown in Figure 1:7 [96]. The response of the
fluorophore causes a change in the phase and the modulation of the signal. The ratio between the emission
and excitation modulation values, the demodulation factor, is also called “modulation” in the literature [35].
Unless stated otherwise, in this thesis, the term “modulation (m)” refers to the demodulation factor, and the
term “phase (¢)” refers to the phase difference of the emission and excitation signals. These two parameters
are characteristic properties of the fluorescent response of a particular sample; the lifetime of a single-expo-
nential decay can be derived from these two parameters.

An essential hardware feature required for this approach is the sinusoidal modulation of the light source. The
modulation of the CW light amplitude has been used since the introduction of early phase fluorometers,
achieving the detection of down to sub-ns lifetimes [97, 98]. In the early implementations of these devices,
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the Debye-Sears modulators were used for the modulation of the excitation light. The main drawback of these
devices was that they could only operate at a limited range of modulation frequencies, which curtailed the
use of the devices for samples with complex decay characteristics [35]. While a significant improvement in
frequency and light modulation has been achieved in the following decades, the modulation hardware used
in modern times still employs radio-frequency (RF) components [99]. Due to the integration challenges of RF
blocks into modern integrated systems and the high output power requirements of the power amplifier to
control the light source [99], the development of more compact solutions for these systems remains difficult.
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Figure 1:7 Principles of analog frequency-domain FLIM [96].

A typical analog FD-FLIM setup employs two identical PMTs as detectors. The incident light is split into the
reference PMT and the sample PMT. The phase and the modulation of the sample PMT are measured sequen-
tially for scattering and fluorescent solutions. The role of the scattering solution is to characterize the instru-
ment response for calibration during the fluorophore measurement. Using these measurement parameters,
the phase and the modulation of the fluorescent response are calculated from the equations below [100]:

@ = (pr — @r) — (Pr — @s) (1.27)

and

m= (%)F / (%)S, (1.28)

where @f , @5 and @y are the phase of the fluorescent sample, scattered sample and reference PMT, respec-
ac

tively. (E) and ( ) are the ac/dc ratios of the fluorescent and scattered sample. Subsequently, the phase
dc/ g dc/g
lifetime 7, and modulation lifetime 7,,, can be calculated from [35]
T, = w” " tan(p), (1.29)

and

Ty =0 m2-—1, (1.30)
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where w = 27f is the modulation angular frequency. 7, and 7,,, are equal when the sample exhibits a single-

exponential lifetime, and different in the case of a multi-exponential lifetime. For the identification of the

lifetime components in a multi-exponential sample, ¢ and m of multiple values of w are required [101]. Due

to the sinusoidal modulation of the excitation light at a single frequency, this requires multiple data sets with

different excitation frequency values in FD-FLIM, thereby potentially increasing the total data acquisition time.
dp

Based on the maximum sensitivity of phase (E) and modulation (a—T) to the change in lifetime, the optimal

modulation frequency for phase and modulation lifetime is given by

0.7
fopt.p = oy (1.31)
and
1.4
S 1.32
fopt_m 27_”_' ( )

respectively, in the case of finite SNR [102, 88]. If phase lifetime is selected due to its insensitivity to uncorre-
lated background noise, f,; o, for 1-5 ns lifetime range can be estimated from Equation (1.31) as 22-111 MHz.
However, the processing of signals at this frequency range introduces challenging requirements on the band-
widths of electronic components to be used for data processing [103, 104]. This problem is conventionally
overcome by exciting the fluorescent sample at its optimal modulation frequency range, and subsequently
down-converting the detector signal to lower frequency values.

This conversion is based on frequency mixing, in which the product of two signals with frequencies of f; and
f> generates two distinct frequency components at f; — f, and f; + f,. This operation is typically imple-
mented by modulating the gain of the detector, effectively using it as a frequency mixer. Alternatively, it can
be performed by a discrete RF mixer block at the output of the detector [105]. After the multiplication, the
down-conversion is finalized by filtering the output with a low-pass filter, thereby removing the high-fre-
quency (f; + f2) component. This filter can be implemented by a discrete RF block, or the detector itself, for
slow detectors like CCDs.

There are two main types of frequency down-conversion in analog FD-FLIM: homodyning and heterodyning.
In homodyning, the excitation (f,,.) and detector (f;.;:) modulation frequencies are equal, resulting in a DC
(f = 0 Hz) output, whose intensity depends on ¢ [103]. In heterodyning, also called the cross-correlation
method, fo, and f;.; have slightly different values, generating a down-converted signal in the kHz or Hz range
[100]. A relative advantage of heterodyning is the ability to identify multi-exponential samples due to the
availability of m. Furthermore, the reported unreliability of high-frequency mixers for DC output signals is
another factor that favors heterodyning [105]. Another source of error in homodyning is the fact that noise at
DC cannot be distinguished from the signal. This can be a significant problem especially in the presence of 1/f
noise.

In the homodyning method, the typical way of measuring ¢ and m is the sampling of the emission response
with a gain-modulated detector by shifting the phase of the detector modulation signal relative to the excita-
tion modulation signal. In accordance with the rules of DFT, the multiple detector phase shift values must be
equidistant across one full period of the excitation modulation signal. The intensity function of the phase shift
images is in the form of a cosine function, given by [35]
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I(pp) =k XCXx(1+05xmpxmxcos(p —@p)), (1.33)

where k is a constant, C is the fluorophore concentration, my is the detector modulation, m is the emission
modulation, ¢, is the phase of the detector, and @ is the phase of the emission signal. ¢ and m are calculated
by fitting I (¢p) to a cosine function, and subsequently t,, or 7, is calculated from Equation (1.29) and (1.30),
respectively. In the heterodyning method, as I(¢p) is time-variant, only a single value of ¢, is sufficient for
the calculation of ¢ and m. Conventionally, ¢ can be directly measured using a two-channel frequency coun-
ter, from the delay between the rising edges of the detector and reference excitation cross-correlation (mixer
output) signals [98, 100]. Alternatively, ¢ can be measured by synchronizing the frame rate of the camera with
the detector cross-correlation signal. To achieve that without aliasing, the frame rate of the detector f, must
meet the Nyquist rate requirement of f, = 2 X f.., where f_. is the cross-correlation signal frequency. In
[106], for values of f,,. up to 700 MHz, the cross-correlation signal at f.. = 7 Hz was sampled using a CCD
with a frame rate of 28 Hz. After the readout, the intensity function is digitized by an analog-to-digital con-
verter (ADC) and subsequently digitally processed. Using the intensity values of the 4 sampling points, I;_3,
the phase is calculated by [106]

I, —1
@ =tan! (¥> (1.34)

Ip =1

More advanced system architectures for analog FD-FLIM were developed in the following years. In [107], most
of the analog electronics in the system was replaced by digital electronics, and a significant portion of the data
processing was shifted to the computer. This effort led to substantial reduction in computation error and
added more configurability. With the evolution of the system hardware in FD-FLIM, the efforts to perform
widefield measurements have also accelerated. In [108], the PMT was replaced by a CCD camera. Due to the
slow frequency response of CCD pixels, the high frequency modulation of the detector was enabled by placing
a microchannel plate in front of the CCD.

The main important advantage of analog FD-FLIM compared to TCSPC FLIM is that it is suitable for the rapid
calculation of single-exponential lifetimes. On the other hand, the sinusoidal modulation of the detector that
is used in most systems for frequency down-conversion automatically reduces the duty cycle of the system
(defined as the fraction of the time during which the sensor is photon sensitive) to 50%, which causes at least
half of the emitted photons to be missed by the detector, without including the photons lost due to the de-
tector QE. In addition, the implementation of the sinusoidal modulation still requires analog electronic blocks,
despite the digitalization efforts of the overall system. Finally, the analysis of multi-exponential decays re-
quires data acquisition at multiple frequencies, which increases the acquisition time.

In some new generation analog FD-FLIM systems, the sinusoidal modulation of the detector is replaced by
square modulation. This switch was a crucial step to reduce the dependence of the detector hardware on
analog electronics. There are nowadays several research-grade and commercial cameras that are able to per-
form phasor analysis using analog FD-FLIM as the acquisition method. In [109], using a lock-in CCD camera
with two complementary gates [110], lifetime imaging on of single-exponential decays was performed using
only a single frame. In other works, a similar acquisition scheme using the same camera was combined with
phasor analysis to observe various phenomena such as the effects on the lifetime accuracy of translational
motion during the measurements [111] and the actions of antimicrobial peptides on living bacterial cells [112].
Furthermore, a commercial camera based on lock-in CMOS image sensor technology is also available for
phasor imaging in the frequency domain [113]. In the standard operation mode, the camera is able to
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modulate a CW light source at up to 40 MHz frequency, and the two square-shaped gates are used to detect
the emission signal. Alternatively, the camera can be triggered externally with pulsed excitation, as demon-
strated in [114].

1.3.3  Digital frequency domain FLIM (DFD-FLIM) / time gating

The concept of digital frequency domain FLIM (DFD-FLIM) emerged from the need to address the two afore-
mentioned architectural drawbacks of analog FD-FLIM: limited duty cycle and the dependence on RF electronic
components [89]. To achieve this, two main principles were used. The first principle is the acquisition of timing
information using square-shaped sampling windows in the readout electronics, instead of modulating the de-
tector photon sensitivity. Although this difference does not change the timing behavior, it allows the imple-
mentation of the photon timing mechanism using digital logic circuits without any need for RF components.
Furthermore, the continuous sensitivity of the detector permits the generation of multiple sampling periods
covering the entire modulation period, which allows 100% duty cycle. The second principle is the achievement
of phase delays that are significantly smaller than the length of the sampling windows. In the original demon-
stration of DFD-FLIM, a technique called digital heterodyning was used to implement these small phase differ-
ences [89]. This technique, illustrated in Figure 1:8 [89], is based on the modulation of the excitation light and
the detector with slightly different frequencies, causing the sampling windows to shift with respect to the laser
pulse in each excitation period. The magnitude of the shift is determined by the ratio between the frequency
difference and the frequencies themselves. The same effect can also be achieved using alternative methods,
such as the precise shifting of the phase of the sampling windows against the laser pulse after a certain number
of frames.

Recently, with the widespread availability of high-bandwidth electronics, the implementation of digital FD-
FLIM without any need for homodyning or heterodyning has also become possible. In [104], the emission
response of a single-point scanning system was detected by fixed-gain avalanche photodiodes (APD) at three
different spectral bands in parallel, sampled at a rate of 250 MS/s, and digitized with 14-bit amplitude resolu-
tion using an FPGA. Despite being a highly promising approach, this method is incompatible with widefield
FLIM due to large raw data size (~0.4 GB/s/channel), and not single-photon sensitive.
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Figure 1:8 Operating principles of digital frequency domain FLIM (DFD-FLIM) with heterodyning [89].

Time-gated FLIM is another common technique, particularly among solid-state time-resolved image sensors.
The first work to demonstrate time-domain FLIM, which dates back to 1960s, used the time gating approach
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[115]. In this work, which targeted lifetimes in the range of nanoseconds, the gates were implemented by
modulating the gain of a PMT with a square pulse, which turned it on and off rapidly. An alternative gating
method which did not require any detector sensitivity modulation was based on sampling the time of arrival
of an emission pulse, and subsequently registering it to a channel of an oscilloscope controlled by the sampling
unit, based on its time of arrival and amplitude [116]. This method was superior to the previous one in terms
of both duty cycle and gate precision. In these initial setups, an important performance challenge was caused
by the noise in the flashlight pulses [35]. This fundamental problem was later eliminated with the development
of picosecond and femtosecond pulsed lasers. These two methods form the basis of the currently used time-
gated FLIM architectures, despite substantial changes in the hardware components and capabilities over time.
In most new-generation systems, the sampling-based gating method is chosen, in which the oscilloscope is
replaced by integrated readout electronics. This architectural choice also enables the generation of multiple
gate channels, which increases the speed and photon efficiency.

Time gating can be considered as a variant of DFD-FLIM, when used for the phasor method. The conceptual
illustration of the time-gated data acquisition for phasor-FLIM is shown in Figure 1:9 [117]. In this method,
according to the principles of DFT, a gate with a fixed width is shifted with uniform steps across the fluores-
cence emission signal for a measurement window that is equal to the laser period. While Figure 1:9 represents
pulsed excitation, the excitation can be either pulsed or sinusoidally modulated. In time-resolved CMOS and
CCD sensors, digital time gates are usually implemented as taps or buckets, which are multiple electron wells
in a pixel. By external voltage modulation, each detected photoelectron is directed towards one of these taps.
In SPAD imagers, the gate is typically implemented as a transistor that controls the current between the pho-
todiode and the memory capacitor. As the pixel format of SPAD imagers became larger, the SPAD imagers that
employ time-gating as the primary time-resolved imaging method increasingly became more common, as
shown in Table 1:1. The reasons for this were the implementation difficulties of in-pixel TDCs in large-format
imagers without a sacrifice in fill factor, and the substantial global photon count rate penalty of the shared
TDC architectures. Although in-pixel TDC architectures are being demonstrated in increasingly larger pixels
formats [57], the relative simplicity of the gating architectures and their support for higher spatial resolution
still remain valid.

Despite its aforementioned advantages, the photon timing precision (temporal resolution) in time gating is
inferior to the TCSPC method, for several reasons. Firstly, the minimum width of a time gate is larger than the
bin width of the state-of-the-art TCSPC methods. Secondly, narrower gate windows require larger number of
distinct gate profiles with simultaneous data acquisition capabilities (also referred to as “gate channels” in this
thesis) to achieve 100% duty cycle. In practice, the implementation of more than four gate channels in a pixel
is challenging due to its negative impact on the fill factor and high throughput demand from the readout cir-
cuits. On the other hand, this gap in photon economy is largely offset by a substantial gain in maximum photon
count rate compared to scanning-based systems.
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Figure 1:9 Conceptual illustration of time-gated FLIM [117].

Table 1:1 Evolution of preferred time-resolved imaging method among large-format SPAD imagers.

Reference Pixel Format Year of Publication Primary Time-Resolved
Imaging Method
[10] 160x128 2011 TCSPC
[57] 192x128 2019 TCSPC
[118] 256x256 2015 TCSPC
[119] 256x%256 2018 Gating
[120] 512x128 2014 Gating
[121] 320x240 2016 Gating
[117] 512x512 2019 Gating
[122] 1024x1000 2019 Gating
[123] 1200%x900 2020 Gating

The FLIM method proposed in this thesis, which is based on a widefield detector equipped with time-gated
pixels, can be included in this category.

1.4 Sensor architectures for widefield FLIM

In widefield FLIM, the sensor is one of the most important components, since its specifications contribute
significantly to the overall system performance in multiple aspects. Advances in sensor technology in the last
few decades have enabled significant improvements in widefield FLIM performance as far as frame rate, spa-
tial and temporal resolution, photon sensitivity and dynamic range are concerned, expanding the practical
applications of widefield FLIM and making it a strong competitor to confocal FLIM [124]. With the current
trend of integrating other system blocks into the sensor architecture [10, 57], the detector is increasingly be-
coming the most critical component in a widefield FLIM setup.
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1.4.1  Gated intensified CCD (ICCD)

Charge-coupled device (CCD) was one of the mainstream technologies for conventional photography, and the
most popular choice in this field for decades [125]. Time-resolved imaging was achieved with a single CCD
camera after the introduction of lock-in pixels [5], which is discussed in Subsection 1.4.3. However, these cam-
eras do not achieve single-photon sensitivity due to the readout noise introduced by the amplification stage,
which renders them incompatible with low-light-level imaging, an essential requirement for fluorescence mi-
croscopy. This problem was solved by electron multiplying CCD (EMCCD) technology, in which the photoelec-
trons are multiplied in shift registers before the amplification stage, thus reducing the relative magnitude of
the readout noise compared to the electron count of a single photon [126]. While EMCCDs became a primary
technology choice for fluorescence imaging, they cannot be used for FLIM due to the lack of time-resolved
imaging capability using a single camera unit. CCD cameras based on multi-collection-gate (MCG) technology,
which employ pixels with multiple contiguous gates [127], can potentially be used for time-resolved imaging
by synchronizing their gates with a pulsed or modulated light source. However, this implementation has not
been demonstrated to date.

The intensified CCD (ICCD) was originally invented for high-speed imaging at ultra-low-light level [128], and
later also used for time-resolved imaging [129, 47, 130]. In addition to its gating mechanism, it also offers
sensitivity to low photon counts, making this technology attractive for scientific applications. The structure of
an ICCD, as displayed in Figure 1:10(a) [8], consists of a standard CCD sensor and an image intensifier tube that
is placed before the sensor [8]. In the image intensifier, the incident photon is first converted to an electron
by a photocathode. A stack of microchannel plates (MCP) behind the photocathode multiplies this electron.
The multiplied electrons are then converted back to photons by a phosphor screen and directed to the CCD
active area using fiber or lens coupling. The intensifier adds two extra features to the camera. Firstly, it enables
low-light-level sensitivity. The multiplication of photoelectrons before the readout stage minimizes the SNR
drop caused by readout noise [131]. Secondly, it adds time-resolved imaging capability. Indeed, unlike the CCD
pixel, the image intensifier can be turned off and on rapidly by modulating the voltage of the photocathode,
and/or the MCP [132]. By synchronizing this voltage with a pulsed or sinusoidal illumination source, time-
gated imaging can be achieved [133, 134]. The width of the gate windows implemented in this configuration
can reach 200 ps, as shown in Figure 1:10(b) [133].
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Figure 1:10 (a) Diagram of an ICCD camera structure [8] (b) Gate profiles of an ICCD camera for various gate widths [133].
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Despite being a popular detector choice for widefield FLIM, the ICCD has several structural disadvantages.
Firstly, its duty cycle is below unity by design. Since gating is achieved by turning off the image intensifier in a
certain time window, the photons arriving outside this time window are missed. Unlike alternative technolo-
gies, where multiple gates can be generated by readout electronics while keeping the detector permanently
on, the expansion to multiple gates is not possible in ICCDs. This limitation introduces a trade-off between the
duty cycle and photon economy.

Image intensifiers, while being of key importance for single-photon sensitivity, introduce several performance
limitations to the ICCD. Firstly, they cause a drop in the overall quantum efficiency (QE) compared to a CCD
camera without intensifier. In general, the QE of the photocathodes does not exceed 40-50% [135]; this value
is even lower for the variants with a wider spectral range [136, 137]. Furthermore, the fill factor of MCPs is
also less than 100% due to the area occupied by the spaces between the microchannel holes [92]. The second
problem is the high operation voltage of the MCP. In order to accelerate the electrons through the microchan-
nels to achieve the desired gain level, the required voltage is in the order of kilovolts. Thirdly, the lifetime of
an MCP is limited, which reduces the overall robustness of the system [92].

Since ICCDs employ a CCD sensor, the architectural limitations of CCDs apply to ICCDs as well. A major disad-
vantage of CCDs that eventually led to them being overtaken by CMOS imagers in photography is cost. Though
CCDs can be very fast, up to 1 Gfps in burst mode [127], CCD technologies are not compatible with standard
CMOS nodes. Thus, implementing fast ADCs on chip is generally not an option and so the readout is analog,
usually through a single channel. As the noise of the charge amplifier stage increases with bandwidth, CCD
cameras are relatively slow devices in continuous mode, especially, with large pixel counts.

An additional problem is caused by the early-stage electron multiplication scheme. While the multiplication of
electrons before the CCD stage enables single-photon sensitivity, it also results in the saturation of the electron
wells in the CCD pixels. This introduces a trade-off between single-photon sensitivity and dynamic range, which
can be controlled by tuning the gain of the intensifier [138]. In state-of-the-art commercial ICCD systems, the
dynamic range can reach 85 dB at ICCD gain below 10, compared to only around 55 dB at a gain of 1,000 [139].

Finally, the gating mechanism employed in image intensifiers offers only partial closing of the gate in ICCDs,
thereby leading to the detection of photons when the gate window is closed. This undesired effect, also-called
“bleed-through” effect, is quantified by the parameter called “on/off ratio”, defined by [132]

Real Signal (cts)
Leakage (cts/ms) x Gate Width (ms)’

On/Off Ratio = (1.35)
For popular ICCD camera models, on/off ratios in the order of 107 can be achieved [140]. However, it was also
reported that the on/off ratio is wavelength dependent, and can decrease to the level of 10* at ~200 nm
[132]. To overcome this limitation, a different method was developed which proposes gating the MCP along
with the photocathode, which results in an on/off ratio up to > 102 at ~190 nm [132]. However, this method
comes with the challenges of generating a very sharp square pulse in the 500-1000 V range, such as damping
of the signal to avoid ringing. The integrity of the pulse signal is more crucial in the gating of MCPs than the
gating of a transistor in solid-state devices, as the photon sensitivity varies with fluctuations in the gate voltage
in the former, but not in the latter. In addition, the requirement to keep the pulse width of the MCP larger
than the pulse width of the photocathode introduces a fundamental limit to the improvement of the on/off
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ratio, as the leakage will still occur in the time window where the MCP voltage is high and photocathode
voltage is low.

1.4.2  Position-sensitive anode detectors

A different approach to widefield FLIM is the use of a TCSPC system with an additional 2D localization feature.
This approach aims to combine the advantages of single-channel detectors in timing resolution with the wide-
field imaging capability. One of the primary motivations for the development of these detectors is the perfor-
mance drawbacks of the ICCDs existing at the time in terms of gate width and low-light-level performance
[141].

The idea of adding sub-nanosecond timing feature to a 2D single-photon detector first emerged in late 1980s
[142]. The detector developed in this work had two main components. A combination of MCPs and resistive
anodes (RA) was used as a 2D single-photon detector [143], and a standard TCSPC system with an avalanche
photodiode (APD) and a TAC was used for photon timing. A further improved version of this detector with the
same architecture was capable of detecting 1,024 decays in parallel with 80 ps timing resolution [141], which
was a timing performance comparable to the state-of-the-art single-channel MCP detectors at the time [144].
The working principles of the 2D detectors are similar to the image intensifier, with one major difference: the
multiplied electrons are detected by the anode, which captures their time of arrival and 2D position, instead
of being converted back to photons via a phosphor screen.

While position sensing can be achieved with several alternative anode architectures [92], the most widely
used architecture is the cross delay-line (XDL) anode. In Figure 1:11(a), the diagram of the H33D detector, a
position-sensitive single-photon detector with an XDL anode, is displayed [7]. This anode structure is formed
by two layers of meandering wires that scan the entire area under the photocathode and the MCPs. These
two wires provide the X and Y coordinates of the arriving electron. The coordinates are calculated from the
propagation delay difference between the two ends of each wire, which is measured by TDCs at the edges.
The advantage of the XDL anodes is the high spatial resolution with only a single readout channel for each axis.
However, this advantage comes at the expense of significant dead time. Since only one photon must be read
until the propagation across the entire wire is completed, the dead time of the anode increases with the length
of the wires, whereby longer wires are necessary to achieve high spatial resolution. A typical experimental
setup of widefield FLIM for these detectors is shown in Figure 1:11(b), where it is indicated that for each de-
tected photon, time-of-arrival information and XY position are recorded by a TDC and the XDL anode structure,
respectively [7].

Anode-based detectors have comparable performance to ICCDs, since they use a similar mechanism for the
photon multiplication stage. However, several differences arise from the use of separate timing and position
detection mechanisms. Firstly, the use of single-channel TDCs for photon timing allows anode-based detectors
to reach picosecond timing resolutions, compared to the hundreds of picosecond for ICCDs. Secondly, the duty
cycle of these detectors is 100%, owing to the lack of detector sensitivity modulation. Finally, due to the ab-
sence of a camera sensor, anode-based detectors can be implemented with larger active areas, the main lim-
itation usually being determined by the maximum achievable MCP diameter.

26



Introduction

laser pulse

% ~ns
fluorescence hy S
= = TDC
Photocathode
MCP
MCP
MCP
XDL
macrotime ”
shutter
XY
0 I Position
FPGA
ec | @] |—
COMPUTER
(a) (b)

Figure 1:11 (a) Diagram of the H33D detector, a position-sensitive detector with a cross delay-line (XDL) anode, designed for widefield FLIM [7]. (b) The
experimental setup used in [7] to perform widefield FLIM. For each detected photon, the time of arrival with respect to the laser pulse is detected by
the TDC, and the XY position is detected by the cross delay-line (XDL) anode.

The most important disadvantage of these detectors is their global and local photon count rate limitation.
Since they employ only a single-channel timing mechanism, the combined dead time of the anode and the
timing electronics determines the maximum photon count rate in the entire field of view. As a consequence,
these detectors are not suitable for high-speed FLIM. Furthermore, the disadvantages of photocathode and
MCPs, which were explained in the Subsection 1.4.1, also apply to these detectors. These problems include
low QE of the photocathode, and size limitation and high voltage operation requirement of the MCPs.

1.4.3  Gated CMOS image sensor (CIS)

CMOS image sensors (CIS), which were initially considered as more affordable but noisier alternatives to CCD
cameras, have emerged as a valid alternative for scientific imaging in the last decade owing to the substantial
progress in their noise performance thanks to the introduction of the pinned photodiode (PPD) [145, 146].
This trend has recently culminated in the development of single-photon sensitive CIS cameras with sub-elec-
tron readout noise [147, 148]. To complement the photon-counting ability with time-resolved imaging feature,
CIS cameras with different variants of in-pixel gating were introduced. The efforts to add ToF capability to
conventional image sensors started with the invention of lock-in pixels. This concept, first implemented in CCD
technology [149] and later adapted to CMOS [150, 151], divides the exposure time of a frame into multiple
equally-sized sample windows. The initial motivation behind the lock-in pixel was to perform 3D ranging using
active illumination with sinusoidal modulation. Owing to its capability of storing multiple frames in the same
pixel, it was also considered as a suitable hardware technology for fast motion detection.

In these pixels, the gates (also called taps) are implemented by generating multiple electron wells and directing
the photoelectrons to the selected well by modulating the electric field with an external voltage. Since the
invention of the first lock-in pixel with two taps, several features were added to these architectures to improve
the SNR to the level required by demanding applications such as FLIM. The draining-only modulation (DOM)
technique substantially improved low-light level sensitivity by minimizing the pixel-to-pixel sensitivity variation
[152]. Lateral electric field charge modulation (LEFM) technique enabled first lock-in pixels with sub-ns time
resolution [153]. Finally, with the extension of the number of taps from two to four, the lifetime analysis of
double-exponential fluorophores from a single frame became possible [9].
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Figure 1:12 (a) Schematic, (b) layout and (c) timing diagram of a 4-tap CMOS lock-in pixel [9].

A key requirement for making CIS cameras compatible with FLIM was single-photon sensitivity, since low-light-
level detection is essential for many biologically relevant fluorescent samples. While long integration times
can be proposed to overcome the readout noise limitation, this approach does not represent a feasible solu-
tion for real-time FLIM, which introduces an upper limit for the acquisition time of a gate image. For this pur-
pose, the dominant noise mechanisms and noise reduction techniques in this technology were investigated
[154, 155, 156]. In new generation CIS cameras, sub-electron noise performance was reached with the help of
various circuit-level techniques such as column/pixel-level amplification [157, 158] and correlated multiple
sampling (CMS) [159], or modifications in the CMOS process [160, 161]. After being demonstrated in standard
CIS pixels, some of these techniques were applied to lock-in pixels to achieve similar results [147].

The major performance challenges of the gated CIS technology are as follows. Firstly, the area occupied by the
gating mechanism reduces the fill factor; the degradation of fill factor becomes more significant as the number
of taps increases. This effect is illustrated in Figure 1:12; the PPD forms the active area of the pixel, whereas
the blocks colored in blue and yellow are transistors and storage photodiodes which constitute the taps [9].
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Secondly, the readout noise in CMOS sensors highly depends on analog performance, and the reduction of the
readout noise to single-photon counting levels requires substantial circuit level optimization [162]. The overall
degradation in analog performance with technology node shrinking prevents the implementation of these
sensors in advanced CMOS processes that allow the integration of complex electronics into the pixel. Finally,
the techniques employed for sub-electron readout noise may also cause various unwanted performance pen-
alties. Depending on the implementation technique, CMS requires additional active [163] or passive circuitry
[164], or causes readout speed degradation [165]. Furthermore, high-gain column amplification to increase
photon sensitivity can reduce the dynamic range by limiting the maximum photon count through saturation
[166].

1.4.4  Single-photon avalanche diode

A single-photon avalanche diode (SPAD) is a single-photon sensitive photodiode that offers sub-ns temporal
resolution at room temperature. As a solid-state device, the SPAD rose to prominence as a promising technol-
ogy to fill the gap between the photocathode-based single-photon detectors with limited quantum efficiency
and high operating voltage, and established image sensor technologies with no single-photon sensitivity and
poor temporal resolution.

A SPAD is an avalanche photodiode (APD) designed to operate above breakdown, typically formed by a p-n or
a n-p junction. SPADs are also called Geiger APDs or G-APDs [167]. In this regime, an electron excited by a
photon absorbed in the high electric field region (also called multiplication region) excites multiple additional
electrons due to its high kinetic energy, before losing its energy through recombination. The large current that
is generated through this fast electron multiplication can be easily detected by readout electronics. The mag-
nitude of this current, called avalanche current, does not indicate the detected photon count anymore, in
contrast to an APD operated in linear mode. Therefore, the avalanche current is typically directly converted
to a digital voltage, and the relatively small fluctuations in the voltage level throughout the readout process
do not affect the detected photon count. As a consequence, SPADs have virtually no readout noise.

Over decades, SPADs have transformed from a merely experimental endeavor to a mainstream time-resolved
imaging technology with a widespread academic and commercial use. The first remarkable development in
SPADs was the use of a planar p-n junction for its design [168, 169], which made them compatible with CMOS
fabrication processes unlike their predecessors. The development of epitaxial devices demonstrated substan-
tial performance improvements in terms of timing resolution [170]. This was followed by the design of first
SPADs in standard CMOS processes, using a 0.8 um technology node [171]. The shift from custom CMOS to
standard CMOS initially led to a performance drop due to reduced flexibility in fabrication parameters. On the
other hand, it allowed the quenching and readout circuitry to be integrated with the SPAD itself for the first
time, paving the way for integrated SPAD pixels, as well as large area smart imaging sensors.

The first fully integrated CMOS SPAD pixel consisted of a SPAD, a passive quenching resistor and a comparator
for detecting the edge of the voltage spike due to the avalanche current [172], as shown in Figure 1:13(a)
[173]. The blocks that were later integrated into SPAD pixels include digital counter, active quenching and
recharge, time gate and time-to-digital converter (TDC). The integration of more complex blocks into SPAD
pixels became possible as a result of technology scaling in CMOS. Development of SPADs in deep submicron
(DSM) technology [174] and 3D stacked processes [175] represented two major milestones further increasing
pixel complexity (Figure 1:13(b) [15]). In light of these technology developments, the spatial resolution of SPAD

29



Introduction

sensors increased over the years, and finally culminated in two distinct megapixel SPAD arrays in 2019 and
2020, respectively [122, 123].

SPADs have gained attention as a detector technology for FLIM since their early years. In confocal FLIM, SPADs
were considered as a solid-state alternative to PMTs. The main advantages of SPADs were the lack of funda-
mental QE/PDP limitation that PMTs had due to the use of photocathodes, and lower operation voltages. The
first TCSPC experiments using SPADs were conducted in the work [46]. In this work, it was observed that the
timing performance of SPADs was limited by their diffusion tail, which is caused by the movement of the mi-
nority carriers across the depletion region [176], and predominantly occurred at higher visible and NIR wave-
lengths. Owing to the improvements in photon sensitivity and timing resolution particularly in custom tech-
nology versions, SPADs can currently compete with PMTs and hybrid photo detectors as the primary single-
photon detector choice in life sciences [177, 178].
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Figure 1:13 (a) Schematic of a SPAD pixel with its most basic elements [173]. The voltage spike at the floating node of the SPAD, caused by the avalanche
current, is converted to a digital pulse by an inverter. (b) Conceptual image of a SPAD imager in 3D stacked process technology [15].

SPADs have increasingly become a common detector of choice in widefield FLIM, as well, owing to their
strengths as time-resolved image sensors. In [179], a SPAD imager with 32x32 pixels and in-pixel TDCs was
used for TCSPC FLIM. Although the spatial resolution and the 119 ps timing resolution were behind the state-
of-the-art systems at the time, the work demonstrated widefield FLIM for the first time with a fully integrated
time-resolved imager. For the next generation SPAD-based widefield FLIM imagers with larger spatial resolu-
tion, in-pixel TDC architectures were temporarily abandoned due to their significant fill factor penalty, and
replaced with either column-shared TDCs with event driven architectures [180], or time-gating [181]. In recent
years, however, in-pixel TDC approaches were again made possible for large SPAD arrays thanks to the shrink-
ing CMOS technology nodes [57].

Despite its rapid progress in performance, the SPAD technology still faces several important challenges to date
that influence its status as a detector choice. Since dark count, which is the dominant noise source in SPADs,
is proportional to the exposure time, it may introduce a limitation on the minimum photon flux that can be
detected, depending on the DCR of the SPAD model and the properties of the process technology. On the
contrary, scenes with low illumination can be detected in conventional cameras via long exposure as their
dominant noise source, readout noise, is not affected by the exposure time. Band-to-band tunneling, a major
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contributor of DCR, is higher for narrow junctions with large electric field [182]. These characteristics have
several implications in performance. Firstly, they cause a trade-off between DCR and PDP, both of which are
critical performance parameters. Secondly, they cause an increase in DCR with technology scaling, due to the
narrower junction sizes in smaller technology nodes. Another challenge of SPADs is related to jitter. Jitter
degrades as the size of the multiplication region increases, which is necessary for a wide spectral response.
Jitter may also be higher in SPADs with large active areas, causing a trade-off between jitter and fill factor.
Afterpulsing, which is the generation of delayed counts after an initial photon detection, and recharge time
introduce a limitation to the minimum photon inter-arrival time that can be detected by SPADs, which is also
called the dead time. Particularly in large-format SPAD imagers, crosstalk, defined as a false photon detection
event caused by another photon detection event in a neighboring pixel, can also represent another source of
noise. Finally, while the PDP of state-of-the-art SPADs have exceeded photocathode-based detectors, it is still
behind the QE of CMOS image sensors.

In summary, in addition to the single-photon sensitivity and excellent timing capability, the two main strengths
of SPADs which place them in a unique position among scientific detectors are the absence of readout noise
and monolithic integration with CMOS electronics. The former results in the ability to detect single-photons
without significant dynamic range degradation, whereas the latter allows digital on-chip pre-processing, ena-
bling extremely high local and global photon count rates.

1.5 Contributions

The contributions of the thesis are summarized below.

A large-format SPAD camera was employed for phasor-FLIM for the first time. Prior to SPAD technology, the
detector choices for widefield FLIM were non-solid-state technologies such as position-sensitive anode detec-
tors and ICCDs, and solid-state detectors with limited single-photon detection ability, like lock-in CIS cameras.
With SwissSPAD?2, it was shown that the gate width limitations of large-format SPAD arrays do not present an
obstacle to the measurement of short lifetimes with high precision. The demonstration of this concept paves
the way for the use of next generation SPAD imagers with in-pixel data processing for video-rate phasor-FLIM
at high spatial resolution.

The second contribution was in the spatial resolution of SPAD arrays. At the time it was published, SwissSPAD2
achieved the highest spatial resolution (512x256 pixels in the camera module, 512x512 pixels in the image
sensor chip) among SPAD imagers. Furthermore, the SPAD design employed by SwissSPAD2 reports one of the
best combinations of PDP and DCR among SPADs that were fabricated in standard CMOS process technology
and used in large-format imagers.

With its dual-gated architecture, SwissSPAD3 became the largest time-resolved SPAD imager with 100% duty
cycle. In SPAD imagers, the use of multiple complementary gates with pixel architectures such as single-photon
synchronous detection (SPSD) was generally limited to arrays with small number of pixels, due to the fill factor
penalty caused by the gate electronics area [183, 184]. In SwissSPAD3, by deriving the second gate from the
first gate and the intensity count, two natively contiguous gates were distributed across the pixel array, with-
out any need for special signal matching techniques. SwissSPAD3 also achieved the shortest gate width in
large-format SPAD imagers (1 ns). In this sensor, a minimum gate width of 1 ns was measured without signifi-
cant degradation in the other gate parameters compared to longer gate widths in the same device. Finally, it
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achieved state-of-the-art gate shape uniformity and gate skew, with a substantial improvement compared to
SwissSPAD?2.

1.6 Organization of the thesis

The thesis is organized as follows. Chapter 2 is dedicated to time-gated FLIM. It starts with the description of
the general principles of this technique, and explains its different and most widely adopted variations. It also
describes the gating approach used in the experiments described in this thesis. Furthermore, several im-
portant gate parameters and their impacts on the FLIM performance are also discussed. Chapter 3 presents
SwissSPAD2 and SwissSPAD3, two widefield time-gated SPAD image sensors. In this chapter, the design
choices, trade-offs and the characterization results of the sensors are presented. Chapter 4 is dedicated to the
various scientific applications which were demonstrated using SwissSPAD2 and SwissSPAD3. The chapter con-
tains the descriptions of the methodology of each experiment, followed by the measured results. Subse-
guently, a discussion on the achieved performance, the fundamental performance limitations, and a compar-
ison with state-of-the-art methods are included. Finally, Chapter 5 summarizes the conclusions of the thesis
and proposed future work.
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Chapter 2 The theory and practice of time-
gated FLIM

2.1 Overview

Time-gated systems achieve time-resolved imaging by dividing the response of the scene into multiple time
windows, and measuring the photon count of each window sequentially or in parallel (Figure 2:1). Due to
inherent hardware limitations on the number of parallel gates and focus on data acquisition speed and pho-
ton sensitivity, gates sample a fluorescence exponential function generally with a smaller number of data
points and larger time windows compared to TCSPC. For years, research efforts have aimed to find the opti-
mal gating parameters which yield the best overall lifetime estimation performance [185, 186, 72, 187]. Early
studies in this direction mostly focused on minimizing the accuracy and precision loss compared to TCSPC
while achieving significantly higher speed [73]. Furthermore, the target applications of these studies were
mostly exploiting the discrimination of two single-exponential decays, or qualitatively observing temporal
changes in the lifetime of a sample and thus, speed was emphasized over accuracy and precision.
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Figure 2:1 Conceptual illustration of time-gated FLIM in time domain. The intensity of a fluorescence emission decay, which is generated as a response
to an excitation pulse, is measured for different gate windows. This diagram represents only one example of gating; time gating can employ various
gate configurations which are discussed throughout the chapter. Adapted from [188].

Recently, the accuracy and precision gap between TCSPC and time gating has gradually narrowed for several
reasons. Thanks to the advances in speed and size of electronics, and the implementation of time-resolved
image sensors in 3D stacked processes, shorter gate widths and higher number of gate channels no longer
have to introduce substantial penalties in duty cycle and fill factor, respectively. Indeed, even though the
minimum achievable gate width is often still larger than a TCSPC bin, high sampling rates can be achieved
with overlapping gating schemes, where the delay between the gates can reach values comparable to the
typical TCSPC bin sizes. Potential penalties in speed due to the increase in raw data size are mitigated by the
application of new data analysis techniques such as the phasor method [77]. As a consequence of all of these
developments, time-gated imaging is increasingly becoming a serious competitor to TCSPC even in more
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complex experimental setups featuring multi-exponential decays and with higher demands for accuracy and
precision.

In time-gated systems, the shape of the gate determines the instrument response function (IRF) of the com-
plete instrument, which is defined as its response function to direct illumination by the excitation light source
in absence of any other sources of illumination. The IRF contains the essential parameters that are ultimately
influencing the lifetime estimation performance, as discussed in detail in Section 2.4. All sources of temporal
variation in the system contribute to the gate shape, including the pulse width of the light source, and the
jitter of the photodiode(s) and the gate signals. In systems with multiple gate channels, the uniformity of the
gate shape across the pixels is also an important parameter. A significant non-uniformity between the gate
channels can complicate the calibration and correction processes, potentially resulting in reduced lifetime
estimation precision and/or in frame rate.

2.2 Conventional implementations of time gates

2.2.1 Time gating in rapid lifetime determination method

Rapid lifetime determination (RLD) is a method that emerged to address the need of fast fluorescence decay
analysis with a strong emphasis on the identification and discrimination of different lifetimes in a sample, or
rapid lifetime changes. Biologically relevant phenomena which require fast FLIM include changes in ion con-
centration and polarization/depolarization of the cell membrane [189]. RLD is generally more suitable for
single-exponential decays than multi-exponential decays [190]; up to 100 fps frame rate was achieved using
single-exponential samples with relatively low complexity [189]. Furthermore, RLD requires prior knowledge
that a single exponential is a good model of the sample [73].

The aim of the original RLD method is to calculate the lifetime of a single-exponential decay with an unknown
base line, which could be caused by uncorrelated noise sources such as background illumination [191]. The
decay function analyzed in this method is expressed as

I(t) = Ae t/" + B, (2.1)

where A is the preexponential factor, 7 is the lifetime and B is the base line. The decay window is sampled
by three contiguous gates with equal width, as shown in Figure 2:2(a) [191]. The single-exponential lifetime
is calculated by

—At

m’ (2.2)

T =

where At is the gate width and D; is the photon count of gate index i. If it is initially known that the sample
displays no or negligible base line, the lifetime estimation of a single-exponential decay requires only two
gates (Figure 2:2(b) [73]), and can be rewritten as [73]

—At

T= m (23)

The required number of gates increases further with the number of exponential decay components. In ac-
cordance with its original goal of providing high contrast at maximum available speed, it was estimated that

single-exponential RLD offers 10-100 times faster speed compared to the least squares method (LSM), a
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conventional data analysis method for FLIM, at the expense of only 30-40% lower accuracy [73]. Subse-
qguently, multiple research efforts focused on the customization of the gate configuration in the RLD method
for performance improvements. These configurations include separated and equal-width gates [185], sepa-
rated and unequal-width gates [186], and overlapping gates [72].
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Figure 2:2 (a) The gates used in the original rapid lifetime determination (RLD) method for single-exponential decay and an unknown base line [191].
(b) The variant of the original RLD method for no base line [73]. (c) Ratio of relative standard deviations (a/t) of RLD with no base line and weighted
linear least squares (WLLS) method, for different combinations of relative gate width (At/7) and total decay function area (At) [73].

Quantitative performance characterization of the time-gated RLD method was conducted first in [191] by
experimentally comparing the mean and the standard deviation of certain lifetimes estimated by RLD and
more established FLIM data analysis methods. Subsequently, a theoretical error characterization for single-
exponential decays was performed in [73]. In this work, the precision of RLD was compared with the weighted
linear least-squares (WLLS) method under the same experimental conditions using both error propagation
analysis and Monte Carlo simulations. Using error propagation, the standard deviation of the lifetime, o,
was derived as

1/2
g. = _—At 9p§ + 9ot . (2.4)
! (In(D1/Dy))? Dg D12

According to Equation (2.4), the standard deviation of the lifetime estimation is proportional to the gate
width At, as long as Dy and D, are not functions of At. Under these conditions, Op2 and Op2 also remain

constant, as they are governed by Poisson statistics. Since D, /D, depends on the lifetime, and D, and D,
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both depend on the preexponential factor (4) in the decay function shown in Equation (1.1), it can be con-
cluded that o, depends on both A and t. The results of this analysis, with a good agreement between the
error propagation and Monte Carlo methods, indicate that there is an optimum value of At/t which yields
the lowest relative standard deviation of the lifetime (g, /7). In this optimum region, the standard deviation
of the lifetime estimated by the RLD method is 30-40% larger than in the WLLS method, whereas RLD can
even outperform WLLS at lower photon counts (Figure 2:2(c) [73]). On the other hand, an experimental speed
comparison with the WLLS method shows that the single-exponential RLD achieves up to 350-830 times
faster speed. In summary, this analysis concludes that RLD offers a better trade-off between precision and
speed in single-exponential analysis than WLLS.

In [72], where overlapping gates were first proposed for RLD, the error analysis in [73] was repeated to com-
pare overlapping and contiguous gates. In the overlapping scheme, the overlap between the gates was set
to 50%. In single-exponential decay measurement with two gate positions, the results showed that for the
optimal value of At/t, both configurations achieved similar precision. However, the overlapping gated con-
figuration had a decisive advantage as At /T increases, leading to the conclusion that it offers improvements
in the lifetime range under fixed measurement parameters. This comparison was also performed for double-
exponential decays with known and unknown lifetimes. For unknown lifetimes, the number of gate positions
was increased to 4, due to the increase in the number of variables. The analysis was performed with only
Monte Carlo simulation; error propagation was omitted due to its relative complexity for double-exponential
models. It was demonstrated that contiguous gates were superior for known lifetimes and overlapping gates
were superior for unknown lifetimes. These findings are consistent with the higher lifetime range of the over-
lapping gated scheme, which offers an advantage when gating settings are set independently of the lifetimes.

A similar error analysis was also performed for a generalized two-gated single-exponential RLD model with
custom gate width and delay parameters, as illustrated in Figure 2:3(a) [187]. The motivation of this effort
was to reduce the dependence of the RLD method on the prior information on the lifetime by devising a
gating scheme with a wider lifetime range at the peak precision value. In this work, it was found that in the
optimized gating scheme, gates overlap by 75% and the second gate has a width of 4-12 At/7, where At is
the width of the first gate. Figure 2:3(b) [187] shows the precision of the optimized RLD compared to the
standard RLD and weighted nonlinear least-squares (NLLS) methods. Optimized RLD achieves higher preci-
sion than standard RLD at all gate widths, and higher precision than NLLS at relatively lower gate widths.

The initial time gating experiments with the RLD approach predominantly used a gated ICCD, which captured
gate images sequentially [192]. Subsequently, various techniques with the ability to acquire multiple gates in
parallel were developed. This trend eventually culminated in the acquisition of the entire decay in a single
image. The first implementation of this technique (also called “single-shot” FLIM) was done in [189] by pro-
jecting the original and delayed versions of the same image on two halves of a gated ICCD. This approach,
which was chosen due to the lack of a parallel gating feature in an image intensifier, has several disad-
vantages. It decreases the spatial resolution by dividing the camera field of view into two halves, and in-
creases the setup complexity due to high dependence on optical components. Furthermore, while it ad-
dresses the speed problem by reducing the acquisition time by 50%, it does not increase the duty cycle. A
different approach with a segmented intensifier achieves single-shot FLIM at the expense of similar trade-
offs [193]. Later, with the introduction of lock-in pixels which support up to four gating channels to this date,
single-shot FLIM was performed with no spatial resolution penalty [109]. This method was subsequently
demonstrated with gated SPAD arrays [184].
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Figure 2:3 (a) A generalized single-exponential two-gated RLD scheme with custom gate width and delay parameters [187]. (b) Precision (relative
standard deviation) comparison of the optimized RLD method with standard RLD and weighted nonlinear least-squares (NLLS) methods [187].

2.2.2 Time gating for the least squares method

The least squares method (LSM) is a fitting-based lifetime estimator used in time-domain FLIM since its early
years. To this date, LSM is still considered among the methods that yield the best accuracy and precision
[194]. This method is based on the fitting of the measured emission response to an exponential decay model
after multiple iterations.

Conventionally, LSM is performed with the TCSPC method using single-channel scanning microscopy, owing
to its high timing resolution. This combination, while still being considered as the “gold standard” in FLIM,
has the characteristic speed limitations of both its data acquisition and data analysis methods, which have
been discussed in Chapter 1, Section 1.3. Subsequently, time-gated LSM was developed as a method to im-
plement LSM in widefield FLIM systems. This approach offers an alternative method to RLD in widefield FLIM,
in which speed is sacrificed for state-of-the-art SNR performance.

The principle of this method is illustrated in Figure 2:4(a) [129]. The gates are configured to emulate TCSPC
bins. Thus, the fluorescence decay is sampled using gates with equal widths. In most of its implementations,
the gates are non-overlapping and separated. The gate width is often set to the minimum value permitted
by the hardware specifications, in order to maximize the time-stamping precision. The gate positions, whose
number is restricted due to frame rate concerns, are equally distributed across the measurement window.

This method conventionally uses ICCDs as the detectors of choice [53, 195]; it was the first established gated
camera technology and it achieves the shortest gate width compared to its competitors. For this reason,
multiple challenges in this method arise from the hardware limitations of ICCDs. Firstly, the number of gate
channels is limited to one, which leads to a trade-off between duty cycle and photon economy. Secondly, the
decay time of the phosphor screen, which is caused by the persistence of bright images for a duration of
~300 ps, introduces a frame rate limitation [53]. Instead of ICCDs, it is also possible to use lock-in pixels or
SPAD cameras. However, the wider gates of these two technologies compared to ICCDs cause a drop in the
overall photon economy.

The rules governing the required gate parameters for good SNR in this method are investigated in [196]. Even
though it is theoretically possible to determine a single-exponential lifetime with only two gate positions
[191], it was reported that the configuration that yields acceptable precision requires at least 5-10 gate po-
sitions. The purpose of this redundancy is to minimize random errors caused by factors such as the jitter of
laser pulse and the gain factor of the detector. The minimum required measurement window was calculated
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as 2.5t for capturing >90% of the emission signal and achieving reasonably high SNR. In [195], where time-
gated FLIM with an ICCD camera was performed for cancer detection, the LSM and RLD methods were com-
pared using the same hardware. The LSM method requires 25 gate positions and achieves a refresh rate of
0.05-0.1 fps. On the other hand, the RLD method only requires 2 gate positions and reaches up to 10 fps.
While the SNR of the RLD images is lower, it is generally adequate for cancer detection, which focuses on
spatial lifetime contrast rather than the actual values of the lifetime. While this gating method yields accepta-
ble results for single-exponential lifetimes, as demonstrated in the cancer detection application, its ability to
resolve multi-exponential lifetimes is still inferior to conventional TCSPC-based LSM since the gate width of
an ICCD camera is generally larger than the bin widths of state-of-the-art TCSPC systems [196].
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Figure 2:4 (a) Diagram of the time-gated FLIM acquisition method for histogram generation to be used in the least squares method [129]. Multiple
gates with a width of T;; record the intensity of the fluorescence decay with a constant gate step s. In the standard acquisition method, all gates have
equal integration times. For optimal SNR, the gates sampling the later parts of the decay must have relatively longer integration times than the earlier
gates. (b) Plot showing the optimal integration time ratio and gate separation for a two-gated single-exponential lifetime analysis using the scheme
in (a) [129]. The color bar represents the lifetime determination error of a measurement in which the two variables, integration time ratio and gate
separation, correspond to the x and y coordinates of a data point, respectively. Integration time ratio is defined as the ratio between the integration
duration (acquisition time) of gate 2 and gate 1. Gate separation defines the delay between the rising edges of two gates, in terms of the lifetime. The
red curve shows the gate separation that yields the lowest error as a function of integration time ratio. The area in black corresponds to the set of
integration time ratio and gate separation that yields the lowest error.

The quantitative performance analysis of this method was further investigated in [129]. While the width and
the separation of the gates are kept constant throughout the decay, the work also investigates the scenario
where the integration times of the gate positions are set to different values such that the photon counts of
the gates have a smaller variation. Figure 2:4(b) [129] shows the distribution of the error in a two-gated
configuration as a function of the integration (exposure) time ratio and the separation between the two
gates. The plot shows that the highest precision is achieved at an integration ratio of around 4, and gate
separation of ~2.5t. However, it should be noted that the optimal precision can only be reached in this
method if the approximate value of the lifetime is known a priori, which is a disadvantage of this approach.

2.3 Our gating approach for phasor-FLIM

The goal of our research was to design a widefield FLIM system to perform time-domain phasor analysis.
Phasor analysis, which is discussed in Chapter 1, Section 1.3, is based on the representation of a function in
the frequency domain by a single point called a phasor. A phasor z, which represents only the sinusoidal
component of the function at a single frequency value, is expressed in the complex plane as
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z=g+is=me", (2.5)

where g and s are the real and imaginary part of the phasor, and m and ¢ are its modulus and phase, re-
spectively. Phasor analysis for FLIM can be applied to the fluorescence response acquired in both time do-
main and frequency domain, corresponding to pulsed and sinusoidally modulated excitation, respectively
[77].

The standard time-domain phasor equations based on DFT (Equations (1.14) and (1.15)) only apply when the
target function is measured at a constant sampling rate, and the measurement window includes most of the
exponential decay area; for the measurement of truncated decays, additional conditions apply [86]. We
therefore decided to scan the gate across the full laser period with equal steps, in order to be able to use the
standard phasor method without additional phasor frequency restrictions. The measurement window D, de-
fined in [74] for contiguous bins in the center of mass method as the delay between the rising edge of the
first gate position and falling edge of the last gate position, was redefined in accordance with the principles
of DFT as the product of the number of gate positions G and the gate step Gg, and selected as

D =G X Gg = Ty, (2.6)

where Tig, is the laser period. The scanning was performed with overlapping gates, which are defined as gate
positions whose corresponding time windows overlap with one another. Overlapping gates are generated
when the delay between adjacent gate windows (gate step) is smaller than the gate width, which is expressed
as G < Gy, as illustrated in Figure 2:5. The necessity to record sufficient photon counts at each gate position
for decent SNR, which introduces a maximum gate step limitation, and the hardware-related limitations on
the minimum gate width, were the two reasons for the selection of overlapping gates.
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Figure 2:5 Conceptual diagram of overlapping gates, which are defined as gate positions whose corresponding time windows overlap with each other.
Overlapping gates are generated when the delay between adjacent gate positions (gate step) is smaller than the gate width. Overlapping gates allow
sampling a fluorescence decay with a short lifetime with sufficiently high photon count in each gate position for a decent SNR.

During phasor analysis, a nanotime was assigned to each gate, similar to the case with TCSPC bins. The nano-
times of the gates were defined as

ti = GS X i, (27)

where i is the gate position index, t; is the nanotime of the gate i, and G, is the gate step. The nanotime
values are independent of the actual gate position; any offset added to t; which equally applies to all values
of i is indeed corrected during the calibration process via IRF deconvolution, which is discussed in Chapter 4,
Section 4.2.
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We used a laser with an adjustable pulse repetition frequency (PRF). The PRF of the laser was set to 20 MHz,
which is the fixed value that is supported by the detector. The position of the first gate is set in such a way
that its falling edge starts overlapping with the beginning of the decay only after several steps, as shown in
Figure 2:6. This measure ensures that only one emission decay is used for the analysis.

The effects of the IRF on the phasors are “calibrated” by characterizing the phasor of the IRF at the frequency
of interest using a reference sample with a known lifetime, and subsequently performing a simple algebraic
correction of the measurements of the samples of interest, as discussed in Chapter 4, Subsection 4.2.1. This
technique, which is explained in depth in Chapter 4, is only valid for the correction of effects that are inde-
pendent of the lifetime; in particular, it cannot be used to correct the distortions caused by undersampling,
as discussed in Section 2.4.5.
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Figure 2:6 Position of the first and last gate in the data acquisition process. This positioning allows the detection of only one fluorescence decay, which
makes the lifetime estimation method insensitive to any mismatch between the phasor frequency and laser PRF.

To collect sufficient photons in multiple gate positions for good precision and to minimize aliasing due to
undersampling, the gate step is typically set to hundreds of picoseconds, which is significantly shorter than
the gate width of at least ~12 ns.

While exposure times and bit depths —i.e., the number of bits used to store the photon count — of the gate
positions can be adjusted, they are constant across all gate positions. Although it is demonstrated in literature
that gate configurations with unequally distributed exposure times may yield superior SNR [193, 195], the
dependence of the optimal configuration on the target lifetime and the number of gates complicates this
optimization process; therefore, it is avoided in our approach.

Further details of this gating method are presented in Chapter 4.

2.4 Gate parameters

The characteristics of the gate influence the overall FLIM performance in multiple aspects including photon
sensitivity, precision and lifetime range. These gate characteristics are represented by various parameters.
The understanding of the gate parameters and their contributing factors is necessary for the assessment of
the performance limitations of a gated FLIM system.

The gate window profile is defined as the normalized photon sensitivity of a pixel as a function of the delay
of a laser pulse directed towards the pixel, with respect to an edge of the gate signal voltage. In other words,
the gate window profile is equivalent to the pixel’s IRF for a particular gate width. By this definition, other
than the specifications of the camera, the characteristics of the gate window profile are unique to the tem-
poral profile of the laser pulse, which generally exhibits a narrow peak followed by a decaying tail, and the
photodiode timing characteristics.
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2.4.1 Gate width

The gate width (Gyy) is defined as the full width at half maximum (FWHM) of the gate profile, as shown in
Figure 2:7. The “maximum” is here replaced by the average value at the high level of the gate profile, which
is equal to the sensitivity of the pixel when the gate is fully on, and is only limited by the QE/PDE of the
photodiode.
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Figure 2:7 A diagram illustrating the gate width.

In time-resolved imaging, the gate width determines the photon time-stamping precision of the detector;
therefore, it is analogous to the bin width of the TCSPC system. The uncertainty on the photon time-stamp
measured with a square gate with width Gy, is expressed as [81]
Gy
oy = —. (2.8)

V12
This relation, which is only valid for ideal square gates with infinitesimal rise and fall times, is due to the fact
that the variance of a uniform distribution between the intervals [a, b] is equal to 1/12(b — a)?. On the
other hand, for a given laser PRF, longer gates capture a larger percentage of the measurement window.
Therefore, they allow the detection of more photons under the same experimental conditions.

In time-gated SPAD imagers, the minimum gate width is mainly determined by two parameters. Firstly, the
power distribution characteristics of the gate signal network on the chip influence the minimum gate width.
As the delay between the rising and falling edges of the gate window decreases, the possible superposition
of the temporary supply voltage drops corresponding to multiple signal edges may drive the supply voltage
below the critical level needed for the operation of the pixel transistors. This effect may temporarily disable
the pixel operation itself, rendering it insensitive to photons. The distortion that this effect causes in the gate
window shape is typically in the form of a fluctuation in the high sensitivity level of the gate, which is normally
expected to be flat, as in Figure 2:7. The second limitation of the minimum gate width is introduced by the
transition times. This limitation is described in the next subsection.

2.4.2 Transition time (rise and fall time)

The rise and fall times of a gate window profile are defined as the time delay between the 10% and 90%
intensity levels of the rising and falling edge of the window, respectively. In Figure 2:8, the edges of the gate
window are drawn as linear functions for simplicity. In reality, however, they have non-linear characteristics.
In SPAD detectors, if the delay between the laser trigger edge and the avalanche current edge is considered
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as a random variable, the gate window transition can be modeled as its cumulative distribution function,
considering an ideal gating mechanism with no temporal uncertainty and instant switching time of the pixel
sensitivity. By this definition, both the laser pulse shape and the SPAD jitter contribute to the transition time,
and the characteristics of the rise and fall times are expected to be identical.
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Figure 2:8 A diagram illustrating the rise and fall times of the gate window profile.

In a more realistic scenario, the gating mechanism also displays temporal uncertainty. The factors contrib-
uting to this uncertainty may include the following: the jitter between the laser trigger and the gate signal
edge, the jitter between the gate signal edge and the gate transistor switching time, and the duration of the
photodiode sensitivity change after the gate signal edge. As seen from the list above, the list of contributing
factors related to the gating itself depends on the physical mechanism corresponding to the gate transition,
as also reported in [120]. This phenomenon is the primary cause of a potential asymmetry between the rise
and fall times of a gate window.

The rise and fall times of the gate introduce two effects on the timing performance of the system. Firstly,
they determine the minimum width of a gate window. The shortest gate width (Gyy,,,..) that can be achieved
without reducing the peak sensitivity level is approximately equal to

1
GWmin = E (tT + tf)' (2.9)

where t,. and tr are rise time and fall time of the gate window, respectively. Secondly, the transition time
affects the bandwidth of the IRF; shorter transition times indicate higher IRF bandwidth. The effects of the
IRF bandwidth on the lifetime estimation performance are discussed later in the chapter.

2.4.3 Skew

Skew is a term that is often used in the distribution of clock signals in digital electronics. It is defined as the
delay of one edge of a signal at various locations within the chip, as illustrated in Figure 2:9. The ideal value
of the skew is zero, as the signal is intended to be transmitted synchronously to all its destinations. In time
gated image sensors, the gate skew is defined as the maximum delay of a gate window edge between any
two pixels in the array.
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Figure 2:9 Conceptual illustration of skew in an integrated circuit. The propagation delay of the signal across the wires results in a delay between the
signal edges (t,) at different points of the signal distribution network.

The skew is primarily caused by the differences in the transmission of a signal. Any disparity in the resistance
and capacitance of the transmission paths affects the propagation time of a signal along the path, thus caus-
ing a skew. The factors determining these characteristics of the paths include the physical properties of the
metal wires, such as length, width and thickness; and the drivability of the active components such as invert-
ers, buffers and logic gates. However, even if all of these parameters are designed to be equal, additional
factors that arise from outside the network may also affect the skew. For instance, the lateral and vertical
spacing between the signal wire and the other structures around them causes variations in the parasitic ca-
pacitance. In addition, temporary supply voltage drops due to the operation of the surrounding electronics
may cause variations in the toggling speed of the buffers and inverters along the signal transmission paths.

The skew of a signal can be minimized by the use of signal distribution trees, which are designed to propagate
a signal through multiple paths simultaneously. Several common signal distribution trees are discussed In
Chapter 3, Subsection 3.3.2. Particularly large-format image sensors present challenges for the design of
these trees, which are connected to each pixel. In monolithic image sensors, the implementation of an ex-
tensive signal tree inside the pixel array is challenging due to the large area requirement that it demands.
Therefore, a widely used method to distribute the gate signal is to propagate it equally to each row or column
through a signal tree, and distribute it to the pixels in a single direction using metal wires. While this method
offers a good trade-off between the skew and fill factor, the skew along the direction of the distribution
within the array cannot be eliminated. In time-gated imaging, the gate skew causes the different pixels to
sample the decay at slightly different time delays in a single frame. This factor limits the ability for different
pixels to capture spatially correlated photons. Most applications of FLIM do not include correlation measure-
ments, and are therefore not affected by this limitation. In the imaging of fast phenomena, the skew of the
beginning and the end of the exposure times of a frame becomes a critical specification, due to the demand
for global shutter operation to minimize artifacts. However, the frame acquisition durations are typically
several orders of magnitude greater than the skew of the gate window. In this case, the skew does not sig-
nificantly limit the ability to capture fast phenomena.
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The skew also introduces a deterministic temporal offset between the IRFs of different pixels, which, unlike
the previous effects, does have adverse consequences for FLIM performance. For instance, as will be dis-
cussed later, the IRF deconvolution for FLIM needs to be performed at pixel level to minimize systematic
errors in the lifetime estimation. This calibration stage requires the calculation and storage of IRF parameters
for each pixel, as opposed to a single parameter set representing all pixels. This measure increases the com-
putational complexity of the calibration process and introduces demanding data storage capacity during the
lifetime calculations.

2.44  Gate step

The gate step indicates the value of the time delay between two adjacent gate positions in a measured gate
response profile. The gate step is illustrated for non-overlapping separated gates and overlapping gates for
in Figure 2:10(a) and (b), respectively. In discrete Fourier transform (DFT), the gate step determines the sam-
pling frequency (f5); fs is equal to the inverse of the gate step. The maximum allowed value of the gate step
is determined by the bandwidth of the emission signal. According to the Nyquist-Shannon sampling theorem,
the requirement for the sampling frequency is expressed as

fs = 2fe, (2.10)

where f; is the cutoff frequency of a bandlimited function. If this requirement is not met, aliasing occurs,
causing distortions in the locations of the phasors, as shown in Figure 2:12(c) [85].
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Figure 2:10 The description of gate step in (a) non-overlapping and (b) overlapping gates.

In state-of-the-art CMOS technologies, it is possible to delay a signal by steps as small as ~20 ps. However,
as G = Ty, /G, such a step choice requires up to thousands of gate positions for phasor analysis at typical
laser PRF values.

2.4.5 Number of gate positions

In time-gated FLIM, the parameter that has one of the most direct effects on the acquisition time is the
number of gate positions. For a given binary frame rate and gate image bit depth, the acquisition time is
directly proportional to the number of gate positions.

Since time-domain phasor analysis includes the discrete Fourier transform (DFT) of an exponential decay, it
requires the sampling of the decay with equal gate steps across all gate positions, as discussed in Section 2.3.
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In the cases where the emission intensity does not decay significantly across the laser period, the required
data acquisition approach to minimize truncation is to scan the entire laser period by selecting the measure-
ment window according to Equation (2.6). Under this condition, the number of gate positions is determined
by the PRF and the gate step, not the gate width.This rule applies to both overlapping and non-overlapping
gates, as the gate width is not a parameter that influences G in Equation (2.6).

The number of gate positions also influences the trade-off between the acquisition time and the number of
detected photons. As shown in Figure 2:11, in time-gated acquisition, where gate positions with uniform
steps cover the entire laser period in accordance with Equation (2.6), the total integration time Tjy¢ ¢o¢qi(t),
which is a function of the delay relative to the laser trigger, t, is expressed as

Gw
Tint_total(t) = Tint_gate X lGSJ , fOT' LE -t > GW mod GS
(2.11)
Gw
Tint_total (t) = Tint_gate X [GS ] ) fOT‘ LE—-t< GW mod GS;

where Tint gate is the integration time of a gate, defined as the light exposure duration during the data ac-
quisition of the gate, Gy is the gate width, Gs is the gate step, LE is the closest leading gate edge delay to t
in the gate shift direction, and “mod” is the modulo operation. By expressing G as Gy = D /G, Equation (2.11)
can be rewritten as

G, X G
D

Tint_totar(t) = Tine_gate X l J. for LE —t > Gy, mod Gg
(2.12)

G, XG
Tint_torar () = Tine_gate % [T] , forLE —t < Gy mod Gs.

This relation assumes ideal square gates, and is valid for separated, contiguous and overlapping gates. The
number of detected photons during the entire measurement, Cyo¢ torqi, is then expressed as

D

Caet_total = f Tint totar(t) X CR(t)dt, (2.13)
t=0
where CR(t) is the photon count rate of the delay t. When GW.%G € N, as the floor and ceiling functions of an
integer are equal, Equation (2.13) can be rewritten as
G, XG (P
Caet_total = Tint_gate X D CR(t)dt. (2.14)
t=0
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Figure 2:11 A diagram illustrating the required conditions for proportionality between the total detected photon count (Cget torq;) and number of
gates in the acquisition (G), in time-gated phasor-FLIM. Measurement window (D), which is defined as D = G X Gg, is equal to the laser period (T}, ).
Three different gate configurations are represented. (a) Overlapping gates where Gy, is not an integer multiple of Gs. (b) Overlapping gates where Gy,
is an integer multiple of Gs. Note that contiguous gates are a subset of this category, in which G, = Gg. (c) Separated gates. As analytically shown in
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Equations (2.11)-(2.14), Cyet totar i Proportional to G independently of the measured function only if (G, mod Gg) = 0. In this theoretical analysis
of an ideal square gate, pile-up effect and temporal changes in the fluorescence response are neglected.

Equation (2.14) proves that the total detected photon count is directly proportional to the number of gate

positions, when sufficient photon count is achieved to minimize statistical variations, irrespective of the char-
GwXG

acteristics of the measured function, e.g. single or multi-exponential decay, as long as € N for all values

of G that are selected. This condition is met only when (G,, mod G) = 0, which encompasses all contiguous
gates (Gy, = Gg) and overlapping gates in which the gate width is an integer multiple of the gate step, and
excludes separated gates. However, for overlapping gates in which Gy, > Gg, Cget torqr Can be considered

almost proportional to G due to the small relative difference between [GG—W] and l(;_WJ From Equation (2.14)
S S

and the proportionality between the data acquisition time and G, the trade-off between the total data ac-
quisition time of the decay and the number of detected photons can be confirmed. This concept is illustrated
in Figure 2:11, in which the integration time uniformity of photon delays across the measurement window is
shown for the aforementioned gate configurations.

The reduction of the number of gate positions can only be made possible by an increase in the gate step or
a decrease in the measurement window, both of which may introduce distortions in the resulting discrete
Fourier transform. Depending on the bandwidth of the system IRF, the former option may result in under-
sampling, thus causing a drop of lifetime precision, as discussed in Subsection 2.4.4. On the other hand, the
latter option may lead to an effect called “truncation” when the measurement window excludes a significant
percentage of the emission response function area [85, 86].

The effects of undersampling and truncation in time-gated phasor-FLIM were investigated in [85] and [86].
In this work, the Fourier transform of a single-exponential decay was reformulated based on discrete sam-
pling using ideal square-shaped contiguous gates with equal width and uniform steps across the measure-
ment window. The Fourier transform of a single-exponential decay, which is expressed in the continuous
domain as

) =TT o 2.15
2@ f) 1—i2nft ( )
was rewritten for contiguous gates with widths shorter than the lifetime as
I N 1 m
z'(t,f) = Z o D™ (2.16)

o1 —i(2nf = 2n7) T

where m is the gate index, f is the phasor frequency and G is the number of gate positions. In this approach,
the center of a gate was selected as its nanotime. The authors concluded that the magnitude of the discrete
Fourier transform deviates from the continuous Fourier transform in a certain range of frequencies as shown
in Figure 2:12(a-b) [85]. In these figures, the effects of undersampling and truncation can be observed. Fre-
quency-shifted repetitions (aliases) of the ideal continuous frequency spectrum have a periodicity of f; =
G /D. On the other hand, the ripples with a periodicity of 1/D are due to truncation; the truncated frequency
spectrum matches with the continuous spectrum only at f = 1/D and its harmonics. The latter effect is more
visible in Figure 2:12(b) in which the distortions due to aliasing are negligible at low harmonics of 1/D, com-
pared to Figure 2:12(a).
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Both effects lead to distortions in the phasor locations, which ultimately result in differences between the
SEPL and the universal semicircle, which are undesirable for the reasons discussed in Subsection 2.4.4. These
differences increase with the magnitude of the distortion caused by undersampling and truncation. A de-
crease in the number of gate positions is expected to result in larger modifications in the SEPL. This effect is
illustrated in Figure 2:12(c) [85], where the SEPL corresponding to G = 4,8 and 16 are plotted against the
standard universal semicircle, which corresponds to G = +inf.
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Figure 2:12 (a-b) The Fourier transform of a single-exponential decay function sampled with (a) 8 and (b) 32 contiguous ideal square gates [85]. The
curve in dotted line shows the continuous Fourier transform of the function. (c) Modified phasor plot where the SEPL is recalculated from the modified
version of the single-exponential Fourier transform for contiguous gates with widths shorter than the lifetime [85]. The number of gate positions,
which is denoted by K in these figures, is denoted by G in the thesis.

Unlike aliasing, truncation does not distort the phasor locations at the harmonics of 1/D. This property can
be exploited to reduce the number of gate positions via truncation and still avoid phasor location distortions.
In [86], the effects of decay truncation on the phasor location were theoretically investigated and the optimal
phasor frequency was proposed for truncated decays. For a given laser period T;g,- and measurement window
D, with D < Ty, the phasors of single-exponential decays are located on the standard universal semicircle

only if the phasor frequency f is equal to f = n/D.
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In [85], the performance of long and short gates was compared using double-exponential mixtures, as well.
The separability index (S) was used as the figure of merit for this comparison. This index, which indicates the
separation level of two lifetimes and was introduced in [197], is defined by:

|7, — 74

~ Jvar(t) — varGey

(2.17)

In this comparison, it was concluded that the separability of the method increases with a larger number of
gates, as theoretically expected. However, it must be noted that this modified phasor method analyzes dou-
ble exponential decays using the “global analysis method” [198]. This method assumes that the values of the
two lifetime components of the sample are the same throughout the field of view, and only the preexponen-
tial factors of the decays may be different. This assumption makes the analysis of lifetime possible, since the
data of one pixel is relevant for the neighboring pixels, and dramatically increases the statistics and accuracy
[199].

2.4.6 Number of gate channels

The number of gate channels indicates the number of gates which can acquire data in parallel. There are two
major advantages of having multiple gate channels. Firstly, it is possible with more than one gate channel to
make the system sensitive to photons during the entire emission window. The fraction of the time during
which the sensor is photon sensitive, also called the duty cycle, or temporal aperture, is a particularly im-
portant parameter for the measurements of biological systems with limited photon budget. Secondly, it en-
ables the acquisition of the entire decay in a shorter period of time. This feature decreases the errors in the
measured decays of samples with fast dynamics or high photobleaching rate. When the number of gate chan-
nels is equal to the number of gate positions, single-shot FLIM can be performed. On the other hand, there
are also several limitations on the number of gate channels. Firstly, an increase in the number of channels
causes fill factor degradation and an increase in the throughput demand of the readout configuration. Sec-
ondly, any gate profile non-uniformity between the channels causes systematic errors in the measurements,
thus requiring more complex calibration and correction processes.

In the ICCD-based early generation time-gated FLIM systems, the number of channels was limited to one,
since the gate is implemented by modulating the photodiode. In fully solid-state cameras where the gates
are generated by readout electronics, including lock-in CMOS pixels and SPAD image sensors, multiple gate
channels are possible. In state-of-the-art time-gated detectors, the number of gate channels ranges from 1
to 8 [18]. This number is expected to increase further with the advances in the capability of solid-state de-
tector technologies.

2.5  Performance limitations of time-gated phasor-based FLIM using SPADs

Today, the performance of FLIM systems is influenced both by data acquisition and analysis methods, as well
as by the characteristics of the detector technology. Since widefield phasor-based FLIM has only recently
been demonstrated using time-gated SPAD imagers, a discussion on the performance of such systems from
multiple perspectives is of key importance. The major performance parameters of a FLIM system include
photon sensitivity, photon economy, lifetime range and dynamic range.
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2.5.1 Photon sensitivity

Photon sensitivity is an important parameter for samples with low photon budgets, since in those cases lower
detector sensitivity cannot always be compensated by higher excitation power. Photon sensitivity in SPAD
imagers is represented by photon detection efficiency (PDE). PDE is the ratio between the number of de-
tected photons and the number of incident photons on the entire pixel area. The relation between the PDE
and its components, photon detection probability (PDP) and fill factor (FF), is given by

PDE = PDP X FF. (2.18)

The fill factor indicates the ratio between pixel active area, i.e. the area where the electric field is sufficient
for impact ionization upon photon absorption, and the entire pixel area. The PDP is the probability that a
photon incident on the active area generates an avalanche current, which in turn is expressed as

PDP = P,, x QE, (2.19)

where P,,, is the avalanche probability and QE is the quantum efficiency, which indicates the probability of
an impinging photon to generate a free electron (or hole). As shown in these equations, the only contributor
of the PDE unaffected by photodiode physics is the fill factor. The complexity of the pixel electronics has a
major influence on fill factor. In gated pixels, the number of gate transistors in the pixel is often proportional
to the number of gate channels. Therefore, a trade-off exists between the number of gate channels and the
PDE of a SPAD imager, for a given pixel size.

A second measure of photon sensitivity is duty cycle. The duty cycle is the fraction of the time during which
the sensor is photon sensitive. In gated imaging with non-overlapping square gates whose period is equal to
the laser period Ty, the relation between duty cycle (Y) and gate parameters can be expressed in rolling-
shutter mode as

y=—+—¢ (2.20)

where Gy, is the gate width and N, the number of gate channels. In large-format SPAD imagers, the smallest
gate width to ensure 100% duty cycle is around 6.25 ns, provided that the number of equal-width gate chan-
nels rarely exceeds 2, the laser PRF usually does not exceed 80 MHz, and the gate period is equal to Ty, In
these systems, the largest laser PRF is determined by the requirement of the laser period being several times
greater than the maximum lifetime of interest, in order to avoid a significant overlap of the emission signals
from two adjacent decays, for convenience.

Unlike PDE or QE, the duty cycle is not always proportional to the percentage of missed photons in the emis-
sion profile. In the approach where a decay is scanned with gates with equal widths, a period of T, and
uniform gate steps, the ratio between detected photon count (Cy,;) and impinging photon count (Cy,y) in a
pixel, under negligible pile-up effect and when Tig,- > 1, is given by

G
C 1 I
et — PDE X_z k. (2.21)
Cimp G k=1ldecay

50



The theory and practice of time-gated FLIM

where k is the gate position index, G is the number of gate positions, I is the total intensity of all gate
channels in gate position k, and I ¢4y is the total intensity of the emission profile. When the measurement
window D is a multiple of T}, Equation (2.21) can be re-written as

Gy X N,

—————=PDE XY, (2.22)
Cimp lsr

where Y is the duty cycle. Equations (2.21) and (2.22) show that the proportionality between the duty cycle

and the percentage of missed photons is only present when D is a multiple of T},,.. Note that for a gate

sequence which contains multiple channels with a fixed delay between the channels, G denotes the number

of positions of the entire gate sequence. The value of I} is the sum of the intensity of all gate channels in the

position k, given by

N¢
Ik :ZIk’j' (223)
=1

where j is the gate channel index, N is the number of gate channels, and [ ; is the intensity of the gate
channel j at position k. Equations (2.22) and (2.23) apply to both overlapping and non-overlapping gates. For
a system with multiple gate channels, Equation (2.22) is valid only if the total measurement window of all
channels does not exceed the laser period. The terms that are used in Equations (2.22) and (2.23) are illus-
trated in Figure 2:13, for a system with two non-overlapping parallel gate channels.

count count count

Gate Gate

— Gatechannel 1 position 1 position 2

—— Gate channel 2 \

time R time B time

Figure 2:13 lllustration of various terms used in the calculation of Cye¢/Cipypy in Equation (2.22), for a system with two non-overlapping gate channels,
where Ti5 > 7.

2.5.2  Photon economy

Photon economy is a measure of precision of a FLIM system for a given number of detected photons. Photon
economy can become a critical parameter in several scenarios. Firstly, if the sample has a low photon budget
due to photobleaching, the lifetime estimation must be performed with a limited photon count. Secondly,
for operation modes with high frame rates, the number of photons per frame is often limited by the photon
count rate of the sample, which also poses a similar challenge. In such scenarios, where the number of im-
pinging photons is limited by the aforementioned causes, and the percentage of the detected photons is
limited by the photon sensitivity of the detector, the precision of the estimation is mainly determined by
photon economy.

The most broadly used parameter to indicate photon economy is the F value [44, 188, 200]. This parameter,
which compares the precision of the lifetime determination of a system with the shot noise limited value, is
expressed as
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0./T

= (2.24)

where g, is the standard deviation of the measured lifetime, 7 is the true value of the target lifetime, oy is
the standard deviation of the total number of detected photons, and N is the mean of the total number of
detected photons. As shown in Equation (2.24), F value expresses the relative standard deviation of the life-
time in terms of the relative standard deviation of the number of photons, which is one of major contributors
to the measurement uncertainty. In a system where the variance of the number of photons is shot-noise
limited, the standard deviation of the photon counts equals the square root of the photon count itself. There-
fore, Equation (2.24) can be rewritten as

F= "T‘W_ (2.25)

T

When the standard deviation of the estimation (a;) is inversely proportional to the square root of the de-
tected photon count, the F value remains independent of the photon count. The variance of an exponential

. . . L -t/ . .
distribution whose probability density function is %e /T, is equal to 72. When the mean of N samples is

calculated, its variance and the standard deviation are equal to 72/N and t/+/N, respectively, according to
the law of large numbers. When this expression of the standard deviation is plugged in Equation (2.25), the
F value is equal to 1. This proves that, if the photon emission process displays Poisson statistics, then F cannot
be below 1. The F value is higher for detectors which have additional contributors to the variance of the
lifetime other than the contribution of the shot noise for the exponential distribution. In a system with a non-
zero gate width, the standard deviation of a single-exponential lifetime and the F value can be approximated

as
.Gy, N) = — (2.26)
VN
and
2
Fg,, (T) = 1+1—12(GTW) . (2.27)

This first-order estimation, derived in [81], assumes that the photon arrival times are uniformly distributed
within a gate, which becomes increasingly inaccurate as Gy, /T increases. From this relation, it can be seen
that the photon economy depends on the ratio between gate width and lifetime.

The F value can increase due to additional factors, such as the errors in data analysis methods [74], uncer-
tainties in the calibration [81] and systematic errors. In experiments where the IRF is characterized by per-
forming a reference measurement using a sample of known lifetime, statistical dispersion of the reference
(i.e. calibration) and sample lifetimes are statistically independent. As a consequence, the variance of the
final estimation can be approximated by the sum of the variances of the two estimations. From this relation,
the standard deviation of the measured lifetime after IRF deconvolution can be written as

G\ (G, V) = \/a,zi(aw, N + 02, Gy Noal), (2.28)
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where t; is the lifetime of the single-exponential sample of interest, t.,; is the lifetime of the single-expo-
nential calibration sample, N; is the number of photons in the measurement of the lifetime of interest, and
N, is the number of photons in the measurement of the calibration sample [81]. Plugging this expression
in Equation (2.25), the F value is given by

F = &Ti(GW! Nl)\/N
- .

(2.29)

The most effective way to minimize the contribution of the calibration to the F value is to perform the cali-
bration with as many photons as possible. In SPAD detectors, this can be done by choosing a calibration
sample with low photobleaching rate and increasing the bit depth of the gate positions. This method maxim-
izes Ncq1 /N, which causes 6, to be dominated by the term o,.

It should be noted that the F value is a measure of precision, not accuracy. Therefore, it is affected by the
statistical dispersion of the lifetime estimation, but not by systematic errors. For this reason, the F value can
be less than one in some cases where the dispersion in the photon counts or the time-stamping is reduced
due to quantization error. In SPAD detectors, this phenomenon occurs during the operation in the pile-up
regime, where the magnitude of the error increases with the level of the pile-up. As the camera operation
enters deeper into the pile-up regime, the drop in the photon count dispersion due to truncation becomes
more severe. As a result, the F value gradually decreases, eventually converging to zero when the camera is
fully saturated. This phenomenon is discussed in further detail in the following subsections.

2.5.3 Lifetime range

In a FLIM system, the lifetime range can be defined as the range between the maximum and minimum life-
times that can be estimated with an acceptable accuracy and precision. Unlike the dynamic range, there is a
lack of standardization on the exact definition of the lifetime range, particularly in the quantitative definition
of the “acceptable” accuracy and precision, which is a key requirement for its calculation. A quantitative
analysis of the lifetime range for various FLIM methods was presented in [74]. The method used to determine
the lifetime range in this work is as follows. Firstly, the target precision is defined for a given recorded photon
count (N) as?

T
Precision = —=, (2.30)

0.
Tmeas

where g, isthe standard deviation of the measured lifetime 7,,¢45. While a modified precision definition
which includes accuracy (defined and discussed in more detail in Subsection 2.5.5) was also provided, the
standard definition can also be used to determine the lifetime range, given that the errors leading to low
accuracy can in principle be corrected due to their deterministic nature [74, 201]. For perfect accuracy which
results in T,peqas = Trear, the F value can then be defined in terms of precision as

VN VN XTpeas VN

=0y = — = —. (2.31)
meas .1 Precision X t,., Precision

F

Tmeas

P O; . .
or Precision = €35 hoth of which are commonly used expressions.

Ttmeas Tmeas

1 Conventionally, precision can be defined as either Precision =
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In [74], the maximum acceptable F value for Precision = 40 dB = 10(*%/20) = 100 and N = 27 was esti-
mated as F,,,, = 4. After the calculation of E,,,,, the lifetime range is determined from the plot of F vs. T
corresponding to the particular FLIM method/system as the set of T values for which F < E,,,, as illustrated
in Figure 2:14.

As photon economy is the primary contributor of the lifetime range, the factors that influence photon econ-
omy, as discussed in Subsection 2.5.2, also influence the lifetime range. These factors include gate width, the
number of detected photons in the calibration stage, and potentially the phasor frequency.

min max

Figure 2:14 A diagram illustrating the lifetime range of a FLIM method. The blue curve is the F value distribution of a particular FLIM method for a
range of lifetimes. The lifetime range, 7,44, is defined as the difference of the maximum and minimum lifetimes which can be estimated by the
method with an F value no higher than F,,,,., denoted by 7,,,4, and T,,i, respectively. E,,, is a user-defined value based on minimum required photon
economy of a particular application, which can also be derived by the target precision and photon count (N) values, from the relation expressed in
Equation (2.31).

2.5.4 Dynamic range

Dynamic range is defined as the ratio between the maximum and minimum number of photons that can be
detected within a single frame. Mathematically, this definition can be expressed as

n.
DR = 2010g( lmax),

N min

(2.32)

where 1; ;a4 and 1 i are the maximum and minimum detectable counts, respectively [202]. High dynamic
range is required in gated FLIM for several reasons. Firstly, due to the exponential distribution of the emission
profile, the signal intensity at multiple gate positions can vary by up to several orders of magnitude. Secondly,
in widefield FLIM, it is common to have a large spatial variation in the fluorescence intensity due to various
factors including excitation illumination non-uniformity and differences in concentration, depth or quantum
yield of the fluorophores. If the sensor does not have sufficient dynamic range, a sample with a large spatial
and temporal intensity variation can only be captured in multiple stages under different exposure settings,
resulting in a speed penalty. Finally, within the readout speed limitations of the detector, the dynamic range
indicates the maximum number of photons that can be collected for the analysis of a decay. Since the preci-
sion of the lifetime determination is influenced by the total photon count, the dynamic range can be also
considered as a critical parameter for the precision of FLIM.
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The determination of n; 4, highly depends on the architecture of the imager. In conventional CMOS im-
agers, where the maximum number of detected photons is determined by full well capacity, the measured
photon count m; increases linearly until full electron or hole well capacity (EWC or HWC) is reached. There-
fore, n; ;ax is defined as n; 00 = EWC. On the contrary, in SPAD imagers, due to the absence of such a
fixed maximum photon count limit, n; ;4 is estimated by the photon count which yields the maximum ac-
ceptable signal-to-noise ratio (SNR) deviation from its corresponding shot-noise-limited value, as discussed
in detail in [202] and summarized below. In this case, the estimated detected photon count is denoted by 7i;.

In large-format digital SPAD imagers, a frame is constructed by the sum of the counts of multiple binary
frames, whose exposure start and stop times are typically controlled by a global clock signal (active clock-
driven recharge), as opposed to photon counts themselves (event-driven recharge). In an active clock-driven
recharging architecture, with gate frame bit depth of b, the number of binary frames is equal to 2 — 1,
which corresponds to the maximum range for the measured photon count (m;). The maximum value of de-
tected photon counts (n;), which is defined as the photon count that would have been measured by the
camera in the absence of pile-up, can be estimated (7;) from the following equation [203]:

- m;
iy = —In (1- 5 1) (20 —1). (2.33)

According to Equation (2.33), the ratio of the missed photons, expressed as 1 — (m;/n;), increases with n;,
with n;, as m; converges to a saturation value. This relation between m; and n; is shown in Figure 2:15 for
SPAD imagers with active clock-driven recharge, where the saturation value of m; is equal to 2 — 1 [203].
This non-linear relation, which often allows a SPAD sensor to have higher dynamic range than a conventional
image sensor with an electron well [204], is caused by the pile-up effect. The pile-up effect describes the
phenomenon in which, when the interarrival times of the photons are shorter than the overall dead time of
the imaging system, the photon that arrives later is missed. This causes a distortion of the photon timing
statistics, leading to both systematic and random errors in the ultimately estimated parameters.
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Figure 2:15 The theoretical relation between the detected and measured photon counts in a SPAD imager with an active clock-driven recharge and
8-bit output image format. The red curve represents an ideal shot-noise-limited system with no pile-up or saturation mechanism, where the measured
and detected photon counts are equal. The black curve represents a SPAD imager with the aforementioned characteristics, in which the pile-up effect
introduces an upper bound to the maximum detectable photon count. The analytical expression for the black curve was retrieved from [203], and
expressed in Equation (2.33).
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While the systematic error due to pile-up can be corrected using Equation (2.33), the reduced recorded pho-
ton statistics leads to an SNR drop due to increased uncertainty, whose deviation from the shot-noise level
increases non-linearly with n;. Using the error propagation method, g5, can be expressed as a function of
O, as [202]

ofi;
O'ﬁi = Jmi a_ml (2.34)
From Equation (2.33), d71;/ dm; can be expressed as
on; 1
om;  q__™Mi (2.35)
2P —1

In addition, ayy,, is expressed as a function of n; for active clock-driven recharge-based SPAD imagers as [202]

i

= J(zb _ 1) — e @), (2.36)

As oy, is larger than \/ﬁ_i, as will be shown in Chapter 3, Subsection 3.4.5, it can be inferred that pile-up leads
to an SNR drop with respect to the shot-noise level SNR. Using Equations (2.34)-(2.36), the theoretical SNR
of the detected photon count, SNR,,,, can be expressed as

(-2
M\t TP 1
SNRy, 2010g =20 log . (2.37)

\J@ 10— @y )

In [202], the estimations of 1; ;4 @aNd N 1in, denoted by 7 1,4, @and 7 i, respectively, were derived for

active clock-driven recharge-based SPAD imagers, based on the difference between the SNR in Equation
(2.37) and the shot-noise-level SNR. n; ;4. Was estimated for imagers with 100% duty cycle as

N max = Fes X Tint/Tdead' (2.38)

where F_ is the count saturation factor, which represents the relation between n; and m; for a recharging
mechanism, T;;,; is the frame integration (exposure) time, and T;.44 is the pixel dead time [202]. F,¢ repre-
sents the impact of pile-up on SNR, which depends on the recharging mechanism of the SPAD imager and the
minimum acceptable SNR drop from shot-noise level. The values of F_; for three different SNR criteria and
three different SPAD recharging mechanisms are provided in [202].

Unlike 1 jaxs i min is defined irrespective of the detector architecture as the minimum photon count which
yields at least 0 dB SNR (i.e. 1 i, = Oy, ;. )- Therefore, n; 1, of a SPAD imager, in which dark counts dom-
inate the overall noise excluding shot noise, is estimated as

i min = Opc = + Tint X DCR, (2.39)

where gp is the standard deviation of the dark count and DCR is the dark count rate (in the order of 10
cps/pixel for SwissSPAD2/3).

The SNR of the frames (i.e. gate photon counts in FLIM) that is used to calculate the dynamic range of a gate
image is different from the SNR of the lifetime determination, which is the main indicator of the lifetime
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determination precision. The development of an analytical expression linking these two parameters is non-
trivial, and is not discussed here.

Further discussion on dynamic range in SPAD imagers and trade-offs between dynamic range and other FLIM
performance parameters is available in Chapter 4, Section 4.1.

2.5.5 Accuracy
Accuracy is defined as the relative proximity of a measurement to its actual value. The quantitative expres-

sion of lifetime estimation accuracy is given by

At T -1
| | =100 X | meas real ' (2.40)

Treal Treal

A =100x

where T,peqs and T,04; are measured and real values of the lifetime, respectively. In contrast to precision
which defines the statistical dispersion of a measurement, accuracy represents the reproducible, systematic
errors.

In time-gated phasor-FLIM, where the fluorescence response is recorded at multiple gate positions, accuracy
is determined by the factors that affect the recorded photon count of different gate positions non-uniformly.
In other words, accuracy is primarily influenced by correlated noise sources. In the context of this discussion,
correlated noise is defined as the noise that results from a signal whose magnitude as a function of time is
correlated to the magnitude of the signal of interest as a function of time.

Pile-up, which is discussed in Subsection 2.5.4, is considered to be one of the most important sources of
correlated noise in FLIM for SPAD imagers. Pile-up is defined as the loss of photons whose delay from a pre-
viously detected photon is lower than the dead time of the system. In SPAD imagers with active clock-driven
recharge, the ratio between the photons detected by the SPAD? (n;) and measured by the pixel (m;) increases
with n;, as shown in Equation (2.33). Therefore, the measured response is compressed by a larger factor at
the gates with high photon counts. This effect flattens the decay curve, thereby causing the apparent lifetime
to be higher than the actual lifetime. The correction of pile-up for SPAD imagers with different recharge
mechanisms was discussed in [202], and was generally applied to the imagers presented in this thesis.

There are several other correlated noise sources related to the imager, that could affect accuracy. Crosstalk,
which is defined as the detection of a photon that impinges on a pixel by a nearby pixel, results in the super-
position of the decay profiles of the target pixel and its neighboring pixels, the latter weighted by the crosstalk
percentage of each neighboring pixel [205, 206]. The widening of the spatial pixel response due to crosstalk
is represented by the pixel response function (PRF) [207], which contributes to the overall pixel response s
along with the point spread function (PSF) based on the relation [208, 209]:

s(r;x) = PSF(x) * PRF(r; x), (2.41)

where * indicates the spatial convolution product of the PSF and PRF, r and x are the pixel index and the
optical spot position, respectively, in a single dimension. Crosstalk can be compensated by the characteriza-
tion and deconvolution of the function s in a reference measurement. However, owing to the low crosstalk
levels of state-of-the-art SPAD imagers, crosstalk often does not introduce significant levels of accuracy loss

2 This term indicates the number of photons that would have been detected by the SPAD in the absence of dead time. Its value is equal to the product
of the number of impinging photons on the SPAD and the PDE.
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for FLIM, rendering the correction of its effects unnecessary. The crosstalk characteristics of SwissSPAD2 are
presented in Chapter 3, Subsection 3.4.3.

Another factor that can affect accuracy is the drift of DCR and PDP during the detector operation due to
heating. This problem can be overcome by starting the data recording after the stabilization of the sensor
temperature, or by the characterization and correction of the detector sensitivity as a function of time during
the detector operation. The former method creates an idle time window at the start of the detector opera-
tion, although its impact may be insignificant in relative terms for long operation times. On the other hand,
the latter method is complicated by the fact that the PDP and DCR in SPADs may be affected differently by
temperature.

Lifetime determination accuracy in FLIM can also be affected by factors related to the scene. An important
factor in this category is autofluorescence, when it is not the signal of interest. Autofluorescence is defined
as the fluorescence that occurs due to the intrinsic properties of a biological structure [210]. The intensity of
autofluorescence is correlated to the fluorescence signal of interest, and varies with the gate position, making
it a correlated noise source. Autofluorescence presents one of the most significant challenges in in vivo im-
aging, as the tissue in front of the target cell/protein often exhibits autofluorescence [211]. In the phasor
method, autofluorescence can be characterized by measuring the autofluorescent sample without the sam-
ple of interest. Subsequently, the autofluorescence signal can be subtracted from the measured signal that
contains both autofluorescence and the signal of interest. Another possible cause of accuracy is photobleach-
ing, which is the loss of fluorescence intensity of the sample due to high excitation power [45]. This is a
particularly severe drawback of time-gated analysis with a single gate channel, which requires sequential
acquisition of the multiple gates comprising a data set.

Due to their deterministic properties, all of the sources of accuracy can be corrected, if properly characterized
[74, 201]. However, it must be noted that most of the aforementioned noise sources include shot-noise com-
ponents, which cause a loss in precision that cannot be recovered by the accuracy correction methods.
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Chapter 3 SwissSPAD2/3: Large-format time-
gated SPAD imagers

The material presented in this chapter is based on [117].

3.1 Motivation

In recent years, SPAD imagers have gained popularity in time-resolved imaging applications, thanks to their
sub-ns temporal resolution at room temperature, single-photon counting ability, low voltage operation and
compatibility with integrated electronics. However, SPAD imagers still suffer from performance limitations
which pose serious obstacles to their widespread adoption. Particularly in life sciences, the most important
obstacles include the trade-off between photon sensitivity and spatial resolution, and high DCR. In time-gated
architectures, which are common for large-format SPAD imagers, an additional drawback is the trade-off be-
tween photon economy and duty cycle, due to limited number of gate channels.

To overcome these drawbacks of SPAD technology, SwissSPAD was developed by Burri et al. in 2011 [120].
With its 512x128 pixels, SwissSPAD achieved the highest spatial resolution in SPAD arrays at the time. How-
ever, its native fill factor (5%), modest combined PDP/DCR performance, and high crosstalk (~3.5%) required
improvements to make this architecture more attractive for biomedical applications. In our research, we
aimed to design the first SPAD imager with more than 100 kpixels, using a SPAD model with a verified superior
performance in terms of PDP and DCR. We also aimed to maximally exploit the high PDP and operating voltage
insensitivity of the SPAD model by achieving high excess bias, in order to ensure high spatial pixel sensitivity
uniformity. Finally, we aimed to overcome the limitations of SwissSPAD in terms of photon economy and duty
cycle, by improving the lowest gate width and number of gate channels, respectively.

SwissSPAD2 and SwissSPAD3 are two SPAD image sensors designed to achieve these targets. While sharing
the same SPAD design, pixel size and process technology, and having a similar spatial resolution, these two
imagers exhibit different properties in pixel architecture and gate characteristics.

3.2 SPAD structure

The SPAD design used in SwissSPAD2 and SwissSPAD3 was developed by Veerappan et al., and presented in
[212]. Its structure is illustrated in Figure 3:1. The main junction of the SPAD is a vertical p-i-n junction, as
opposed to p-n junctions of conventional SPAD designs. The low-doped epitaxial (epi) layer placed between
the p-well and buried n-well generates a high depletion region width in the junction, which brings several
advantages. Firstly, the distribution of the electric field across a large depth results in a wide multiplication
region when operating in Geiger mode. Since the photons absorbed in a wide range of depths in the main
junction have a high probability of impact ionization, the variation of the absorption coefficient with the pho-
ton wavelength has a reduced influence on the PDP. As a consequence, these devices have a wider spectral
response than the designs with narrow junction widths [213]. Secondly, the distribution of the electric field
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across a wide depletion region also decreases the rate of tunneling noise, thereby reducing the total dark
count rate [214]. The guard ring was generated by using p-well lateral diffusion and a low-doped p-epi layer
outside the p-well. Since the doping concentration of the p-well declines gradually towards the edges, the
electric field of the lateral junction is lower than the electric field of the vertical junction, which prevents
premature edge breakdown.

~ Radiation

o pewell
N+ Cathode

Deep N-well-1

Multiplication

Substrate

Figure 3:1 Cross-section of the p-i-n SPAD structure used in SwissSPAD2 and SwissSPAD3 [212].

An additional advantage of this SPAD model is the low sensitivity of the PDP to excess bias voltage variations,
as will be seen in Subsection 3.4.1. Towards the higher values of the excess bias voltage range in which the
device can operate, the PDP reaches a compression point, in which the sensitivity of the PDP to excess bias
sharply declines. This feature presents an important advantage in imaging sensors with high spatial resolution,
such as SwissSPAD2 and SwissSPAD3. In such large-format arrays, the excess bias voltage can have spatial and
temporal variations due to two main reasons. Firstly, a pixel-to-pixel breakdown voltage variation can lead to
a spatial excess bias voltage variation since all SPADs are supplied with a common operation voltage at their
cathode terminals. Secondly, fluctuations can occur in the SPAD operation voltage in situations where a high
percentage of the SPADs generates an avalanche simultaneously. An important reason for these fluctuations
is the lack of high-density decoupling capacitors available in the CMOS process for the voltage range of the
cathode. The MOS capacitors, the highest density capacitor type in the available process, cannot operate
above 3.3 V due to oxide breakdown.

While wide spectral response and high PDP are clearly desirable features for a SPAD, a high operation voltage
requirement for achieving high PDP is a disadvantage, particularly in large-format imagers. The two main rea-
sons for avoiding high operation voltages are high power consumption, and fill factor penalty due to the shield-
ing requirements of the wires carrying higher voltages. These effects may introduce a trade-off in the SPAD
and imaging sensor design processes between photon sensitivity, power consumption and fill factor. As high
current consumption makes the supply voltage more vulnerable to IR drop (voltage drop that occurs during
current flow through a resistor), it requires a larger supply wire width for the reduction of parasitic resistance.
The fill factor penalty resulting from the large wire width and higher capacitive coupling risk due to high volt-
age [215] can be mitigated by placing the high voltage wire next to the ground wires or the wires transmitting
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the signals that are least vulnerable to capacitive coupling. Considering this trade-off, two variants of the de-
vice were designed by Veerappan et al. [212] with different p-well depths and doping concentrations, offering
two different combinations of spectral width and breakdown voltage. The peak PDP wavelengths of these two
models are also different as this parameter depends on the electric field distribution across the junction depth.
Despite its wider spectral response, variant 1 exhibits excessive DCR at even moderate levels of excess bias,
possibly due to unexpected tunneling noise contributions from the p+ contact layer. Therefore, variant 2 was
used in our imager design.

3.3 SwissSPAD2/3: Design evolution

The SwissSPAD2/3 series was designed as time-gated widefield SPAD imagers for time-resolved imaging appli-
cations. Inspired by the architecture of its predecessor SwissSPAD [120], SwissSPAD2 aimed to improve its
various specifications such as spatial resolution, fill factor and maximum excess bias voltage. Another goal of
this effort was to mitigate several device-related shortcomings of SwissSPAD. Subsequently, SwissSPAD3 was
designed to extend the duty cycle of SwissSPAD2 to 100% by implementing two gate channels, and to achieve
superior gate characteristics through improvements in the gate signal tree architecture and the power distri-
bution network layout. Both chips were designed in 2D front side illumination (FSI) 0.18 um CMOS process
technology, using the SPAD design described in Section 3.2 [212].

3.3.1 Pixel architecture

In SwissSPAD2, two pixel variants were designed using a round SPAD and a square SPAD with rounded corners,
whose photomicrographs are shown in Figure 3:2(b) and (c), respectively. The pitch of this pixel is 16.38 um
in both versions, with a native fill factor of 10.5% and 13% for the round and square variants, respectively. The
3 um SPAD active area radius was selected considering the targeted spatial resolution and the trade-off be-
tween the size and fill factor of the SPAD. This trade-off arises from the fact that the width of the inactive
layers of the SPAD including the guard ring does not scale with the width of the active area at the center. In
this pixel, the minimum allowed pixel pitch for the chosen SPAD dimensions was fully determined by the min-
imum required spacing between adjacent SPADs. No additional fill factor penalty was introduced by the place-
ment of transistors or wires in the pixel.

The pixel schematic of SwissSPAD2 is shown in Figure 3:2(a). The pixel comprises 11 NMOS transistors, includ-
ing both thick and thin oxide transistors. The functions of the transistors are as follows. T'1 is a cascode tran-
sistor which increases the excess bias voltage range of the pixel, thus increasing the maximum achievable PDP
[216]. T2 is responsible for passive quenching; quenching speed can be controlled by tuning voltage 1, which
determines the on resistance of T2. The pixel employs clock-driven active recharge. In gated mode, recharging
is performed by T'3 with the enabling of the RECHARGE signal before each gate opening. In intensity mode
in which the gate is permanently open, recharge is performed by T6 with the enabling of RESET after the
readout of the pixel. The SPADOFF signal, which controls T4 reduces the excess bias voltage of the SPAD
while the gate is closed, thus reducing afterpulsing and power consumption caused by avalanche events that
occur outside the gate window. T5 is the gate transistor which ensures that the memory only detects the
avalanche events that occur inside the gate window. T7 is a source follower that prevents premature reset of
the memory when the SPAD is recharged before each gate window. T6 and T8 are reset transistors that reset
the Memory and the Gate_out nodes, after the readout of the pixel. T9 increases the capacitance between
the Memory node and ground, which is required for Memory to hold the logic high state from the photon
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detection until the pixel readout. T10 and T11 are responsible for the readout of the pixel, when signal
ROWSEL is asserted.

VOP
Red: Thick-oxide
Black: Thin-oxide Out
(@)
T T4 33V T1
Cascode spadoff 3te Rowsel

ST R S

SPAD out ] Gate_outJ

T2 T3 :
:l Recharge T6 T8

I_oo—l

Reset

(b) (c)

Figure 3:2 (a) Pixel schematic of SwissSPAD2. The pixel consists of 11 NMOS transistors, 7 with thick-oxide and 4 with thin-oxide gate. The pixel stores
a binary photon count in its memory capacitor. The in-pixel gate defines the time window, with respect to a 20 MHz external trigger signal, in which
the pixel is sensitive to photons. (b-c) Pixel micrograph of SwissSPAD2 with (b) round SPAD and (c) square SPAD with rounded corners. Scale bar: 5 um.

The required size of T9 for holding the logic high state for 1 ms was determined using simulation tools. In the
simulation, the Memory node was first charged through T7. Subsequently, T7 was turned off and the voltage
in Memory was left to decrease through the leakage current at T8, whose gate terminal voltage was set to 0
V throughout the simulation. After 1 ms, ROWSEL was asserted for 20 ns, which is the output bus (OUT node)
pulldown duration required for the 97.7 kfps target binary frame rate operation. After ROWSEL was de-as-
serted, OUT voltage was registered by a D flip-flop. If the resulting output signal of the flip-flop is low, the
photon detection is considered successful. For the reliability of the design, the size of T9 was selected in such
a way that this simulation yields successful results at all four process corners, i.e. taking into account the fab-
rication-related transistor performance variation.

The width and spacing of signal and power wires in the pixel were selected in accordance with several perfor-
mance and space requirements. The wires of the three signals with critical timing constraints, RECHARGE,

62



SwissSPAD2/3: Large-format time-gated SPAD imagers

GATE and OUT, were sized and separated with the goal of minimizing their propagation times across the
column. The relation between the wire properties and the signal propagation time is simulated based on the
distributed RC model. In the simulation, each pixel was modeled as a segment of the RC chain with identical
parasitic resistance and capacitance. The parasitic resistance and capacitance of the wires in a pixel were ex-
tracted from the pixel layout using standard extraction tools in the CAD software. Within the area constraints
of the pixel layout, the width of the wires and the spacing between two adjacent wires were chosen in such a
way the product of the parasitic resistance and capacitance is minimized, which in turn minimizes signal prop-
agation time. Aside from signal propagation speed, an additional constraint for the placement and sizing of
the wires was introduced by optical requirements. The constraint was to have no physical obstruction for the
photons impinging on the SPAD active area with an angle of incidence up to 45°. This angle was selected to
make the sensor compatible with lenses with a wide range of numerical apertures (NA), including a relatively
large error margin to compensate for possible deviations of the metal heights from the available stack infor-
mation.

SwissSPAD2 pixel can operate both in global and rolling shutter modes®. The timing diagrams of the
SwissSPAD?2 pixel in global and rolling shutter mode operations are shown in Figure 3:3. Figure 3:3(a) illustrates
the global shutter operation. During the exposure window, which starts and ends in the entire array simulta-
neously, the gate window opens in a synchronized fashion with respect to the laser pulse. Subsequently, in
the readout window where the gate is fully closed, the Rowsel and Reset signals of the rows are activated
sequentially. Between Rowsel pulses of the adjacent rows, the global Pullup signal is activated to reset the
output bus to high voltage. After the readout of the last row, which is Row 255 in one half of the array, the
exposure for the next frame starts. The readout speed of a row, t,,, is equal to the sum of the pulldown and
pullup times of the output bus, which are indicated by the width of the Rowsel and Pullup signals, respec-
tively. To operate the camera in the intensity mode in global shutter, the gate can be fully opened during the
exposure window, and fully closed in the readout window. The details of the gate operation in the gated mode
are illustrated at the bottom part of the diagram. After each sequence of 2 — 1 binary frames®, where b is
the bit depth of a gate position count, the delay between the laser pulse and the entire gate sequence is
shifted by At, which represents the gate step (Gg) in FLIM operation.

Figure 3:3(b) illustrates the rolling shutter operation. In this operation, exposure and the readout occur sim-
ultaneously. The readout structure is similar to the operation described above; the only difference is that the
readout of Row 0 starts immediately after the readout of Row 255. The exposure of a pixel starts and ends
with two adjacent Reset pulses. Rolling shutter allows higher frame rate and duty cycle compared to global
shutter. On the other hand, its drawback is the presence of distortions in the images of dynamics faster than
the frame readout duration (~10 ps), since the pixels across the array capture different time frames.

3 In global shutter mode, the exposure time of each pixel starts and ends simultaneously. In rolling shutter mode, the start and stop times vary between
rows or columns. The main advantage of rolling shutter is a larger duty cycle, since readout and exposure can occur simultaneously. On the other hand,
the main advantage of global shutter is the absence of artifacts between different rows/columns during the imaging of fast phenomena.

4In the currently available firmware, 1,020 binary frames were used to construct a 10-bit image instead of 1,023, due to hardware constraints.
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Figure 3:3 Timing diagram of the operation of SwissSPAD2. (a) Global shutter: upper panel: gate window and readout signal sequence for two consec-
utive binary frame time windows. Lower panel: gate shifting mechanism during the transition between two b-bit frames. (b) Rolling shutter: gate
window and readout signal sequence for two consecutive binary frame time windows. The gate shifting mechanism described in (a) also applies here.

The pixel of SwissSPAD3 shares similar characteristics with SwissSPAD2 in terms of process technology, SPAD
properties and pixel pitch. The SPAD in SwissSPAD3 is identical to the round SPAD used in SwissSPAD2. The
reason for using the same SPAD dimensions as SwissSPAD2 was to minimize the probability of its failure, as
the main target of this imager design was to improve the pixel-level performance. Since the pixel pitch was
the minimum value allowed by the spacing requirements of the selected SPAD size, it also remained constant.
An additional advantage of not changing the SPAD and pixel dimensions was the compatibility of SwissSPAD2
microlens design for SwissSPAD3.

SwissSPAD3 mainly differs from SwissSPAD?2 in its gate properties. While SwissSPAD2 has only a single gate
channel, SwissSPAD3 employs two contiguous gate channels, which cover the entire exposure period. Its
readout scheme, while having the same architecture as SwissSPAD2, also has two channels for reading the
two gate channels sequentially. The schematics of the SwissSPAD3 pixel is shown in Figure 3:4. The pixels
comprise 14 transistors, excluding 2 transistors which are used as decoupling capacitors between power sup-
ply and ground. The higher transistor density requirement due to the addition of an extra gate channel to the
pixel could only be achieved by redesigning the blocks that occupy the largest pixel area in SwissSPAD2. As
previously mentioned, the memory transistor (T'9) in SwissSPAD2 occupies the largest area in order to mini-
mize the voltage decay speed of the memory due to leakage. Reducing the size of this transistor without suf-
fering from premature memory reset would only be possible by also reducing the leakage current of the reset
transistor. This was achieved by replacing the thin oxide reset transistor (T8 in SwissSPAD2) with a thick oxide
NMOS (T9 in SwissSPAD3). The transistor T7 in SwissSPAD2, whose function was to prevent the discharging
of Memory when the SPAD is recharged, was eliminated in SwissSPAD3. The reason for this is that in
SwissSPAD3, the SPAD is not recharged after photon detection until the pixel readout. Since the elimination
of T7 removes one intermediate node (Gate_out), the transistor T6 in SwissSPAD2 was eliminated, and T3
was repurposed as a reset transistor after readout, in SwissSPAD3. T'12 is a thick-oxide transistor, since the
high-level voltage of Out_1 is above 1.8 V, the operation voltage of a thin-oxide transistor in this technology.
T12 also acts as memory for Out_1 and holds the voltage until the end of the frame.

In order to ensure that the two gates are contiguous in all pixels across the array, the second gate was imple-
mented as the difference between the unmodulated SPAD output (Out_1) and the gated SPAD output (Out_2).
The relation between the gate outputs and the pixel outputs can be expressed as

Gate_1 = Out_1 — Out_2, (3.1)
and
Gate_2 = Out_2. (3.2)

Furthermore, Out_1 is also equal to the total intensity of the binary frame. The calculation of Gate_1 from the
pixel outputs is performed using Equation (3.1) outside the chip.

The operation of the SwissSPAD3 pixel is as follows (see again Figure 3:4). The exposure of the pixel starts with
the assertion of Reset. When a detected photon generates an avalanche, Out_1 reaches high voltage. Upon
the activation of Qut_1, Gate_M is set to zero by the NOR gate which is implemented by T4 — T7. If the
previous state of Gate_M is high during the rise of Out_1, Out_2 is set to high voltage through T8 before T8
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is turned off by the NOR gate. Otherwise, Out_2 remains low. The state of Gate_M before the avalanche is
determined by Gate. When Out_1 is zero, the state of Gate_M is the opposite of Gate, since a NOR gate
behaves as an inverter when one of its inputs is zero. After the detection of the first photon, the values of both
Out_1 and Out_2 are fixed until the pixel readout; therefore, the pixel is insensitive to all subsequent photons.
The behavior of Out_1 and Out_2 upon photon detection by the SPAD is illustrated in Figure 3:5. In the figure,
the photons highlighted in green and red represent the photons detected and missed by the pixel, respec-
tively.
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Figure 3:4 (a) Pixel schematic of SwissSPAD3. (b) Pixel micrograph of SwissSPAD3, with a round SPAD. Scale bar: 5 um.

The readout timing diagram is shown in Figure 3:6. During the readout, Rowsel_1 and Rowsel_2 are enabled
sequentially to read Out_1 and Out_2 through a shared data bus, respectively. Between Rowsel_1 and
Rowsel_2, the Out bus is reset by a pullup transistor dedicated to the column, which is located outside the
pixel. After the end of Rowsel_2, Reset is asserted again to start a new exposure. In each frame, the exposure
starts and ends with Reset. Contrary to SwissSPAD2, t,.,, the readout duration of a row, is equal to twice the
sum of the pullup and pulldown durations in SwissSPAD3. Under the fastest operation settings, t,, is equal to
80 ns.
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Figure 3:5 Timing diagram showing the SwissSPAD3 pixel output for different photon detection scenarios. The photons in the diagram represent the
photons that are detected by the SPAD. Out_1 is activated if at least one photon is detected inside the frame. Out_2 is activated if the first photon in
the frame is outside the gate signal pulse window, and not activated if it is inside. Both Out_1 and Out_2 are insensitive to subsequent photons detected
in a frame. Note that the 01 state is not possible and represents thus a fault if it occurs.
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Figure 3:6 Timing diagram of the operation of SwissSPAD3 in rolling shutter mode.
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Unlike in SwissSPAD2, the exposure window start and end times of the pixel are not controlled by the global
Gate signal in SwissSPAD3. Instead, they are controlled by Rowsel_1, Rowsel_2 and Reset, none of which
are global signals. As a result, SwissSPAD3 only operates in rolling shutter mode. The addition of global shutter
feature to this pixel requires two extra elements: a global reset/recharge signal which is distributed to all pixels
with minimal skew through a signal tree, and an additional global gating between the SPAD and Out_1. The
implementation of these features increases the number of transistors and signal distribution wires in the pixel,
thus increasing the demand for inactive pixel area and potentially causing a failure to meet the propagation
time requirements of the critical signals for the desired frame rate and timing performance. Considering the
inherent duty cycle penalty of the global shutter, the aforementioned performance degradations caused by
increasing the pixel complexity, and the emphasis on maximizing duty cycle for FLIM which requires rolling
shutter, the global shutter feature was not added to SwissSPAD3.

3.3.2 Time gate implementation

In SwissSPAD2 and SwissSPAD3, the physical mechanisms that are responsible for the gating exhibit a major
difference. The relation between the gate signal edges and the gate window edges in the two sensors are
shown in Figure 3:7. In the figure, the solid lines represent the gating signals, whereas the dotted lines repre-
sent the gate window, i.e. the relative detection probability of the photons as a function of the photon arrival
time. In the SwissSPAD2 gate sequence, which is shown in Figure 3:7(a), Recharge and Gate signals are as-
serted back-to-back. A photon arriving inside the Recharge pulse can only be detected if the delay between
the photon arrival time and the Recharge signal falling edge is shorter than the total time required for the
guenching and the recharge of the SPAD. The maximum delay that meets this requirement is called “gate
window rising edge delay” (d,.). As shown in the figure, this requirement determines the actual position of the
gate window rising edge. In addition, for the photon to be detected, the voltage of Gate_out must be higher
than the threshold voltage of T'7 by the time T5 is switched off. This constraint determines the position of the
gate window falling edge. The minimum delay between a photon arrival time and the gate signal falling edge
that meets this condition, i.e. the gate window falling edge delay (dy), is determined by the quenching time of
the SPAD required for the Gate_out voltage to reach the level to activate T'7.

Even after the exclusion of SPAD jitter, Gate/Recharge signal jitter and the laser pulse width, the transition
times of the gate window are still expected to be non-zero. An important contribution of the rise and fall times
of the gate window stems indeed from the temporal variation of d,- and d, which can be represented by their
respective standard deviations, g, and Og,- As explained above, d, is determined by the sum of quenching
and recharge times, whereas d; is only determined by the quenching time. Assuming that the uncertainty in
quenching and recharge times are uncorrelated, o4_and 0Oq, can be expressed as

04, = ’ag + o2, (3.3)

= a,, (3.4)

and

Udf

where o, and o, are the standard deviations of quenching and recharge times, respectively, and the two
processes are statistically independent. g, primarily results from the variation in the transient behavior of the
avalanche current, 1, (t), due to the random nature of the impact ionization process. On the other hand, g,
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is affected by two main factors [120]. The first factor is the drain current noise of the transistor T3, primarily
consisting of thermal noise and flicker noise. The second factor is the probability of a new photon detection
during the recharging process. The SPAD is sensitive to photons during recharge, as it has a positive excess
bias voltage immediately after the start of recharging. During this process, the SPAD is therefore sensitive to
a secondary avalanche due to a subsequent absorbed photon or afterpulsing. In either case, an avalanche
immediately triggers a second quenching and recharge cycle, thereby contributing to g,.. From this descrip-
tion, it can also be seen that unlike 04 Oa, is influenced by the photon flux as well. Furthermore, the quench-
ing time is longer during the rising edge than the falling edge due to the lower quenching resistance when T3
is on, causing g, to be higher in the rising edge than the falling edge. For all these reasons, the gate window
rise time is expected to be longer than the fall time in SwissSPAD2.

In Figure 3:7(a) and the paragraph above, the mapping of the gate window rising/falling edges to the gating
signals was done assuming that the laser pulse shifts forward with respect to the gate sequence. When the
shift is performed in the opposite direction, the rising and the falling edges of the gate window are swapped,
with no other changes in the gate window characteristics.

In SwissSPAD3, the gate window is opened and closed only by the Gate signal (Figure 3:7(b)). The quenching
speed of the SPAD is constant throughout the gate sequence owing to the absence of Recharge, which results
in constantly high quenching resistance. This leads to d,- and dy being equal, which in turn yields a symmetrical
gate window with both edges having similar characteristics to the faster edge in SwissSPAD2.

Recharge signal — Gate signal

— Gate signal voltage
voltage @~ oo P e i
/photon count Gate window /photon count Gate window
a
R I -y -
.dr df E dr df
> > - >
time time
(a) (b)

Figure 3:7 Conceptual diagram illustrating the relationship between the gate window and the gate signals in (a) SwissSPAD2 and (b) SwissSPAD3.

As discussed in Chapter 2, the distribution of the gate signals to the pixels is of key importance for the achieve-
ment of fast gate window transition time and narrow gate width, both of which are significant parameters for
time-resolved imaging performance. For this reason, the complexity of the distribution network of the gate
signals from the pad to the pixels is significantly higher than the rest of the input and output signals of the
sensor. The gate signals are Gate, Recharge and Spadof f in SwissSPAD2, and Gate in SwissSPAD3. These
signals are generated in the FPGA by a clocking wizard IP from an external laser trigger, and sent to the pixels
through an analog pad and the distribution network.
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Inimage sensors, there are several established ways to distribute critical signals to multiple destinations. Three
of these architectures are conceptually illustrated in Figure 3:8. The first option is to propagate the signal
through a single wire across all columns, and separate it into branches for the distribution to pixels in each
column. Owing to the absence of a signal tree, this distribution scheme has the simplest design complexity. It
also occupies minimal area and consumes low power due to the shortest total wire length. The main downside
of this method is that it causes a skew in both horizontal and vertical directions. The second architecture
includes a signal tree which distributes the signal with equal propagation delay from the pad to the first pixel
of every column. The signal is then distributed to the pixels in each column using parallel wires. Since this
architecture allows the placement of the tree outside the pixel array, it only demands additional pixel area for
a single wire, like in the first architecture. However, the significant increase in the total wire area introduced
by the tree causes higher power consumption compared to the first approach. In addition, since the tree does
not extend to the pixels within a column, the skew can only be eliminated in a single direction (i.e. horizon-
tally). The third option is to use a signal tree to distribute the signal to all pixels in the array. The H-tree, which
is illustrated in Figure 3:8(c), is a commonly used example of such architectures. While H-tree is an architecture
which minimizes the skew in both directions, it poses several implementation challenges particularly in image
sensors implemented in a 2D process technology. Firstly, the placement of the tree branches in the array
requires the addition of buffers inside the pixel area. The area required by these buffer blocks and their power
rails introduces restrictions to the fill factor and potentially increases the parasitic capacitance of both gate
and output wires, since the total area dedicated to the wires in a pixel is fixed. Secondly, it disrupts the uni-
formity of the pixel layout. Since the position of the tree branch inside the pixel varies with the location of the
pixel in the array, the implementation of the tree requires either multiple pixel layout variations, or the allo-
cation of space for the tree and buffer on all four sides of the pixel. The former option disrupts the modularity
of the chip, thereby significantly increasing the complexity of the chip design process. On the other hand, the
latter option further decreases the fill factor. For both SwissSPAD2 and SwissSPAD3, the second option was
selected for the gate signal distribution. The main reason for not choosing the H-tree was the large pixel area
demand that it would cause, considering that the chips were designed in 0.18 um 2D CMOS process technol-
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Figure 3:8 Three alternative gate signal distribution schemes in a pixel array: (a) No signal tree, (b) column-level signal tree, (c) pixel level H-tree.

In SwissSPAD3, the reduction of the number of gate signals from 3 to 1 and the reduction of the number of
rows from 512 to 500 enable the allocation of a larger area for a single gate signal tree compared to
SwissSPAD?2. As a result, several design improvements were implemented in the signal tree of SwissSPAD3 to
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achieve better signal integrity. Firstly, the spacing between the wires of multiple tree levels was increased.
Due to the structure of the tree, the density of metals is higher in the central regions compared to the edges.
This results in a non-uniform spacing between the metals, causing a variation in the wire parasitic capacitance
and the propagation delay between the different signal routes. The physical separation of the wires mitigates
this problem, improving the horizontal gate skew. Secondly, the capacitance of the decoupling capacitors
around the trees was increased. Due to the high density of wires and buffer blocks, the tree is the block with
one of the highest power consumption levels in the entire chip. This makes the power rails around the tree
susceptible to temporary voltage drop during the propagation of the signal edges. The minimization of this
voltage drop through decoupling capacitors is crucial to achieve low gate skew and gate width. Together with
the elimination of the slow gate edge mechanism, the supply voltage drop mitigation enables two symmetric
and fast gate edges, which determine the minimum achievable gate width without pulse shrinking. Finally,
additional buffers were placed in the first two levels of the tree. The earliest levels of the tree have the longest
wire length, which results in the largest load capacitance for the buffers. The placement of extra buffers in the
middle of these wires reduces the load capacitance of each, ensuring faster signal transition.

3.3.3 Readout and system architecture

The block diagram of the SwissSPAD2 image sensor is shown in Figure 3:9(a). Its 512x512 pixel array is divided
into two identical halves of 512x256, which operate independently. These halves are mirrored with respect to
the dotted line in the diagram. The spacing between the adjacent rows on different sides of the division line
is equal to the pixel pitch, thereby making the pixel pitch uniform across the full array.

The readout control electronics dedicated to each row is located on the left side of the chip. An 8-bit binary
code is used to select a row from the 256 rows on one half of the array. The first stage of the row selection
block is the row decoder. The decoder is formed by a 9:1 AND gate, in which the input consists of the 8-bit
code and an Enable signal, and the output is the Rowsel signal of one of the rows in the array. The value of
the code which enables Rowsel is determined by whether the normal or inverted version of each bit is con-
nected to the decoder. This architecture, in which the selection of each row is independent, allows the cus-
tomization of the frame size. For instance, by reading only 24 rows out of 256, up to ~1 Mfps binary frame
rate can be achieved. This flexibility comes at the expense of increased number of I/O pins for the control of
the readout. The second stage of the row selection block is the reset generator. In this stage, the Rowsel
signal and its delayed and inverted version are connected to the inputs of a NOR gate, which outputs the Reset
signal of a row. This block asserts the Reset signal upon the falling edge of Rowsel, and keeps it high for the
duration of the delay between the two NOR gate inputs.

The Gate, Recharge and Spadof f signals, which are transmitted to each column with equal delay, are dis-
tributed to each half independently via signal trees. The architecture of these trees, which are located at the
top and bottom of the array, is discussed in the previous subsection. The pullup network of the column readout
buses and the column output registers are also located at the top and bottom. A PMOS pullup transistor ded-
icated to each column output bus is used to reset its voltage to logic high after each readout event. The output
register of each column, which is implemented by D flip flops, is used to register the state of Out at the end
of the readout, slightly before the activation of Pullup. Finally, 4:1 multiplexers, which are shared by every
group of four adjacent columns, are used to read out these four columns sequentially through a shared pad.
The number of output channels was limited to 128 due to the restrictions on the available number of FPGA
user 1/0 pins.
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Figure 3:9 Sensor architecture block diagram of (a) SwissSPAD2 and (b) SwissSPAD3. The photomicrographs of (c) SwissSPAD2 and (d) SwissSPAD3.

The block diagram of SwissSPAD3 is shown in Figure 3:9(b). The general architecture of the chip is similar to
that of SwissSPAD2, with minor differences in various parameters. Firstly, the number of pixels was reduced
to 500x500. Secondly, the number of signal distribution trees was reduced from three to one, since the signals
Readout and Spadoff are removed from SwissSPAD3. Both of these changes allow the allocation of more
area for decoupling capacitors for the gate signal tree, which in turn enable shorter gate width and lower skew.
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The SwissSPAD?2 chip is operated by a commercial FPGA integration module (XEM7360, Opal Kelly, USA), which
contains an FPGA (Kintex-7 XC7K160T, Xilinx, USA), 2 GB DDR3 RAM and a USB 3.0 connector. In the currently
available system, one half of the array with 512x256 pixels is controlled by a single FPGA. As previously men-
tioned, SwissSPAD2 can generate binary frames at a maximum speed of 97.7 kfps. Under these conditions, the
data generation speed of one half of the chip is equal to ~1.49 GB/s. This value is significantly larger than the
340 MB/s maximum data transfer speed of the USB 3.0 connection. As a consequence, the continuous opera-
tion of the camera at its maximum speed requires data compression on the FPGA. Considering this limitation,
two operation modes were developed for SwissSPAD2: continuous mode and burst mode.

The architecture of the continuous mode is shown in Figure 3:10(a). In this mode, every sequence of 255
sequential binary frames generated by the chip is converted to a single 8-bit frame. This operation was per-
formed in the FPGA, using block RAM (BRAM). In the BRAM space, an 8-bit word is assigned to each pixel to
store its count. When a binary frame is registered by the FPGA, the 8-bit count of a pixel is incremented if the
value of its binary counter is one; it remains the same if it is zero. After the end of the process, the 8-bit counts
on the BRAM are transferred via USB to the PC, and then reset for the next sequence. To ensure continuous
data acquisition of the sensor chip, the BRAM blocks are duplicated in such a way that the writing and reading
processes run in parallel. While the 8-bit frame index i is being accumulated on the first block (block A), the
frame index i — 1 is transferred to PC from the second block (block B), then block B is reset. After the accu-
mulation of frame i, the roles of the blocks A and B are reversed for the frame i + 1. Since the combined
duration of the BRAM readout and reset is shorter than the duration of the accumulation of 255 binary frames
even at the fastest speed of the chip, this configuration enables continuous data acquisition. The counter
blocks, which are implemented using the lookup tables (LUT) on the FPGA, increment the 8-bit count of the
BRAM upon photon detection. Since the FPGA and the USB microcontroller are operated by two asynchronous
clock signals, a dual-clock FIFO was used as a buffer to ensure the transfer of data without any loss. When the
binary counts are converted to an N-bit format, the data compression ratio is calculated by

2N -1
N

(3.5)

Comp =

According to Equation (3.5), the 8-bit conversion compresses the data by a factor of 31.9. As a result, the
required data transfer rate through USB in this mode is equal to 46.7 MB/s, which is below the maximum
capacity of the USB 3.0 connection. The main advantage of this compression, which is perfectly acceptable for
certain applications such as FLIM, is that it enables the continuous operation of the entire 512x256 array at
the highest binary frame rate that is within the sensor chip constraints. However, its downside is the loss of
temporal resolution by a factor of 2V — 1, which can be of key importance for certain dynamic imaging appli-
cations, such as motion blur correction [217]. The relations between compression bit depth and compression
ratio, frame rate and data rate are shown in Figure 3:11. According to this figure, in theory, the USB 3.0
throughput allows the continuous operation of SwissSPAD?2 at its fastest frame rate when the output image
format is 5 bits or higher.
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Figure 3:10 System architecture block diagram of SwissSPAD2 for (a) 8-bit continuous mode imaging and (b) 1-bit burst mode imaging.
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Figure 3:11 Relations between bit depth and compression ratio, frame rate and camera data rate of SwissSPAD2. Frame rate and camera data rate are
calculated for the maximum binary frame rate of 97.7 kfps. It can be observed that for continuous operation at the fastest binary frame rate, a minimum
of 5-bit data compression is required.

In burst mode, the writing and reading of data in the RAM occur sequentially. During the reading of the data
from the RAM, the image sensor is insensitive to photons. For this reason, in this mode, instead of the BRAM,
the data is stored in the DDR3 RAM in the integration module, outside the FPGA. The architecture of the burst
mode imaging is shown in Figure 3:10(b). During the operation of the camera, the first stage is data acquisition.
The binary output of the chip is written to the RAM through a FIFO. Simultaneously, the address on the RAM
which corresponds to each data block is generated inside the FPGA and transferred to the RAM via another
FIFO. The data width of the RAM is equal to 256 bits, and the data of each row of the sensor chip transferred
in four groups of 128 columns sequentially. Therefore, the RAM address is incremented after reading every
two groups of 128 columns. With its 2 GB capacity, the RAM can theoretically store up to 131,072 binary
frames with 512x256 pixels; this corresponds to 1.34 s continuous acquisition time at the fastest sensor frame
rate of 97.7 kfps. After the acquisition is finished, the data in each address of the RAM is sequentially read and
transferred to a FIFO, from which it is streamed to the PC via USB, thus at a slower rate.

Both system architectures are also compatible with SwissSPAD3. However, several modifications are needed
for the adaptation of these configurations to SwissSPAD3. From the readout standpoint, the most important
difference of SwissSPAD3 from SwissSPAD?2 is that it generates two bits of data per frame per pixel instead of
one. In the continuous mode, this configuration requires two parallel 8-bit counting operations per pixel. This
can be achieved by extending the utilized address space of the BRAM from 256 to 512, which is the full capacity
of a BRAM unit in the FPGA of choice. This change allows the duplication of the frame data without increasing
the number of BRAM units to be used, which prevents the potential implementation challenges arising from
doubling the utilized BRAM capacity. Unlike the continuous mode, no significant modification is required for
the adaptation to SwissSPAD3 in the burst mode. However, due to the increased number of gate channels per
frame and the minor difference in the spatial resolution (Table 3:1), the number of frames per burst changes
to 68,719 in SwissSPAD3.
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3.4 Sensor characterization

3.4.1 Photon detection probability (PDP)

Photon detection probability (PDP) in SPADs is defined as the probability of a photon impinging on the active
area to trigger an avalanche. Quantitatively, PDP is expressed as [218]

PDP(Q) = f i TWp)e 2# Dy, (2)dz (3.6)

Zend

where A is the wavelength of the light, T (1) is the transmittance [219], u(A4) is the absorption coefficient,
u(A)e=2A is the probability of absorption at depth z, and p,(2) is the probability of a photon absorbed at
depth z to trigger an avalanche. The boundaries of the junction are defined by z = 0 and z = z,,,4. The first
contributor to the PDP profile is the change of absorption probability with wavelength. The other main con-
tribution comes from the excess bias voltage, due to the fact that the avalanche probability p, is significantly
affected by the impact ionization probability, which depends on the kinetic energy of the free charge carriers
generated upon photon absorption. Given that the kinetic energy increases when the electric field in the mul-
tiplication region gets larger, the PDP also varies with excess bias voltage.
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Figure 3:12 Photon detection probability (PDP) characterization of the p-i-n SPAD used in SwissSPAD2 and SwissSPAD3, for wavelengths between 400
and 860 nm [202].

To characterize the dependence of the PDP on these two parameters, the PDP measurement results for dif-
ferent wavelengths ranging from 400 nm to 850 nm for different excess bias voltages are provided in Figure
3:12. These results were measured by Antolovic et al. [202] on a version of the SPAD with a 5.85 um active
area radius. The PDP can be slightly reduced in the SPAD version with 3 um radius, which is used in
SwissSPAD2/3, as a result of a possible difference between the real fill factor and the layout-based fill factor.
This difference can be attributed to the “border effect” described in [220]. The peak sensitivity of the SPAD is
achieved at around 520 nm. Since the upper boundary of the multiplication region is deeper than the surface
of the epitaxial layer, the PDP declines at lower wavelengths in the visible spectrum. At these wavelengths,
absorption most likely occurs close to the substrate surface above the multiplication region; this leads to a
reduced impact ionization probability. The PDP decline at larger wavelengths is due to the lower boundary of
the multiplication region depth, which is limited by the depth of the buried n-well, determined by process
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constraints. Although the excess bias of the SPAD can exceed 10 V when used as a standalone device [212],
the maximum excess bias in the SwissSPAD2/3 pixels is determined by the maximum voltage that the oxide of
the transistors can tolerate without breaking down. For this reason, only the values at the excess bias range
that can be achieved in the SwissSPAD2/3 pixels were shown in Figure 3:12 (to date, SwissSPAD2 was operated
at maximum Vg, = 6.5V).

3.4.2 Dark count rate (DCR)

Dark counts, which are counts recorded by the pixel in the absence of any absorption of a photon, are one of
the main sources of noise for image sensors in general. In the specific case of digital SPAD imagers whose
readout noise is negligible, dark counts also determine the overall noise level of the camera. As a result, they
are one of the major factors that determine the dynamic range, along with the photon count rate. For all
these reasons, the characterization of dark count rate (DCR) is essential in SPAD imagers.

The DCR measurement results of SwissSPAD2 are shown in Figure 3:13. In this experiment, we aimed to meas-
ure two parameters: average DCR and hot pixel percentage. The average DCR indicates the overall noise level
for the majority of the pixels in the array, whereas the hot pixel percentage indicates the percentage of the
unusable pixels in the array due to extremely high DCR. The presence of too many hot pixels randomly scat-
tered around the array causes a degradation in the effective spatial resolution. During this experiment, we
captured a sequence of 1,024 8-bit images after placing the camera in a dark environment. The exposure time
was tuned to capture sufficient statistics within reasonable data size limitations, while not entering the pile-
up region which would render the reliable determination of the actual photon count challenging due to quan-
tization noise. The DCR distribution was calculated by summing all of the images in the sequence and dividing
the final count map by the total exposure time. The population plot was generated from the cumulative dis-
tribution function of the DCR values of the pixels. Hot pixels, also known as “screamers”, were defined in this
work as the pixels that exhibit at least 100 times higher DCR than the median value. To this date, in the litera-
ture, there is an absence of a unified criterion for hot pixels in SPAD imagers [221]. This results from the vari-
ation in the dark count threshold deemed sufficient for entirely discarding a pixel from the analysis, which
highly depends on the application and the operating conditions of the imager.

Figure 3:13(a) shows the DCR map of a SwissSPAD2 sample. This figure shows that the hot pixels are randomly
scattered across the array instead of being concentrated in a particular region. The population distribution of
DCR is shown in Figure 3:13(b). The value that corresponds to 50% of the population denotes the median DCR
of the array. In this measurement, the median DCR at 6.5 V excess bias was measured as 7.5 cps/pixel, or 0.26
cps/um?2. We can also observe a sharp increase in DCR above the 95 percentile of the pixels. The threshold
that defines hot pixels is reached at around the 99" percentile; therefore, it can be concluded that only around
1% of the pixels are classified as hot pixels. Due to the reasons mentioned in the previous paragraph, it is non-
trivial to interpret this number from the perspective of overall performance. Nevertheless, it is noteworthy
that the slope of the population curve of SwissSPAD2 is generally lower than that of the other imagers of
comparable format, such as [119]. Furthermore, the inflection point, which marks the percentage at which
the DCR abruptly increases, is located at a higher percentage in SwissSPAD2. In this plot, it can also be seen
that DCR increases with excess bias voltage. Figure 3:13(c) shows the DCR distribution of five different camera
samples. The profiles of these samples indicate that the DCR distribution of the pixels is consistent among
multiple samples, with minor variation.
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Figure 3:13 Dark count rate (DCR) characterization of SwissSPAD2. (a) 2D DCR map. This map shows that the hot pixels are randomly scattered across
the field of view. (b) Population distribution of DCR at various excess bias voltages. The disparity between mean and median DCR is due to the high
counts of the hot pixels. (c) The population distribution of DCR for five image sensor samples. Spatial resolution: 472x256.

Figure 3:14 shows the DCR characterization results of SwissSPAD3. Compared to SwissSPAD2, the number of
pixels in this analysis is approximately twice as high, with a 499x498 spatial resolution as opposed to 472x256.
Figure 3:14(a) shows the 2D DCR map of the full array for 6 V excess bias voltage. From this image, it can be
seen that the hot pixels display a highly uniform spatial distribution, with no visible difference between the
distribution characteristics of the top and bottom halves of the array. Figure 3:14(b) shows the population
distribution of DCR for a single sensor sample at five different excess bias voltages. The mean and median
values at Vox = 6 V are reported in the figure. In terms of the average values and the percentile corresponding
to a sharp increase, the DCR characteristics of SwissSPAD3 and SwissSPAD2 display a high degree of similarity.
The difference between the median values of the two sensors is within the sample-to-sample variation, as
shown in Figure 3:13(c). Differences in the degree of ambient light shielding between the two experiments
and an increase in the average DCR with long-term use are two additional potential contributors to this differ-

ence.
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In the literature, long-term DCR increase in SPADs has been observed under various effects, such as artificially
introduced gamma-ray [222, 223, 224], X-ray [225], proton [226, 223, 224] and neutron [225] irradiation. The
probable physical mechanisms behind the DCR increase were identified as the reduction of the breakdown

voltage or an increase in afterpulsing due to radiation-induced defects or traps in the substrate [222, 225].

Due to their underlying mechanisms, these effects are generally permanent, and can only be mitigated
through processes such as deep cooling or thermal annealing [226]. The possibility of SwissSPAD2 to have
undergone such an effect during its operation under ambient CW light or picosecond pulsed laser remains to

be investigated.
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Figure 3:14 Dark count rate (DCR) characterization of SwissSPAD3. Spatial resolution: 499x498. (a) 2D DCR map. This map shows that the hot pixels are
randomly scattered across the field of view. Vo = 6 V. (b) Population distribution of DCR at various excess bias voltages. The difference between mean

and median DCR is due to the high counts of the hot pixels.
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3.4.3 Crosstalk

In an image sensor, crosstalk is defined as a false photon detection event caused by another photon detection
event in a neighboring pixel. Being a source of correlated noise, crosstalk is an undesired effect as it negatively
affects both SNR and the spatial resolution of the sensor.

Crosstalk in SPAD imagers can be measured in multiple ways. Firstly, it can be measured from the distribution
of inter-arrival times between two neighboring SPADs [203, 227]. It can also be estimated by the comparison
between the dark count of a neighbor of a hot pixel with the average dark count [119]. The crosstalk of
SwissSPAD2 was measured using the latter approach. Firstly, the sensor was placed in a dark environment
with negligible ambient light. Under these environmental conditions, a sequence of 1,024 8-bit dark images
was captured, in which the photon counts mainly consist of dark counts. To evaluate the crosstalk percentage
(CT), the counts of the pixels adjacent to the hot pixels (Cyp) were compared to the counts of the hot pixels
themselves (Cyp), using the equation below:

C
CT =100 x =£, (3.7)
Cup
To distinguish between counts due to crosstalk and dark counts, the median dark count of the images was
subtracted from all pixels before the crosstalk calculation, using the equation below:

Cer = Crorar — Cupc (3.8)

where Cqr is the crosstalk count, Crgr4; is the total count, and Cypc is the median dark count. In order to
avoid an overestimation of the crosstalk, the pile-up correction equation (2.33) [203] was applied to all pixels,
which is a required step to estimate the true photon count of the hot pixels that generally operate in the pile-
up region. The lower photon count limit for the hot pixels (LLyp) was determined in such a way that a suffi-
ciently high number is achieved for both of the following parameters: the number of pixels to be analyzed in
the array, and the photon count of an average hot pixel. By finding the right balance between these two pa-
rameters, the error due to the pixel-to-pixel variation of DCR, which is significant in the case of two adjacent
hot pixels, and the error due to shot noise are both kept at a low level. Furthermore, an upper photon limit
for hot pixels (ULyp) was also set to exclude pixels in extreme pile-up region (i.e. saturated pixels), whose real
photon counts cannot be accurately recovered even by using the pile-up equation. In our analysis, the lower
and upper photon count limits of the hot pixels are defined as:

LLyp = median(Cpyc) X 500 (3.9)
and
ULyp = (2° — 1) X Ngy X 2, (3.10)

where Cpy is the photon count after pile-up correction, b is the bit depth of a frame, and N, is the number
of frames in the data set.

The measurements were performed using 5 different samples with round SPADs and no microlenses, at 6.5V
excess bias voltage. The crosstalk values of Sample 1 are shown in Figure 3:15. The average crosstalk of the
camera was measured to be below 0.06% for the nearest pixels, and below 0.04% for the nearest diagonal
pixels. The results represent the median of 478 hot pixels, which exhibit at least 500 times more DCR than the

80



SwissSPAD2/3: Large-format time-gated SPAD imagers

median value in the array. These values indicate low crosstalk compared to the state-of-the-art in large-format
SPAD imagers. By comparison, the crosstalk percentage for the nearest pixel is 0.17% for [122], up to 3.5% for
[120], and up to 4.3% for [119]. The crosstalk measurement results of the other 4 camera samples, which
display similar characteristics as Sample 1, are presented in Appendix A.

-0.001 | 0.007 | 0.007 | 0.006 | -0.001
0.004 | 0.034 | 0.057 | 0.032 | -0.003
0.000 | 0.056 | 100 | 0.059 | 0.001
0.001 | 0.030 | 0.053 | 0.029 | 0.003
-0.001 | 0.006 | 0.004 | 0.000 | 0.001

Figure 3:15 Crosstalk percentage values of a SwissSPAD2 sample (Sample 1 of 5) [81].

3.4.4 Frame rate

Frame rate is a critical performance parameter of SwissSPAD2, which determines its dynamic range and ability
to capture fast phenomena. The maximum frame rate of the SwissSPAD2 sensor chip is determined by the
minimum readout duration of a single row, which is equal to 40 ns. Based on this limitation, the time required
to read out the entire 512x256 sub-array is equal to 40 ns X 256 = 10.24 ps. In the experiments reported
below, the high-speed performance of SwissSPAD2 system was demonstrated.

4-bit, 4.6 kfps 8-bit, 273.5 fps
(a) (b)

Figure 3:16 Grayscale images of a rotating fan captured in global shutter mode at (a) 4.6 kfps for 4 bits (b) 273.5 fps for 8 bits. The binary frame rate is
69.7 kfps. Spatial resolution: 472x255.

Figure 3:16 shows two grayscale images of a rotating fan captured by SwissSPAD2. The images were captured
in global shutter mode, in which the exposure and readout windows occur sequentially for each binary frame.
During the acquisition of a frame, the first step is a 4.02 ps exposure window in which a 95 ns gate window is
opened 10 times with a 400 ns period. This exposure window is then followed by a 10.32 us readout window,
during which the camera is blind. Under these settings, the total acquisition time of a binary frame is equal to
14.34 us, which corresponds to a binary frame rate of 69.7 kfps. The N-bit grayscale images were constructed
inside the FPGA by the summation of 2 — 1 binary frames. According to this relation, the frame rates of the
4-bit and 8-bit grayscale images in Figure 3:16 correspond to 4.6 kfps and 273.5 fps, respectively.
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The frame rate of the camera was also tested in burst mode with binary images. In this test, a similar rotating
fan was captured with a binary acquisition time of 10.335 ps, corresponding to 96.8 kfps frame rate. The gate
is open throughout the operation, enabling full duty cycle in a rolling shutter configuration. Using the settings
above, a sequence of 110,000 images was captured with 512x256 spatial resolution. The total data size of the
sequence is 1.68 GB, which is equal to 84% of the capacity of the 2 GB on-board DDR3 RAM. Figure 3:17 shows
nine selected images from this sequence, which capture a full rotation cycle of the fan. There are two numbers
added to each image. The number on the top right corner is the frame index in the sequence, and the number
on the top left corner is the elapsed time since the first frame in the sequence. From the examination of the
full sequence, it was concluded that the fan finishes its full period at the frame number 4,431, whose delay
from the frame number 1 is equal to 10.335 ps X (4431 — 1) = 45.8 ms. Therefore, the rotation frequency
of the fan is equal to 1/(45.8 ms) = 21.8 Hz or 1308rpm.

i |

Figure 3:17 Binary images of a rotating fan captured at 96.8 kfps in rolling shutter mode. Spatial resolution: 512x256.

In SwissSPAD?2, it is also possible to increase the frame rate by reducing the number of rows in the frame. This
feature was demonstrated in Figure 3:18. In this experiment, a digital stopwatch was captured with the camera
in rolling shutter with 512x24 spatial resolution and a fully open gate. In burst mode, a binary sequence of
1,000,000 frames was captured with 1.015 ps binary acquisition time and 985 kfps frame rate. Figure 3:18(a)
shows several selected frames in the sequence; the time delay between each selected frame is approximately
100 ms. The total acquisition time of the sequence is equal to 1.015 s, and the memory space occupied by the
entire sequence is equal to 1.43 GB, 71.5% of the on-board DDR3 RAM capacity. The 8-bit versions of the
images are shown in Figure 3:18(b) as reference. The 8-bit images were constructed by averaging the anno-
tated frame numbers and 254 more frames adjacent to them. The inequalities in the time steps between the
frames is due to the irregular incrementation steps in the least significant digit of the stopwatch, and is unre-
lated to the operation of SwissSPAD2.
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. ~ Fr:1
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(b)

Figure 3:18 A sequence of 1,000,000 binary frames capturing a digital stopwatch at 985 kfps in rolling shutter. (a) Original binary frames. (b) 8-bit images
formed by the average of 255 adjacent frames including the index displayed in each image. Spatial resolution: 512x24.

For the comparison of this performance with the state-of-the-art, various methods can be employed. Our
proposed method is to compare the readout duration of a single row, assuming an inversely proportional
relation in all imagers between the frame rate and the number of rows in a frame, as for SwissSPAD2. This
comparison, while being imperfect due to its ignoring the number of pixels in a single row (i.e. the number of
columns), can be justified by assuming the favorability of an aspect ratio closer to 1:1. Given this proposed
method, the frame rate per row can be obtained from Table 3:1. From this table, it can be seen that the frame
rate per row of SwissSPAD?2 is similar to [119], despite having twice as many columns, and significantly higher
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than the rest of the SPAD images with a similar architecture, including [120] (~25% higher) and [122] (~100%
higher).

The generation of binary images at fast frame rates without readout noise is an attractive feature for various
applications focusing on image reconstruction. Some examples for these applications include SNR enhance-
ment in high-speed imaging with sparse photon counts [228, 229], and motion blur correction [217]. A discus-
sion of [217], which was conducted using SwissSPAD2 in binary imaging mode, is available in Chapter 4, Section
4.4.

In all three experiments, there are relatively minor discrepancies between the maximum frame rate allowed
by the chip readout speed (97.7 kfps) and the measured frame rate of the camera. Aside from the additional
exposure window in global shutter mode, another reason for this discrepancy is the transition time between
the exposure and readout states in the state machine of the firmware. This transition time of the order of 80
ns, which is independent from the sensor chip properties, can be eliminated with further optimization of the
firmware architecture.

3.4.5 Dynamicrange

The dynamic range is defined as the ratio between the maximum and minimum number of photons that can
be detected in a single frame. Mathematically, dynamic range is expressed as

(3.11)

n.
DR = 2010g< ””“"),

Ni min

where 1n; ;max and N ,in are the maximum and minimum detectable counts, respectively. For conventional
imagers, this value is typically unaffected by the frame rate since readout noise and electron well capacity,
which are the main parameters that determine the dynamic range, are both time-independent. On the other
hand, in SwissSPAD2, the dynamic range is influenced by the dark count and the bit depth of a frame; both of
which are time-dependent parameters. For this reason, the dynamic range in a digital SPAD imager is a func-
tion of the exposure time and the bit depth.

In SwissSPAD2, the maximum photon count is determined by the gradual deviation of the SNR from the shot
noise level with increasing photon count due to the pile-up effect. As proven by the quanta image sensor (QIS)
and Gigavision concepts [204, 230], the non-linear response function of these sensor types leads to a drop in
photon sensitivity even in the early saturation (pile-up) region. While the counts of the photons detected by
the SPAD (also called “detected photon count (n;)”) can be estimated from the photon count measured by the
camera (also called “measured photon count (m;)”) using an analytical expression derived from the rules of
Poisson distribution, the SNR drop caused by pile-up cannot be fully recovered due to reduced statistics. As
discussed in [202], for accurate SNR calculation in SwissSPAD2, the mean and the statistical dispersion of the
detected photon count must be used instead of the measured photon count. As the detected photon count
and its standard deviation are estimates rather than the actual values, we denote them as #i; and Oy, respec-
tively.

The dynamic range characterization results of SwissSPAD2 are presented in Figure 3:19, for a bit depth of 8
and an 8-bit exposure time of 1.63 ms. In this experiment, we calculated the SNR of the captured images in
the temporal and spatial domain for multiple light levels (LL, to LLq,). Spatial light level uniformity is achieved
by illuminating the camera with an integrating sphere. The SNR, which was calculated either in the spatial or
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temporal domain from the mean total photon count (u¢), the mean dark count (upc), and the standard devi-
ation of the total photon count’ (a¢) as

(3.12)

SNR = 201log (U)

oc

was then compared to the maximum achievable SNR limited by shot noise, in which the standard deviation is
the square root of the mean photon count. In addition, a theoretical model that includes both shot noise and
pile-up effects, based on Equation (2.37), was also plotted. Since hot pixels are expected to distort the SNR by
increasing the dispersion at low light levels, the SNR calculation in the spatial domain was performed both
including and excluding hot pixels. Figure 3:19(a-b) and Figure 3:19(c-f) show the standard deviation and SNR
based on measured and detected photon counts, respectively. As previously shown in [202], the results based
on the detected photon count are more accurate, with a loss of SNR occurring in the pile-up regime (panels d
and f), as opposed to an unrealistic increase beyond the fundamental shot-noise-limited SNR (panel b). It can
also be observed that the SNR of the sensor is governed by the shot noise and pile-up limitations for approxi-
mately three decades of photon counts, both in temporal domain and spatial domain. In spatial domain, the
removal of hot pixels, which amount to around 2% of the array, improves the SNR consistency with the shot
noise and pile-up limited model, particularly at low light levels.

The shot-noise limited behavior of SwissSPAD2 in the photon-counting regime is further demonstrated in Fig-
ure 3:19(g). In this figure, the photon count distribution of the uniformly illuminated pixels in single-photon
level illumination was plotted against the Poisson-fitted values. The agreement between the fitted and meas-
ured values shows that the camera is able to detect single photons with no other significant noise contribution
other than shot noise. Figure 3:19(h) shows the SNR comparison with shot noise at higher photon count levels,
below the deep pile-up region. A general agreement with the measured and fitted values can still be observed
despite a small mismatch, likely caused by the mild pile-up effect which is also theoretically expected to exist.

80
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5 Spatial photon count variation is the photon count variation of all pixels in the array in a single frame. Temporal photon count variation is the photon
count variation of multiple frames captured sequentially by a single pixel. Standard deviation of the total photon count is calculated after the subtraction
of the mean dark count from the mean total photon count. This subtraction is performed in each pixel individually.
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Figure 3:19 Dynamic range characterization of SwissSPAD2 for 8-bit images. Number of pixels: 472x256. The images are captured under 13 different
light levels (LLy — LL,,). Exposure time: LLy_1¢: 1.63 ms, LL;4: 3.26 ms, LL,,: 6.52 ms. (a) Standard deviation and (b) signal to noise ratio (SNR) of the
measured photon count m; as a function of the mean measured photon count. (c) Standard deviation and (d) SNR of the estimated detected photon
count fi; as a function of the mean measured photon count. (e) Standard deviation and (f) SNR of the estimated detected photon count as a function of
the estimated mean detected photon count. There is a consistent match between the measured SNR values and the theoretical SNR values based on
the model that includes both shot noise and pile-up. (g) Measured photon count spatial distribution under low light level. The match between the
measured and Poisson fit values demonstrates the single-photon counting ability of the imager. (h) Measured photon count distribution under higher
light level. A good agreement with the Poisson fit values can still be observed, despite the mildly visible effects of pile-up, as expected. The distributions
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in (g) and (h) were generated after the removal of hot pixels which consist of approximately 2% of the entire array.
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As it is now proven that the active clock-driven recharge pile-up model discussed above accurately represents
the SNR of SwissSPAD2, n; ;ax and N min required for the determination of the dynamic range can be esti-
mated based on this model. In [202], n; ;4 for SPAD arrays is estimated by

M max = ch(zb - 1): (3.13)

where F_, is a factor determined by the readout architecture type and the SNR drop tolerance in the determi-
nation of the maximum photon count. Using the value of F.; determined in [202] for active clock-driven re-
charge and a 3 dB SNR decrease criterion, i.e. F.; = 2.842, and a bit depth b = 8, n; ;4. can be estimated as
N max = 724.71. For 71; i, the estimated value of n; ,;,;;,, considering that it is mostly dominated by dark
noise, the following expression can be used

ﬁi min — 1/Tint X DCR, (314)

where T, is the total integration (exposure) time of the frame, and DCR is the dark count rate. Using Ty, =
1.63 msand DCR = 7.5 cps, 1; min is found as 71; ;in = 0.11. Inserting the values of 1 1,40, aNd 7 jpin N
Equation (3.11), the dynamic range of SwissSPAD2 in this experiment can be estimated as DR = 76.3 dB. The
upper bound of the dynamic range is determined by the minimum Tj,; that is achievable by the system. The
expression of Ty, for 8-bit frames in the intensity mode (i.e. when no periodic gate asynchronous with the
readout is present) is given by

Tine = 255 X Tpyp (3.15)
in global shutter and
Tine = 255 X trow X Npow (3.16)

in rolling shutter, where T,,, is the binary exposure time, t,,,, is the readout duration of a row, and Ny, is
the number of rows in the frame. In the rolling shutter mode, the minimum value of T},,; is equal to 2.61 ms
for tyow = 40 ns and N, = 256. In the global shutter mode, assuming a minimum binary exposure time of
Texp = 10.8 ns, the minimum T, is equal to 2.75 ps. Following the methodology described above, the upper
bound of the dynamic range for rolling shutter and global shutter is determined as 74.3 dB and 104.1 dB,
respectively. If the condition which yields the lowest dynamic range is considered as 7; min = i max, the
lower bound of the dynamic range can be determined as 0 dB.

3.4.6 Gate characteristics

As discussed in Chapter 2, the gate profile characteristics of a gated image sensor have a significant influence
on its timing performance. For this reason, the gate characteristics of both SwissSPAD2 and SwissSPAD3 were
measured. The experiments were conducted according to the following methodology. The collimated fiber
output of a 790 nm pulsed laser (PiLas, A.L.S., Germany; pulse width (FWHM): ~40 ps, PRF: 20 MHz) is directed
towards the camera sensor without any objective lens. The beam width was set to a size that illuminates the
entire sensor active area. Other than ensuring that all pixels receive sufficient signal intensity to achieve ac-
ceptable SNR and no part of the array is saturated, no further attempt was made to achieve spatial uniformity
of the light level. The trigger signal which synchronizes the laser and the camera was generated by the laser
controller. During the acquisition of the data, the gate — whose width is fixed throughout the entire experiment
- was shifted by the minimum allowed gate step over more than one full laser period. Subsequently, several
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parameters that determine the time gating performance were calculated from the raw data. These parameters
are the rise/fall times and gate width together with their standard deviations, and gate skew. The definitions
and performance impacts of these parameters are detailed in Chapter 2, Sections 2.4 and 2.5. A detailed list
of experimental parameters, which may show differences between the testing of the two cameras, is included
in the caption of the figures representing a particular experiment.

Figure 3:20 represents the gate characteristics of SwissSPAD2. The experiment conducted to characterize the
gate profile is illustrated in Figure 3:20(a-b). In this experiment, the gate signals were shifted with respect to
the laser pulse with equal steps of G, for a measurement window larger than the laser period (T,,) (Figure
3:20(a)). The plot of the recorded counts of the gate positions represents the gate window profile (Figure
3:20(b)). The shape of the measured gate window profile is shown in Figure 3:20(c). In this plot, the photon
counts of the pixels in the array are normalized to their average high intensity levels before being superim-
posed, to visually show the uniformity of the gate characteristics across the array. The gate width, rise time
and fall time are annotated inside the plot. The gate width, which is equal to 13.1 ns in this particular data set,
can be defined by the user within the range of 10.8-22.8 ns. The fall time of the gate (617 ps) is significantly
slower than the rise time (378 ps). Considering that in this data set the gate moves forward with respect to
the laser pulse, the falling edge of the gate window is determined by the recharge signal, whereas the rising
edge of the gate window is determined by the falling edge of the gate signal. This behavior is consistent with
the description of the gating structure of SwissSPAD2 in Subsection 3.3.2, where the causes of this discrepancy
were discussed.

The rising and falling edge position distributions of the gate window are plotted in Figure 3:20(d) and (e),
respectively. The histograms of the edge positions are shown in the main windows of the figures, whereas the
2D color maps are displayed in the insets. For both edges, horizontal and vertical gradients in the edge posi-
tions are visible. The vertical gradient, which is a result of the signal propagation delay on the column wires,
was theoretically expected. According to distributed RC wire model, the gate delay between the two adjacent
pixels is indeed expected to be non-uniform throughout the wire, and to increase non-linearly as the signal
propagates towards the farthest pixels. On the other hand, a significant horizontal gradient was not expected,
as the skew between the columns was targeted to be minimized by means of signal trees.

The subsequent examination of the chip layout showed that the cause of the horizontal skew was the voltage
drop in the central region of the signal trees due to a relatively high parasitic resistance between the DC supply
pads of the chip and the power wires of the buffers in the control signals tree. Due to the structure of the
layout, this parasitic resistance was highest at the center and lowest on both sides of the tree. As a conse-
guence, the two central outputs of the first level of the tree exhibit a slower propagation time than the two
outputs situated away from the center. This effect can be clearly observed in Figure 3:20(b). In the 2D map,
there are two distinct regions with a clear boundary between them. The first and the fourth vertical quarters
of the array (columns 0-127 & 384-511) receive the gate signal falling edge earlier than the second and the
third quarters (columns 128-383). Therefore, their gate window rising edge positions are at a later time point.
This inequality in the propagation time of the central and peripheral branches also applies to later levels of
the tree. However, due to the decline of the signal wire length in the later tree levels, the magnitude of the
skew is not as large as in the first level. The skew of the second tree level is also visible in the inset of Figure
3:20(b). Each large vertical color band consisting of one quarter of the array is also divided into 4 equally sized
color bands with clear boundaries, but relatively smaller contrast.
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Figure 3:20 Gate characteristics of SwissSPAD2. (a-b) The conceptual illustration of the experiment which was conducted to generate the gate profile.
G,: gate position, Ty,: laser period, G;: gate step. For visualization purposes, T;;, = 5Gs was selected, as opposed to Tjg, = 2,800G;, which represents
the actual experimental settings. (c) The gate window profile. The transition times and the gate width are annotated in the figure. The gate width is
user-programmable, and the minimum gate width in the internal laser trigger mode is 10.8 ns. The response of every 4™ pixel is plotted. (d-e) Spatial
distribution of the (d) rising edge and (e) falling edge position of the gate window. The insets show the 2D color map of the gate edge positions.

Experimental parameters: Laser controller trigger mode: internal, laser PRF: 20 MHz, array size: 472x256, shutter mode: global shutter, bit depth: 10,
gate step: 17.86 ps, number of gate positions: 4,000, integration window: 71.4 ns.
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Figure 3:21 Gate characteristics of two gate channels of SwissSPAD3 for the minimum achieved gate width. (a-c) and (d-f) represent the characteristics
of the first (G1) and the second gate channel (G2), respectively. (a, d) Gate window profile. The transition times and the gate width are annotated in
the figure. Percentage of plotted pixels: G1: 4%, G2: 21%. (b-c, e-f) Spatial distribution of the (b, e) rising edge and (c, f) falling edge position of the
gates. The insets show the 2D color map of the gate edge positions. Experimental parameters: Laser wavelength: 637 nm, laser controller trigger mode:
internal, laser PRF: 40 MHz, array size: 499x249, binary frame rate: 49.8 kfps, shutter mode: rolling shutter, bit depth: 8, gate step: 17.9 ps, number of
gate positions: 1,600, integration window: 28.6 ns, V,: 6 V.

The gate characteristics of SwissSPAD3 were measured using a similar methodology and experimental setup
to SwissSPAD2. The main difference was that two output bits were recorded for each pixel instead of one as
in SwissSPAD2, in order to capture both gate channels. The second gate output was calculated in post-pro-
cessing by subtracting the gate output (Out_2) from the intensity output (Out_1). As explained in the earlier
sections, the gate architecture of SwissSPAD3 ensures that the two gate channels are contiguous, non-over-
lapping and achieve 100% duty cycle. In order to observe any possible gate performance effects of simultane-
ous, fast readout, the chip was operated in rolling shutter, at 40 MHz laser PRF, and 49.8 kfps binary frame
rate. During the calculation of the frame rate, the readout duration of both outputs of a single frame is con-
sidered to be the binary acquisition time. Therefore, the maximum frame rate is equal to approximately half
of SwissSPAD2. The position of the separator between the two gates, which determines the ratio of their
widths, can be controlled prior to the experiment with a step of 17.9 ps from 0 to the laser period.

Figure 3:21 displays the characteristics of the two gate channels of SwissSPAD3 under the settings which gen-
erate the shortest achievable gate width of 0.99 ns. The rise and fall times of the gates are significantly more
symmetrical compared to SwissSPAD2. In addition, the values of the transition times are closer to the faster
edge of SwissSPAD2 than the slower edge. These results are consistent with the expected gate behavior of the
two cameras based on their respective gating architectures, which was described in Subsection 3.3.2. While
the achievement of a short gate width is an important figure of merit for the imager, it is also possible to
generate two contiguous gate channels with approximately equal widths. This gating configuration was
demonstrated in Figure 3:22. In this configuration, the width of the gate channel 1 (G1) and channel 2 (G2)
are 12.1 ns and 12.9 ns, respectively. Though, it is possible to achieve a smaller gate width difference between
G1 and G2 by adjusting the size of G2 with a resolution of 17.9 ps.
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Figure 3:22 Gate characteristics of two gate channels of SwissSPAD3 with comparable gate widths. (a-c) and (d-f) represent the characteristics of the
first (G1) and the second gate channel (G2), respectively. (a, d) Gate window profile. The transition times and the gate width are annotated in the figure.
Percentage of plotted pixels: G1: 11%, G2: 10%. (b-c, e-f) Spatial distribution of the (b, e) rising edge and (c, f) falling edge position of the gates. The
insets show the 2D color map of the gate edge positions. Experimental parameters: Laser wavelength: 637 nm, laser controller trigger mode: internal,
laser PRF: 40 MHz, array size: 499x249, binary frame rate: 49.8 kfps, shutter mode: rolling shutter, bit depth: 8, gate step: 17.9 ps, number of gate
positions: 1,600, integration window: 28.6 ns, V,,: 6 V.

Compared to SwissSPAD2, a significant decrease in the horizontal skew was observed in SwissSPAD3. The
FWHM of the rising/falling edge position distribution of the pixels in a single row (Row 125) ranges between
81.2 ps and 134 ps. While the reported skew measurement results of imagers do not always include the skew
characteristics in a single dimension, and the skew varies with the pixel format and the size of the array, it can
be concluded that the overall skew performance for SwissSPAD3 is on-par if not better than the published
state-of-the-art. This assessment can be supported by three examples from the prominent large-format SPAD
imagers in the literature. In [119], the horizontal gate skew is in the order of several hundreds of picoseconds
for the falling edge, and close to a nanosecond for the rising edge. In [120], the FWHM of the skew for the
512x128 array is 139 ps. Due to the relatively lower number of rows, which reduces the RC delay across the
signal wire, the contributions of the horizontal and vertical skew are closer to each other than SwissSPAD3,
indicating a FWHM of the horizontal skew that is not significantly different from 139 ps. This conclusion was
reached based on the pixel distribution maps of the gate edges that are provided in the paper, in the absence
of a quantitative representation. Finally, in [122], the FWHM of the gate position variation for a 1024x500
array was measured as 410 ps, with seemingly comparable contribution of horizontal and vertical skew, ac-
cording to the 2D distribution map.

Low skew in SwissSPAD3 was achieved by reducing the parasitic resistance between the supply/ground pads
and the signal tree via layout improvements, and by reducing the disparity of parasitic capacitance between
multiple branches of the tree via increasing the spacing between the wires. The vertical distribution of the
gate edges is in agreement with the distributed RC chain model, where the delay of the signal is proportional
to the second power of the length of the wire [231]. According to this model, the propagation delay between
two adjacent pixels increases with the distance of the pixels from the signal tree. This effect manifests itself
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as the long tail in the gate edge position distribution histograms in Figure 3:21 and Figure 3:22 (b, c, e, f). By
comparing Figure 3:21 and Figure 3:22, it can also be observed that the gate transition times and the skew
have low dependence on the gate width. This behavior proves that the IR drop in the voltage supply wires of
the gate tree is not sufficiently high to adversely influence the gate performance, unlike in SwissSPAD2.

Figure 3:23 shows the photon count distribution characteristics of the fully open gate positions in SwissSPAD3,
for both gates. The main objective of the analysis represented by this figure was to quantitatively compare
the gate shape to an ideal rectangular pulse, in the region where the gate is fully open. The rising and falling
edges of the gate window were excluded from the analysis as they clearly deviate from a rectangular shape,
due to the various factors discussed in Chapter 2, Subsection 2.4.2. In this comparison, which was performed
independently for each pixel due to the spatial light level non-uniformity, the statistical dispersion of the pho-
ton counts of multiple open gate positions was compared to its theoretical minimum limit. The open gate
positions were identified for both G1 and G2 from the gate profiles shown in Figure 3:23(a-b). The two factors
that determine this theoretical limit are shot noise and pile-up. The expression for the standard deviation of
photon count caused by these two effects, o3, is provided in Equations (2.34)-(2.36) [202]. For an accurate
comparison of the theoretical and experimental values, the experimental value of o, was calculated after
converting the measured gate photon counts, m;, to the estimated detected photon counts, 71;, using the pile-
up correction method provided in Equation (2.33) [203]. Finally, the theoretical and experimental SNR were
calculated using Equation (3.12). As the objective of this analysis was to characterize the gate shape rather
than to determine the SNR of a single gate image, the mean dark count (upc) was not subtracted from the
mean total photon count (pc). While theoretical and experimental o5, were found using separate methods as
explained above, the mean of the same ; was used for the calculation of both SNR values.

The results of this experiment are summarized in Figure 3:23(c-f). The similarity of the gate window to a rec-
tangular gate was estimated by analyzing the difference of the theoretical and experimental SNR values in
decibels. This difference is expected to be zero for a perfectly rectangular gate, and positive for a gate which
deviates from the rectangular shape. Figure 3:23(c-d) show the spatial distribution maps of the SNR difference
for the two gates, and Figure 3:23(e-f) show their histograms. The results show that the average SNR of ¢1
and G2 for 499x498 pixels is only 0.12 dB and 0.06 dB lower than the theoretical limit, respectively. Therefore,
these results suggest that the gates of SwissSPAD3 exhibit very small deviation from a rectangular shape.

In the histogram, it can be seen that for some pixels, the difference of the theoretical and experimental SNR
appears to be negative, indicating a noise level lower than shot noise and pile-up limit. A probable cause of
this unrealistic result is the fact that the mean value of n; is obtained by estimation, rather than measurement,
thereby resulting in an error. A second probable cause is that the pile-up correction formula in Equation (2.33)
is valid in SwissSPAD3 only when one of the gates has a multi-bit photon count of zero. Due to the uncorrelated
background signal and dark counts, the gates have non-zero counts even when the laser pulse is fully outside
the gate window; thereby causing a deviation in the pile-up behavior.
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Figure 3:23 Photon count distribution characteristics of the fully open gate positions in SwissSPAD3. (a-b) Gate window shape for (a) gate 1 (G1) and
(b) gate 2 (G2). Plotted pixel percentage: G1: 10%, G2: 14%. (c-d) Theoretical and experimental SNR difference of the detected photon counts of the
fully open gate positions of (c) G1 and (d) G2. The difference between the theoretical SNR which is limited by the shot noise and pile-up, and the
measured SNR, displayed in (c-d), was calculated for each pixel separately. (e-f) Spatial distribution of the difference between the theoretical and
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experimental SNR, for (e) G1 and (f) G2. As the SNR of G1 and G2 is only 0.12 dB and 0.058 dB lower than the theoretical values, respectively, it can be
concluded that the photon counts of the fully open gate positions are independent of the gate positions themselves, and limited by shot noise and pile-
up. This proves that in the flat parts of the gate window, there is negligible deviation from the characteristics of a rectangular gate. Experimental
parameters: Pixel format: (a-b): 499x249, (c-f) 499x498, laser PRF: 40 MHz, laser wavelength: 510 nm, number of fully open gate positions: G1: 480,
G2:580,V,:6V.

3.5 Microlens design and characterization

3.5.1 Motivation and theory

As discussed in Chapter 1, one of the main obstacles to the widespread adoption of SPAD technology as the
detector of choice for scientific imaging is its shortcomings in PDE. Particularly in large-format imagers, a deg-
radation in PDE is observed due to a decrease in fill factor as the number of pixels increases in the array. The
contributors of the fill factor decrease in small pixels include the guard ring and the minimum spacing between
adjacent SPADs due to crosstalk minimization purposes and fabrication design rules. For imagers designed in
2D CMOS technology, spacing requirements for pixel electronics and signal and power transfer wires may
introduce additional fill factor limitations, whose importance often increases with the number of transistors
in the pixel. For all of the reasons above, fill factor improvement for SPAD sensors is an essential part of the
design process. A widely used method of fill factor improvement is the use of microlenses. By being deposited
on each pixel in the array, microlenses concentrate the incoming light on the pixel active area, thereby im-
proving the effective fill factor of the pixels.

The most important performance indicator of microlenses is the ability to concentrate the impinging photons
on the active area. This ability is expressed by a parameter called concentration factor. This term, first intro-
duced within the framework of SPAD-based imagers in [232], was originally defined as the ratio of the output
and input irradiance of an optical concentrator, expressed as

CF = E,/E;, (3.17)

where E, and E; are output and input irradiance, respectively. Based on similar principles, the concentration
factor can also be defined as the ratio of the photon counts upon a detector with microlenses and without
microlenses, under the same illumination and operating conditions [221]. Due to its convenience in experi-
mental measurements, we used the latter definition in our work, which can be quantitatively expressed as a
function of the angle of incidence (8) and the wavelength (1) as

Cu (6,1)

F =
¢ (9’ /1) Cno_ul (9, /1)’

(3.18)

where C; and Gy, ,; are the photon count rates with and without microlenses, respectively. It is often prac-
tical to use an effective fill factor for a microlensed pixel, FF,;, which can be calculated using the equation
below

FFul(gmax: A= FFno_ul X CFavg(gmaxr/Dv (3.19)

where 0,4, is the maximum angle of incidence in a given optical setup, FFy, ; is the native fill factor and
CFayg is the average concentration factor of a range of incidence angles 6 between 0° and 6,,,4,. The definition
of CF,y,4 that is used in this work is expressed as
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B 2CF(0 =@ =0") 4+ CF(0 = Opnax, ¢ =0°) + CF(0 = Opap, @ = 45°)

CFg = (3.20)
avg 4

where 6 is the angle of incidence and ¢ is the azimuth angle (Figure 3:24). The term “concentration factor”
used throughout the section refers to CF,, 4 defined in Equation (3.20), for a particular 6,4, or numerical
aperture (NA).
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Figure 3:24 lllustration of the angles used during the discussion of microlenses. p is the photon trajectory, 0 is the angle of incidence, and ¢ is the
azimuth.

An ideal convex lens can focus collimated light impinging at normal incidence (6 = 0°) on a single point, called
the focal point. Therefore, such a lens structure can theoretically increase the fill factor to 100%. However,
this goal cannot be achieved in reality due to the minimum gap requirement between adjacent microlenses,
which is a fabrication constraint. This minimum gap typically does not scale with the pixel pitch, and therefore
causes a more significant fill factor degradation in smaller pixels. The expression of the maximum fill factor as
a function of the pixel pitch (PP) and the minimum microlens gap (G,in) for square microlenses at 8 = 0° is
given by

2
M) _ (3.21)

FFulmax=( PP

Microlenses can also improve the transmittance of the optical stack of the system, defined as the percentage
of the incident photons that arrive from the outermost surface of the optical stack to the SPAD multiplication
region. The highest contributor to the loss in transmittance is Fresnel loss, defined as the loss due to reflection
at an interface between two media with different refractive indices. The Fresnel loss, R, between two media
with refractive indices n; and n, is expressed by

ny — ny|?

R= (3.22)

n; +n,

for 8 = 0°. When absorption and scattering are neglected, the transmittance of an interface i is equal to the
refracted light percentage at the interface, expressed as T; = 1 — R;. For an optical stack with multiple media,
the overall transmittance is given by
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T = l_[Tl-, (3.23)

i=1

where n is the interface number. The list of the media in a typical camera with microlenses is illustrated in
Figure 3:25.

Air (n4)

Anti-reflective coating (n,)

Microlens (n3)

Passivation layer (n,)

Middle layers (ns)

Silicon (ng)

Figure 3:25 A typical optical stack for CMOS/SPAD cameras that shows the media in the trajectory of the photons until their detection.

Anti-reflective (AR) coating can optionally be used between two media as an intermediate layer to minimize
the reflections between them. According to Rayleigh, the optimal refractive index of the AR coating is the
geometric mean of the refractive indices of the surrounding media, given by

Ny = {Nninz. (3.24)

The passivation layer, whose refractive index is in general significantly higher than its surrounding media, can
be removed, at least partially, to further improve the overall transmittance. The middle layers represent the
full stack of the CMOS process. For simplicity, they are represented, during the microlens development pro-
cess, as a single layer with an average refractive index. In the microlenses developed for SwissSPAD2, AR coat-
ing was not used, and the passivation layer was not removed.

After the inclusion of the transmittance ratio, the maximum fill factor expression can be rewritten as

(3.25)

Tu(A) (PP - Gmin)zl

FFE' =
wl max Tno_ul (l) PP

Note that the value of FF; ,,,4, can exceed 100%. This results from the fact that while a decrease in Fresnel
loss (i.e. increase in the overall transmittance of the optical stack) should by definition be considered as a gain
in PDP, it is conventionally considered as a gain in fill factor. When this is the case, it can be understood that
FFli, max > 100% does not violate the fundamental laws of physics, as PDEﬁz max = PDP X FF[,,Ll max NEvVer
exceeds 100%.

Deviations in the fill factor of a microlensed pixel from the value defined by Equation (3.25) can occur due to
various elements which have adverse effects on the concentration factor. These elements include non-zero
maximum angle of incidence and microlens fabrication constraints. The concentration factor is highly depend-
ent on the range of photon angles of incidence. Since this range is determined by the properties of the optical
setup in a particular experiment, the target application is an important factor in the microlens design process.
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For most applications, this range is determined by the numerical aperture (NA) of the lens facing the image
sensor (also called tube lens in microscopy setups), which is calculated from the following equation:

NA = nsin(Opq4), (3.26)

where n is the refractive index of the medium, which is approximately 1 for air in the case of tube lens. Since
CFayg decreases as Op,qy increases, it also decreases with higher NA. Due to this relation, in a microscopy
setup, it is desirable to minimize the NA of the tube lens. On the other hand, the microlens fabrication con-
straints can introduce two effects: mismatch of the focal point with the multiplication region, and optical ab-
errations. Aberrations indicate the inability to concentrate the light on a single point due to errors in the lens
shape and multiple wavelengths of incident light. The main cause of aberrations in a single lens system are the
imperfections in the curvature of the lens. Furthermore, the square shape of the lens, which is selected to
cover the largest possible area of a square pixel, introduces additional aberrations, compared to a circular
lens.

3.5.2 Design of the microlenses in SwissSPAD2

The microlenses of SwissSPAD2 were separately designed for two different optical setups optimized for mi-
croscopy and photography. In microscopy, owing to the relatively large available space and the lack of need
for a large angle of view, the optical setup can be configured as a telecentric lens system, which is illustrated
in Figure 3:26(a). In this system, all chief rays coming out of the tube lens are parallel to the optical axis. As a
result, the average angle of incidence is zero for all pixels in the sensor. In addition, the focal length (therefore,
also the NA) of the objective lens and the tube lens can be selected independently. Typically, the objective
lens is selected with high NA in order to collect the maximum possible amount of light from the sample, and
the tube lens is selected with low NA to transmit the light to the camera sensor at a small angle of incidence.

On the other hand, the most common lens system in photography is a fixed focal length lens, which generally
displays the characteristics of a single convex lens (even though compound lenses can be used, their main
purposes being to minimize optical aberrations). A conceptual representation for this setup is shown in Figure
3:26(b). The reasons for this choice include the angle of view requirement for the addition of perception of
depth, and compactness. In these lenses, high NA is typically preferred for the ability to collect more light,
resulting in higher SNR, and shallower depth of field. For this reason, the maximum angle of incidence on the
sensor in a photography setup is generally higher than in microscopy. Additionally, the average angle of inci-
dence increases as the position of the pixel moves away from the center of the array towards the edges (see
also below).

In our design process, the microlenses were targeted for microscopy and designed for low NA, which allows
the highest concentration factor. In this design, NA of 0.02 was selected based on the specifications of com-
monly used widefield microscopy setups, as it was originally given to us by Stefan Hell in 2005. From Equation
(3.26), the maximum angle of incidence can be calculated as 1.14 degrees. For the microlens configuration
that is designed for photographic lenses, the NA choice was 0.25, which corresponds to an f-number of 1.9,
and maximum angle of incidence of 14.5 degrees.
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Figure 3:26 (a) Diagram of a telecentric optical system, often used in microscopes. High « is desirable for high SNR and resolving power, whereas the
ability to reduce 6 allows the maximization of the concentration factor of microlenses. The two downsides of this approach, zero angle of view and the
large focal length requirement for tube lenses, do not introduce any negative effect to the system due to the lack of need for the sense of depth in
microscopy and the relatively higher availability of space for the tube lens compared to a photography setup. (b) Diagram of a conventional single-lens
optical system typically used in photography. High 6 is desirable to improve photon sensitivity by collecting more light from the object, and minimize
depth of field. In addition, concerns for compactness introduce an upper limit for f, further restricting the lower bound of 6. These constraints limit
the maximum achievable concentration factor for microlenses.

In fixed focal length lens setups where the average angle of incidence deviates from zero in the peripheral
pixels, the area where the microlenses concentrate the light also deviates from the center of the pixel active
area. In severe cases in which the concentration area of light falls fully outside the pixel active area, significant
sensitivity loss is observed in the peripheral pixels, causing an undesired effect called vignetting. The severity
of vignetting depends on two parameters: the size of the image sensor and the NA of the lens. For a NA =
0.25, vignetting correction was applied due to the significance of this effect. In this correction method, the
offset between the central points of the active area and light concentration area is simulated for each pixel in
the array, and a new microlens pitch that is smaller than the pixel pitch is determined such that the offset is
corrected for all pixels. In this method, the difference between microlens pitch and pixel pitch was selected to
be 11 nm, which corresponds to a 2.8-um-offset between microlens and pixel at the outermost pixels in the
array.

The design parameters of the microlenses, which can be optimized for the highest performance, are shown in
Figure 3:27 [233]. The diameter of the lens is limited by the pitch and the minimum required gap between the
adjacent lenses. This gap is introduced by fabrication constraints and is a major contributor of the maximum
theoretical fill factor. The sag is the thickness of the curved part of the lens, and is expressed as a function of
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its diameter and the radius of curvature. The relation between the sag, diameter and radius of curvature is
given by [233]

— — 2 -
Sa’g - Rcurvature Rcurvature

(Diameter)zl (3.27)
2

The residual height is the distance from the bottom of the microlenses to the substrate surface. This parameter
must be set in such a way that the focal point of the lenses overlaps with the multiplication region of the SPAD,
therefore maximizing the avalanche probability of the absorbed photons. In SwissSPAD2 microlens design, the
microlens pitch is equal to the pixel pitch in the low-NA version, and shorter by 11 nm in the high-NA version
with vignetting correction feature. The gap was set to approximately 1.5 um, the minimum value allowed by
the fabrication process. The sag and the residual height that yield the highest concentration factor were cal-
culated using ray tracing simulations.
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Figure 3:27 Microlens design parameters. Adapted from [233].

The description of the SwissSPAD2 microlens fabrication process is available in [233].

3.5.3 Measurement results

As theoretically expected, the ray tracing simulation results show that the low-NA configuration yields higher
concentration factor than the high-NA configuration. For the round SPAD, for NA = 0.02, the highest simu-
lated concentration factor is equal to 7.78, which yields a fill factor of 81.7%. Considering that the theoretical
maximum fill factor for a microlens gap of 1.5 um and pixel pitch of 16.38 um is equal to 82.5%, excluding the
transmittance ratio, the gap can be regarded as the primary fill factor limitation. The highest simulated con-
centration factor drops to 5.32 for NA = 0.25, corresponding to a fill factor of 55.9%. For the square SPAD,
the highest simulated concentration factor for NA = 0.02 and NA = 0.25 are 6.29 and 5.11, respectively.

A SwissSPAD2 sample with microlenses designed for the low-NA optical setup, whose photomicrograph is
shown in Figure 3:28, was tested with a fluorescence microscope (1X81, Olympus, Japan), where the emission
light is directed at the sensor with approximately normal incidence. Testing was performed using a convallaria
majalis sample that exhibits autofluorescence behavior and low photobleaching rate. Two SwissSPAD2 cam-
eras with round SPADs were used for the experiment. The images were captured sequentially using the same
camera port of the microscope. The exposure time was selected in such a way that ensures sufficient SNR and
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avoids high pile-up region for both cameras. After the data acquisition, the mismatch between the field of
view of the two images was removed by cropping the images in post-processing. The pile-up correction oper-
ation, described in Equation (2.33), was applied to both images [203]. In addition, the hot pixels, which account
for around 1% of the total number of pixels, were removed from the images of both cameras, and dark count
correction was performed by subtracting a reference dark image from the signal image in both cases.

Figure 3:28 Photomicrograph of a group of pixels in SwissSPAD2 with microlenses. Scale bar: 200 pm.
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Figure 3:29 Fluorescence intensity image of a convallaria majalis sample using a SwissSPAD2 (a) without and (b) with microlenses [81]. Experimental
parameters: ,,: 6.5V, array size: 453x210, bit depth: 10, integration time: 3.21 ms, A, mission: 607 Nm, pile-up correction: on. Hot pixels with 1% highest
dark count rate in the array were corrected using an interpolation method based on setting their intensity values to the mean of the four nearest-
neighbor pixels. Different color brightness scales were used in the two images to achieve maximum contrast.

The results of this experiment presented in Figure 3:29(a) and (b) show a concentration factor of 2.65, which
corresponds to an effective fill factor of 27.8%. This value is lower than the simulation results for normal inci-
dence. Further investigation on the fabricated microlens structure has revealed that the main cause of this
loss was optical aberrations. The source of this aberration was the distortion in the microlens curvature that
occurred during the thermal reflow phase of the fabrication process.
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To verify that the distorted lens shape was the main cause of the low concentration factor, a new experiment
was conducted with the goal of measuring the maximum concentration factor that can be achieved with the
camera at any angle of incidence. The description of the experimental setup is as follows. A camera is placed
3.67 m away from the light source. The light beam was directed at the camera with a size that is sufficient to
uniformly illuminate the entire 512x256 array. Considering that the total active area of the 512x256 sub-array
of the sensor is equal to 8.4x4.2 mm?, the pixel-to-pixel variation of the angle of incidence of the light is less
than 0.13 degrees. For the light source, a continuous wave collimated LED (M590L3-C, Thorlabs, USA) with a
peak wavelength of 590 nm and bandwidth of 18 nm was used. No objective lens was placed in front of the
sensor. The camera was mounted to a PCB holder that permits its rotation in two orthogonal directions. For
each sample, the first step was the calibration stage, in which the angle of the camera was optimized for
highest photon sensitivity under fixed illumination settings. The tuning of the angle of incidence for highest CF
was necessary due to the aforementioned distortions in the microlens shape which occurred during fabrica-
tion, and the resulting lateral shift in the focal point. To achieve that, the camera was operated in live mode
during the calibration process, thus generating 8-bit intensity outputs at video rate and returning the average
intensity of all pixels. After the identification of the optimal angle, a sequence of intensity images was captured
at this angle. The pile-up correction formula described in Chapter 2 was applied to find the corrected photon
counts [203]. To subtract dark counts and background illumination, an additional series of images of the same
scene was captured with no LED illumination. In this experiment, the values of the optimal angles of incidence
were not measured.

The microlensed sensors used for this experiment consist of 5 chips with round SPADs and 2 chips with square
SPADs. In addition, two sensors with no microlenses (one with round SPADs, one with square SPADs) were
used as reference. All sensors were tested sequentially, with separate calibration processes for finding the
optimal angle of each of them. To test the possible influence of the excess bias voltage (V,,) on the concen-
tration factor, the measurements were repeated at four I/,,, values. The measurement results of the chips with
round and square SPADs are shown in Figure 3:30(a) and (b), respectively. At 6.5 V,,, which represents the
preferred operation mode, the CF of round pixels ranges between 3.65 and 4.2, whereas the CF of the square
pixels ranges between 3.2 and 3.6. Compared to the CF of 2.65 that was measured with a round SPAD in the
previously reported experiment, these results indicate a smaller disparity between the simulation and meas-
urement results. This difference is even smaller when the measurement results are instead compared to re-
vised simulation results which take into account the aforementioned distortions in the fabricated lens curva-
ture. According to these results, for a sag of 4.4 um and gap of 1 um, the revised CF is ~25% lower than the
ideal lens shape at a residual height of 10 um, and ~55% lower at a residual height of 20 um. The CF is largely
unaffected by I/, in the range between 4.5 and 6.5 V. At 3.5 I/, a considerable increase or decrease was
observed in some samples. A possible cause of this deviation is the breakdown voltage difference between
multiple samples. Since the PDP dependence on V,, decreases at higher values of V. in this SPAD design, as
shown in Figure 3:12 [212, 202], a possible CF error due to PDP disparity between two sensors is less significant
at higher V,,., which leads to more uniform CF values.
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Figure 3:30 Concentration factor characterization of multiple SwissSPAD2 samples with microlenses at various excess bias voltages. SPAD shape: (a)
round, (b) square with rounded corners. Measurements were done at optimal angle of incidence for each sample; the tuning of the angle was performed

during the calibration stage prior to the measurements.

The spatial distribution of the measured CF for two SwissSPAD2 samples is presented in Figure 3:31. The SPAD
types employed in the samples in Figure 3:31(a) and (b) are round and square with rounded corners, respec-
tively. The selected samples are the ones with highest measured CF according to Figure 3:30, for their respec-
tive SPAD types. These results were obtained at Vo = 6.5V, and 16x16 binning was applied for visualization
purposes. While the results are promising, further experiments with more controlled ambient light level and
angle of incidence are required for a more comprehensive quantitative assessment.
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Figure 3:31 Concentration factor spatial distribution of two SwissSPAD2 samples with the highest measured average CF for their respective SPAD types.
SPAD shape: (a) round (sample: EOR), (b) square with rounded corners (sample: D6S). Measurements were done at optimal angle of incidence for each
sample; the tuning of the angle was performed during the calibration stage prior to the measurements. Vex = 6.5 V, Binning: 16x16.

3.6  State-of-the-art comparison

The comparison of the SPAD model used in SwissSPAD2 and SwissSPAD3 with the state-of-the-art SPADs de-
signed in a standard CMOS process is given in Figure 3:32. Only the SPADs fabricated in a standard CMOS
process were included in the list, for the purpose of evaluating only the devices that are compatible with large-
format image sensors. The comparison results show that this SPAD achieves one of the best combinations of
PDP and DCR.

The comparison of the SwissSPAD2/3 imager specifications with several state-of-the-art large-format SPAD
imagers is given in Table 3:1. SwissSPAD2 achieved the largest array format and lowest median DCR compared
to the imagers in its category at the time of its introduction; it later got surpassed in both categories by MegaX
[122]. The two relative advantages of SwissSPAD2 compared to MegaX are its higher PDP and frame rate. The
higher PDP is partially caused by the higher excess bias allowed in SwissSPAD2; in MegaX, the lack of cascode
transistor due to pixel area constraints limits the excess bias. The second possible cause of the PDP difference
is the discrepancy between the active area indicated in the layer drawings and the real active area, whose
effect becomes more significant as the pixel pitch gets smaller. The characterization of this discrepancy, which
is likely caused by the p-well lateral diffusion in the p-i-n SPAD used in both cameras [212], requires further
investigation. The higher frame rate is caused by the fact that the total throughput of both image sensors is
similar (256 total I/O blocks with 100 MHz data transfer rate per block), while MegaX contains approximately
4 times more pixels.
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Figure 3:32 Photon detection probability (PDP) and dark count rate (DCR) comparison between the p-i-n SPAD used in SwissSPAD2/3 and state-of-the-
art standard CMOS-based FSI SPADs [117]. DCR represents the median value. The PDP and 0° C DCR results are based on nanoSPAD [218], a chip that
employs a variant of the p-i-n SPAD design used in SwissSPAD2/3 with 107.5 pm? active area as opposed to the 28.3 um? active area in the case of
SwissSPAD2/3.

SwissSPAD3, while generally exhibiting similar performance parameters as SwissSPAD2, differs in several cat-
egories, particularly in gate characteristics and frame rate. To the best of the author’s knowledge, SwissSPAD3
is the only large-format SPAD imager which achieves 100% duty cycle with its two contiguous gate channels
covering the entire laser period. In addition, its minimum achievable gate width, 0.99 ns, is the shortest com-
pared to other large-format SPAD imagers.
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Table 3:1 Performance comparison of SPAD image sensors with high spatial resolution [117] [81].

SwissSPAD2 [117, | SwissSPAD3 MegaX [122] [123] [121, 234] [181] [235] [118] [119] [120] [57]
81]
Process 180 nm CMOS 180 nm CMOS 180 nm CMOS 65 nm CMOS 130 nm CIS 350 nm 350 nm 130 nm CIS 130 nm CIS 350 nm 40 nm
Technology HV CMOS HV CMOS HV CMOS CMOS
Array 512x512 500x500 1024x1000 1200%x900 320%x240 160x120 32x%32 256x%x256 256x%256 512x128 192x128
Format (512x256 used so
far)
Pixel Pitch 16.38 um 16.38 um 9.4 um 6 um 8 um 15 um 25 um 8 um 16 um 24 um 18.4 um (H)
9.2 um (V)
Fill Factor 10.5% 10.5% A:7.0% - 26.8% 21% 20.8% 19.6% 61% 5% 13%
(Nominal) B:13.4%
Fill Factor 28%-47% - - - 50% - - - - 60% 42%
(With
Microlenses)
Chip Size 9.5x9.6 mm? 9.6x9.7 mm? 11x11 mm? 3.4x3.1 mm? 3.42x3.55 mm?2 | - 3.5x3.1 mm2 | 5x5 mm? 13.5x3.5 mm? 3.2x2.4 mm?
Maximum ~50% @ 520 nm - A: - 39.5% @480 nm | - - - 39.5% @480 nm | 46% @490 nm | -
PDP (Vex = 6.5 V) 10.5% @ 520 nm (Vex=1.5V) (Vex=3V) (Vex=4V)
B:
26.7% @ 520 nm
(Vex =3.3V)
Median 7.5 cps/px - A: 0.4 cps/px - 47 cps/px 580 cps/px 500 cps/px 50 cps/px 6.2 kcps/px 366 cps/px 25 cps/px
DCR 0.26 cps/um? 0.06 cps/ um?2 2.7 cps/um? 12.3 cps/um? 3.8 cps/um? | 4.0 cps/um? | 40 cps/um? 12.7 cps/um? 1.14 cps/um?
(Vex = 6.5 V) B: 2.0 cps/px (Vex=1.5V) (Vex=3V) (Vex=5V) (Vex=2V) (Vex = 1.5 V) (Vex = 4.5 V) (Vex=1.5V)
0.17 cps/ um?
(Vex =3.3V)
Readout 0 0 0 - 0.168e" - - - Negligible 0 -
Noise
Uniform Yes Yes A:Yes Yes No No - - No Yes No
SPAD Pitch B: No
Maximum 97.7 kfps 49.8 kfps 24 kfps 450 fps 16 kfps 486 fps 50 fps 4 kfps (3-bin | 100 kfps (1 bit) 156 kfps (1 bit) | 18.6 kfps
Frame Rate* | (1 bit) (1 bit) (1 bit) (1 bit) (5.4 bit) (1.5 V analog | histogram) (1 bit)
output)
Number of 1 2 1 1 1 1 1 1 1 1 1
Gate
Channels

* For cameras with multiple gates, a frame includes the images of all gates.
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3.7 Future work

Despite their capabilities in time-resolved imaging and high overall performance among large-format SPAD
imagers, there is significant room for improvement in the SwissSPAD2/3 architecture. These improvements
are crucial for increasing the competitive advantages of SPAD imagers in both FLIM and life sciences in general,
compared to more established widefield detector technologies such as ICCD, position sensitive detectors and
lock-in pixels.

One of the most important drawbacks of SwissSPAD2/3 is low PDE. The native fill factor of 10.5%, peak PDP
of 45-50% and microlens concentration factor of 4.2 yield a peak PDE of ~20%. There are several possible
measures that can be taken to improve PDE. Firstly, the removal of the protective layer on the chip surface
can increase the transmittance of the materials above the SPADs. Secondly, a pixel architecture which sup-
ports higher SPAD excess bias voltages than the currently available cascode scheme can further increase the
PDP by increasing the avalanche probability. Thirdly, the guard ring size could be reduced by finding the mini-
mum width of the epi layer which prevents premature edge breakdown. The increase in DCR due to higher
electric field caused by some of the measures above can be mitigated by reducing the temperature of the
sensor. Furthermore, by optimizing the microlens design and fabrication process, the concentration factor of
the microlenses can be improved to a level approaching its theoretical limitation.

It would also be desirable to extend the dynamic range of the camera with minimal sacrifice from the frame
rate or spatial resolution. Currently, the acquisition time of a frame with a given bit depth is limited by the
minimum required time to acquire a binary frame, which is equal to ~10.2 us for all 256 rows in a half array,
i.e. 40 ns per row. Due to the binary nature of the in-pixel memory, the dead time of the detector system is
also equal to ~10.2 ps. While this value is acceptable for widefield systems owing to the fact that they com-
pensate for the slower local count rate by capturing thousands of pixels in parallel, this value is far from the
local photon count rate potential of the SPAD technology, which is limited by the dead time of a SPAD. The
throughput limitations of SwissSPAD2/3 are introduced by the total number of available I/O blocks on the chip
and the FPGA, the bandwidth of a single 1/0 block, and the pullup/pulldown times of the output signal wires.
Considering these factors, the most feasible method to reduce the dead time of a SPAD image sensor is to add
an in-pixel counter. For a given sensor throughput, an N-bit counter reduces the overall dead time by a factor
of (2N — 1)/N. The important drawbacks of this approach are the loss of temporal resolution for a given
binary frame rate, and decrease in fill factor due to the area occupied by the counters and the additional
output signal wires for the extra bits.

Another feature of interest is global shutter operation without sacrificing duty cycle. The inherent advantage
of global shutter is the ability to capture fast phenomena without the distortions of the rolling shutter mode
caused by non-uniform exposure windows. However, in global shutter operation of SwissSPAD2, the camera
must be insensitive during readout. The most common method to overcome this problem is to duplicate the
available memory space in each pixel such that the count of a pixel can be shifted between the two memory
blocks in a single clock cycle between the acquisition of two frames. This method allows the first memory block
to capture a frame in the global shutter mode while the previous frame is read from the second memory block.
The main challenge of this method is the requirement of additional electronics, potentially causing a fill factor
penalty.
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An additional performance improvement direction is the number of gate channels in a pixel. In SwissSPAD3,
the number of channels was increased from one to two. In contiguous gate channel implementations, for a
given total measurement window, the number of required gate channels to achieve 100% duty cycle is in-
versely proportional to the gate width. Therefore, a further increase in the number of gate channels can im-
prove photon economy.

Global shutter feature can also be added to SwissSPAD3. As discussed in Subsection 3.3.1, the implementation
of global shutter to the SwissSPAD3 pixel requires additional global recharge/reset and gate signals, to re-
charge the SPAD before the exposure, and start/stop the exposure, respectively. The impact of these two
additional signals on the fill factor and the skew of the other critical signals can be potentially minimized by
layout optimizations.

Most of the listed performance improvements require an increase in the density of the electronics in a pixel.
Without causing a decrease in the fill factor, the most effective method to address this requirement is to
design the new generation imager with the above features monolithically in a more advanced technology
node, or using 3D stacked CMOS technology.
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Chapter 4 Application results

The material presented in this chapter is based on [81] (Section 4.2), [211] (Section 4.3) and [217] (Section
4.4).

4.1 Sensor performance trade-offs in the target applications

In Chapter 3, the architectures and technical specifications of the image sensors developed in this thesis were
presented. Another important stage of this research is the use of these imagers in target applications. The
primary target application for SwissSPAD2/3 is widefield time-domain FLIM using the phasor approach. This
chapter focuses mainly on the demonstration of this application with SwissSPAD2. In addition, the assessment
of performance trade-offs is an essential step during the investigation of the feasibility of a detector for a given
application. Therefore, the trade-offs of SwissSPAD2 which have a significant impact on the widefield FLIM
performance are also discussed.

The first significant application trade-off at detector level is frame rate vs. spatial resolution. In SwissSPAD2,
the maximum frame rate is determined by the readout speed of a single row. Since one frame is acquired by
the sequential readout of up to 256 rows in one half of the chip — which can be carried out in parallel to the
other half —the frame rate decreases as the number of rows in the frame increases. The relation between the
binary frame rate and the number of rows is given by

fgs = (Tread + Texp)_1 = (troriow + Texp)_l (4.1)

in global shutter and

frs = Tread_1 = (troriow)_1 (4.2)

in rolling shutter, where f,¢ and f;.; are the frame rate in global shutter and rolling shutter, respectively, t,,,
is the readout duration of a row, N, is the number of rows selected for readout, Ty, is the exposure time
in the global shutter mode, and T,.,q4 is the readout time. According to Equations (4.1) and (1.1), the frame
rate can be improved by reducing the number of rows; however, this improvement comes with a loss in spatial
resolution. The frame rate can be also partially improved by reducing the number of columns. However, unlike
rows, all of which are read sequentially, only four adjacent columns sharing an output pad are read sequen-
tially, as shown in Figure 4:1.

Therefore, column-level frame rate improvement can only be achieved by reducing the number of columns
read out by each of the 128 output pads. By using this method, the frame rate improvement can only reach a
factor of 4. While this method does not affect the field of view, it reduces the fill factor by turning off the pixels
that are skipped, thereby increasing the percentage of the photo-insensitive area in the pixel array. It also
reduces the spatial resolution by a factor that is equal to the frame rate improvement. For this reason, column-
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level frame rate improvement is not preferred in applications requiring high photon sensitivity and high spatial
resolution, such as FLIM.

Column0 C1 C2 C3 Cc4 C5 C6 c7 C508 C509 C510 C511
Row O t 4 t t; t 4 t t T t 4 t t
Row 1 t, ts te t; t, ts te t; e t, ts te t;
Row 255 ti000 | t1021 | ti022 | T023 | T1020 | tio21 | tio22 | taoes Y ti020 | ti021 | ti022 | tio2s

Readout sequence :X ty X 15 X t X %) X X t1020 X L0021 X Y002 X Y03 X

Figure 4:1 Readout sequence of the pixels in one half of SwissSPAD2 with 512x256 pixels. From this diagram, it can be observed that while the total
frame readout time is directly proportional to the number of rows that are selected, it can only be reduced by up to a factor of four by reading out
fewer columns.

In rolling shutter mode, since £, is proportional to N,,,, ", the gain in frame rate is equal to the loss in spatial
resolution when adjusting Ny, . In global shutter mode, the same rule only applies when T, decreases pro-
portionally to N,.,,. The role of the exposure time in the trade-off between the frame rate and spatial resolu-
tion is linked to a separate trade-off between frame rate and duty cycle. Indeed, unlike rolling shutter in which
the duty cycle (also termed temporal aperture) is always 100%, the duty cycle Y when operating in global
shutter is given by

Texp X Gy

Y = , (4.3)
(Texp + Tread) X Tlsr

where Gy is the gate width and Ty, is the laser period. In the intensity mode, the value of Gy is equivalent
to Tjs,. Equations (4.1) and (4.3) indicate that for a given T,-.44, an increase in the exposure time increases the
duty cycle, while decreasing the frame rate. This trade-off has a significant role in the operation of SwissSPAD2
for FLIM, as the camera can only operate in global shutter when using the gated mode.

Figure 4:2 illustrates the trade-offs between the duty cycle and other important FLIM parameters, in global
shutter mode. Figure 4:2(a) shows that for a given gate width, an increase in binary exposure time results in
an increase in duty cycle, but a decrease in frame rate. On the other hand, as shown in Figure 4:2(b), when the
exposure time is fixed, the increase in the gate width improves the duty cycle, at the expense of higher F-
value, indicating lower photon economy.
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Figure 4:2 (a) Trade-off between frame rate and duty cycle as a function of the binary exposure time, Tey,,, in global shutter mode. The calculations are
based on Equations (4.1) and (4.3). Tyeaq = 10.24 ps, Ty, = 50 ns, Gyy = 50 ns. (b) Trade-off between F-value and duty cycle as a function of the gate
width, Gy, in global shutter mode. The calculations are based on Equations (2.27) and (4.3). Teyp, = 10 ps, Tpeaq = 10.24 ps, Ty, = 50 ns, T = 5ns.

Another major trade-off is between dynamic range, spatial resolution and frame rate. Particularly in fluores-
cence microscopy where the photon budget of the samples can be low to avoid photobleaching, it is common
to apply spatial binning to a number of adjacent pixels and group them into a single region of interest (ROI),
in order to improve the signal-to-noise ratio (SNR) without sacrificing the frame rate. SNR of fluorescence
lifetime determination is expressed as

SNR = 20log (&), (4.4)
2

where p; and g; are the mean and the standard deviation of the measured lifetime, respectively. This method,
while improving the dynamic range by increasing the statistics collected by a ROl in a given time window, also
causes a degradation in spatial resolution by decreasing the number of ROls in the frame and increasing the
effective pixel pitch.

As discussed in Chapter 2, Subsection 2.5.4, the dynamic range of a camera is defined as the ratio between
the maximum and minimum number of photons that can be detected by the camera in a single frame. Its
quantitative expression is given in Equation (3.11). In [202], 71; ax @nd 7; ;min are derived for different SPAD
imager architectures based on their SPAD recharging mechanism. In the case of SwissSPAD2, the beginning
and the end of the photo-sensitive window are determined by a clock which is independent from the photon
arrival time; the sensor is therefore categorized as an imager with a clock-driven recharge. In binary SPAD
imagers with active clock-driven recharge, 7i; 4, Can be expressed as [202]

Ny max = Fes X (Zb - 1), (4.5)

where b is the bit depth of the frame and F,; is a coefficient which determines the maximum allowed SNR
drop due to pile-up. In [202], several guidelines are presented for choosing the value of Fgg. 71; juin, ON the
other hand, is determined by the noise level of the detector. In SPADs, the dominant source of noise is dark
noise, which is proportional to the exposure time and independent of the number of frames or readout events.
Considering that the dark counts exhibit a Poisson distribution, the standard deviation of the dark count, op,
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is equal to VDC, which is defined as \/Texp X (2P — 1) x DCR. Plugging the definition of 71; ;45 and 7; min i

Equation (3.11), the definition of the dynamic range can be rewritten as

/ Fes x (2P -1 \ Fes x V2P —1
DR = 20log cs X ( ) =2010g<“—>
\\/Texpx(zb—l)xDCR/ Texp X DCR

= 201og <L> +20log (V2> - 1).

Toxp X DCR

(4.6)

According to Equation (4.6), the dynamic range increases non-linearly with the bit depth, provided that Ty,
DCR and Fg are constant. For instance, an increase in the bit depth from 8 to 10 in a frame increases the
dynamic range by approximately 6 dB, or a factor of 2. On the other hand, the same bit depth increase from 8
to 10 reduces the frame rate by a factor of 4. This relation highlights the trade-off between the dynamic range
and frame rate in SPAD imagers.

When N X N binning is applied to the pixels, the expression for the dark count can be rewritten as
DC = N? X Tpyp X (2P — 1) X DCR. (4.7)

In addition, 7i; ;4 also increases by a factor of N2. Therefore, in a binned frame, the dynamic range is given
by

/ N? X Feg x (20 — 1) \ N X Feg x V20 —1
DR = 20log = 20log : (4.8)
Toxp X DCR

\JNszexpx(Zb—l)xDCR/

The comparison between Equations (4.6) and (4.8) shows that N X N binning improves the dynamic range by
a factor of N. Obviously, its downside is the decrease in the spatial resolution also by a factor of N, in both
directions.

4.2 Phasor-based widefield FLIM

This section presents the results of time-domain phasor-based widefield FLIM experiments conducted using
SwissSPAD2. In this work, the performance of our widefield FLIM system was evaluated in terms of the lifetime
estimation accuracy and precision under different data acquisition parameters, such as gate width, gate step
and number of gate positions. Furthermore, the results obtained in the measurements were compared to the
values derived from analytical models and simulations. Finally, the achieved performance was compared to
the state-of-the-art FLIM systems in the literature, and the performance limitations of the detector and the
setup were discussed.

4.2.1 Methodology

4.2.1.1 Overview of the experimental setup

The SwissSPAD2 camera module used in these experiments allows access to a 472x256 sub-array of the im-
ager. This limitation is introduced by the number of available 1/0O pins in the FPGA integration module used in
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the camera. The pixels are equipped with the round variant of the SPAD with 10.5% native fill factor and no
microlenses. The reason for choosing the round SPAD variant was that at that time, the imager with the square
SPAD variant was not fully characterized.

The characteristics of a typical gate window used in the experiments are shown in Figure 4:3(a). The gate
displays a square shape with sharp edges, whose transient times are annotated in the figure. The gate width,
which is 13.1 ns for the particular gate in the figure, is user-controlled, and can vary between 10.8 ns and 22.8
ns with minor changes in the shape or the transition times of the gate window. In addition to the characteris-
tics of the camera, the gate in the figure also reflects the characteristics of the experimental setup. For in-
stance, the transition times are partially determined by the laser pulse width and the jitter of the trigger signal.
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Figure 4:3 (a) Gate window characteristics of SwissSPAD2. The response of every 4™ pixel in the 472x256 array is plotted. While the width of the plotted
gate is 13.1 ns, the minimum achievable gate width is 10.8 ns. (b) Conceptual illustration of scanning the fluorescent decay with the time gate. The
areas in red and blue indicate the gate window and the fluorescence decay, respectively. The scanning is performed with a uniform gate step, across
the 50 ns laser period.

The description of the microscopic setup in this experiment, illustrated in Figure 4:4, is as follows. The excita-
tion light is transmitted by the laser output to the microscope in free space. In accordance with the principles
of widefield microscopy, the entire field of view is illuminated uniformly and at normal incidence by focusing
the excitation light on the back focal plane of the objective lens of the microscope. The excitation light which
is reflected by the sample is suppressed at the camera output using both a dichroic mirror and a long-pass
emission filter. The emitted fluorescence light from the sample passes through the dichroic mirror and is fo-
cused on the image sensor through a tube lens. The pulsed laser used for the excitation of the sample has a
wavelength of 532 nm and a PRF of 20 MHz. The laser wavelength is chosen according to the absorption spec-
trum of the fluorescent dyes used in the experiment, while the PRF is determined by the operation restrictions
of the imager.
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Figure 4:4 Conceptual diagram of the widefield FLIM setup, used in the experiments reported in this chapter.

While the sample is being illuminated, the camera operates in the continuous data acquisition mode. The gate
signals of SwissSPAD2, Recharge and Gate, are generated by the FPGA from the rising edge of the external
laser trigger, which is generated from the laser pulse using a fast PIN photodiode. The laser trigger is first
detected by a constant fraction discriminator (CFD), which improves its jitter by generating a new trigger based
on the precise maximum point of the initial trigger. The CFD output is in turn transmitted to the FPGA. The
delay between the laser trigger and the gate signal sequence, At, is controlled by the FPGA, with a resolution
of 1/56 ns. The gate scanning process that is used in this experiment is illustrated in Figure 4:3(b). In the figure,
the square shaped window in red represents the gate, and the exponential decay in blue represents the fluo-
rescence emission profile of the sample. The FPGA scans the gate across the laser period incrementing the
gate delay during the data acquisition after every N frames. Several gate parameters can be set by the user
prior to the operation, in order to control the trade-offs. These parameters include the gate width, gate step,
number of gate positions, the delay of the first gate position, the bit depth of the gate counts, and the exposure
time of a frame.

As photon sensitivity has higher priority than the uniformity of the exposure start and stop times across the
array in FLIM, rolling shutter operation ideally would have been the preferred mode of operation, given that
in SwissSPAD2, global shutter operation causes a drop in duty cycle. However, due to the unavailability of
rolling shutter in gated mode of SwissSPAD2, the global shutter operation is selected. As discussed in Section
4.1, the primary trade-off in the global shutter mode is between the duty cycle and the frame rate. In order to
set the duty cycle to approximately 50% according to Equation (4.3) when not factoring in Gy, and Ty, Texp
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is set to 10 ps, which is close to Tyeaq = 10.2 ps, i.e. the minimum possible readout duration for a frame with
256 rows. Under these settings, the binary frame rate of the camera is equal to 49.4 kfps. The camera contin-
uously streams 8 or 10-bit gate outputs to the PC via USB during the acquisition. Using this data, the phasor
analysis and lifetime estimation are performed by the CPU of the PC using a MATLAB-based software, in post-
processing.

While a general overview of the camera operation is presented above, several parameters may vary between
the experiments, or deviate from these general settings. In these cases, such parameters are mentioned in the
sections describing the experiments.

4.2.1.2 Background correction

After the completion of pile-up correction, background correction was performed. Dark counts constitute the
majority of the uncorrelated background, while the sources of correlated background include scattering and
autofluorescence. For this set of experiments, only uncorrelated background, which exhibits uniform intensity
across all gate positions, was corrected. The mean value of the uncorrelated background signal influences the
modulation of a decay phasor, but not its phase. This effect can be explained as follows. When the detected
emission signal is expressed as the sum of fluorescence and uncorrelated background signals, its overall de-
tected phasor z,,, can be expressed as
Lyeh X Zyep + I X 2y

= X (4.9)
Lyep + Iy

ZO‘U

where z,,.}, is the average phasor of the uncorrelated background, I, is the total detected photon count of
the uncorrelated background, z; is the average phasor of the fluorescence emission signal, and I¢; is the total
detected photon count of the fluorescence emission signal. Considering ideal Dirac delta function-shaped IRF
or phasors after IRF correction, according to Equations (1.14) and (1.15), for D = n/f,n € N, where D is the
measurement window, n is an integer and f is the phasor frequency, and uniform gate width and gate step,
avgye, aNd Savg, ., are equal to zero in the case of uncorrelated background. Therefore, according to Equa-
tion (1.13), z,,¢p is also equal to zero, in which case Equation (4.9) can be rewritten as
If

Zoy = mzﬂ. (4.10)
According to Equation (4.10), the overall phasor has therefore the same phase ¢, and lower modulus m com-
pared to the “pure” fluorescence phasor. Given that the same rule also applies to the calibration sample, z,,,
after IRF calibration can have higher or lower m, but still the same ¢ as z¢;, resulting in an unchanged phase
lifetime 7., (Equation (1.16)).

When the gate positions are non-uniformly distributed, g4y, ., @nd Savg,, ., @re no longer equal to zero; there-

fore, Equation (4.10) is not valid and 7, becomes dependent on uncorrelated background.

The dependence of the modulation of the overall phasors on uncorrelated background needs to be corrected
in order to improve the visual representation of the phasors and to improve the accuracy of fraction estimation
in mixture analysis (see Subsection 4.2.5). However, the correction process does not improve the single-expo-
nential lifetime estimation accuracy and precision, because the shot noise of the background cannot be re-
moved, and the mean value, which can be corrected, does not influence the phase. As the intensity ratio
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between the uncorrelated background and the fluorescence signal is dependent on the sample, uncorrelated
background correction cannot be performed by IRF deconvolution alone, thereby requiring an additional step
for this process.

A common method of uncorrelated background correction in FLIM, which is often used in TCSPC, is to make a
reference measurement with a non-fluorescent sample under the same experimental conditions as the sample
of interest, and subsequently subtract the two measurement responses [35]. In our experiments, we followed
similar principles. However, we also aimed to estimate the background from the IRF calibration sample re-
sponse, rather than to perform an additional calibration measurement only for background correction. The
method that we used, which is a first order approximation neglecting decay wrap around, and whose limita-
tions are discussed at the end of this subsection, was introduced in [90] and is illustrated in Figure 4:5(a). To
find the background photon count in a gate window, we averaged the counts of multiple gate positions that
contain negligible fluorescence signal, especially in the case of lifetimes that are significantly shorter than the
laser period. The selection of multiple gate positions improves the precision of the background estimation by
decreasing shot noise, since in a given data set the selection of more gate positions in an analysis increases
the photon count included in the analysis. The calculated uncorrelated background count, which is measured
using a sample with short lifetime, is subsequently subtracted on a pixel-per-pixel basis from all samples, as
the dark count contribution is independent of the sample characteristics.

VoV

Gate sequence delay Gate sequence delay

Photon Photon
count count

(a) (b)

Figure 4:5 (a) Illustration of the uncorrelated background correction method employed in the FLIM experiments reported throughout this chapter. The
red curve shows the gated fluorescence response of the reference sample, and the gate positions located between the two vertical dashed lines are
selected to calculate the mean of the uncorrelated background signal, on a pixel-per-pixel basis. It is desirable to include as many gate positions as
possible in this selection, in order to calculate the mean background signal with minimum shot noise. (b) lllustration of a fluorescence emission response
where two adjacent periods have a significant overlap. In the scenarios where the calibration sample displays these characteristics, our background
correction method cannot be applied to the calibration sample.

In the absence of noise, single-exponential fluorescence decay phasors are located on a semicircle with a ra-
dius of 0.5 and center of (0.5, 0), inside the first quadrant, also called the universal semicircle. As seen in Figure
4:6, the uncorrelated background correction technique corrects the modulation of the phasors, bringing sin-
gle-exponential decay phasors closer to the universal semicircle. Besides the phasor location shift, the back-
ground signal also increases the dispersion of the photon count and phase lifetime due to shot noise, and
causes the pixels to approach the pile-up region by increasing the recorded photon count. The background
correction method employed in this experiment does not mitigate these two effects.
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Figure 4:6 Phasors of two single-exponential uniform fluorescent dye solutions (a) before and (b) after uncorrelated background correction. More
information on the particular data set and the experiment is available in Subsection 4.2.2 and Figure 4:9.

The use of the aforementioned technique was enabled, in our experiments, by exploiting the otherwise unde-
sired large ratio between the laser period and the sample lifetime, which is caused by the laser PRF range
limitations of the detector. This effect leads to significant separation between adjacent fluorescence emission
response periods, as shown in Figure 4:5(a). In experimental setups where this ratio becomes smaller in order
to achieve higher photon efficiency, all gate positions include considerable fluorescent signal, as shown in
Figure 4:5(b). Therefore, this technique cannot be used. In this case, a more suitable background correction
method is a 3-point background estimation method [211], which can estimate the background from the pho-
ton counts of the gates with fluorescent signal. However, this technique is only valid for single-exponential
decays; therefore, its application in mixture analysis is limited. In conclusion, background sample subtraction
must be used whenever possible.

4.2.1.3 Noisy pixels consideration

The removal of hot pixels is performed using the following stages. A 2D ‘hot pixel map’ matrix is generated, in
which pixels with an intensity above a certain percentile threshold (typically 98-99% for SwissSPAD2) are set
to ‘NaN’ and the pixels below this threshold are set to ‘0’. Subsequently, this matrix is added to each gate
image of the samples of interest. After the operation, in the entire 8 or 10-bit gate image sequence generated
by the detector, the hot pixels counts are converted to ‘NaN’, and the counts of the rest of the array are
unaffected. In the following stages, all pixels with ‘NaN’ entries are excluded from the analysis. In the experi-
ments with spatial binning, hot pixel removal is performed before the binning operation. This allows the rest
of the pixels in an ROI containing hot pixels to be included in the phasor analysis, thereby preventing a signif-
icant loss in spatial resolution. The hot pixel map is generated from the gate image of the calibration sample
with the minimum total recorded photon count, which is located in the uncorrelated background window
shown in Figure 4:5(a). Since the map is generated from the calibration data of a particular experiment, the
accuracy of the hot pixel removal process is not affected by any long-term change in the hot pixel distribution
in the sensor.

A popular method to “recover” hot pixels in a camera is to estimate the recorded data of the hot pixel from
the neighboring pixels using various interpolation techniques, which makes the resulting image more visually
appealing by eliminating the gaps caused by the deleted pixels. This technique was not employed in our ex-
periments for two reasons. Firstly, the use of spatial binning allows all ROls to display valid lifetime estimation,
as the removal of a hot pixels inside a ROl does not prevent the summation of the photon counts of the rest
of the pixels of the ROI. Secondly, any pixel recording generated via interpolation could have distorted the
guantitative analysis results, such as F-value.
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4.2.1.4 Binning

Another optional feature in the analysis is pixel binning. The binning process combines a group of N X M ad-
jacent pixels in the array. The photon count of the newly formed large pixel, also called the region of interest
(ROI) in FLIM, is equal to the sum of the counts of all its contributing pixels. As discussed in Section 4.1, binning
improves SNR by increasing the photon statistics captured per ROI at the expense of spatial resolution (the
corresponding image is “blurred” accordingly). For shot-noise limited pixels with uniform photon flux, binning
improves the SNR of the photon count by a factor of VN X M. In the experiments presented in this chapter,
4x4 or 8x8 binning was used, depending on the sample characteristics of the particular experiment. The bin-
ning parameters of each experiment are annotated in their corresponding sections.

4.2.1.5 Frame rate definition

In the experiments presented in this chapter, the bit depth of the gate images is set to 8 or 10, depending on
the required trade-off between the acquisition speed and lifetime estimation precision. Due to the memory
capacity constraints of the FPGA and the 8-bit word size requirement in the USB data transfer protocol, 10-bit
gate images are generated in post-processing by the sum of four consecutive 8-bit images generated by the
FPGA. For this reason, the 10-bit images are formed by only 1,020 binary images, instead of 1,023.

As already mentioned in Section 4.1, the detector operates in gated mode only when global shutter is on, due
to hardware limitations of the sensor chip. In this mode, the exposure and readout are performed sequentially,
and the detector is insensitive during the readout window. In this mode, the data acquisition frame rate of a
complete series of G gate images (fjecqy) is defined as:

-1
fdecay = ((Tread + Texp) Xy X G) , (4-11)

where Tp¢qq is the binary frame readout time, Ty, is the binary frame exposure time, y is the number of
binary frames corresponding to a gate position, and G is the number of gate positions acquired in a decay.

The minimum value of T}..,,4 is determined by the readout duration of a row (t,.,,,); this relation can be ex-
pressed as Treqa = Nrow X trow, Where N, is the number of rows in the (Equation (4.1)). For the readout
of 472x256 frames at the fastest permitted speed, the values of N,,,,, and t,,,, are 256 and 40 ns, respectively.
Therefore, the minimum value of Ty.qq is 10.24 ps. In the firmware version that is used in the experiments
reported in this chapter, the values that T,,,, can take are determined by:

Texp =nX Cle — CfWO, (4.12)

where cgy, = 50 ns and cgy,, = 400 ns are firmware constants, and n is an integer which is a user-defined
parameter. In this relation, Ty, is determined by an on-FPGA counter which increments every 400 ns, and
has a 50 ns offset, causing the first increment to occur only after 350 ns. The most typical value of n used in
our experiment is 25, which corresponds to Tey, = 9.95 ps. This value, combined with Tyeaq = 10.24 ps,
yields close to 50% duty cycle, based on the duty cycle definition in Equation (4.3), if the influence of gating is
excluded.

The relation between y and the bit depth (b) is defined as y = 2 — 1. However, since 10-bit images are
constructed in this camera from four individually saved 8-bit images, y is equal to 1,020 in 10-bit mode, instead
of 1,023. In the experiments, all data sets were acquired in 10-bit format, in order to have flexibility to choose
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either 8-bit or 10-bit format in a single data set. As a result, the actual frame rate of the 8-bit data sets in these
experiments is approximately four times slower than the frame rate of the 8-bit acquisition mode. In the ex-
periment reported in Subsection 4.2.3, where the effect of frame rate on lifetime determination precision is
analyzed (Figure 4:10), the frame rate is calculated as the time required to acquire the number of gate posi-
tions which are used in the analysis, as opposed to the acquisition time of all gate positions in the raw data

I”

set. In that sense, it is a “virtual” frame rate, which could be achieved using 8-bit acquisition rather than the

10-bit one used in these experiments.

The firmware version available in this experiment was only able to capture up to 250 10-bit images in a single
sequence. In order to capture larger data sets, a pause with a duration of ~1.5 s was required between con-
secutive 250-gate sequences, in which the state machine operating the FPGA was reset. The duration of this
pause, which adversely affects the frame rate, is not included in the frame rate formula presented in Equation
(4.11). The currently available firmware version, which was developed after the completion of the experiments
presented in this chapter, allows the continuous acquisition of data sequences of more than 4,000 10-bit im-
ages, which is sufficient to individually capture all data sets used in these experiments in a single, uninter-
rupted sequence.

4.2.1.6 F-value dependence on gate width

In SwissSPAD2, which is a time-gated imager, the largest contribution to the deviation from F = 1 is the width
of its gate. A first-order approximate analytical expression for the F-value and g, was derived as a function of
the gate width Gy, in order to theoretically estimate the F-value of SwissSPAD2 under different gating settings.
In this method, the gate is modeled as a TCSPC bin, in which the gate width Gy is considered analogous to the
bin width. This approach assumes that the photon time-of-arrival distribution within a gate is uniform, which
becomes inaccurate as the value of the expression Gy, /7, i.e. the ratio between the gate width and fluores-
cence lifetime, increases. The expressions of g, and F-value as functions of gate width Gy, are shown in Equa-
tion (2.26) and (2.27), respectively. Their derivations are available in the supporting information of [81].

4.2.1.7 Dye mixture analysis

An important feature of the phasor method is its ability to analyze samples with multiple fluorophore compo-
nents. This feature is essential for FLIM-FRET analysis, which requires the recovery of the fractions of two
lifetime components of a mixture.

The concept of multicomponent phasor analysis is illustrated in Figure 4:7. The two red dots in the figure
represent the phasors of two single-exponential fluorescent dyes, and the green dot represents the phasor of
a mixture of the two dyes. The g and s coordinates of the mixture are the weighted averages of the phasors
of its components. The relative distance of the mixture phasor to the phasors of the components indicates the
percentage of the recorded photons for each component in the mixture, also called phasor ratio. In theory,
the mixture’s phasor is located on the line drawn between the component phasors, dividing the line into two
segments. The relation between the phasor ratio and the lengths of these line segments is expressed as [77,
7]

da

-2 4.13
d, +d,’ ( )

"
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where 77 is the phasor ratio of component 1. In practice, the mixture phasor may not lie exactly on the line
due to the statistical dispersion of the component phasors; in this case, the distances are calculated from the
projection of the mixture’s phasor on the line.

The phasor ratio of the second component, ,, can be calculated from r, = 1 — r;. The volume fraction of the
components can be derived from the phasor ratio by [90]

1= @) vt - 1), (4.14)

where v, is the volume fraction of component 1, u is the initial concentration ratio and y is the ratio of the
product of extinction coefficient and quantum yield. According to Equation (4.14), the relation between r; and
v, is linear only if the product py = 1. In our mixture experiment, the value of py is constant for all mixtures.

Figure 4:7 Conceptual illustration of multi-exponential decay analysis. The phasor of the mixture (colored green) is located on the line segment between
the phasors of its components (colored red). The volume fraction of the components can be derived from the phasor ratio using Equation (4.14), which
is calculated from the ratio of the distances of the mixture phasor to its components (Equation (4.13)).

4.2.2 Phasor analysis of fluorescent solutions

The measured fluorescence decay profiles of the four commercially available fluorescent dyes are shown in
Figure 4:8. These decay profiles are captured with a gate width of 13.1 ns and gate step of 17.86 ps, using
2,800 gate positions across the 50 ns laser period. The displayed functions represent the measured emission
profiles without IRF deconvolution. ATTO 550, Cy3B and Rhodamine 6G (R6G) samples (Figure 4:8 (a-c)) are
aqueous solutions sandwiched between two glass coverslips separated by a 1 mm thick rubber gasket. Figure
4:8(d) shows the decay profile of a quantum dot (QD) sample (Qdot585 Streptavidin, ThermoFisher Scientific,
~1 uM), left to dry out on a glass coverslip. This method causes the formation of random non-uniform density
patterns, which render the sample suitable for imaging, contrary to the first three samples with spatially uni-
form emission intensity. These patterns also display non-uniform average phase lifetimes. The three dye solu-
tions have different concentrations, ranging between 10 nM-1 uM in aqueous buffer. As seen from Figure
4:8(a), ATTO 550 is the dye with the lowest concentration, which leads to the highest shot noise compared to
the other samples. This variation between different samples provides an opportunity to evaluate the influence
of the photon count on the lifetime determination performance.

In Figure 4:9, the phasors of two single-exponential dye solution samples are plotted on the phasor plot, using
the phasor analysis method described in Chapter 1, Section 1.3. In this experiment, three fluorescent dyes
with similar excitation and emission spectra (absorption peak around 550 nm, emission peak around 570 nm),
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but distinct lifetimes were used: Cy3B, R6G and ATTO 550 (literature values: T = 2.8 ns, 4.08 ns and 3.6 ns,
respectively). The intensity of the fluorescent signal is highest in R6G and lowest in ATTO 550. All dye solutions
were excited with a 532 nm 20 MHz pulsed laser characterized by ~100 ps pulse width (LDH-P-FA-530XL,
PicoQuant, Germany). The bit depth was set to 10 for ATTO 550, the calibration sample, and 8 for the samples
of interest. Since ATTO 550 exhibits the lowest fluorescence intensity, longer exposure was selected for this
sample to collect comparable statistics to the rest of the samples, thereby ensuring that the calibration stage
does not introduce excessive statistical dispersion (Equation (2.28)).
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Figure 4:8 Gate response of the detector to four different fluorescent samples with various lifetimes and emission intensities, which are used in the
experiments throughout this chapter. The samples are: (a) ATTO 550, (b) Cy3B, (c) Rhodamine 6G (R6G) and (d) Quantum Dot (QD) 585. The blue and
red signals indicate the gate photon counts before and after pile-up correction, respectively. The signals represent the convolution of the real emission
profile and the IRF. The plots represent the response of a single pixel with the coordinates of (193, 190). Experimental parameters: laser PRF: 20 MHz,
gate width: 13.1 ns, bit depth: 10, background correction: off.

The three plots displayed Figure 4:9 were plotted with 16, 140 and 2,800 gates. The phasors of ATTO 550 are
represented with a black dot. All ATTO 550 phasors fully overlap with each other on the phasor plot since the
IRF deconvolution process was performed separately for each ROI, in order to improve the overall accuracy
[86]. It can be observed from the three figures that the dispersion of the phasors increases as G decreases,
since the number of recorded photons is proportional to the number of gate positions. The phasor clusters of
the two dyes are still visually separable at 16 gates, as seen in Figure 4:9(a), at a virtual acquisition frame rate
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of 12.1 fps. This result indicates the ability to resolve two fluorescent dyes with a lifetime difference of 1.4 ns
in real-time.
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Figure 4:9 Phasors of Rhodamine 6G (R6G) (7 = 4.08 ns) and Cy3B (t = 2.8 ns) solutions using data sets with (a) 16, (b) 140 and (c) 2,800 gate posi-
tions. The ATTO 550 (T = 3.6 ns) sample was used for calibration. Each phasor point represents a 4x4 ROI. All ATTO 550 phasor locations are identical,
since IRF deconvolution was performed separately for each ROI. A decrease in the number of gates leads to a proportional decrease in the recorded
number of photons, which increases the dispersion of the phasors of the ROIs due to shot noise. The separability of R6G and Cy3B (A7,,q; = 1.28 ns,
AT,0qs = 1.4 1s) is achieved down to 16 gates, corresponding to an acquisition frame rate of 12.1 fps. Experimental parameters: laser and phasor
frequency: 20 MHz, gate width: 13.1 ns, array size: 472x256, binning: 4x4, bit depth: 8 (R6G & Cy3B), 10 (ATTO 550), pile-up correction: on, background
correction, on, percentage of removed pixels: 0% (R6G, Cy3B), 0.5% (ATTO 550).

The phase lifetimes calculated from the phasor values in Figure 4:9 using Equation (1.16) are listed in Table
4:1. The table shows the mean and the standard deviation of the calculated phase lifetimes for 16, 140 and
2,800 gate positions. The measured lifetimes are smaller than the literature values (300 ps or 10% for Cy3B,
200 ps or 5% for R6G), but are consistent with the values obtained by a reference TCSPC measurement (data
not shown). Their standard deviation scales with G_l/z; this behavior is consistent with shot-noise-limited
systems as the recorded photon count is proportional to the number of gate positions.
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Table 4:1 Phase lifetime and standard deviation (in ns) obtained from Figure 4:9. The measured phase lifetimes are slightly smaller than the literature
values (Cy3B: 2.8 ns, R6G: 4.08 ns) and the standard deviation scales with GV,

# Gates (G) | 16 140 2,800
Cy3B 2.43+0.23 | 2.48+0.08 | 2.49+0.02
R6G 3.80+0.25 | 3.88+0.08 | 3.89+0.02

4.2.3 Influence of frame rate on phase lifetime precision

To demonstrate the capability of our method to rapidly acquire sufficient data for good lifetime estimation
precision, we investigated the influence of the data acquisition frame rate on the precision. In this experiment,
the phasor analysis of single-exponential fluorescent dyes is performed with multiple data sets using a wide
range of data acquisition frame rates. The objective of this experiment was to find the maximum frame rate
that achieves lifetime estimation with acceptable accuracy and precision. Furthermore, as the number of rec-
orded photons scales with the number of gate positions in our method, this experiment also allows to inves-
tigate whether photon economy, which is discussed in Chapter 2, Subsection 2.5.2, remains indeed independ-
ent of the total photon count, as it should be in a shot-noise-limited system.

The frame rate, f, is adjusted by setting the number of gate positions, G, given that f is proportional to G 1.
An important challenge of this experiment is to generate data sets at multiple frame rates under constant
sample photophysical properties, primarily due to photobleaching. To overcome this challenge, we generated
all data sets from a single original data set captured with ¢ = 2,800 and G; = 17.86 ps. This approach signif-
icantly decreases the total exposure time of the sample, thereby reducing the risk of photobleaching. When
G was artificially decreased to generate a data subset, the total measurement window (T}, = 50 ns), the gate
width (Gy, = 13.1 ns), and the uniformity of the gate step throughout the gate scanning range were retained.
For data availability reasons, as explained in Subsection 4.2.1, the data set was acquired in 10-bit format, and
converted to 8-bit by retaining only one out of every four consecutive frames representing a gate position. In
each binary frame, which is acquired in global shutter mode, a 10 ps exposure time is followed by a 10.2 ps
readout time, during which the detector is blind. The exposure time was tuned in such a way that the duty
cycle is around 50%. In this configuration, the 8-bit frame rate of the detector is 194 fps, and the acquisition
time of the full original data set with G = 2,800 is 14.42 s. The value of G in the subset with the lowest number
of gates is 8. The stated values for the frame rate and acquisition time reflect the scenario where the data is
acquired independently under detector settings optimized for the corresponding data set. In the experiment,
ATTO 550 and Rhodamine 6G (R6G) solutions are used as samples of interest, and the Cy3B solution is used as
the calibration sample. 4x4 binning is applied to improve the SNR, thus decreasing the spatial resolution from
472x256 to 118x64.

The measurement results of the target FLIM performance parameters as a function of the frame rate and
number of gate positions are shown in Figure 4:10 [81]. Figure 4:10(a) shows the measured lifetime values of
the two samples of interest. The solid data points and error bars represent the mean and the standard devia-
tion of the ROIs for each value of G, respectively. The dashed lines indicate the literature values of the life-
times. The accuracy is better than 6.6% for ATTO 550 and 2.2% for R6G for the frame rate of 24.3 fps (G = 8).
Figure 4:10(b) shows the standard deviation of the measured lifetimes of the ROIs in the array, o;, for both
samples. Considering that the lifetimes of the samples display good spatial uniformity across the field of view,
and IRF deconvolution is performed at pixel level, this standard deviation can be considered to be an indicator
of the lifetime estimation precision of a single ROI. The measurement of the standard deviation in the temporal
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domain, in order to exclude a possible spatial lifetime non-uniformity of the sample, was omitted. The reason
for this was the excessive time that would have been required to collect a sufficient number of samples, pos-
sibly resulting in additional variation due to photobleaching. As expected, g, is inversely proportional to 6‘1/2,
which can be confirmed by the dashed line in the plot, generated by fitting the data points.
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Figure 4:10 Influence of acquisition frame rate on (a) lifetime accuracy, (b) lifetime standard deviation, (c) number of recorded photons, and (d) F-
value, based on FLIM experiments on ATTO 550 and R6G solutions (# Gates = G). (a) The dashed lines show the expected lifetimes of the dyes obtained
from the literature. Error bars represent the standard deviation of the lifetimes of all ROls. (b-c) The dashed lines are the fitted lines to the data points.
They indicate that of g, and N are proportional to G2 and G, respectively. (d) The dashed lines show Monte Carlo simulation results. A possible cause
of the discrepancy between the Monte Carlo and measurement results of R6G is the SNR drop due to pile-up, which is excluded from the Monte Carlo

simulation. Experimental parameters: laser and phasor frequency: 20 MHz, gate width: 13.1 ns, array size: 472x256, binning: 4x4, bit depth: 8, pile-up
correction: on, background correction: on.

Figure 4:10(c) displays the number of gates and frame rate as a function of the number of recorded photons
per ROI. The dashed line shows that G is proportional to N. Combined with Figure 4:10(b), it can be concluded
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/2 An important indicator of precision is the relative standard deviation (o, /7),

that g; is proportional to N~
rather than g; itself. The reason for this is the general requirement of lower standard deviation for the dis-
crimination of shorter lifetimes. o/t was measured as 4.5% for R6G and 18.1% for ATTO 550 for G = 8. The
contribution of the calibration sample uncertainty to the overall error can be confirmed by the relative stand-
ard deviation results. The relative standard deviation of R6G is only 4.02 times lower than ATTO 550, whereas
the square root of their photon count ratios is equal to 6.7. This difference proves that the uncertainty in the
calibration sample measurement contributes to the overall precision more significantly for R6G than for ATTO
550. This effect can be mitigated by increasing the ratio between the photon count of the calibration sample

and each sample of interest.

Figure 4:10(d) shows the F values of the measurements of the two samples as a function of the frame rate.

1/2 in Equation (2.26), the F value is expected to be independent of the number

Since g is proportional to N~
of gates or the frame rate. It must be noted that this equation only applies when the nanotimes of the recorded
photons are independent and identically distributed (i.i.d.) random variables, i.e. the time of arrival of each
recorded photon is independent of the previously recorded photon. In Figure 4:10(d), a slight increase in the
F value can be observed with an increase in the number of gates for both samples. Other than unidentified
systematic errors, a possible cause of this behavior is the presence of a noise source that generates a correla-
tion between the time of arrival of two consecutive recorded photons, thereby making the photon detection
events non-i.i.d. In SPAD imagers, one phenomenon that can result in this effect is afterpulsing. Despite the
relatively high dead time of tens of microseconds which significantly mitigates afterpulsing, it cannot be fully
eliminated due to active-clock driven recharging scheme present in the imager [202]. Both the expected and
measured F values of the R6G sample are higher than the ATTO 550 sample. This is caused by the higher
contribution of the calibration sample to the overall standard deviation in R6G than ATTO 550, due to their
respective photon counts. According to Figure 4:10(d), the F values of the system at 24.3 fps is equal to 1.55
for ATTO 550 and 2.76 for R6G. This shows that compared to a shot-noise limited ideal system, where the IRF
is equal to a Dirac delta function, 1.55% = 2.4, and 2.76% = 7.6 times higher recorded photon counts are re-
quired for ATTO 550, and R6G, respectively, to achieve the same precision. The measured F value is in general
agreement with the Monte Carlo simulation results for ATTO 550, the latter being shown with the dashed
lines. In the case of R6G, a difference between the measurement and Monte Carlo results can be observed.
This difference is suspected to be caused by the SNR drop due to pile-up, which was not included in the Monte
Carlo simulation. This hypothesis is supported by the fact that the photon count of R6G is significantly higher
than for the rest of the samples, leading to a higher pile-up related SNR drop than ATTO 550.

4.2.4 Influence of gate width on phase lifetime determination

In this experiment, the lifetime analysis was performed with seven different gate widths ranging from 10.8 ns
to 22.8 ns, the former being the minimum achievable value for SwissSPAD2. For each gate width, 2,800 gate
positions with 17.86 ps delay between consecutive gates sample the entire laser period of 50 ns (PRF =
20 MHz). The analysis was performed on two subsets of this data set. The subsets, which consist of 140 and
16 gate positions, were generated by selecting one in every 20 and 175 gate positions, respectively, while
retaining the uniformity of the gate step throughout the subset. In these two new data sets, the gate step
increases to 357 ps and 3.13 ns, respectively. To achieve higher SNR, 4x4 binning was applied, which reduces
the effective spatial resolution from 472x256 to 118x64. ATTO 550 and R6G were used as samples of interest,
and Cy3B (t = 2.8 ns) was used as calibration sample.
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Figure 4:11 Influence of gate width on the phase lifetime determination performance, using ATTO 550 and Rhodamine 6G (R6G) dye solutions. (a)
Accuracy as a function of gate width. The dashed lines show the expected lifetimes of the dyes obtained from the literature. Error bars show the
standard deviation over all ROIs. (b-c) Standard deviation as a function of gate width, for (b) 140 and (c) 16 gate positions. (d) F-value, an indicator of
photon economy, as a function of gate width. In (b-d), the plain and dashed lines represent the analytical shot-noise model and Monte Carlo simulation
results, respectively. In (d), filled and open dots represent G = 16 and G = 140, respectively. These figures show that while the accuracy remains
relatively constant at the available gate width range, the photon economy improves as the gate width decreases. Experimental parameters: laser and
phasor frequency: 20 MHz, gate width: 13.1 ns, array size: 472x256, binning: 4x4, bit depth: 8, pile-up correction: on, background correction: on.

The results of the analysis are summarized in Figure 4:11. Figure 4:11(a) displays the extracted lifetimes for
both samples of interest. The error bars indicate the standard deviation of the results of all ROIs in the array.
The average of all data points is marked with solid lines, and the dashed lines show the literature values of the
lifetimes of the two dyes. In this figure, it can be observed that the extracted lifetime is independent from the
gate width, with a relatively constant accuracy across the plotted gate width range. A discrepancy can however
be observed between the literature values and measurement results of both samples (ATTO 550: 3.94 ns vs.
3.6 ns, R6G: 4.24 ns vs. 4.08 ns). Since a deviation from the literature values is also present in the reference
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TCSPC measurement (data not shown), the cause of this deviation is considered to be related to the particular
samples under analysis rather than the measurement method or the system performance.

Figure 4:11(b) and (c) display the standard deviation of the lifetime estimation of the ROIs for 140 and 16 gate
positions, respectively. The data points show the measured values, the solid lines show the theoretically ex-
pected values based on the simple shot-noise model described in Equations (2.26) and (2.28), while the dashed
lines show the Monte Carlo simulation results. According to the approximate model, the standard deviation is
dominated by shot noise, along with the photon time-stamping uncertainty due to the width of the gate, which
is considered analogous to a TCSPC bin. The model also assumes that the overall variance of the measurement
is the sum of the variances of the measurements of the sample of interest and the calibration sample (Equation
(2.28)). The lower overall standard deviation in Figure 4:11(b) compared to Figure 4:11(c) is caused by the fact
that larger statistics are captured with more gate positions. Figure 4:11(d) displays the F value of the meas-
urements. The solid line shows the theoretical results based on the shot-noise model given by Equation (2.27),
and the dashed line shows the Monte Carlo simulation results. The filled and open data points show the meas-
ured results of G = 16 and G = 140, respectively. The proximity between the filled and open data points
indicates that the F value is not highly influenced by the recorded photon count, and the standard deviation

1/2 as suggested by the approximate model. In this figure, it can also be observed that

is proportional to N~
the F value improves as the gate width becomes shorter. This trend indicates that from a photon economy

point of view, it is preferable to decrease the gate width as much as possible.

In Figure 4:11(b-d), it can be generally observed that the Monte Carlo simulation achieves a closer estimate of
the measured results than the approximate model, as expected. Indeed the analytical model does not take
into account the details of the phasor analysis process as opposed to the Monte Carlo simulation; instead, it
uses a more conventional center of mass method (CMM) to estimate the standard deviation. Furthermore,
the difference between the Monte Carlo and measurement results in the R6G sample may be due to the fact
that Monte Carlo simulation does not include the pile-up effect, which affects R6G more than ATTO 550, as
discussed in Subsection 4.2.3.

In conclusion, in the absence of a more comprehensive error model which takes the entire data acquisition
and phasor analysis process into consideration, the Monte Carlo simulation provides an accurate estimation
of the precision and photon economy for samples that are not captured under severe pile-up effect.

4.2.5 Dye mixture analysis

After the demonstration of the single-exponential lifetime estimation performance of our system, the next
objective is to test its multicomponent analysis capability. This test is required for the assessment of the fea-
sibility of our method for FLIM-FRET analysis, a target application of our research. For this reason, our experi-
ment is designed to emulate a typical FLIM-FRET analysis, whose primary requirement is the extraction of the
relative fractions of two components of a multi-exponential fluorescent mixture with known lifetimes [90].

In this experiment, Cy3B (7 = 2.8 ns) and Rhodamine 6G (t = 4.08 ns) solutions were used as single-expo-
nential dyes, and five mixtures of these dyes with different volume fractions and unknown concentrations
were prepared. The volume fractions of Cy3B and R6G in the mixtures were set to 10-90%, 30-70%, 50-50%,
70-30% and 90-10%. Using SwissSPAD2, we measured the phasors of these two single-exponential dye solu-
tions and five mixtures. Cy3B was selected both as a sample of interest and the calibration sample, using two
sequentially acquired data sets for each role. This approach was chosen to add the shot noise of both dyes to
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the analysis, which would simulate a realistic FLIM-FRET scenario where the calibration sample is independent
of the sample of interest. The phasor analysis was performed after the array was cropped to 248x160 by se-
lecting the brightest pixels in the field of view, and 8x8 binning was applied in order to improve SNR.

The phasors of the samples are plotted in Figure 4:12(a). The green and red dots in the plot represent the
phasors of the mixtures and their single-exponential components (dyes), respectively. As expected, the phas-
ors of the dyes are located on the universal semicircle, whereas the phasors of the mixtures are located inside
the semicircle, between the phasor clusters of both dyes. After the generation of the phasors, the phasor ratio
distribution of ROIs of each mixture is calculated using Equation (4.13) [90]. The parameters d; and d in the
equation are calculated from the projection of a mixture phasor on the line segment drawn between the mean
phasor coordinates of the two dyes. In Figure 4:12(b), the mean and the standard deviation of the phasor
ratios of ROIs are plotted separately for each mixture, against the known volume fractions. In the figure, the
data points and the error bars indicate the mean and the standard deviation, respectively.
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Figure 4:12 Mixture analysis results of Cy3B and Rhodamine 6G (R6G) dyes. (a) Phasor plot of R6G, Cy3B, and five different mixtures of the two dyes
with different volume fractions. Two separately acquired Cy3B data sets were used for calibration and actual measurement, in order to include the shot
noise introduced by all samples. Calibration was performed based on the Cy3B lifetime of T = 2.5 ns, which was separately measured in a reference
TCSPC setup. (b) Measured Cy3B phasor ratios of the mixtures as a function of their volume fractions. The dashed line represents the relation between
the phasor ratio and volume fraction, shown in Equation (4.14) [90], using the value for the parameter px obtained by fitting. The data points and error
bars represent the mean and standard deviation of the calculated phasor ratios of the ROIs, respectively. Experimental parameters: laser and phasor
frequency: 20 MHz, number of gate positions: 234, gate width: 22.8 ns, array size: 248x160, binning: 8x8, bit depth: 10, pile-up correction: 10, back-
ground correction: on, percentage of removed pixels: 1%.

The precision of this measurement is calculated by fitting Equation (4.14) to the data points on the plot, and
evaluating the quality of the fit for the most suitable set of intrinsic parameters. The result of the fitting yields
px = 5.51 and gy, = 1.77. The fitted curve is shown with the red dashed line in Figure 4:12(b). Considering
that x = 0.51 is the ratio of the product @¢ (®: quantum yield, &: extinction coefficient) for both dyes [90],
the initial concentration ratio between Cy3B and R6G can be calculated as 4 = 5.51/0.51 = 10.8. This signif-
icant difference between initial concentrations is the reason for the fact that the mixture phasors in Figure
4:12(a) are highly skewed towards the Cy3B phasor cluster, and almost indistinguishable for the mixtures with
50% to 90% Cy3B volume fractions.

Considering the achieved fitting accuracy of the analytical relation between the volume fraction and phasor
ratio on the measured data, it can be concluded that the capability of our system to perform mixture analysis
is verified.
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4.2.6 Phase lifetime map for complex samples

Aside from its speed advantage, an important feature of the phasor method is its graphical representation of
fluorescence decay profiles. This feature allows the user to make rapid visual assessments on the lifetime
distribution of the sample in the spatial or temporal domain. Since the phasor does not depend on the signal
intensity, the phasor representation de facto filters out information such as tissue thickness (if the tissue does
not result in scattering) and fluorophore concentration, which are in general secondary and uninteresting
properties of a sample. Finally, since each phasor belongs to a particular pixel in the camera, this representa-
tion enables the display of the phasors of a selected area in the field of view, or inversely, the examination of
the visual features corresponding to particular phasor cluster in the plot.

To demonstrate these practical advantages of phasors, a sample with higher complexity than a single-expo-
nential dye solution is necessary. The required complexity can involve the presence of a wide range of lifetimes
and heterogeneous spatial features across the sample. Quantum dots are selected as the sample for this ex-
periment since they meet this complexity requirement. Furthermore, the lifetimes of quantum dots are rela-
tively longer than the dye solutions used in this experiment, which introduces additional challenges in data
processing due to a significant overlap between the emissions corresponding to two consecutive laser periods.
In addition to the inherent characteristics of the quantum dots, the preparation method of the sample, de-
scribed in Subsection 4.2.1, also contributes to the generation of non-uniform patterns in the field of view.

Figure 4:13(a) and (b) show the intensity and lifetime images of the sample, respectively. The sample consists
of multiple shapes with distinct fluorescent intensity and lifetimes. Due to the optical constraints of the mi-
croscope, the image of the sample does not occupy the entire field of view, but is confined to a circular area
in the center. In the intensity image, the peak magnitude is concentrated at the bottom center of the field of
view. This is attributed to the non-uniform excitation light intensity distribution in the optical setup. Owing to
the insensitivity of the lifetime to signal intensity, this variation does not appear in the lifetime distribution in
Figure 4:13(b), as expected. Although the lifetime is uncorrelated to the intensity, it is observed to be corre-
lated to the shape of the structures in the sample.

The two complementary output formats of the phasor method are presented in Figure 4:13(c-d). Figure 4:13(c)
shows the image of the sample where the lifetime and intensity distributions are both represented. The pixels
are color-coded based on their lifetimes, and their brightness is set according to the emission intensity. Con-
trary to the standard lifetime image in Figure 4:13(b), this image format suppresses the areas with low signal
intensity, which exhibit low SNR due to high shot noise. The second output format is the phasor plot (Figure
4:13(d)). In addition to the lifetime distribution of the sample, this plot also provides information on the ex-
ponential decay characteristics of each ROI. The color coding in the phasor plot represents the phasor density:
the areas shown in red and blue indicate the highest and lowest number of ROIs per unit area, respectively.
Two conclusions can be inferred from the information on the phasor plot. Firstly, the sample generally exhibits
single-exponential characteristics, as most of the phasors are located around the universal semicircle. Sec-
ondly, there is a single peak in the lifetime distribution, and the pixel density consistently decreases in both
directions away from the peak value. Two reference points for high and low bounds of the lifetime distribution
are selected from the phasor plot as Ty = 16.7 ns and 7;, = 13.9 ns, which are marked in Figure 4:13(d) with
green and red dots, respectively. These two reference values are then used for color-coding the FLIM images
in Figure 4:13(b) and Figure 4:13(c). From the color bar in Figure 4:13(b), a color is assigned to each pixel based
on the phasor ratio of its phasor on the map. The phasor ratio of a pixel is determined by the relative distance
of its phasor to the phasors of 7y and t;, as formulated in Equation (4.13) [7].
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Figure 4:13 Lifetime analysis of a dried quantum dot sample. (a) Fluorescence intensity image. Scale bar: 25 pm. (b) Phase lifetime image. (c) An image
that combines both intensity and phase lifetime information. Colors represent the lifetime according to the color spectrum in (b), and the brightness
represents the intensity. (d) Phasor distribution of the sample. In the color-coding method in (b-c), two values representing high and low lifetimes were
selected from (d) as 7y = 16.7 ns and 7, = 13.9 ns which are marked on the phasor plot with green and red dots, respectively. The mapping of the
pixels to the color spectrum in (b) was done based on their phasor ratios with respect to the two reference points. Colors represent the phasor density
of the areas in the phasor plot. It can be observed that the lifetime distribution is not dependent on fluorescence intensity, as expected.

The results obtained in this experiment demonstrate the capability of the system to perform FLIM on a com-
plex sample with spatially non-uniform intensity and lifetime characteristics. In addition, they also confirm
that the lifetimes extracted in this method are independent of the emission signal intensity.

4.2.7 State-of-the-art comparison

Aside from the determination of various parameters such as accuracy, precision and F-value, another crucial
component of FLIM performance assessment is the comparison with state-of-the-art FLIM systems. In this
subsection, a performance comparison of SwissSPAD2 with selected academic and commercial FLIM systems
of various architectures is presented. In Table 4:2, the specifications of SwissSPAD2 that are relevant to FLIM
are compared to 9 other systems. These systems can be classified into three main categories: widefield gated
imagers, scanning-based TCSPC systems, and widefield TCSPC systems.

Outside of gated SPAD imagers such as SwissSPAD2, widefield gated systems are mainly based on CCD or
CMOS image sensors. In this category, the gate can be implemented in two ways. The first way is by means of
an image intensifier, e.g. [133]. Despite its capability of reaching single-photon sensitivity via electron multi-
plication in the image intensifier, this comes with a relatively low dynamic range due to the saturation of the
electron well with the multiplied electrons. According to [236], the RMS noise requirement for an imager to
be qualified as single-photon sensitive is determined to be 0.15 e". Based on this criterion, the multiplication
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gain required for Reference [133] for single-photon sensitivity can be calculated as Gain = 7/0.15 = 47. At
this gain, the maximum local photon count rate, defined as the count rate of a pixel, drops to
25,000 x 10/47 = 5.3 kcps, which is significantly lower than the other gated cameras in the table. A second
disadvantage of ICCD is its single gate channel, introducing duty cycle penalty. The number of gate channels
in an ICCD is fundamentally limited by its architecture. Furthermore, its frame rate of 10 fps is not sufficient
for video-rate FLIM without binning, particularly if more than two gate positions are required due to the com-
plexity of the sample’s fluorescent decay behavior. On the other hand, their minimum gate width can reach
down to 200 ps, which is significantly lower than large-format SPAD cameras. In the second architecture, based
on lock-in pixels, inherently non-overlapping gates are generated by implementing multiple electron wells in
a pixel, and directing the photoelectrons to one of these wells using external control voltages. To this date,
the highest number of gates that are employed in a lock-in pixel is four [9]. With their high electron well ca-
pacity, these cameras can reach extremely high photon count rates. However, this feature is not useful in
settings with low photon budgets. Under these conditions, the number of recorded photons is limited by the
sensitivity and duty cycle of the detector rather than its photon count rate. In addition, due to the lack of an
electron multiplication mechanism, these cameras do not have the ability to overcome their high readout
noise in photon-starved environments, unlike the ICCD. At the time of writing, the only lock-in pixel camera
that reaches sub-electron readout noise [9], has significantly lower spatial resolution than SwissSPAD2. (~8
times fewer pixels than the pixel format of the camera module, and 16 times fewer pixels than the pixel format
of the sensor chip). In addition, its readout noise is still not sufficiently low to meet the single-photon sensitiv-
ity requirement mentioned above [236].

The second category is scanning-based TCSPC. The most important advantage of TCSPC compared to gating
methods is temporal resolution. The bin width and the temporal resolution of the two high-grade commercial
TCSPC systems in Table 4:2 [237, 238] are significantly superior to that of time-gated systems. The global count
rate, defined as the sum of the photon count rates of all pixels in the resulting image that are acquired in
parallel, which is the main downside of scanning approach compared to widefield, can be improved in two
ways. In architectures where the dead time of the detector is higher than the dead time of the TDC, multiple
detectors can be connected to a single TDC to decrease the equivalent detector dead time of an input channel.
Secondly, multiple input channels can be connected in parallel to a single histogramming block. Using multi-
channel TCSPC hardware, single-point FLIM is conventionally performed by optically splitting the fluorescent
signal into multiple channels and directing them to the separate detectors [237, 238]. There are two disad-
vantages of this method. Firstly, splitting the beam into multiple channels increases the system complexity as
the number of channels increases. Secondly, since the dwell time on a single point remains constant, the
achievement of higher photon count rates requires a proportional increase in the excitation power, which
increases the vulnerability of the sample to photobleaching [45, 7]. Multi-channel TCSPC without increasing
photobleaching can be achieved via multifocal FLIM, as demonstrated in [60]. This approach has been dis-
cussed and compared to conventional FLIM approaches in Chapter 1. The main challenge of this approach is
to generate multiple beamlet patterns with relatively uniform characteristics, which requires a more complex
optical setup than a standard confocal microscope.

The third category is widefield TCSPC. In the table, there are three systems that employ widefield TCSPC. The
first are position-sensitive anode detectors, such as the H33D detector [239]. The H33D detector can be de-
scribed as a single-channel TCSPC system with 2D positioning for each recorded photon. Therefore, its primary
disadvantage is the limitation of the global photon count rate by the dead time of its TDC, which results in a
saturated global count rate of only 700 kcps (or ~2 Mcps in its latest generation [240]). The second and third
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systems, MEGAFRAME 128 [10] and QuantiCam [57], employ in-pixel TDCs. In addition to performing time-
stamping with its TDCs, QuantiCam also uses a gate to suppress the signal in the unwanted time windows.
While MEGAFRAME 128 has achieved an important milestone for SPAD technology by demonstrating the fea-
sibility of in-pixel TDCs in mid-format SPAD imagers, QuantiCam offers better overall performance with its
significantly larger fill factor and considerably larger time-stamping range, also thanks to the use of a more
advanced technology node (40 nm vs. 130 nm). Its TDCs reach 33 ps timing resolution, which is significantly
shorter than any gated imager in any technology. However, since every recorded photon contains a 14-bit
time-stamp, the bandwidth of its electronics limits its dead time to 53.76 us, which results in a relatively low
global photon count rate of 50.7 Mcps.

Among all listed TCSPC systems, the highest global photon count rate reached is 332 Mcps [237]. Considering
that SwissSPAD2 can reach a useful count rate of 2.53 Gcps with an F value of ~1.7 (Figure 4:10(d)), its preci-
sion for the same spatial resolution and target lifetime is equivalent to an ideal shot-noise-limited system (F =
1) with a global count rate of 2.53 Gcps/1.72 = 875 Mcps. According to this calculation, the lifetime precision
of SwissSPAD2 under equal spatial resolution surpasses all TCSPC systems in the table. It is noteworthy to
mention that with a calibration stage with higher photon counts, the F value of SwissSPAD?2 is expected to
decrease even further.

The comparison of SwissSPAD2 and other FLIM systems can be summarized as follows. SwissSPAD2 outper-
forms most gated lock-in pixels in the table in terms of dynamic range. The 4-tapped lock-in image sensor in
[9], while exceeding SwissSPAD2 in dynamic range, exhibits 8 times lower spatial resolution and cannot reach
single-photon sensitivity. The ICCD camera in [133] can reach single-photon sensitivity. However, the multipli-
cation gain required for that lowers its photon count rate significantly, to a value below SwissSPAD2. Scanning-
based TCSPC systems, while achieving excellent timing resolution, cannot reach SwissSPAD2 in global photon
count rate, even after adjusting for the F value for the range of lifetimes that are used in the experiments in
this chapter. Similarly, widefield FLIM systems also have lower global photon count rate. On the other hand,
SwissSPAD?2 exhibits several relative shortcomings in terms of FLIM performance: modulation frequency limi-
tation, long gate width, single gate channel and lack of rolling shutter operation in gated mode. These short-
comings are overcome in SwissSPAD3.
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Table 4:2 Performance comparison of state-of-the-art FLIM systems with SwissSPAD2.

SwissSPAD2 [117, 81] LaVision PicoStar LIFA FLIM system pco.flim [113] [9] [241, 153] MEGAFRAME 128 QuantiCam [57] H33D Gen | [239] PicoQuant rapidFLIM B&H FASTAC FLIM
HR [133] [109] [10] (MultiHarp 150 16P) (SPC-154N) [177]
[237, 58]
Detector type SPAD Gated ICCD CCD Lock-in CMOS Lock-in CMOS Lock-in CMOS Lock-in SPAD SPAD Position sensitive Hybrid photomulti- Hybrid photomulti-
anode detector plier tube detector plier tube
(PMA Hybrid 06) detector
(HPM-100-06)

Array format 512x512 1,376x1,040 504x512 1,008x1,008 128x128 512x256 160x128 192x128 ~@400 1 1

(472x256 used)
Pixel size/ 16.38 um 6.45 pm 24 um 5.6 um 22.4 ym 11.2 um (H) 50 um 18.4 um (H) 100 pm - -
spatial resolution 5.6 um (V) 9.2 um (V)
Fill factor (native) 10.5% ~100% 50% 18% 3.5% 16.7% 1% 13% ~100% ~100% ~100%
Fill factor (with pl) 28-47% - - - 26.3% - - 42% - - -
Maximum PDP/QE/Sen- ~50% @ 520 nm 11% @550 nm - 39% @510 nm - 137 ke*/lux.sec 27.5% ~34% @ 560 nm 18% @400 nm 28% @400 nm 28% @400 nm
sitivity (Vex = 6.5 V) (S25) (Vex=1.4V) (Vex=1V) (520)
Frame rate 97.7 kfps (1 bit) 10 fps 30 fps (3) 45 fps (3) 45 fps (3) 12 fps (3) 50 kfps 18.6 kfps - - -

(10-bit TCSPC (14-bit TCSPC mode)
mode))

Full well capacity - 25,000 e 67,000 e 52,000 e 5,500 e 2,700 e - - - - -
rms readout noise 0 7-8 e 25 e 48 e 0.85 e 1.75e 0 0 0 - -
Dark count rate 7.5 cps/px @27 °C <0.1e/s/px 400 e/s/px @20 1,220 e7/s/px - - 50 cps/px 25 cps/px 20 keps (global) <100 cps (global) 15 cps (global)
(median) (Vex=6.5V) °C (Vex=0.73V) (Vex = 1.5V)
Dynamic range ~5,179:1 (74.3 dB) >2,000:1 (66 dB) 2,000:1 (66 dB) >1,000:1 (60 dB) 6,471:1 (76.2 dB) 1,543:1 (63.8 dB) 18,179:1 ~15,680:1 (83.9 dB) - - -

@Bit depth: 8, binary (5) (85.2 dB) @Bit depth: 8, bi-

frame rate: 97.7 kfps @ Bit depth: 8 nary frame rate:

(1

Binary frame rate:

18.6 kfps (1)

50 kfps
Single-photon sensitivity Yes No (8) No No No No Yes Yes Yes Yes Yes
(photon counting capa-
bility) (7)
Number of gate/time 1 1 2 2 4 2 - 1 1 up to 16 (1 detector 4
channels per channel)
Minimum gate width 10.8 ns 200 ps - - 0.8 ns - - - - - -
Minimum gate step 17.9 ps 5ps - - - - - - - - -
Minimum bin width - - - - - - 55 ps 33 ps - 10 ps 405 fs
Temporal resolution - - - - - - 140 ps (FWHM) 208 ps 100 ps (FWHM) TDC: <45 ps (RMS) TCSPC: <7 ps
Detector: <50 ps (FWHM)
(FWHM) Detector: <20 ps
(FWHM)
Dead time 10.2 us - - - - - 20 us 53.76 us 1.4 ps (TDC) 650 ps (TDC) (Bursts 100 ns (TAC)
up to 2,048 events
per channel at this
rate are allowed)
Maximum saturation lo- 97.7 keps 20 keps (5) 4.02 Mcps 4.68 Mcps 990 keps 64.8 kcps 50 kcps 18.6 kcps 700 kcps (6) 40 Mcps
cal (pixel) photon count
rate
Maximum saturation 12.8 Geps 28.6 Geps (5) 1.04 Tcps 4.76 Tcps 16.2 Geps 8.49 Gceps 1.03 Geps 457 Mcps 700 kcps (6) 40 Mcps

global photon count
rate
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Maximum useful local 20.9 keps (2) 20 keps (5) 4.02 Mcps 4.68 Mcps 990 kcps 64.8 kcps 5.55 keps (2) 2.06 keps (2) 350 kcps (4) 332 Mcps (sustained) 20 Mcps (4)
(pixel) photon count (10-bit TCSPC (14-bit TCSPC mode) (6)
rate mode)
Maximum useful global 2.53 Geps (2) 28.6 Geps (5) 1.04 Tcps 4.76 Tcps 16.2 Geps 8.49 Geps 113.7 Mcps (2) 50.7 Mcps (2) 350 kcps (4) 332 Mcps (sustained) 20 Mcps (4)
photon count rate (10-bit TCSPC (14-bit TCSPC mode) (6)

mode)
FLIM method Widefield/Gated Widefield/Gated Widefield/Gated Widefield/Gated Widefield/Gated Widefield/Gated Widefield/TCSPC Widefield/TCSPC Widefield/TCSPC Scanning/TCSPC Scanning/TCSPC

(1) The values are obtained from Equation (4.6) [202]. F¢ factor was selected as 2.842 for clock-driven recharge, and 36 for event-driven recharge, for the operation mode described in [202] as “SNR decrease”, at which the SNR decreases by 3 dB
due to pile-up.
(2) Maximum photon count rate is calculated using the 10% nonlinearity criterion for active clock-driven architectures in [202] (F;s = 0.214 for clock-driven recharge, and Fs = 0.111 for event-driven recharge).
(3) A frame consists of all taps in the detector.

(4) 50% of the saturation rate.

(5) These values are lower if the camera is configured for single-photon sensitivity.

(6) Whether this value represents saturation or useful photon count rate is not available.
(7) The maximum readout noise requirement for photon counting capability was determined by Fossum [236] as 0.15 e- RMS, which applies to detectors without electron multiplication.
(8) While it is possible to achieve photon counting capability with ICCD detectors, it comes at the expense of significantly reduced dynamic range. Therefore, under typical operation settings, single-photon sensitivity is not achieved.
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4.2.8 Discussion

The research presented in this section aims to investigate the feasibility of SwissSPAD2 for widefield, phasor-
based FLIM at video-rate acquisition speed. This work differentiates itself from previous demonstrations of
this ability in the literature by the properties of the detector used in the experimental setup. As shown in Table
4:2, large-format SPAD imagers enable a unique combination of high global count rate and single-photon sen-
sitivity. Due to the relatively lower count rates of TCSPC-based architectures among these imagers [57, 10],
SwissSPAD2 was designed with a time gating architecture. However, the time gates implemented in large-
format SPAD imagers exhibit long gate widths, which are often required to overlap when scanning fluores-
cence decays in the order of a few nanoseconds. Therefore, the demonstration of picosecond-level lifetime
precision at a reasonable photon economy with long gates was the primary objective of this work.

In the experiments presented in this section, it was demonstrated that dye pairs with a lifetime difference of
1.4 ns or less can be separated at an acquisition speed approaching video rate (12.1 fps), at 13.1 ns gate width.
This performance was achieved despite the significant loss in photon sensitivity due to the lack of microlenses,
and duty cycle limitations caused by global shutter operation requirement and a single gate channel. After the
completion of the experiments, microlenses were deposited on SwissSPAD2, improving PDE by a factor of 2.65
under collimated light with normal incidence. When the angle of incidence is optimized for a specific camera
sample, this factor can reach up to 4.2. In addition, SwissSPAD3 is expected to achieve close to 100% duty
cycle with its two complementary gate channels and rolling shutter operation, thus further improving photon
sensitivity. In SwissSPAD3, this improvement comes at the cost of approximately 50% decrease in the maxi-
mum photon count rate. However, this can be compensated in the case of short lifetimes by the ability to
reach 80 MHz PRF, as opposed to the 20 MHz PRF of SwissSPAD2. The decrease of the ratio between the laser
period and target lifetime avoids acquiring gate images with negligible signal, thereby increasing the average
photon count rate of the measurements. As a result, a given recorded photon count can be achieved with
fewer gates, which leads to an increased frame rate for decay measurements.

The comparison of the lifetime precision measured for different recorded photon counts shows that the pre-
cision mostly follows an approximate shot-noise model, in which the main contributors are the number of
recorded photons and the width of the gate, the latter defining the timing resolution of a single photon time-
stamp. While the F value of a lifetime measurement is larger than 1 as a result of non-zero temporal resolution
(i.e. IRF that deviates from a Dirac delta function), it has low dependence on the number of photons, indicating
independent and identically distributed photon time-of-arrival distribution. It was also observed that the two
samples of interest with different fluorescence intensity levels display different F values under the same data
acquisition settings, which is contrary to the independence of the F value on the photon count. This F value
discrepancy is caused by the contribution of the calibration sample to the precision, as expressed in Equation
(2.29). To reach the maximum photon economy that is offered by the detector for a given gate width in future
experiments, the calibration must be performed with significantly higher photon count and longer integration
times than the measurement of the sample of interest. To prevent a decrease in accuracy under the increased
excitation duration, the calibration sample must be selected as a sample with low photobleaching rate. As the
calibration process must only be done in a set of experiments, the contribution of the increased calibration
duration to the overall speed of the experiment can be considered negligible.

The Monte Carlo simulation estimates the F value more accurately than the analytical model, since it also
takes into account additional uncertainty contributions that are caused by the phasor analysis method, as

135



Application results

opposed to the analytical model which uses a simpler CMM method. The accuracy of the analytical model can
be improved by developing a more comprehensive version that includes the performance impact of additional
factors such as pile-up, dark count rate and the phasor analysis. In both the analytical model and Monte Carlo
simulation, the lifetime variation in different areas of the dye solution samples is excluded. Despite the gen-
erally uniform biochemical properties of the dye solutions, a possible contribution of spatial non-uniformity
to the measured F value cannot be ruled out. The pile-up effect is also excluded in both approaches, which is
potentially another reason for the discrepancy between the measured and estimated F values in the R6G sam-
ple, which suffers from pile-up more severely than the rest of the samples.

4.3 Phasor analysis in highly scattering medium

The contribution of the author in the work presented in this section is the development of the detector firm-
ware and the generation of the gate images from the raw data.

Three major challenges in in vivo fluorescence lifetime imaging of a cell are scattering, absorption and auto-
fluorescence of the tissue in which the cell is buried. Scattering, by changing the trajectory of the excita-
tion/emission photons, increases both the temporal and spatial distribution of the signal. Tissue absorption
attenuates the signal intensity, resulting in higher shot noise for a given excitation power. Finally, autofluores-
cence, when it is an unwanted source of fluorescence rather than the target signal, introduces systematic
errors to the lifetime estimation by generating one or more additional exponential decay components, in ad-
dition to increasing the shot noise. The intensity of these effects increases with the depth of the cell in the
tissue, thereby limiting the maximum depth at which the analysis of the target cell is possible. Conventionally,
near-infrared (NIR) (and more recently, short-wave infrared (SWIR)) wavelengths are selected for in vivo im-
aging due to deeper tissue penetration and lower scattering/autofluorescence. On the other hand, visible
wavelengths offer advantages including ease of use, low cost instrumentation (silicon photodetectors), and
larger selection of fluorescent dyes [211, 242, 243].

In [211], the phasor-based widefield FLIM technique using long, overlapping gates was applied to fluorescence
lifetime imaging in a highly scattering medium, using SwissSPAD2 for detection and 532 nm pulsed laser for
excitation. The phasor analysis method used in this experiment is similar to the method used in the other
experiments reported earlier in this chapter, which is based on [85, 90]. On the other hand, the method used
in this experiment uses a different technique for uncorrelated background compensation, and additionally
corrects for autofluorescence [83]. The uncorrelated background was compensated by a 3-point correction
technique which estimates the background noise floor from the photon counts of the maximum, minimum,
and median gate positions. While being only applicable to single-exponential decays, this method avoids the
need for the acquisition of additional gate positions containing negligible signal. The autofluorescence correc-
tion was performed using a method that simply subtracts the gate response of only the phantom from the
gate response of the sample with a phantom and the cells.

Among several experiments conducted in this work, the experiment that provides the most comprehensive
assessment of the feasibility of in vivo imaging is summarized in Figure 4:14 [211]. This experiment is designed
to simulate the identification of a tumor in the subcutaneous tissue, in which the tumor is labeled and there-
fore exhibits a different lifetime from the healthy cells around it. Figure 4:14(a) is the illustration of the sample
structure, which consists of A549 cells (adenocarcinomic human alveolar basal epithelial cells) injected into
two parallel capillaries. The cells in the left capillary are transfected with the fluorescent protein (FP) mCyRFP1,
whereas the cells in the right capillary are unlabeled control cells. The field of view (FOV) of the detector
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includes both capillaries, as shown in the dashed rectangle in yellow. This FOV was captured under two envi-
ronmental conditions: without phantom (Figure 4:14(b, c)), and with a 1.5 mm thick phantom (Figure 4:14(d,
e)). The phasor locations of the sample with no phantom indicate that the transfected cells include exponential
components from both cell autofluorescence and fluorescence of the FP, as expected. In the sample with
phantom, the fluorescent signal is spread around the FOV due to scattering, which can be seen from the fluo-
rescence intensity and phasor location uniformity of both FOV halves in Figure 4:14(d) and (e). Despite the
limited 2D localization ability due to scattering, it is still possible to detect the presence of the transfected cells
from the extracted lifetimes. It can be seen from Figure 4:14(f) that the signal of the FP is distinguishable from
phantom autofluorescence at up to 1.5 mm thickness, thus demonstrating the ability to detect a FP in tissue
up to this thickness, in this kind of set-up.
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Figure 4:14 Fluorescence lifetime imaging of a cell labeled with a fluorescent protein (FP), behind tissue-like phantom with a thickness up to 1.5 mm
[211]. (a) Illustration of the sample structure. A549 cells transfected with mCyRFP1, and unlabeled A549 control cells are placed in two parallel capil-
laries, which align with left and right halves of the field of view (FOV), respectively. (b, d) Fluorescence intensity images of the two capillaries with (b)
no phantom and (d) 1.5 mm phantom. (c, e) Phasor plots of the sample with (c) no phantom and (e) 1.5 mm phantom. (f) Phase lifetimes of transfected
cells, control cells and phantom autofluorescence at various phantom thickness values.

The results summarized above are promising as they indicate the compatibility of SwissSPAD2 for various bi-
omedical applications which require in vivo imaging of cells through real tissue, such as cancer detection.

4.4  Computational photography for high-speed, low-light-level scenes

The contribution of the author in the work presented in this section is the development of the camera soft-
ware/firmware that is compatible with the “quanta burst photography” method, and the generation of binary
images from raw sensor data.

Single-photon sensitivity and fast frame rate of SwissSPAD2 make it a suitable camera of choice for the imaging
of fast phenomena. In conventional CMOS image sensors, readout noise is determined by the number of
frames, rather than the exposure time. As a result, particularly in low-light-level scenes, a significant SNR drop

137



Application results

occurs when an integration window is divided into multiple frames. On the other hand, the primary source of
noise in SwissSPAD?2 is dark noise, which is independent of the number of frames corresponding to a given
integration time. This characteristic allows SwissSPAD2 to output binary images at a frame rate of 97.7 kfps,
dividing an integration window into 10.2 us segments, without any penalty in SNR. These sequences of very
short time windows provide it the ability to capture and correct fast motion.

In [217], this feature of SwissSPAD?2 is used in motion blur correction. The work introduces a motion recon-
struction algorithm for single-photon cameras, named “quanta burst photography”, developed by our collab-
orators in University of Wisconsin-Madison. This method essentially corrects the blur by individually aligning
the raw binary frames with a reference frame in the same sequence. The principles of the method are illus-
trated in Figure 4:15 [217]. The first step is the characterization of the motion of the raw binary frames with
respect to the reference frame. Subsequently, each binary frame is aligned with the reference frame based on
its motion characteristics. The characteristics of the motion are represented in the form of patch flows as-
signed to individual binary frames, and the alignment is performed using warping. Finally, all warped binary
frames are merged and denoised to construct the final aligned image.

dark scene
Quanta Image Sequence

' ' ' ' ' (stochastic and binary)
High-speed premm———"—_

Per-frame Patch Flow High-Quality Image

capture Hierarchical Robust Merging & (
High-speed motion |~ 100kfps) § 8| Alignment Denoising
X
—_ %
(% Low blur and noise
SPAD Array High dynamic range

Figure 4:15 Conceptual illustration of the quanta burst photography method [217].

The SwissSPAD2 camera was operated in burst mode with binary output configuration described in Chapter
3, Subsection 3.3.3. With a minimum binary acquisition time (T,.4) of 10.32 ps, the camera can collect contin-
uous sequences of up to 131,072 binary frames with a resolution of 512x256 pixels, in a single burst. Since this
application entails passive imaging, i.e. with no synchronized light source to the camera, the gate was not used
for photon time-stamping. Instead, it was used as an aperture to limit the exposure. This feature was particu-
larly useful to avoid saturation and excessive dark noise in the cases where T, was increased significantly
below its minimum value to extend the total acquisition time of a continuous sequence.

The motion blur correction performance of conventional and quanta burst photography was compared in
multiple scenes with different levels of difficulty. The parameters of the scene which determine the difficulty
of the motion correction include dynamic range, scene geometry, light level and camera/scene motion com-
plexity. The experiment which best highlights the relative advantages of SPAD imagers is the comparison of
conventional and quanta burst photography methods in a scene captured under different light levels, shown
in Figure 4:16 [217]. In the experiment, the scene was captured with a sequence of 2,000 binary images using
SwissSPAD2. The motion was generated by moving the camera horizontally during the exposure. In the case
of conventional burst photography, readout noise and quantization noise were added to the original binary
images in order to emulate the output of a conventional CMOS camera. In the case of conventional single
photography, the noise was added to the sum of the image sequence. A visual comparison of the first and
second columns shows the trade-off between motion reconstruction ability and SNR in conventional CMOS
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imagers. On the other hand, as seen in the last column, this trade-off does not exist in quanta burst photog-
raphy with SwissSPAD2, which combines the higher SNR of conventional single photography with the motion
correction ability of conventional burst photography.

Conventional Single Conventional Burst Binary Image Quanta Burst

High Light

Medium Light

Low Light

Figure 4:16 Motion correction performance comparison of conventional and quanta burst photography in a scene under high, medium and low light
levels [217]. The scene was captured with a 2,000-frame binary sequence using SwissSPAD2. The image sequence used by conventional burst photog-
raphy was generated by adding read and quantization noise to the binary image sequence after pile-up correction, in order to emulate the raw images
captured by a conventional CMOS camera. The image of conventional single photography was generated by adding read noise and quantization error
to the sum of the raw binary images. The trade-off between blur correction and SNR in conventional photography, which is particularly visible in the
low-light scene, is absent in quanta burst imaging. This is enabled by the ability of SwissSPAD2 to reach high frame rates without additional noise.
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Chapter 5 Conclusions

5.1 Summary

Single-photon avalanche diode (SPAD) imagers have become the sensor of choice in many time-resolved im-
aging modalities, mainly because of their single-photon sensitivity with virtually no readout noise, low timing
jitter, and natively digital nature. All these features, along with full CMOS compatibility, make SPAD imagers
the ideal system-on-chip implementation of advanced image sensors for bioimaging applications.

The primary objective of this thesis was the study, design, and characterization of large-format SPAD imagers
with time-resolved imaging capability, with a special focus on widefield FLIM. Widefield FLIM image sensors
demonstrated in this thesis are compatible with real-time operation at high spatial and timing resolutions,
owing to high global photon count rates and support of precise timing capabilities. Within this framework, two
large-format SPAD camera systems were presented. The design of the pixel, along with global readout and
control, leads to the description and characterization of the entire system, including external components,
such as the FPGA, data pre-processing, memory management, data communication, and data post-processing.

A time gating architecture was selected to implement time-resolved imaging modalities. This choice was based
on the fact that this approach does in general enable higher global photon count rates in large pixel formats,
and has a simpler pixel-level implementation, compared to TDC-based architectures. The first imager,
SwissSPAD2, employed the largest pixel format of any SPAD camera (512x512 pixels) at the time of its publi-
cation. This was made possible by a pixel pitch of 16.38 um. The imager is capable of generating binary images
at frame rates up to 97.7 kfps. To cope with such a massive throughput, we compressed the binary frames in
the FPGA using a flexible approach that enabled us to trade-off time granularity and continuous streaming.
The SPAD used in SwissSPAD2 offers one of the best combinations of PDP and DCR among all SPADs ever
designed in standard CMOS process technologies, enabling a maximum PDP of over 50% and a median DCR of
7.5 cps to be achieved simultaneously. One of the most important performance drawbacks of SPAD-based
imagers, i.e. their low fill factor, is partially compensated by microlenses, which increase the 10.5% native fill
factor by a factor of 4.2 for the optimal angle of incidence of photons. At 20 MHz laser PRF and maximum
frame rate, the minimum achievable gate width in SwissSPAD2 is 10.8 ns.

The second imager, SwissSPAD3, was designed with the objective to overcome the limitations of SwissSPAD2,
particularly on photon economy and photon sensitivity. SwissSPAD3 features a drastically smaller gate width
of 1 ns, while enabling 100% duty cycle at slightly smaller format (500x500 pixels) and an identical 16.38 um
pixel pitch. To the best of our knowledge, SwissSPAD3 achieves the best gate performance in any large-format
SPAD imagers ever published. Its gate characteristics were tested primarily at a laser PRF of 40 MHz, while
there is a clear potential to operate at much higher PRFs. Importantly, the short gate width came with a sig-
nificant improvement in gate skew; the FWHM of the rising/falling edge position distribution of the pixelsin a
single row ranges between 81.2 ps and 134 ps, which is the state-of-the-art at the time this thesis was written.
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On the fundamental image science side, it was demonstrated that, when the gate is fully open, the statistical
dispersion of the recorded photon count is almost entirely determined by shot noise and pile-up. The SNR
drop caused by the gate shape was found to be only 0.05-0.11 dB. In SwissSPAD3, the maximum binary readout
speed was measured as 49.8 kfps, approximately half of that of SwissSPAD2. This is mainly due to the repre-
sentation of a pixel output as two bits as opposed to one bit in SwissSPAD2, considering the approximately
constant chip throughput limitation. In the currently available camera system, both halves of the chip can be
operated sequentially; while the system hardware supports parallel operation, this feature requires software
improvements. The microlensed version of SwissSPAD3 is also available; its characterization is planned for the
near future.

Following the design and characterization of these two image sensor chips, the next phase of this research
was the demonstration of widefield FLIM. Within the framework of this thesis, a suite of experiments was
conducted to characterize the FLIM performance of SwissSPAD2 in a very comprehensive way, in collaboration
with UCLA. In these experiments, the phasor approach was selected for its compatibility with real-time data
processing and graphical representation feature for rapid, intuitive analysis. The objective of the first experi-
ment was to determine the separability of two single-exponential decays. Using phasor plots, it was shown
that the SwissSPAD2 system is capable of distinguishing two lifetimes with a difference as low as 1.4 ns, using
only 16 gate positions. The second experiment aimed to evaluate the influence of frame rate on the phase
lifetime precision. In this experiment, the mean and dispersion of the measured phase lifetimes of two dyes
were recorded for a number of gate positions ranging from 2,800 to 8. The results showed that, down to 8
gates, the variation of the phase lifetime determination precision with the number of gate positions is primar-
ily caused by the decreased photon count; the photon economy is therefore largely unaffected by the number
of gates. Under these settings, the acquisition speed of the data set with 8 gates was 24.3 fps, thus demon-
strating real time streaming capability.

The influence of the gate width on the phase lifetime determination performance was also investigated. In
our experiments, the accuracy, precision, and photon economy of lifetime extraction were calculated for 7
different gate widths ranging between 10.8 ns and 22.8 ns. The measured results were then compared to an
analytical model and Monte Carlo simulation. The analytical model includes the effects of shot noise, and the
width of an ideal square gate window. It also includes the uncertainty introduced by the calibration stage,
which is uncorrelated to the uncertainty of the measurement of the sample of interest. Monte Carlo simula-
tions include the uncertainty introduced by the phasor calculation method. In this experiment, it was shown
that narrower gate widths improve photon economy. The discrepancy between the experimental results and
the Monte Carlo simulation results is significantly lower than the discrepancy between experimental results
and the analytical model. This finding highlights the contribution of the phasor method itself to photon econ-
omy. Furthermore, neither the analytical model nor the Monte Carlo simulation include the contribution of
the pile-up effect, which may explain the larger measured uncertainty than predicted by both methods.

In addition to single-exponential lifetimes, the capability of the system to analyze a mixture of two single-
exponential dyes was also demonstrated. The objective of this experiment was to determine the feasibility of
the system for FLIM-FRET analysis. In this experiment, the phasor ratio of five mixtures of two single-exponen-
tial dyes with different volume fractions was measured using the phasor method also selected in the previous
experiments. The measurement results were then compared with the theoretical values obtained by an equa-
tion expressing the relation between the phasor ratio and volume fraction, under a fixed set of intrinsic
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fluorescent parameters. The results showed a good match between theoretical and experimental results,
thereby demonstrating the suitability of our method for FLIM-FRET.

The final FLIM experiment focused on the imaging aspects of FLIM, which require a more complex sample than
a dye solution, with spatial features, a random intensity, and lifetime distribution. A visual comparison be-
tween the intensity and lifetime maps of the dried quantum dot solution sample prepared for this experiment
indicated no direct correlation between the fluorescence intensity and lifetime, as expected. Furthermore, the
distribution of phasors on the phasor plot showed that the sample generally exhibited single-exponential char-
acteristics.

Owing to its capability of operating at high frame rates without any readout-noise related SNR penalty,
SwissSPAD?2 also offers unique advantages in computational photography. In collaboration with UW-Madison,
the camera was employed for motion blur correction, using a technique under the general umbrella of tech-
niques known collectively as quanta burst photography. In the system configuration selected for this applica-
tion, the camera was operated at 97.7 kfps, collecting up to 131,072 binary frames in burst mode. In this
experiment, it was demonstrated that the trade-off between motion reconstruction and SNR in conventional
CMOS imagers is largely eliminated. This achievement was largely enabled by single-photon detection and
speed capabilities of SwissSPAD2.

5.2 Future work

The future efforts in this research are planned to primarily focus on improving the general specifications of
the SwissSPAD2/3 imager architecture and expanding its range of scientific applications.

In terms of system specifications, multiple improvement directions were determined with varying degrees of
importance, based on the experiments conducted within the framework of this thesis. The first parameter,
which requires improvement is PDE. For a given SPAD model with a fixed PDP, the only way to achieve higher
PDE is fill factor improvement. As the fill factor of both imagers is limited by the SPADs rather than the pixel
layout, the primary fill factor improvement method is enabled by microlenses. Currently, the measured con-
centration factor of microlenses is considerably lower than theoretical values, primarily as a result of the dis-
crepancy between the designed and fabricated lens curvature. The improvement of microlens concentration
factor is a critical step towards the achievement of competitive PDE levels for these imagers. Alternatively,
one could also develop electrical microlensing techniques. These techniques could expand the effective fill
factor of SPADs at negligible impact to noise and speed performance. Most importantly, the constraint on
maximum incident photon angle could be relaxed or even eliminated.

Another performance parameter that requires improvement is photon economy. In this thesis, it was shown
that the photon economy is primarily determined by the temporal resolution of the camera system, whose
main contributors are SPAD jitter and gate width. For a given laser PRF, the solution to achieve higher photon
economy without a sacrifice in photon sensitivity is to achieve 100% duty cycle by means of multiple parallel
gate channels. The primary challenge of increasing the number of gate channels is the reduction in fill factor
due to additional transistor area requirements. An effective way to overcome this challenge is to switch to a
3D-stacked process technology, in which the placement of pixel electronics is below the SPAD.

Furthermore, on-FPGA data processing can enable the mitigation of several shortcomings of the current sys-
tem. Firstly, it is an essential requirement for real-time FLIM for a binary imager with a large pixel format,
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which is not supported in the current system. In this system, the phasor calculation and fluorescence lifetime
estimation are performed in the CPUs of the PC, where the data of each pixel is analyzed sequentially. Fur-
thermore, the process of sorting the data that is serialized for USB transfer adds an additional computational
requirements. To achieve real-time FLIM at video rate, it is a key requirement to perform the calculations of
the pixels in parallel, preferably before the serialization of the data of all pixels. Secondly, the implementation
of an on-chip data pre-processing stage can also reduce the dead time of the system, which increases the
maximum photon count rate. Currently, the dead time of the imagers is significantly higher than the funda-
mental limitation of the photodiode, which is typically introduced by afterpulsing. This system dead time lim-
itation, introduced by the throughput of the chip, can be overcome by on-chip compression of raw data. With
the addition of an option to select between binary and compressed output formats, the proposed system
would allow a trade-off between real-time data processing in compressed format and high timing resolution
in the binary format (not to be confused with the timing resolution of the delay of a photon relative to a
periodic laser pulse); the latter is often not utilized in FLIM.

On the application side, our main objective is to use our FLIM system in more challenging settings, such as in
vivo imaging. To achieve this target, several performance challenges must be overcome. Firstly, fast image
refresh rate is required due to the dynamic nature of the scenes. Secondly, the detection of fluorescence
through a tissue introduces SNR challenges due to autofluorescence, scattering and absorption. The transition
to a microlensed SwissSPAD3 with an on-FPGA parallel lifetime estimation capability can significantly improve
photon sensitivity, photon economy and data processing speed to a level that meets the performance require-
ments for in vivo imaging. This capability can open the way to new applications in life sciences, such as cancer
detection, tracking of protein-protein interactions, tracking of cell migration, and FLIM endoscopy. Given our
ability in the future to increase the camera frame rate up to Mfps levels by shrinking spatial resolution and
image bit depth without any readout noise penalty, the use of our systems can be potentially extended to
applications with even more demanding speed requirements, such as action potential tracking in neurons.

Computational photography can also benefit from system level improvements on the detector side. The most
critical improvements required in this application include the implementation of a continuous stream of binary
data via a PCIE link, and the addition of color filters for enhanced demosaicking capability.
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Appendix A: SwissSPAD?2 crosstalk characteris-
tics

Sample 1 Sample 2

-0.001 | 0.007 | 0.007 | 0.006 |-0.001 0.004 | 0.004 | 0.003 | 0.001 | 0.002
0.004 | 0.034 | 0.057 | 0.032 | -0.003 -0.001 | 0.030 | 0.059 | 0.031 | 0.007
0.000 | 0.056 | 100 | 0.059 | 0.001 0.012 | 0.056 | 100 | 0.073 | 0.001
0.001 | 0.030 | 0.053 | 0.029 | 0.003 0.007 | 0.032 | 0.056 | 0.031 | 0.003
-0.001 | 0.006 | 0.004 | 0.000 | 0.001 -0.005 | 0.002 | 0.008 |-0.001 | 0.000

Sample 3 Sample 4

0.002 | 0.000 | 0.006 | 0.000 | 0.002 -0.003 | 0.006 | 0.006 |-0.001| 0.000
0.005 | 0.028 | 0.054 | 0.029 | 0.005 -0.003 | 0.026 | 0.056 | 0.032 | 0.004
0.003 | 0.061 | 100 | 0.064 | 0.009 0.007 | 0.060 | 100 | 0.055 | 0.007
0.000 | 0.032 | 0.071 | 0.032 | -0.002 -0.001 | 0.026 | 0.055 | 0.029 | 0.002
0.005 | 0.001 | 0.008 | -0.003 | 0.002 -0.003 | 0.004 | 0.003 | 0.001 | -0.004

Sample 5

0.006 | 0.001 | 0.005 | 0.006 |-0.005
0.005 | 0.033 | 0.062 | 0.032 | 0.005
0.013 | 0.067 | 100 | 0.065 | 0.008
0.000 | 0.035 | 0.066 | 0.025 | -0.002
0.009 | 0.003 | 0.003 | 0.002 | 0.003

Figure A:1 Crosstalk characterization results of five SwissSPAD2 samples at 6.5 V excess bias voltage [81]. In each matrix, the values indicate the
crosstalk probability of the pixels surrounding the reference pixel in the center. The values are calculated as the normalized median photon counts of
multiple hot pixels and their neighbors in a dark image. The median dark count was subtracted from all pixels before the calculation. The results show
that the crosstalk probability between nearest neighbors is less than 0.075%.
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