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Abstract
In this paperwe study stationary graphs for functionals of geometric nature definedon currents
or varifolds. The point of viewwe adopt is the one of differential inclusions, introduced in this
context in the recent papers (De Lellis et al. in Geometric measure theory and differential
inclusions, 2019. arXiv:1910.00335; Tione in Minimal graphs and differential inclusions.
Commun Part Differ Equ 7:1–33, 2021). In particular, given a polyconvex integrand f , we
define a set of matrices C f that allows us to rewrite the stationarity condition for a graph
with multiplicity as a differential inclusion. Then we prove that if f is assumed to be non-
negative, then inC f there is no T ′

N configuration, thus recovering the main result of De Lellis
et al. (Geometric measure theory and differential inclusions, 2019. arXiv:1910.00335) as a
corollary. Finally, we show that if the hypothesis of non-negativity is dropped, one can not
only find T ′

N configurations in C f , but it is also possible to construct via convex integration
a very degenerate stationary point with multiplicity.

Mathematics Subject Classification 35B65 · 49Q15 · 49Q20

1 Introduction

In this paper we continue the study started in [5,26] of functionals arising from geomet-
ric variational problems from the point of view of differential inclusions. The energies we
consider are of the form

��(T )
.=
∫
E

�( �T (x))θ(x)dHm(x), (1.1)
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defined on m-dimensional rectifiable currents (resp. varifolds) T = �E, �T , θ� of � × R
n ,

where � ⊂ R
m is a convex and bounded open set, and the integrand � is defined on the

oriented (resp. non-oriented) Grassmanian space. In order to keep the technicalities at a
minimum level, we defer all the definitions of these geometric objects to Section A. The
main interest is the regularity of stationary points for energies as in (1.1) satisfying suitable
ellipticity conditions. From the celebrated regularity theorem of Allard of [2], it is known that
an ε-regularity theorem holds for stationary points of the area functional, namely the case
in which � ≡ 1. Since then, the question of extending this result to more general energies
has been an important open problem in Geometric Measure Theory, see [1] for a result in
this direction and [6,8,9] for more recent contributions. On the other hand, the situation is
more understood for minimizers of energies of the form (1.1), where similar partial regularity
theorems are known, see for instance [11, Ch. 5], [22].

In [5], the second author togheter with C. De Lellis, G. De Philippis and B. Kirchheim
already approached this regularity problem through the viewpoint of differential inclusions.
The theory of differential inclusions has a rich history, we refer the reader to [17] for an
overview and to [18,19] for more recent results. Since this work is also based on that view-
point, let us briefly explain what this means. The strategy of [5] consisted first in rewriting
(1.1) on a special class of geometric objects, namely multiplicity one graphs of Lipschitz
maps, and study the differential inclusion associated to the system of PDEs arising from
the stationarity condition. Namely, it can be shown that, see [5, Sec. 6] or Sect. A.5, to a
Ck integrand � as the one appearing in (1.1), one can naturally associate a Ck function
f : Rn×m → R with the property that

E f (u)
.=
∫

�

f (Du(x))dx = ��(Tu). (1.2)

where Tu = ��u, �ξu, 1� is the current associated to the graph of u i.e. if v(x)
.= (x, u(x)) is

the graph map we have Tu = v#���. In particular, it is possible to prove, see [5, Prop. 6.8]
that Tu is stationary for the energy (1.1) if and only if u solves the following equations:

∫
�

〈Df (Du), Dv〉dx = 0, ∀v ∈ C1
c (�,Rn) (1.3)

and

∫
�

〈Df (Du), DuDφ〉dx −
∫

�

f (Du) div φ dx = 0, ∀φ ∈ C1
c (�,Rm). (1.4)

The Euler–Lagrange equation (1.3) corresponds to variations of the form

d

dε
|ε=0E f (u + εv) = 0,

usually called outer variations, and (1.4) corresponds to variations of the form

d

dε
|ε=0E f (u ◦ (x + ε
)) = 0,
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called inner (or domain) variations. The second step is to study (1.3) and (1.4) from the point
of view of differential inclusions. This amounts to rewrite (1.3)–(1.4) equivalently as

⎛
⎝ Du

A
B

⎞
⎠ ∈ K f

.=
⎧⎨
⎩C ∈ R

(2n+m)×m : C =
⎛
⎝ X

Df (X)

XT D f (X) − f (X) id

⎞
⎠
⎫⎬
⎭ , (1.5)

for A ∈ L∞(�,Rn×m), B ∈ L∞(�,Rm) with div(A) = 0, div(B) = 0.
This paper focuses on the same problem as [5], i.e. regularity of stationary points for

geometric integrands, but with the addition of considering graphs with arbitrary positive
multiplicity. This of course enlarges the class of competitors and might allow for more
flexibility in the regularity of solutions. In particular, we consider polyconvex functions f ,
i.e.

f (X) = g(X ,
(X)),

where g ∈ C1(Rk) is a convex function and 
 : Rn×m → R
k is the vector containing all the

minors (subdeterminants) of order larger than or equal to 2 of X ∈ R
n×m . In analogy with

(1.3)–(1.4), we will be interested in the following system of PDEs
⎧⎪⎪⎨
⎪⎪⎩

∫
�

〈Df (Du), Dv〉βdx = 0 ∀v ∈ C1
c (�,Rn)

∫
�

〈Df (Du), DuDφ〉β dx −
∫

�

f (Du) div φβ dx = 0 ∀φ ∈ C1
c (�,Rm).

(1.6)

for a Lipschitz map u ∈ Lip(�,Rn), and a Borel function β ∈ L∞(�,R+). The study of
objects with multiplicity is rather natural in the context of stationary rectifiable varifolds or
currents. When dealing with these objects, one is interested in showing a so-called constancy
theorem, see [23, Theorem 8.4.1]. A constancy theorem in the sense of [23, Theorem 8.4.1]
asserts that if a stationary (for the area) varifold of dimension m has support contained in a
C2 manifold of the same dimension, then the varifold must be given by a fixed multiple of
the manifold, so that in particular the multiplicity must be constant. In [10], it was shown that
instead of C2, even Lipschitz regularity of the manifold is sufficient to guarantee the validity
of the Constancy Theorem. This is connected to the following algebraic fact. If a C2 map
u solves (1.3), then it necessarily solves also (1.4), hence the system (1.3)-(1.4) reduces to
equation (1.3). Nonetheless, if u ∈ C2 and solves (1.6) for a bounded multiplicity β, then it
is not anymore true that u automatically solves the first. One therefore would like to show a
priori that the multiplicity is constant and subsequently one is again in the situation given by
(1.3)-(1.4). As for regularity theorems, no general constancy result is known at the moment
for general functionals, except for the codimension one case, see [7].

As said, the tools we use are the same as the ones of [5], namely we rewrite (1.6) as

⎛
⎝ Du

A
B

⎞
⎠ ∈ C f

.=
⎧⎨
⎩C ∈ R

(2n+m)×m : C =
⎛
⎝ X

βDf (X)

βXT D f (X) − β f (X) id

⎞
⎠ , for some β > 0

⎫⎬
⎭ ,

(1.7)
again for A ∈ L∞(�,Rn×m), B ∈ L∞(�,Rm) with div(A) = 0, div(B) = 0. Our result
is twofold. First, we will show that, if f is assumed to be non-negative, then the same result
as [5, Theorem 1] holds, namely in C f there are no T ′

N configurations. Secondly, we show
the optimality of this result by proving that if we drop the hypothesis on the positivity of f ,
one can not only embed a special family of matrices in C f , but one can actually construct a
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stationary current for the energy give in (1.1) whose support lies on the graph of a Lipschitz
and nowhereC1 map. In order to formulate properly these results, we need some terminology
concerning differential inclusions.

Differential inclusions are relations of the form

M(x) ∈ K ⊂ R
n×m a.e. in � (1.8)

for M ∈ L∞(�,Rn×m) satisfying A (M) = 0 in the weak sense for some constant coeffi-
cients, linear differential operator A (·). To every operator A (·), one can associate a wave
cone, denoted with �A , that is made of those directions A in which it is possible to have
plane wave solution, i.e. A ∈ �A if and only if there exists ξ ∈ R

m such that

A (h((x, ξ))A) = 0, ∀h ∈ C1(R).

In this work, we will not need to consider various differential operators, as we will only work
with the mixed div-curl operator introduced in (1.5). In that case, we denote the cone with
�dc and we will introduce it in detail in Sect. 2.1. Due to the connection of the wave-cone
to the existence of oscillatory solutions of (1.8), a very first step to exclude wild solutions of
(1.8) is to check that

A − B /∈ �A , ∀A, B ∈ K . (1.9)

This is usually quite simple to verify, and indeed we will show in Proposition 3.1 that, if f
is positive, then (1.9) holds with �A = �dc and K replaced by C f . Property (1.9) is in
general not sufficient to guarantee good regularity properties of solution of (1.8). Indeed, in
[20], S. Müller and V. Šverák constructed a striking counterexample to elliptic regularity for
solutions of

Dv(x) ∈ K ′
f

.=
{
C ∈ R

4×2 : C =
(

X
Df (X)J

)}
⊂ R

4×2, (1.10)

where the function f ∈ C∞(R2×2) is quasiconvex (for the definition of quasiconvex function,
we refer the reader to [20]), and J is amatrix satisfying J = −J T and J 2 = − id. In particular,
they were able to show that there exists a Lipschitz and nowhere C1 function v : � ⊂ R

2 →
R
4 satisfying the differential inclusion (1.10). Their strategy was subsequently improved by

L. Székelyhidi in [24] showing that f can be chosen polyconvex. In both cases, K ′
f does not

contain rank one connections, i.e.

rank(A − B) = 2, ∀A, B ∈ K ′
f ,

and this can proved to be equivalent to (1.9) in the case A = curl. Their strategy was based
on showing that in K ′

f other suitable families of matrices could be embedded, the so-called
TN configurations. In our situation, since we are dealing with mixed div-curl operators, we
need to consider a slightly different version of TN configurations, that we have named T ′

N
configurations in [5]. We postpone the definition of TN and T ′

N configurations to Sect. 2, but
we are finally able to formally state our main positive result:

Theorem If f ∈ C1(Rn×m) is a strictly polyconvex function, then C f does not contain any
set {A1, . . . , AN } ⊂ R

(2n+m)×m which induces a T ′
N configuration, provided that f (X1) ≥

0, . . . , f (XN ) ≥ 0, if

Ai =
⎛
⎝ Xi

Yi
Zi

⎞
⎠ , Xi , Yi ∈ R

n×m, Zi ∈ R
m×m,∀i ∈ {1, . . . , N }.
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This result, as [5, Theorem 1], shows that it is not possible to apply the convex integration
methods of [20,24] to prove the existence of an irregular solution of the system (1.6). This
theorem is stronger than [5, Theorem 1], in the sense that we are able to show [5, Theorem 1]
as a corollary:

Corollary If f ∈ C1(Rn×m) is a strictly polyconvex function (not necessarily non-negative),
then K f does not contain any set {A1, . . . , AN } which induces a T ′

N configuration.

Finally, in Sect. 4, we show the optimality of the hypothesis of non-negativity of the
previous theorem by proving the following:

Theorem There exists a smooth and elliptic integrand � : �2(R
4) → R such that the asso-

ciated energy � admits a stationary point T whose (integer) multiplicities are not constant.
Moreover the rectifiable set supporting T is given by a graph of a Lipschitz map u : � → R

2

that fails to be C1 in any open subset V ⊂ �.

The last Theorem is obtained by embedding in the differential inclusion (1.7) what has
been named in [13] large TN configuration. Following the strategy of [24], we do not a
priori choose a polyconvex f ∈ C∞(R2×2), but rather we construct it in such a way that C f

already contains this special family of matrices. Once the polyconvex function f has been
built, we prove an extension result for f to the Grassmanians, thus obtaining the integrand
� of the statement of the Theorem. The extension results are quite simple and might be
of independent interest. The construction of our counterexample can not be carried out in
the varifold setting. The reason is quite elementary, as the integrand � we would need to
construct in the varifold case should be even, convex and positively 1-homogeneous, hence
positive. We refer the reader to Remark 5.6 for more details. Moreover, let us point out that
positivity of the integrand is a necessary assumption when studying existence of minima, but
to the best of our knowledge there is no available example for it to be a necessary assumption
also when studying regularity properties of stationary points.

The paper is organized as follows. In Sect. 2, we recall the statements of our main results
in the case of non-negative integrands f and we collect some crucial preliminary results
of [5]. The proof of the main results in the positive case, i.e. Proposition 3.1, Theorem 3.3
and Corollary 3.4, will be given in Sect. 3. In Sect. 4, we provide a counterexample to
regularity when dropping the hypothesis of positivity of the integrand. Some lemmas of
Sect. 4 concerning the extension of polyconvex functions to the Grassmaniann manifold can
be easily extended to general dimension and codimensions. Therefore, we give the proof of
these general versions in Sect. 5. Finally, the appendix contains a concise introduction to the
tools of geometric measure theory used along the paper.

2 Positive case: absence of TN configurations

In this section we collect some preliminary results proved in [5], that will be essential for the
proofs of the next section.

2.1 Div-curl differential inclusions, wave cones and inclusion sets

In this subsection, we explain how to rephrase the system (1.3)–(1.4) as a differential inclu-
sion. As recalled in the introduction, the Euler–Lagrange equations defining stationary points
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for energies E f are the couple of equations (1.3), (1.4), that can be written in the classical
form: {

div(Df (Du)) = 0

div(DuT D f (Du) − f (Du) id) = 0

Thus we are lead to study the following div-curl differential inclusion for a triple of maps
X , Y ∈ L∞(�,Rn×m) and Z ∈ L∞(�,Rm×m):

curl X = 0, div Y = 0, div Z = 0 , (2.1)

W
.=
⎛
⎝ X

Y
Z

⎞
⎠ ∈ K f =

⎧⎨
⎩A ∈ R

(2n+m)×m : A =
⎛
⎝ X

Df (X)

XT D f (X) − f (X) id

⎞
⎠
⎫⎬
⎭ , (2.2)

where f ∈ C1(Rn×m) is a fixed function.
Moreover, we also consider the following more general system of PDEs, for u ∈

Lip(�,Rn) and a Borel map β ∈ L∞(�, (0,+∞)):

⎧⎪⎪⎨
⎪⎪⎩

∫
�

〈Df (Du), Dv〉βdx = 0 ∀v ∈ C1
c (�,Rn)

∫
�

〈Df (Du), DuDφ〉βdx −
∫

�

f (Du) div φβ dx = 0 ∀φ ∈ C1
c (�,Rm).

(2.3)

This system is equivalent to the stationarity in the sense of varifolds of the varifold V =
��u, β�, where �u is the graph of u. This is discussed in Sect. A.5. The div-curl differential
inclusion associated to this system is, again for a triple of maps X , Y ∈ L∞(�,Rn×m) and
Z ∈ L∞(�,Rm×m):

curl X = 0, div Y = 0, div Z = 0 , (2.4)

W
.=
⎛
⎝ X

Y
Z

⎞
⎠ ∈ C f (2.5)

where

C f =
⎧⎨
⎩C ∈ R

(2n+m)×m : C =
⎛
⎝ X

βDf (X)

βXT D f (X) − β f (X) id

⎞
⎠ , for some β > 0

⎫⎬
⎭ , (2.6)

This discussion proves the following

Lemma 2.1 Let f ∈ C1(Rn×m). A map u ∈ Lip(�,Rn) is a stationary point of the energy
(1.2) if and only if there are matrix fields Y ∈ L∞(�,Rn×m) and Z ∈ L∞(�,Rm×m) such
that W = (Du, Y , Z) solves the div-curl differential inclusion (2.1)–(2.2).

Moreover, the couple (u, β) ∈ Lip(�,Rn) × L∞(�, (0,+∞)) solves (2.3) if and
only there are matrix fields Y ∈ L∞(�,Rn×m) and Z ∈ L∞(�,Rm×m) such that
W = (Du, Y , Z) solves the div-curl differential inclusion (2.4)–(2.5).

Finally, we introduce here the wave-cone associated to the mixed div-curl operator that is
relevant for us.
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Definition 2.2 The cone �dc ⊂ R
(2n+m)×m consists of the matrices in block form⎛

⎝ X
Y
Z

⎞
⎠

with the property that there is a direction ξ ∈ S
m−1 and a vector u ∈ R

n such that X = u⊗ξ ,
Y ξ = 0 and Zξ = 0.

2.2 TN configurations and T′
N configurations

We start defining TN configurations for classical curl-type differential inclusions.

Definition 2.3 An ordered set of N ≥ 2 distinct matrices {Xi }Ni=1 ⊂ R
n×m is said to induce

a TN configuration if there exist matrices P,Ci ∈ R
n×m and real numbers ki > 1 such that:

(a) each Ci belongs to the wave cone of curl X = 0, namely rank(Ci ) ≤ 1 for each i ;
(b)

∑
i Ci = 0;

(c) X1, . . . , XN , P and C1, . . . ,CN satisfy the following N linear conditions

X1 = P + k1C1,

X2 = P + C1 + k2C2,

. . .

. . .

XN = P + C1 + · · · + kNCN .

(2.7)

In the rest of the chapter we will use the word TN configuration for the data

P,C1, . . . ,CN , k1, . . . kN .

We will moreover say that the configuration is nondegenerate if rank(Ci ) = 1 for every i .

As in [5], we give a slightly more general definition of TN configuration than the one
usually given in the literature (cf. [20,24,25]), in that we drop the requirement that there
are no rank-one connections between distinct Xi and X j . We refer the reader to [5] for
discussions concerning TN configurations.

Adapted to the div-curl operator we introduce T ′
N configurations, originally introduced in

[5].

Definition 2.4 A family {A1, . . . , AN } ⊂ R
(2n+m)×m of N ≥ 2 distinct

Ai
.=
⎛
⎝ Xi

Yi
Zi

⎞
⎠

induces a T ′
N configuration if there are matrices P, Q,Ci , Di ∈ R

n×m , R, Ei ∈ R
m×m and

coefficients ki > 1 such that⎛
⎝ Xi

Yi
Zi

⎞
⎠ =

⎛
⎝ P

Q
R

⎞
⎠ +

⎛
⎝ C1

D1

E1

⎞
⎠ + · · · +

⎛
⎝ Ci−1

Di−1

Ei−1

⎞
⎠ + ki

⎛
⎝ Ci

Di

Ei

⎞
⎠ (2.8)

and the following properties hold:
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(a) each element (Ci , Di , Ei ) belongs to the wave cone �dc of (2.1);
(b)

∑

 C
 = 0,

∑

 D
 = 0 and

∑

 E
 = 0.

We say that the T ′
N configuration is nondegenerate if rank(Ci ) = 1 for every i .

We collect here some simple consequences of the definition above.

Proposition 2.5 Assume A1, . . . , AN induce a T ′
N configuration with P, Q, R,Ci , Di , Ei

and ki as in Definition 2.4. Then:

(i) {X1, . . . , XN } induce a TN configuration of the form (2.7), if they are distinct; moreover
the T ′

N configuration is nondegenerate if and only if the TN configuration induced by
{X1, . . . , XN } is nondegenerate;

(ii) For each i there is an ni ∈ S
m−1 and a ui ∈ R

n such that Ci = ui ⊗ ni , Dini = 0 and
Eini = 0;

(iii) trCT
i Di = 〈Ci , Di 〉 = 0 for every i .

2.3 Strategy

Before starting with the proof of the main result of this chapter, it is convenient to explain the
strategywe intend to follow. In order to do so, let us consider here the case n = m = 2, N = 5.
Suppose by contradiction that there exists a strictly polyconvex function f : R2×2 → R,
f (X) = g(X , det(X)) and a T ′

5 configuration A1, A2, A3, A4, A5,

Ai =
⎛
⎝ Xi

Yi
Zi

⎞
⎠ , ∀i ∈ {1, . . . , 5},

where Xi , Yi , Zi fulfill the relations of (2.8), i.e.⎛
⎝ Xi

Yi
Zi

⎞
⎠ =

⎛
⎝ P

Q
R

⎞
⎠ +

⎛
⎝ C1

D1

E1

⎞
⎠ + · · · +

⎛
⎝ Ci−1

Di−1

Ei−1

⎞
⎠ + ki

⎛
⎝ Ci

Di

Ei

⎞
⎠ .

We will see below that we can without loss of generality assume that P = 0. The first part of
the strategy follows the same lines of the one of [5]. Indeed, we think the relations Ai ∈ C f ,
∀i , where C f has been defined in (2.6), as two separate pieces of information:

(
Xi

Yi

)
∈ K ′

f =
{
A ∈ R

4×2 : A =
(

X
βDf (X)

)
, β > 0, X ∈ R

2×2
}

(2.9)

and
Zi = XT

i Yi − βi f (Xi ) id . (2.10)

Let us denote with ci
.= f (Xi ). As in [5], we use (2.9) to obtain inequalities involving Xi , Yi

and quantities involving f . These are deduced from the polyconvexity of f , analogously to
[24, Lemma 3]. In particular, (2.9) is rewritten as

ci − c j + 1

βi
〈Yi , X j − Xi 〉 − di det(Xi − X j ) < 0, (2.11)

for di
.= ∂y5g(y1, y2, y3, y4, y5)|(Xi ,det(Xi )). This is proved in Proposition 2.9. The final goal

is to prove that these inequalities cannot be fulfilled at the same time.As in [5],we can simplify
(2.11) using the structure result on TN configurations in R

2×2 of [25, Proposition 1]. This
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asserts, in the specific case of the ongoing example, the existence of 5 vectors (t i1, . . . , t
i
5), i ∈

{1, . . . , 5} with positive components, such that

5∑
j=1

t ij det(X j − Xi ) = 0, ∀i ∈ {1, . . . , 5}. (2.12)

If we use this result in (2.11), we can eliminate from the expression the variable di , thus
obtaining

νi
.=

5∑
j=1

t ij

(
ci − c j + 1

βi
〈Yi , X j − Xi 〉 − di det

(
Xi − X j

))

=
5∑
j=1

t ij

(
ci − c j + 1

βi
〈Yi , X j − Xi 〉

)
< 0, ∀i ∈ {1, . . . , 5},

compare Corollary 2.10. In [5], [25, Proposition 1] was extended to TN configurations in
R
n×m , so that relations (2.12) remain true in every dimension and target dimension. This

extension is recalled in Proposition 2.8. Despite being very useful, the last simplification
can not conclude the proof. Indeed, up to now we have exploited (2.9) and the fact that
{X1, . . . , X5} induce a T5 configuration, but, if βi = 1,∀i , this is the exact same situation
of [24]. Since from that paper we know the existence of T5 configurations in K ′

f , clearly we
can not reach a contradiction at this point of the strategy. This is where the inner variations
come into play. We rewrite (2.10) using the definition of T ′

5 configuration and, after some
manipulations, we find that the numbers

μi
.=

5∑
j=1

t ij (〈Xi − X j , Yi 〉 − βi ci + β j c j )

must all be 0. For the index I such that βI = mini βi , and essentially using the positivity of
c j , we find that

0 = −μI =
5∑
j=1

t Ij (〈X j − XI , YI 〉 + βI cI − β j c j )

≤
5∑
j=1

t Ij (〈X j − XI , YI 〉 + βI cI − βI c j ) = βI νI ,

which is in contradiction with the negativity of νI .

2.4 Preliminary results: TN configurations

To follow the strategy explained in Sect. 2.3, we need to recall the extension of [25, Proposi-
tion 1] proved in [5]. Here we will only recall the essential results without proof, we refer the
interested reader to [5] for the details. First, it is possible to associate to a set TN -configuration
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of the form (2.7), i.e.
X1 = P + k1C1,

X2 = P + C1 + k2C2,

. . .

. . .

XN = P + C1 + · · · + kNCN ,

a defining vector (λ, μ) ∈ R
N+1, see [5, Definition 3.7], defined as follows:

μ
.= k1 . . . kN

(k1 − 1) . . . (kN − 1)
and λi

.= k1 . . . ki−1

(μ − 1)(k1 − 1) . . . (ki−1 − 1)
. (2.13)

These relations can be inverted, in fact one can express

ki = μλ1 + · · · + μλi + λi+1 · · · + λN

(μ − 1)λi
. (2.14)

Since ki > 1,∀i ∈ {1, . . . , N }, (2.13) implies that λi > 0,∀i, μ > 1 and also∑
i

λi = 1.

As in [25, Proposition 1], we define N vectors of RN with positive components

t i
.= 1

ξi
(μλ1, . . . , μλi−1, λi , . . . , λN ), for i ∈ {1, . . . , N }, (2.15)

where ξi > 1 are normalization constants chosen in such a way that ‖t i‖1 = 1. For a vector
v = (v1, . . . , vN ) ∈ R

N ,

‖v‖1 =
N∑
j=1

|v j |.

The importance of these vectors t i comes from [25, Proposition 1], where it is proved that,
for a TN configuration of the form (2.7) in R

2×2,

N∑
j=1

t ij X j = P + C1 + · · · + Ci−1 (2.16)

Moreover, the following relation holds for every i :

det

⎛
⎝ N∑

j=1

t ij X j

⎞
⎠ =

N∑
j=1

t ij det(X j ) . (2.17)

We need to state the generalization of the previous relations for TN configurations of any
size. In [5, Lemma 3.10] it was proved this general Linear Algebra result:

Lemma 2.6 Assume the real numbersμ > 1, λ1, . . . , λN > 0 and k1, . . . , kN > 1 are linked
by the formulas (2.13). Assume v, v1, . . . , vN , w1, . . . , wN are elements of a vector space
satisfying the relations

wi = v + v1 + . . . + vi−1 + kivi (2.18)

0 = v1 + . . . + vN . (2.19)
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If we define the vectors t i as in (2.15), then∑
j

t ijw j = v + v1 + . . . + vi−1 . (2.20)

This lemma allows to generalize (2.16) and (2.17), compare [5, Proposition 3.8]. To state
this result, we need some notation concerning multi-indexes. We will use I for multi-indexes
referring to ordered sets of rows of matrices and J for multi-indexes referring to ordered sets
of columns. In our specific case, where we deal with matrices in Rn×m we will thus have

I = (i1, . . . , ir ), 1 ≤ i1 < · · · < ir ≤ n ,

and J = ( j1, . . . , js), 1 ≤ j1 < · · · < js ≤ m

and we will use the notation |I | .= r and |J | .= s. In the sequel we will always have r = s.

Definition 2.7 We denote by Ar the set

Ar = {(I , J ) : |I | = |J | = r}, 1 ≤ r ≤ min(n,m).

For a matrix M = (mi j ) ∈ R
n×m and for Z ∈ Ar of the form Z = (I , J ), we denote by MZ

the squared r × r matrix obtained by M considering just the elements mi j with i ∈ I , j ∈ J
(using the order induced by I and J ).

We are finally in position to state [5, Proposition 3.8].

Proposition 2.8 Let {X1, . . . , XN } ⊂ R
n×m induce a TN configuration as in (2.7) with

defining vector (λ, μ). Define the vectors t1, . . . , t N as in (2.15) and for every Z ∈ Ar of
order 1 ≤ r ≤ min{n,m} define the minor S : Rn×m � X �→ S(X)

.= det(X Z ) ∈ R. Then

N∑
j=1

t ijS(X j ) = S
⎛
⎝ N∑

j=1

t ij X j

⎞
⎠ = S(P + C1 + · · · + Ci−1) . (2.21)

and Aμ
Zλ = 0.

It is clear that the previous result extends (2.16) and (2.17) to all the minors.

2.5 Preliminary results: inclusion set associated to polyconvex functions

As in [5, Section 4], we write a necessary condition for a set of distinct matrices Ai ∈ R
2n×m

Ai
.=
(
Xi

Yi

)
, (2.22)

to belong to a set of the form

K ′
f

.=
{(

X
Df (X)

)
: X ∈ R

n×m
}

(2.23)

for some strictly polyconvex function f : Rn×m → R. First, introduce the following notation,
that is the same as in [5]. Let f : Rn×m → R be a strictly polyconvex function of the form
f (X) = g(
(X)), where g ∈ C1(Rk) is strictly convex and 
 is the vector of all the
subdeterminants of X , i.e.


(X) = (X , v1(X), . . . , vmin(n,m)(X)),
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and

vs(X) = (det(XZ1), . . . , det(XZ#As
))

for some fixed (but arbitrary) ordering of all the elements Z ∈ As . Variables of Rk , and
hence partial derivatives in R

k , are labeled using the ordering induced by 
. The first nm
partial derivatives, corresponding in
(X) to X , are collected in a n×m matrix denoted with
DXg. The j-th partial derivative, mn + 1 ≤ j ≤ k, is instead denoted by ∂Z g, where Z is
the element of As corresponding to the j-th position of 
. Let us make an example in low
dimension: if n = 3,m = 2, then k = 9, and we choose the ordering of 
 to be


(X) = (X , det(X(12,12)), det(X(13,12)), det(X(23,12))).

In this case, y ∈ R
k has coordinates

y = (y11, y12, y21, y22, y31, y32, y(12,12), y(13,12), y(23,12)).

The partial derivatives with respect to the first 6 variables are collected in the 3 × 2 matrix:

DXg =
⎛
⎝ ∂11g ∂12g

∂21g ∂22g
∂31g ∂32g

⎞
⎠

The partial derivatives with respect to the remaining variables are denoted as ∂(12,12)g,
∂(13,12)g and ∂(23,12)g, i.e. following the ordering induced by 
. Finally, for a matrix
A ∈ R

r×r , we denote with cof(A) the matrix defined as

cof(A)i j = (−1)i+ j det(Mji (A)),

where Mji (A) denotes the (n − 1) × (n − 1) submatrix of A obtained by eliminating from
A the j-th row and the i-th column. In particular, the following relation holds

cof(A)A = A cof(A) = det(A) idr .

We are ready to state the following:

Proposition 2.9 Let f : Rn×m → R be a strictly polyconvex function of the form f (X) =
g(
(X)), where g ∈ C1 is strictly convex and 
 is the vector of all the subdeterminants of
X, i.e.


(X) = (X , v1(X), . . . , vmin(n,m)(X)),

and

vs(X) = (det(XZ1), . . . , det(XZ#As
))

for some fixed (but arbitrary) ordering of all the elements Z ∈ As . If Ai ∈ K ′
f and Ai �= A j

for i �= j , then Xi , Yi = Df (Xi ) and ci = f (Xi ) fulfill the following inequalities for every
i �= j :

ci − c j + 〈Yi , X j − Xi 〉 −
min(m,n)∑

r=2

∑
Z∈Ar

diZ

(
〈cof(X Z

i )T , X Z
j − X Z

i 〉 − det(X Z
j ) + det(X Z

i )
)

< 0,

(2.24)

where diZ = ∂Z g(
(Xi )).
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This result was proved in [5, Proposition 4.1]. We now introduce the set

C ′
f

.=
{
C ′ ∈ R

2n×m : C ′ =
(

X
βDf (X)

)
, for some β > 0

}
.

Notice that C ′
f is the projection of C f on the first 2n × m coordinates. We immediately

obtain from the previous proposition and the definition of C ′
f that

Ai ∈ C ′
f , ∀i ∈ {1, . . . , N }

if and only if there exist numbers βi > 0,∀i , such that

ci − c j + 1

βi
〈Yi , X j − Xi 〉 −

min(m,n)∑
r=2

∑
Z∈Ar

diZ

(
〈cof(X Z

i )T , X Z
j − X Z

i 〉 − det(X Z
j ) + det(X Z

i )
)

< 0.

(2.25)

The expressions in (2.25) can be simplified when the matrices X1, . . . , XN induce a TN
configuration:

Corollary 2.10 Let f be a strictly polyconvex function and let A1, . . . , AN bedistinct elements
of K ′

f with the additional property that {X1, . . . , XN } induces a TN configuration of the form
(2.7) with defining vector (μ, λ). Then,

ci −
∑
j

t ij c j − ki
βi

〈Yi ,Ci 〉 < 0, ∀i ∈ {1, . . . , N }, (2.26)

where the ti ’s are given by (2.15).

This corresponds to [5, Corollary 4.3], and concludes the list of preliminary results needed
for the results of this paper.

3 Positive case: proof of themain results

Before checking whether the inclusion set C f contains TN or T ′
N configurations, we need to

exclude more basic building block for wild solutions, such as rank-one connections or, as in
this case, �dc-connections in C f . It is rather easy to see, compare for instance [24], that if
f is strictly polyconvex, then for A, B ∈ K f it is not possible to have

A − B ∈ �dc.

Indeed the same result holds even considering K ′
f . To prove this, it is sufficient to observe

that if X , Y ∈ R
n×m are rank-one connected, i.e. for some u ∈ S

m−1

(X − Y )v = 0, ∀v ⊥ u, (3.1)

and
(Df (X) − Df (Y ))u = 0, (3.2)

then

〈Df (X) − Df (Y ), X − Y 〉 =
m∑
i=1

((Df (X) − Df (Y ))ui , (X − Y )ui )

(3.1)= ((Df (X) − Df (Y ))u, (X − Y )u)
(3.2)= 0,
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where {u1, . . . , um} is an orthonormal basis of Rm with u1 = u. On the other hand, since f
is strictly polyconvex, it is easy to see that

〈Df (X) − Df (Y ), X − Y 〉 > 0

if rank(X − Y ) = 1. The first result of this section shows that this result holds also for C f ,
provided f is positive.

Proposition 3.1 Let f be strictly polyconvex. If

A =
⎛
⎝ X

Y
Z

⎞
⎠ , B =

⎛
⎝ X ′

Y ′
Z ′

⎞
⎠ ∈ C f ,

and f (X) ≥ 0, f (X ′) ≥ 0, then

A − B /∈ �dc.

Proof Suppose by contradiction that there exist

A =
⎛
⎝ X

Y
Z

⎞
⎠ ∈ C f , B =

⎛
⎝ X ′

Y ′
Z ′

⎞
⎠ =

⎛
⎝ X + C
Y + D
Z + E

⎞
⎠ ∈ C f ,

with c
.= f (X) ≥ 0, c′ .= f (X ′) ≥ 0, and there is a vector ξ ∈ R

m with ‖ξ‖ = 1 such that
for every v ⊥ ξ ,

Cv = 0, Dξ = 0, Eξ = 0.

Now we can use the so-called Matrix Determinant Lemma 3.2 to see that the expressions
found in (2.25) evaluated at

A1 =
(
X
Y

)
, A2 =

(
X + C
Y + D

)
,

yield the following inequalities:

c − c′ − 1

β
〈X − X ′, Y 〉 < 0, (3.3)

c′ − c − 1

β ′ 〈X ′ − X , Y ′〉 < 0. (3.4)

Moreover by assumption (Z ′ − Z)ξ = 0, i.e.

(Z ′ − Z)ξ = 0 = (X ′)T Y ′ξ − XT Y ξ − (c′β ′ − cβ)ξ.

Thus, using (Y ′ − Y )ξ = 0,

0 = (X ′ − X)T Y ′ξ − (c′β ′ − cβ)ξ = 〈C, Y 〉ξ − (c′β ′ − cβ)ξ,

that yields, since ‖ξ‖ = 1,
〈C, Y 〉 = c′β ′ − cβ. (3.5)

In the previous lines we have used the fact that

(X ′ − X)T Y ′ξ = CT (Y + D)ξ = CT Y ξ,
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and, since C is of rank one with Cv = 0,∀v ⊥ ξ ,

CT Y ξ = 〈C, Y 〉ξ.

Exploiting (3.5), we rewrite (3.3) as

c − c′ − 1

β
〈X − X ′, Y 〉 = c − c′ + 1

β
〈C, Y 〉 = c − c′ + 1

β
(c′β ′ − cβ) < 0, (3.6)

and (3.4) as

c′ − c − 1

β ′ 〈C, Y 〉 = c′ − c − 1

β ′ (c
′β ′ − cβ) < 0 (3.7)

From (3.6), we infer

βc − βc′ + (c′β ′ − cβ) < 0 ⇔ c′(β ′ − β) < 0

and from (3.7)

β ′c′ − β ′c − (c′β ′ − cβ) < 0 ⇔ c(β − β ′) < 0.

Since c ≥ 0 and c′ ≥ 0, we get a contradiction. ��
Let us recall the Matrix Determinant Lemma used in the proof of the last proposition:

Lemma 3.2 Let A, B be matrices in R
m×m, and let rank(B) ≤ 1. Then,

det(A + B) = det(A) + 〈cof(A)T , B〉.
Now that we have excluded �dc-connections, we can ask ourselves the same question

concerning T ′
N configurations. In particular we want to prove the main Theorem of this part

of the paper:

Theorem 3.3 If f ∈ C1(Rn×m) is a strictly polyconvex function, thenC f does not contain any
set {A1, . . . , AN } ⊂ R

(2n+m)×m which induces a T ′
N configuration, provided that f (X1) ≥

0, . . . , f (XN ) ≥ 0, if

Ai =
⎛
⎝ Xi

Yi
Zi

⎞
⎠ , Xi , Yi ∈ R

n×m, Zi ∈ R
m×m,∀i ∈ {1, . . . , N }.

At the end of the section we will show the following

Corollary 3.4 If f ∈ C1(Rn×m) is strictly polyconvex, then K f does not contain any set
{A1, . . . , AN } which induces a T ′

N configuration.

Let us fix the notation. We will always consider T ′
N configurations of the following form:

Ai
.=
⎛
⎝ Xi

Yi
Zi

⎞
⎠ , Xi , Yi ∈ R

n×m, Zi ∈ R
m×m, (3.8)

with:

Xi = P +
i−1∑
j=1

C j + kiCi , Yi = Q +
i−1∑
j=1

Dj + ki Di , Zi = R +
i−1∑
j=1

E j + ki Ei , (3.9)

and we denote with ni ∈ S
m−1 the vectors such that

Dini = 0, Eini = 0,Civ = 0, ∀v ⊥ ni , ∀1 ≤ i ≤ N .
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3.1 Idea of the proof

Before proving the theorem, let us give an idea of the key steps of the proof. First of all, in
Lemma 3.5, we will see that without loss of generality we can choose P = 0. As already
explained in Sect. 2.3, we want to prove that the system of inequalities

νi
.= βi ci −

∑
j

βi t
i
j c j − ki 〈Yi ,Ci 〉 < 0,∀i , (3.10)

cannot be fulfilled at the same time. This gives a contradiction with Corollary 2.10. In
particular, we show that for the index σ such that βσ = min j β j ,

νσ ≥ 0.

To do so, we prove that the quantities

μi
.= −βi ci +

∑
j

β j t
i
j c j + ki 〈Yi ,Ci 〉 (3.11)

equal to 0 for every i . Then, choosing σ as above and exploiting the positivity of c j ,∀ j , we
estimate

0 = −μσ = βσ cσ −
∑
j

β j t
σ
j c j − kσ 〈Yσ ,Cσ 〉 ≤ βσ cσ −

∑
j

βσ t
σ
j c j − kσ 〈Yσ ,Cσ 〉 = νσ .

(3.12)
This will then yield the required contradiction. In order to show μi = 0,∀1 ≤ i ≤ N , we
consider N matrices Mi defined as

Mi
.= μ

∑
j≤i−1

α jC
T
j D j +

∑
j≥i

α jC
T
j D j ,

where μ > 1 is part of the defining vector of the TN configuration {X1, . . . , XN },
compare 2.13, and α j are real numbers. We prove that for numbers ξ j > 0, a subset
Ii ⊂ {ξ1μ1, . . . , ξNμN } is made of generalized eigenvalues of Mi , see (3.24). This is
achieved thanks to Lemma 3.6. Since Mi is trace-free, as can be seen by the structure of
C j and Dj , we will find N relations of the form

∑
ξ jμ j∈Ii

ξ jμ j = 0.

This can be read as the equations for the kernel for a specific matrix N × N matrix, W .
Proving that W has trivial kernel will yield ξ jμ j = 0,∀ j , and thus μ j = 0 since ξ j > 0.
The proof of the invertibility of W is the content of the last Lemma 3.10.

3.2 Proof of Theorem 3.3

Lemma 3.5 If f is a strictly polyconvex function such that Ai ∈ C f , ∀1 ≤ i ≤ N and
f (Xi ) ≥ 0,∀1 ≤ i ≤ N, then there exists another strictly polyconvex function F such that
the T ′

N configuration Bi defined as

Bi =
⎛
⎝ Xi − P

Yi
Zi − PT Yi

⎞
⎠

satisfies Bi ∈ CF , for every 1 ≤ i ≤ N and moreover F(Xi − P) ≥ 0,∀i .
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Proof Simply define the new polyconvex function F(X) by F(X)
.= f (X + P). Clearly the

newly defined family {B1, . . . BN } still induces a T ′
N configuration, and it is straightforward

that Bi ∈ CF . Moreover, this does not affect positivity, in the sense that F(Xi − P) =
f (Xi − P + P) = f (Xi ) ≥ 0. ��
Lemma 3.6 Suppose Ai ∈ C f , ∀i , and P = 0. Then, for every i ∈ {1, . . . , N }:

N∑
j=1

k j (k j − 1)t ijC
T
j D j ni =

⎛
⎝ki 〈Ci , Yi 〉 − βi ci +

N∑
j=1

β j t
i
j c j

⎞
⎠ ni

(3.11)= μi ni , ∀i = 1, . . . , N ,

where ti is the vector defined in (2.15).

Proof We need to compute the following sums:∑
j

t ij Z j =
∑
j

t ij X
T
j Y j −

∑
j

t ij c jβ j id . (3.13)

Let us start computing the sum for i = 1,
∑

j λ j XT
j Y j . First, notice that

∑
j

λ j X
T
j Y j =

∑
j

λ j X
T
j (Y j − Q) +

∑
j

λ j X
T
j Q =

∑
j

λ j X
T
j (Y j − Q),

since, by Lemma 2.6 or (2.21), ∑
j

λ j X
T
j Q = PT Q = 0.

We rewrite it in the following way:

∑
j

λ j X
T
j Y j =

∑
j

λ j X
T
j (Y j − Q)

=
N∑
j=1

λ j

⎛
⎝ ∑

1≤a,b≤ j−1

CT
a Db + k j

∑
1≤a≤ j−1

CT
a D j + k j

∑
1≤b≤ j−1

CT
j Db + k2j C

T
j D j

⎞
⎠

=
∑
i, j

gi jC
T
i D j ,

(3.14)
where we collected in the coefficients gi j the following quantities:

gi j =
{

λi ki + ∑N
r=i+1λr , if i �= j

λi k2i + ∑N
r=i+1λr , if i = j .

Using (2.14), we have, if i �= j :

gi j = g ji = λi ki +
N∑

r=i+1

λr = μ

μ − 1
.

On the other hand, again using (2.14),

gii = k2i λi +
N∑

r=i+1

λr = ki (ki − 1)λi + μ

μ − 1
.
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Using the equalities
∑


 C
 = 0 = ∑

 D
, then also

∑
i, j C

T
i D j = 0, and so

∑
i �= j C

T
i D j =

−∑
i C

T
i Di . Hence, (3.14) becomes

∑
i, j

gi jC
T
i D j = μ

μ − 1

∑
i �= j

CT
i D j +

∑
i

(
ki (ki − 1)λi + μ

μ − 1

)
CT
i Di =

∑
i

ki (ki − 1)λiC
T
i Di .

We just proved that ∑
j

λ j X
T
j Y j =

∑
j

k j (k j − 1)λ jC
T
j D j . (3.15)

Recall the definition of t i , namely

t i = 1

ξi
(μλ1, . . . , μλi−1, λi , . . . , λN ) .

By the previous computation (i = 1), it is convenient to rewrite (3.13) using (3.15) as

R +
i−1∑
j=1

E j = 1

ξi

⎛
⎝∑

j

k j (k j − 1)λ jC
T
j D j + (μ − 1)

i−1∑
j=1

λ j X
T
j Y j

⎞
⎠ −

∑
j

t ij c jβ j id .

(3.16)
In the previous equation, we have used the equality

N∑
j=1

t ij Z j = R +
i−1∑
j=1

E j , ∀i ∈ {1, . . . , N }, (3.17)

that easily follows from Lemma 2.6. Once again, let us express the sum up to i − 1 in the
following way:

i−1∑
j=1

λ j X
T
j Y j =

i−1∑
j=1

λ j X
T
j Q +

i−1∑
j=1

λ j X
T
j (Y j − Q) =

i−1∑
j=1

λ j X
T
j Q +

i−1∑
k, j

sk jC
T
k D j .

A combinatorial argument analogous to the one in the previous case gives

s

 = k2
λ
 + · · · + λi−1

= (k2
 − k
)λ
 + k
λ
 + · · · + λi−1,

sαβ = kαλα + · · · + λi−1, α �= β

Now

krλr + · · · + λi−1 = μ(
∑i−1

j=1 λ j ) + ∑N
j=i λ j

μ − 1

and so

krλr + · · · + λi−1 = (μ − 1)(
∑i−1

j=1 λ j ) + 1

μ − 1
= ξi

μ − 1
=: bi−1
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Hence

i−1∑
j=1

λ j X
T
j Y j =

i−1∑
j=1

λ j X
T
j Q

+
i−1∑
k, j

sk jC
T
k D j =

i−1∑
j=1

λ j X
T
j Q + bi−1

i−1∑
k, j

CT
k D j

+
i−1∑
j=1

k j (k j − 1)λ jC
T
j D j .

We rewrite (3.16) as

R +
i−1∑
j=1

E j = 1

ξi

⎛
⎝∑

j

k j (k j − 1)λ jC
T
j D j + ξi

i−1∑
k, j

CT
k D j

+(μ − 1)
i−1∑
j=1

(k j (k j − 1)λ jC
T
j D j + λ j X

T
j Q)

⎞
⎠

−
∑
j

β j t
i
j c j id

(3.18)

Now we substitute (3.18) in the definition (3.9) of Zi in order to compute Ei :

ki Ei + 1

ξi

⎛
⎝∑

j

k j (k j − 1)λ jC
T
j D j + ξi

i−1∑
k, j

CT
k D j + (μ − 1)

i−1∑
j=1

(k j (k j − 1)λ jC
T
j D j + λ j X

T
j Q)

⎞
⎠

−
∑
j

β j t
i
j c j id = XT

i Yi − βi ci id .

Multiply by ni the previous expression and recall that Eini = 0 to find:

1

ξi

⎛
⎝∑

j

k j (k j − 1)λ jC
T
j D j ni + ξi

i−1∑
k, j

CT
k D j ni + (μ − 1)

i−1∑
j=1

(k j (k j − 1)λ jC
T
j D j ni + λ j X

T
j Qni )

⎞
⎠

−
∑
j

β j t
i
j c j ni = XT

i Yi ni − βi ci ni .

(3.19)
Now notice that, since Dini = 0,

XT
i Yi ni = XT

i Qni +
i−1∑
j,k

CT
k D jni + ki

i−1∑
j=1

CT
i D jni + ki

i−1∑
j=1

CT
j Dini + k2i C

T
i Dini

= XT
i Qni +

i−1∑
j,k

CT
k D jni + ki

i−1∑
j=1

CT
i D jni .
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Thus (3.19) becomes

1

ξi

⎛
⎝∑

j

k j (k j − 1)λ jC
T
j D jni + (μ − 1)

i−1∑
j=1

(k j (k j − 1)λ jC
T
j D jni + λ j X

T
j Qni )

⎞
⎠

−
∑
j

β j t
i
j c j ni = XT

i Qni + ki

i−1∑
j=1

CT
i D jni − βi ci ni .

(3.20)
Now we need to compute

i−1∑
j=1

λ j X j =
i−1∑
j=1

y jC j ,

and

y j = k jλ j + · · · + λi−1 = ξi

μ − 1
, ∀ j ∈ {1, . . . , i − 1}.

Using this computation, (3.20) reads as:

1

ξi

⎛
⎝∑

j

k j (k j − 1)λ jC
T
j D jni + (μ − 1)

i−1∑
j=1

k j (k j − 1)λ jC
T
j D jni

⎞
⎠

+
i−1∑
j=1

CT
j Qni −

∑
j

β j t
i
j c j ni =

XT
i Qni + ki

i−1∑
j=1

CT
i D jni − βi ci ni .

(3.21)

Exploiting the definition of t ij , we see that we can rewrite

1

ξi

⎛
⎝∑

j

k j (k j − 1)λ jC
T
j D j ni + (μ − 1)

i−1∑
j=1

k j (k j − 1)λ jC
T
j D j ni

⎞
⎠ =

∑
j

k j (k j − 1)t ijC
T
j D j ni ,

and

XT
i Qni + ki

i−1∑
j=1

CT
i D jni −

i−1∑
j=1

CT
j Qni

=
i−1∑
j=1

CT
j Qni + kiC

T
i Qni + ki

i−1∑
j=1

CT
i D jni −

i−1∑
j=1

CT
j Qni = kiC

T
i Yi ni .

Thus (3.21) becomes

∑
j

k j (k j − 1)t ijC
T
j D jni −

∑
j

β j t
i
j c j ni = ki

i−1∑
j=1

CT
i Yi ni − βi ci ni .
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Since Civ = 0,∀v ⊥ ni , we have CT
i Yi ni = 〈Ci , Yi 〉ni , and we finally obtain the desired

equalities:

N∑
j=1

k j (k j − 1)t ijC
T
j D jni =

⎛
⎝ki 〈Ci , Yi 〉 − βi ci +

N∑
j=1

β j t
i
j c j

⎞
⎠ ni , ∀i = 1, . . . , N .

��
We are finally in position to prove the main Theorem.

Proof of Theorem 3.3 Assume by contradiction the existence of a T ′
N configuration induced

by matrices {A1, . . . , AN } of the form (3.8) which belong to the inclusion set C f of some
stictly polyconvex function f ∈ C1(Rn×m) and f (Xi ) ≥ 0 for every i . We can assume,
without loss of generality by Lemma 3.5, that

P = 0 .

Using Lemma 3.6, we find

N∑
j=1

k j (k j − 1)t ijC
T
j D jni =

⎛
⎝ki 〈Ci , Yi 〉 − βi ci +

N∑
j=1

β j t
i
j c j

⎞
⎠ ni = μi ni , ∀i . (3.22)

Define α j
.= k j (k j − 1)λ j > 0, and

Mi
.= μ

∑
j≤i−1

α jC
T
j D j +

∑
j≥i

α jC
T
j D j ,

for i ∈ {1, . . . , N }. Also set

Mi
.= μMi−N , ∀i ∈ {N + 1, . . . , 2N }.

Then, (3.22) can be rewritten as

Mini = ξiμi ni , ∀i ∈ {1, . . . , N }. (3.23)

We define ns
.= ns−N , for s ∈ {N + 1, . . . , 2N }. As explained in Sect. 3.1, the idea is to

show that a subset of the vectors n j are generalized eigenvectors and a subset of ξ jμ j are
generalized eigenvalues of Mi . In particular, for every i ∈ {1, . . . , N }, we want to show the
following equalities:{

Mini+a = ξi+aμi+ani+a + vi,a, if a : i ≤ i + a ≤ N

Mini+a = μξi+aμi+ani+a + vi,a, if a : N + 1 ≤ i + a ≤ N + i − 1,
(3.24)

where vi,a ∈ span{ni , . . . , ni+a−1}. From now on, we fix i ∈ {1, . . . , N }. To prove (3.24),
first we rewrite

Mini+a = (Mi − Mi+a)ni+a + Mi+ani+a, (3.25)

and then we use (3.23) to obtain

(Mi − Mi+a)ni+a + Mi+ani+a =
{

ξi+aμi+ani+a + (Mi − Mi+a)ni+a, if i + a ≤ N ,

μξi+aμi+ani+a + (Mi − Mi+a)ni+a, if i + a > N .
.

To conclude the proof of (3.24), we only need to show that

(Mi − Mi+a)ni+a ∈ span{ni , . . . , ni+a−1}, ∀a ∈ {0, . . . , N − 1}. (3.26)
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To do so, we compute Mi − Mi+a . Let us start from the case 1 ≤ i + a ≤ N :

Mi − Mi+a = μ
∑
j<i

α jC
T
j D j +

∑
j≥i

α jC
T
j D j − μ

∑
j<i+a

α jC
T
j D j −

∑
j≥i+a

α jC
T
j D j

=
∑

i≤ j<i+a

α jC
T
j D j − μ

∑
i≤ j<i+a

α jC
T
j D j .

On the other hand, if N + 1 ≤ i + a ≤ i + N − 1, then

Mi − Mi+a = Mi − μMi+a−N

= μ
∑
j<i

α jC
T
j D j +

∑
j≥i

α jC
T
j D j − μ2

∑
j<i+a−N

α jC
T
j D j − μ

∑
j≥i+a−N

α jC
T
j D j

= μ
∑

j≥i+a−N

α jC
T
j D j − μ

∑
j<i

α jC
T
j D j +

∑
j≥i

α jC
T
j D j − μ2

∑
j<i+a−N

α jC
T
j D j

= μ
∑
j≥i

α jC
T
j D j +

∑
j≥i

α jC
T
j D j − μ2

∑
j<i+a−N

α jC
T
j D j .

Now the crucial observation is that, due to the fact that C jv = 0 for every v ⊥ n j , the image
ofCT

j D j is contained in the line span(n j ), for every j ∈ {1, . . . , N }. Therefore, the previous
computations prove (3.26) and hence (3.24). Now we introduce

Vi
.= {ni , ni+1, ni+2, . . . , nN , nN+1, . . . , nN+i−1}.

We can extract a basis for span(Vi ) in the following way. First, choose indexes

Si
.= {k : k = i or i < k ≤ N + i − 1, nk /∈ span(ni , . . . , nk−1)}. (3.27)

Then, consider the basis Bi
.= {nk : k ∈ Si } for span(Vi ). Since

span(Bi ) = span({n1, . . . , nN }), ∀i,
then #Si = C ≤ min{m, N },∀i . Indexes in Si lie in the set {1, . . . , 2N }. For technical
reasons, we also need to consider the modulo N counterpart of Si , that is

Si
.= {k ∈ {1, . . . , N } : k ∈ Si or k + N ∈ Si }. (3.28)

In Si , consider furthermore S′
i

.= Si ∩ {i, . . . , N }, S′′
i

.= Si ∩ {1, . . . , i − 1}. If necessary,
complete Bi to a basis of Rm made with elements γ j orthogonal to the ones of Bi . Note that,
since Im(CT

i Di ) ⊂ span(ni ), then Im(Mi ) ⊂ {n1, . . . , nN }. Then, the associated matrix to
Mi with respect to Bi is ⎛

⎜⎜⎜⎜⎜⎝

a1i ∗ ∗ . . . ∗
0 a2i ∗ . . . ∗
...

...
...

. . .
...

0 0 0 . . . aCi

T

0m−C,C 0m−C,m−C

⎞
⎟⎟⎟⎟⎟⎠

. (3.29)

We denoted with 0c,d the zero matrix with c rows and d columns, with T the C × (m − C)

matrix of the coefficients of Miγ j with respect to {ns : s ∈ Si }, and with ∗ numbers
we are not interested in computing explicitely. Finally, we have chosen an enumeration
s1 < s2 < · · · < s
 < · · · < sC of the elements of Si , and we have defined

a
i =
{

ξs
μs
 , if s
 ∈ S′
i ,

μξs
−Nμs
−N , if s
 − N ∈ S′′
i .
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The triangular form of the matrix representing Mi is exactly due to (3.24). Now, tr(Mi ) =
0,∀i , since CT

i Di is trace-free for every i . This implies that the matrix in (3.29) must be
trace-free, hence:

0 = tr(Mi ) =
C∑


=1

a
i =
∑
a∈S′

i

ξaμa + μ
∑
b∈S′′

i

ξbμb. (3.30)

We have thus reduced the problem to the following simple Linear Algebra statement: we
wish to show that, if W is the N × N matrix defined as

Wi j =

⎧⎪⎨
⎪⎩
1, if j ∈ S′

i ,

μ, if j ∈ S′′
i ,

0, if j /∈ Si ,

then, Wx = 0 ⇒ x = 0. By (3.30), the vector x ∈ R
N defined as x j

.= ξ jμ j ,∀1 ≤ j ≤ N ,
is such that Wx = 0, thus if the statement is true we get ξ jμ j = 0,∀1 ≤ j ≤ N , and since
ξ j > 1, also μ j = 0,∀1 ≤ j ≤ N . By (3.12), this is sufficient to reach a contradiction.
Therefore, we only need to show that Wx = 0 ⇒ x = 0. This proof will be given in
Lemma 3.10. ��

Before giving the proof of the final Lemma, let us make some examples of possible
matrices W arising from the previous construction. For the sake of illustration, let us take N
to be as small as possible, i.e. N = 4.

Example 3.7 Consider the case in which C = 2. This corresponds, for instance, to the case
m = 2. Then, by Proposition 3.1 and (3.27), the only possible form of W is

W =

⎛
⎜⎜⎝

1 1 0 0
0 1 1 0
0 0 1 1
μ 0 0 1

⎞
⎟⎟⎠ , Wx =

⎛
⎜⎜⎝

x1 + x2
x2 + x3
x3 + x4

μx1 + x4

⎞
⎟⎟⎠ = 0.

Let Wi be the i-th row of W . We notice that for i = 1, 2, 3, Wi+1 differs from Wi by exactly
two elements, while W4 does not differ with W1 by only two elements. It does, though,
with μW1. Hence we rewrite equivalently the system Wx = 0 as (Wi − Wi+1, x) = 0,
(W4 − μW1, x) = 0:

0 =

⎛
⎜⎜⎝

x1 − x3
x2 − x4
x3 − μx1
x4 − μx2

⎞
⎟⎟⎠ , i.e. xi = ai xh(i), ai =

{
1, if h(i) > i,

μ, if h(i) ≤ i,

For a function h : {1, . . . , 4} → {1, . . . , 4}. Since μ > 1, this immediately implies xi =
0,∀i .
Example 3.8 Consider the case in which C = 4, corresponding to n1, n2, n3, n4 linearly
independent. Then,

W =

⎛
⎜⎜⎝

1 1 1 1
μ 1 1 1
μ μ 1 1
μ μ μ 1

⎞
⎟⎟⎠ , Wx =

⎛
⎜⎜⎝

x1 + x2 + x3 + x4
μx1 + x2 + x3 + x4

μx1 + μx2 + x3 + x4
μx1 + μx2 + μx3 + x4

⎞
⎟⎟⎠ = 0.
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As in the previous example, for i = 1, 2, 3, Wi+1 differs from Wi by exactly one element,
whileW4 does the samewithμW1. Thus as beforewe rewrite equivalently the systemWx = 0
as (Wi − Wi+1, x) = 0, (W4 − μW1, x) = 0:

0 =

⎛
⎜⎜⎝

(μ − 1)x1
(μ − 1)x2
(μ − 1)x3
(μ − 1)x4

⎞
⎟⎟⎠ , i.e. xi = ai xh(i), ai =

{
1, if h(i) > i,

μ, if h(i) ≤ i,

In this case, h(i) = i,∀i ∈ {1, . . . , 4}. Clearly also in this case μ > 1, implies xi = 0,∀i .
Finally, let us show a less symmetric example:

Example 3.9 Consider the case in which C = 3. Then, a possible matrix is:

W =

⎛
⎜⎜⎝

1 1 0 1
0 1 1 1
μ 0 1 1
μ μ 0 1

⎞
⎟⎟⎠ , Wx =

⎛
⎜⎜⎝

x1 + x2 + x4
x2 + x3 + x4

μx1 + x3 + x4
μx1 + μx2 + x4

⎞
⎟⎟⎠ = 0.

First, let us comment on the fact that this is a possible matrix appearing in the proof of
the previous Theorem. Indeed, let us consider the first two lines:(

1 1 0 1
0 1 1 1

)
.

The fact that W13 = 0 means that n3 ∈ span(n1, n2), since 3 /∈ S1. On the other hand,
Proposition 3.1 ensures that n3 is not a multiple of n2, hence n3 ∈ S2, and W23 = 1 �= 0.
For this reason, the matrix

W =

⎛
⎜⎜⎝

1 0 1 1
0 1 1 1
μ 0 1 1
μ μ 0 1

⎞
⎟⎟⎠

would for instance have been non-admissible. Now, in order to proveWx = 0 ⇒ x = 0, we
work as in the previous examples, by noticing that for i = 1, 2, 3, Wi+1 differs from Wi by
at most two elements, while W4 must be compared with μW1. Thus we write Wi − Wi+1,
W4 − μW1:

0 =

⎛
⎜⎜⎝

x1 − x3
x2 − μx1
x3 − μx2
(μ − 1)x4

⎞
⎟⎟⎠ , i.e. xi = ai xh(i), ai =

{
1, if h(i) > i,

μ, if h(i) ≤ i .

It is an elementary computation to show that xi = 0,∀i .
Even though the examples we have given are too simple to appreciate the usefulness of

the function h such that xi = ai xh(i), this will be crucial in the proof of the Lemma.

Lemma 3.10 Let W be the matrix defined in the proof of Theorem 3.3. Then, Ker(W ) = {0}.
Proof Throughout the proof, we always consider a given vector x ∈ R

N such that Wx = 0.
The proof, partially suggested by the previous examples, consists in the following steps. First,
we show that the rows of W , Wi and Wi+1 (if i = N , we compare WN with μW1) differ for
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at most two elements, and one of them is always xi . This immediately yields the existence
of a function h : {1, . . . , N } → {1, . . . , N } such that xi = ai xh(i). We will then use this and
the crucial fact that μ > 1 to conclude that xi = 0,∀i . Let us make the following claims,
and see from them how to conclude the proof of the present Lemma. We will use freely the
notation introduced at the end of the proof of Theorem 3.3.

Claim 1: Let i ∈ {1, . . . , N }. Then Si differs from Si+1 (if i = N , Si+1 = S1) of at most
two elements, in the sense that

Si�Si+1
.= Si \ Si+1 ∪ Si+1 \ Si

contains at most 2 elements. Moreover, if Si�Si+1 �= ∅, then Si�Si+1 = {i, I (i)}, with
i ∈ Si \ Si+1, and I (i) ∈ Si+1 \ Si .

Claim 2: Let i ∈ {1, . . . , N − 1}. The couple of rows Wi ,Wi+1 and μW1, WN dif-
fer at most by two elements, in the sense that if Wi = (Wi1, . . . ,WiN ) and Wi+1 =
(W(i+1)1, . . . ,W(i+1)N ), then there are atmost two indexes j1, j2 such thatWi j1 −W(i+1) j1 �=
0 and Wi j2 − W(i+1) j2 �= 0 (and analogously for μW1 and WN ).

Finally, with this claim at hand, we are going to prove

Claim 3: There exists a function h : {1, . . . , N } → {1, . . . , N } and numbers ai , i ∈
{1, . . . , N }, such that

xi = ai xh(i) (3.31)

with the property

ai =
{
1, if h(i) > i,

μ, if h(i) ≤ i .

Let us show how the proof of the Lemma follows from Claim 3, and postpone the proofs
of the claims. Fix i ∈ {1, . . . , N } and use (3.31) recursively to find

xi = aiah(i) . . . ah(n−1)(i)xh(n)(i),

where h(n) denotes the function obtained by applying h to itself n times. We also use the
notation h(0) to denote the identity function: h(0)(i) = i , ∀i ∈ {1, . . . , N }. By the properties
of a j , we have, ∀r ∈ {1, . . . , n},

ah(r)(i) =
{
1, if h(r)(i) > h(r−1)(i),

μ, if h(r)(i) ≤ h(r−1)(i).

Fix k ∈ N, and let r ∈ {k + 1, . . . , k + N + 1}. Then, h(r)(i) > h(r−1)(i) can occur at most
N times in this range, since otherwise we would find

1 ≤ h(k)(i) < h(k+1)(i) < h(k+2)(i) < · · · < h(k+N+1)(i) ≤ N ,

and this is impossible since we would have N + 1 distinct elements in the set {1, . . . , N }.
Now clearly this observation implies that for every fixed l ∈ N, there exists s ∈ N such that

xi = μt xh(s)(i), for some t ≥ l.

This can only happen if xi = 0. Since i is arbitrary, the conclusion follows. ��
Let us now turn to the proof of the claims.
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Proof of claim 1: To prove the claim, we need to use the definition of Si . Let us recall
the definition of Si , given in (3.27). To build Si what we do is consider the ordered set
{ni , ni+1, . . . , ni+1−N } and select from it a basis of span{n1, . . . , nN } starting from ni and
then at step 1 ≤ k ≤ N − 1 deciding whether to insert the vector ni+k in our collec-
tion based on the fact that it is linear dependent or not from the previous ones. Recall also
that Si is the modulo N version of Si , see (3.28), and that we define n j

.= n j−N , for
j ∈ {N + 1, . . . , 2N }. Hence now fix i ∈ {1, . . . , N } and consider Si . If Si = {1, . . . , N },
then #Si = N , thus S j = {1, . . . , N },∀1 ≤ j ≤ N and the claim holds. Otherwise, let
i + 1 < I = I (i) ≤ i + N − 1 be the first element in (Si )c. There are two cases:

(1) nI ∈ span(ni , . . . , nI−1) \ span(ni+1, . . . , nI−1);
(2) nI ∈ span(ni+1, . . . , nI−1).

At the same time, consider what happens in Si+1: the span in the (i + 1)-th case starts
with one vector less than the one of the i-th case, simply because the collection of indexes
in Si+1 starts from ni+1. Hence, since I is the first missing index in Si , I is also the first
possible missing index for Si+1. Therefore, consider the first case

nI ∈ span(ni , . . . , nI−1) \ span(ni+1, . . . , nI−1).

This implies that I ∈ Si+1. Moreover, we are now adding nI to the set of vectors
ni+1, . . . , nI−1, and nI ∈ span(ni , . . . , nI−1) \ span(ni+1, . . . , nI−1), hence nI adds to
the previous vectors the component relative to ni , in the sense that

span(ni+1, . . . , nI ) = span(ni , . . . , nI−1).

This moreover implies that j ∈ Si ⇔ j ∈ Si+1, ∀I ≤ j < N + i − 1. Since ni ∈
span(ni+1, . . . , nI ), i /∈ Si+1. Thus Si and Si+1 differ by at most two elements, and we have
i ∈ Si \ Si+1 and I = I (i) ∈ Si+1 \ Si . This concludes the case

nI ∈ span(ni , . . . , nI−1) \ span(ni+1, . . . , nI−1).

If instead nI ∈ span(ni+1, . . . , nI−1), then we see that I /∈ Si+1, and we can iterate this
reasoning from there, in the sense that we look for the next index I ′ such that I ′ /∈ Si and
divide again into the two cases above. Clearly, for the indexes i + 1 ≤ j < I ′

1, we have
j ∈ Si+1 and j ∈ Si . Either this iteration enters in case 1 of the previous subdivision for
some element I /∈ Si , or we conclude Si = Si+1. This concludes the proof of the claim. ��

Proof of claim 2: Note that nonzero elements of Wi are found in positions corresponding to
elements of Si . Hence now fix i ∈ {1, . . . , N − 1} and consider Wi and Wi+1. If Si = Si+1,
then Wi j = 0 ⇔ W(i+1) j = 0. Moreover, we introduce the modulo N counterpart of the
number I (i) found in Claim 2, i.e. I ′(i) = I (i) if I (i) ∈ {1, . . . , N }, and I ′(i) = I (i) − N
if I (i) ∈ {N + 1, . . . , 2N }. Thus using the definition of W , we can deduce, if Si = Si+1,

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

W(i+1) j = Wi j = 0, if j /∈ Si
W(i+1) j = Wi j = μ, if j ∈ Si , j < i

W(i+1) j = Wi j = 1, if j ∈ Si , j > i

W(i+1)i = μ,Wii = 1,

(3.32)
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and the claim holds in this case. Finally, if Si�Si+1 = {i, I ′(i)}, then:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

W(i+1) j = Wi j = 0, if j /∈ Si , j �= I ′(i)
W(i+1) j = 1,Wi j = 0, if j = I ′(i) > i + 1

W(i+1) j = μ,Wi j = 0, if j = I ′(i) < i + 1

W(i+1) j = Wi j = μ, if j ∈ Si , j < i

W(i+1) j = Wi j = 1, if j ∈ Si , j > i

W(i+1)i = 0,Wii = 1.

(3.33)

This concludes the proof of the claim if i ∈ {1, . . . , N − 1}. If i = N , then we need to
compare WN with μW1, and we obtain two cases, in analogy with the previous situation:

if SN�S1 = ∅, then :

⎧⎪⎨
⎪⎩

μW1 j = WN j = 0, if j /∈ SN
μW1 j = WN j = μ, if j ∈ SN , j < N

μW1N = μ,WNN = 1, otherwise,

(3.34)

and

if SN�S1 = {N , I ′(N )}, then :

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

μW1 j = WN j = 0, if j /∈ SN , j �= I ′(N )

μW1 j = μ,WN j = 0, if j /∈ SN , j = I ′(N )

μW1 j = WN j = μ, if j ∈ SN , j < N

μW1N = 0,WNN = 1, otherwise.

(3.35)

��

Proof of Claim 3: Fix i ∈ {1, . . . , N }. We consider the equations given by

(Wi+1 − Wi , x) = 0, if i ∈ {1, . . . , N − 1}, and (WN − μW1, x) = 0.

If we consider i ∈ {1, . . . , N − 1}, we see from (3.32) and (3.33) that

0 = (Wi − Wi+1, x) =
N∑
j=1

(Wi j − W(i+1) j )x j

=

⎧⎪⎨
⎪⎩

(1 − μ)xi , if Si�Si−1 = ∅
xi − xI ′(i), if Si�Si−1 = {i, I ′(i)}, I ′(i) > i + 1

xi − μxI ′(i), if Si�Si−1 = {i, I ′(i)}, I ′(i) < i − 1

and from (3.34) and (3.35) we infer

0 = (WN − μW1, x) =
{

(1 − μ)xN , if SN�S1 = ∅
xN − μxI ′(N ), if SN�S1 = {N , I ′(N )}.

From these equations we see that (3.31) holds with the choice h(i)
.= I ′(i), when i is such

that Si�Si+1 �= ∅, and h(i)
.= i otherwise. ��
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3.3 Proof of Corollary 3.4

We end this section by showing that Theorem 3.3 implies Theorem 3.4. Assume by contra-
diction that there exists a family of matrices

{A1, . . . , AN } ⊂ K f

inducing a T ′
N configuration of the form (3.8). We show that then there exists another T ′

N
configuration {B1, . . . , BN } such that Bi ∈ KF ⊂ CF ,∀1 ≤ i ≤ N for some strictly
polyconvex F with

F(X ′
i ) ≥ 0, ∀1 ≤ i ≤ N ,

if

Bi =
⎛
⎝ X ′

i
Y ′
i

Z ′
i

⎞
⎠ , ∀1 ≤ i ≤ N .

This is a contradiction with Theorem 3.3. To accomplish this, it is is sufficient to define
F(X)

.= f (X) −mini f (Xi ). This function is clearly strictly polyconvex, since f is. More-
over, we define

X ′
i

.= Xi , Y ′
i

.= Yi and Z ′
i

.= Zi + min
j

f (X j ) id .

In this way, Bi is still a T ′
N configuration. Moreover, Bi ∈ KF , ∀1 ≤ i ≤ N . To see this, it

is sufficient to notice that, since Ai ∈ K f ,

Y ′
i = Yi = Df (Xi ) = DF(X ′

i ), ∀1 ≤ i ≤ N ,

and

Z ′
i = Zi + min

i
f (Xi ) id = XT

i Yi − f (Xi ) id+min
i

f (Xi ) id = (X ′
i )
T Y ′

i − F(Xi ) id .

This finishes the proof.

4 Sign-changing case: the counterexample

In this section, we construct a counterexample to regularity in the case inwhich the hypothesis
of non-negativity on f is dropped. Let us explain the strategy, that follows the one of [24]. First
of all, we consider the following equivalent formulation of the differential inclusion of div-
curl type considered in the previous sections. Indeed, due to the fact that for a ∈ Lip(R2,R2),

div(a) = curl(a J ),

if

J =
(
0 −1
1 0

)
,

one easily sees that (2.3) holds if and only if
{
curl(Df (Du)J ) = 0,
curl(DuT D f (Du)J − f (Du)J ) = 0,
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in the weak sense. Since � is convex, the latter allows us to say that (2.3) holds for u ∈
Lip(�,R2) if and only if there exist w1, w2 : � → R

2 such that

w
.=
⎛
⎝ u

w1

w2

⎞
⎠

solves a.e. in �:

Dw ∈ C̃ f
.=
⎧⎨
⎩C ∈ R

(2n+m)×m : C =
⎛
⎝ X

βDf (X)J
βXT D f (X)J − β f (X)J

⎞
⎠ , for some β > 0

⎫⎬
⎭ .

(4.1)
From now on, we will always use this reformulation of the problem. Let us also introduce

C̃ ′
f

.=
{
C ∈ R

(2n+m)×m : C =
(

X
βDf (X)J

)
, for some β > 0

}
.

In order to construct the counterexample, we want to find a set of non-rigid matrices
{A1, A2, A3, A4, A5}, Ai ∈ R

6×2,∀i , satisfying

Ai =
⎛
⎝ Xi

Yi
Zi

⎞
⎠ ∈ C̃ f . (4.2)

Roughly, non-rigidity means that there exists a non-affine solution of the problem

Dw ∈ {A1, . . . , A5},
see Lemma 4.3. The integrand f is of the form

f (X) = εA(X) + g(X , det(X)), (4.3)

for some convex and smooth g : R5 → R and

A(X) = a(X , det(X)), where a(X , d)
.=
√
1 + ‖X‖2 + d2, (4.4)

is the area function. As in [24], f is not fixed from the beginning, but rather becomes another
unknown of the problem. In particular, in order to find f , it is sufficient for the following
condition to be fulfilled:

Condition 1 There exist 2 × 2 matrices {X1, . . . , X5}, {Y1, . . . , Y5}, real numbers
c1, . . . , c5, d1, . . . , d5 and positive integers β1, . . . , β5 such that for Qi j

.= ci − c j +
di det(Xi − X j ) + 1

βi
〈Xi − X j , Yi J 〉, one has

Qi j < 0,∀i �= j . (4.5)

If this condition is satisfied, then one has(
Xi

Yi

)
∈ C̃ ′

f , i.e. Yi = βi D f (Xi )J . (4.6)

The construction of f is the content of Lemma 4.2. Moreover, we will be able to build f in
such a way that for some large R > 0,

g(z) = M
√
1 + ‖z‖2 − L = Ma(z) − L, ∀z ∈ R

5, ‖z‖ ≥ R, (4.7)
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and constants M, L > 0. The non-rigidity of A1, . . . , A5 stems from the fact that we choose
{X1, . . . , X5} forming a large T5-configuration, in the terminology of [13]. Therefore we
introduce:

Condition 2 {X1, X2, X3, X4, X5} form a large T5 configuration, i.e. there exists at least
three permutations σ1, σ2, σ3 : {1, 2, 3, 4, 5} → {1, 2, 3, 4, 5} such that the ordered set
[Xσi (1), Xσi (2), . . . , Xσi (5)] is a T5 configuration and moreover {Cσ1(i),Cσ2(i),Cσ3(i)} are
linearly independent for every i ∈ {1, . . . , 5}.

Once this condition is guaranteed, by [13, Theorem 1.2], we find a non-affine Lipschitz
map u : � ⊂ R

2 → R
2 such that

Du ∈ {X1, X2, X3, X4, X5}
almost everywhere in �. Furthermore, we can choose u with the property that for any subset
V ⊂ �, Du attains each of these matrices on a set of positive measure. This is proved in
Lemma 4.3.

In order to find Lipschitz maps w1, w2 : � → R
2 such that

w =
⎛
⎝ u

w1

w2

⎞
⎠ : � → R

6

satisfies

Dw ∈ C̃ f a.e. in �,

we simply consider w1 = Au + B, w2 = Cu + D, for suitable 2 × 2 matrices A, B,C, D.
We therefore get our last

Condition 3 Yi and Zi can be chosen of the form

Yi = AXi + B, Zi = CXi + D,

and Zi = XT
i Yi − βi ci J , where ci = f (Xi ).

In Sect. (4.1), we will give an explicit example of values such that the Conditions 1-2-3 are
fulfilled.

Once this is achieved, we need to extend the energy E f to an energy defined on integral
currents of dimension 2 in R

4. Some of the results we present in this section in our specific
case can be easily generalized to more general polyconvex integrands. Therefore, we defer
their proofs to Sect. 5.

In order to extend our polyconvex function f to a geometric functional, we first recall
(4.3), i.e.

f (X) = εA(X) + g(X , det(X)),

for g : R5 → R convex and smooth, and introduce the convex function h : R5 → R:

h(z)
.= ε

√
1 + ‖z‖2 + g(z).

We consider the perspective function of h:

G(z, t)
.= yh

(
z

y

)
, ∀z ∈ R

5, y > 0. (4.8)
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It is a standard result in convex analysis that G is convex on R5 ×R+ as soon as h is convex
on R

5, compare [4, Lemma 2]. Property (4.7) reads as

h(z) = (M + ε)
√
1 + ‖z‖2 − L, ∀z ∈ Bc

R(0), (4.9)

therefore we also find that the recession function of G is

h∗(z) = lim
y→0+ G(z, t) = M‖z‖, ∀z ∈ R

5.

Hence, G can be extended to the hyperplane y = 0 as

G(z, 0)
.= h∗(z).

In Lemma 4.4, we will prove that G(z, t) admits a finite, positively 1-homogeneous convex
extension G to the whole space R6. We are finally able to define an integrand on the space
of 2-vectors of R4, �2(R

4). For a more thorough introduction to k-vectors, see Sect. A.1.
Recall that

�2(R
4) = span{v1 ∧ v2 : v1, v2 ∈ R

4}.
A basis for �2(R

4) is given by the six elements ei ∧ e j , 1 ≤ i < j ≤ 4, where e1, e2, e3, e4
is the canonical basis of R4. Recall moreover that this vector space can be endowed with a
scalar product that acts on simple vectors as

〈v1 ∧ v2, w1 ∧ w2〉 .= det

(
(v1, w1) (v1, w2)

(v2, w1) (v2, w2)

)
,

where (u, v) denotes as usual the standard scalar product of R4. The integrand

� : �2(R
4) → R,

is thus defined as, for τ ∈ �2(R
4),

�(τ)
.= G(〈τ, e3∧e2〉, 〈τ, e4∧e2〉, 〈τ, e1∧e3〉, 〈τ, e1∧e4〉, 〈τ, e3∧e4〉, 〈τ, e1∧e2〉). (4.10)

Consequently, we define an energy on I2(R4) as

�(T )
.=
∫
E

�( �T (z))θ(z)dH2(z),

if T = �E, �T , θ�. For the notation concerning rectifiable currents and graphs, we refer the
reader to Sect. A.4. The energy defined in this way satisfies Almgren’s ellipticity condition
(A.11), as we will prove in Lemma 4.5. Finally, in Lemma 4.6, we will prove that the current

Tu,θ = ��u, �ξu, θ� (4.11)

is stationary for the energy �. The definition of stationarity for geometric functionals is
recalled in Sect. A.5. In (4.11), �u is the graph of u, �ξu is its orientation, see (A.5), and θ(y)
is a multiplicity, defined as θ(x, u(x)) = βi if x ∈ � is such that

Dw(x) =
⎛
⎝ Xi

Yi
Zi

⎞
⎠ =

⎛
⎝ Xi

βi D f (Xi )

βi XT
i D f (Xi )J − βi f (Xi )J

⎞
⎠ .

This discussion constitutes the proof of the following:
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Theorem 4.1 There exists a smooth and elliptic integrand � : �2(R
4) → R such that

the associated energy � admits a stationary point T whose (integer) multiplicities are not
constant. Moreover the rectifiable set supporting T is given by a graph of a Lipschitz map
u : � → R

2 that fails to be C1 in any open subset V ⊂ �.

Lemma 4.2 There exists a smooth function f : R2×2 → R of the form

f (X)
.= εA(X) + g(X , det(X))

with g : R5 → R convex and smooth, such that

(1) (4.6) is fulfilled;
(2) g(X) = MA(X) − L for constants M, L > 0, if ‖X‖ ≥ R.

Proof Wewill follow roughly the strategy of [24, Lemma 3]. At first we construct the function
g in several steps. Let {(Xi , Yi , Zi , βi )}5i=1 the set of admissible matrices. For ε > 0 consider
for each i the perturbed values

Y ε
i

.= Yi J − εβi DA(Xi )J

cε
i

.= ci − εA(Xi )

dε
i

.= di − ∂ya(Xi , det(Xi ))

(4.12)

where a(X , d) = √
1 + |X |2 + d2 and A(X) = a(X , det(X)), as defined in (4.4). Further-

more we introduce the perturbed matrix

Qε
i j

.= cε
i − cε

j + dε
i det(Xi − X j ) + 1

βi
〈Xi − X j , Y

ε
i J 〉.

Thanks to the strict inequality in (4.5) we can fix ε, σ > 0 such that Qε
i j ≤ −σ < 0 for all

i, j . Let us define the linear functions

li (X , d)
.= cε

i − 1

βi
〈Y ε

i J , X − Xi 〉 + di
(
〈cof(Xi )

T , Xi − X〉 + d − det(Xi )
)

and the convex function

g1(X , d)
.= max

1≤i≤5
li (X , d).

Note that l j (X j , det(X j )) = cε
j and

li (X j , det(X j )) = cε
j + Qε

i j < cε
j .

Hence there is δ > 0 such that li (X , d) < l j (X , d) for all (X , d) ∈ Bδ(X j , det(X j )) for
all i �= j which implies that g1 = l j on Bδ(X j , det(X j )). Choosing a radial symmetric,
non-negative smoothing kernel on R5, ρε , 0 < ε << δ we have that g2

.= ρε�g1 satisfies

(1) g2 is smooth and convex
(2) g2 = l j in a neighbourhood of (X j , det(X j )) for all j ∈ {1, . . . , 5}.
(3) |g2(X , d)| ≤ C‖(1, X , d)‖ for all (X , d) for some C > 0.

We choose any R > 2max1≤i≤5{‖Xi‖ + | det(Xi )|}, and any M > C . Now we may choose
L > 0 such that

F(X , d)
.= Ma(X , d) − L < g2(X , d) on BR . (4.13)

Since M > C we have that

F(X , d) = M‖(1, X , d)‖ − L > g2(X , d) (4.14)
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for all (X , d) /∈ BR2 , for some R2 > R. Now let us fix a smooth approximation of the max
function, say

m(a, b)
.= (φε�max)(a, b),

where φε is a radial symmetric, non-negative smoothing kernel in R
2. Note that m(a, b) =

max(a, b) outside a neighborhood of {a = b}. In particular if we choose ε sufficiently small
we can ensure that

g(X , d)
.= m(F(X , d), g2(X , d))

agrees with g2 on B 2R
3
by (4.13), and that it agrees with F(X , d) outside B2R2 by (4.14). It

remains to check that g(X , d) is still convex. First note that ∂am ≥ 0 and ∂bm ≥ 0 since
∂a max = 1{a>b} ≥ 0, ∂b max = 1{b>a} ≥ 0. Now it is a direct computation on the Hessian
to see that if f1, f2 ∈ C2(RN ) are two convex functions and m̃ ∈ C2(R2) is convex with
∂am̃(a, b), ∂bm̃(a, b) ≥ 0, then the composition k(x)

.= m̃( f1(x), f2(x)) is convex. Thus we
conclude that g is convex. Let us summarize the properties of g and the related polyconvex
integrand f1(X)

.= g(X , det(X))

(1) g is a smooth, convex function;
(2) g = M a − L outside a ball BR3

(3) g = g2 on a ball BR0 , that implies that f1(Xi ) = cε
i and βi D f1(Xi )J = Y ε

i for all i .

In particular from the last conditions and (4.12) we conclude that h(X , d)
.= εa(X , d) +

g(X , d) is convex, f (X)
.= εA(X) + f1(X) is smooth, polyconvex and satisfies the desired

properties, in particular f (Xi ) = ci , βi D f (Xi )J = Yi for all i and f = (ε + M)A − L
outside a ball centered at 0. ��
Lemma 4.3 Given a large T5 configuration {X1, . . . , X5} ⊂ Sym(2), where Sym(2) is the
space of symmetric matrices of R2×2, there exists a map u ∈ Lip(�,R2) such that

Du ∈ {X1, . . . , X5} (4.15)

and such that for every open V ⊂ �,

|{x ∈ � : Du(x) = Xi } ∩ V| > 0, ∀i ∈ {1, . . . , 5}. (4.16)

Proof This statement is well-known, so we will only sketch its proof and give references
where to find the relevant results. As shown in [13, Theorem 2.8], if K

.= {X1, . . . , X5}
forms a large T5 configuration, then there exists an in-approximation of K inside Sym(2).
This means, compare [13, Definition 1.3], that there exists a sequence of sets {Uk}k∈N, open
relatively to Sym(2), such that

• supX∈Uk
d(X , K ) → 0 as k → ∞;

• Uk ⊂ Urc
k+1,∀k ∈ N.

For a compact C ⊂ R
2×2, the rank-one convex hull is defined as

Crc .= {P ∈ R
2×2 : f (P) ≤ 0,∀ f rank-one convex such that sup

X∈C
f (X) ≤ 0},

where f : R2×2 → R is said to be rank-one convex if

f (t A + (1 − t)B) ≤ t f (A) + (1 − t) f (B), ∀A, B ∈ R
2×2, det(A − B) = 0, t ∈ [0, 1].
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For an open set U ⊂ R
2×2,

Urc .=
⋃

C⊂U ,C compact

Crc.

In this way, if U is open, then Urc is open as well. The existence of a in-approximation for
K implies the existence of a non-affine map u such that Du ∈ {X1, . . . , X5}, hence (4.15).
This is proved in [13, Theorem 1.1]. To show (4.16), there are two ways. Either, one can
use the same proof of [20, Theorem 4.1] or [24, Proposition 2] to show that the essential
oscillation of Du is positive on any open subset of �. Since there is rigidity for the four
gradient problem, see [3], this implies (4.16). Another way to show (4.16) is to use the Baire
Theorem approach of convex integration as introduced by Kirchheim in [16]. In particular,
in [16, Corollary 4.15], it is proved the following. Define

U .=
⋃
k∈N

Urc
k ,

we fix A ∈ U , and we also set

P .= {v ∈ Lip(�,R2) : Dv ∈ U, v piecewise affine, v|∂� = A},
then the typical (in the sense of Baire) map

u ∈ P‖·‖∞

has the property that Du ∈ K . Then, we can use [26, Lemma 7.4] to show that actually the
typical map is non-affine on any open set, hence again by the rigidity for the four gradient
problem, we conclude (4.16). ��
Lemma 4.4 Let G : R5 × R≥0 → R be the convex function defined in (4.8). Then, there
exists a positively 1-homogeneous, convex function G ∈ C∞(R6 \ {0}) ∩ Lip(R6) such that

G(z, t) = G(z, t),

if z ∈ R
5, t ∈ R+.

Proof To prove the statement, it is sufficent to notice that the convexity of h and (4.9) tells
us that h has property (P), see the beginning of Sect. 5, and therefore we can simply apply
Proposition 5.2. The smoothness is a consequence of the smoothness of h, property (4.9) and
Corollary 5.3. ��
Lemma 4.5 The energy �� satisfies the uniform Almgren ellipticity condition (A.11).

Proof By construction, it is immediate to see that also

Gε(z, t)
.= G(z, t) − ε

2

√
t2 + ‖z‖2

is still convex and positively 1-homogenous. Define �ε as in (4.10) by substituting Gε to
G. By the general Proposition 5.5, we see that ��ε satisfies Almgren condition, hence ��

satisfies (A.11) with constant ε
2 . ��

Lemma 4.6 The current Tu,θ = ��u, �ξu, θ� defined in (4.11) is stationary in � × R
2 for the

energy �� .
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Proof A direct computation shows that f and � fulfill

f (X) = �(W (X))A(X),∀X ∈ R
2×2,

where W (X) = M1(X) ∧ M2(X) and Mi are the columns of the matrix

M(X)
.=
(
idm
X

)
.

Once this is checked, the proof is entirely analogous to the one of [5, Proposition 6.8], and
will be sketched in the appendix, see Proposition 5.8. ��

4.1 Explicit values

The following values were found using Maple 2020. Define the following quantities:

(β1, β2, β3, β4, β5)
.= (2, 5, 10, 1, 2);

(d1, d2, d3, d4, d5)
.=
(

− 1204

828115
, 0,

−1309

454800
,

−10097

2546880
, 0

)
;

(c1, c2, c3, c4, c5)
.=
(
0, 0,− 2929

1137000
,

5233

113700
,− 33

15160

)
.

The large T5 configuration is given by:

A1
.=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

8
5 −2

−2 8
5

− 8
1137

7361
454800

267
151600

8
1137

−3361
227400

3361
284250

4801
284250 − 4801

227400

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; A2
.=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

8
5 2

2 8
5

8
1137

7361
454800

267
151600 − 8

1137

3361
227400

3361
284250

4801
284250

4801
227400

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; A3
.=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2
5 0

0 − 18
5

0 − 959
454800

907
151600 0

0 − 10083
379000

4801
1137000 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

;

A4
.=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

− 18
5 0

0 2
5

0 5441
454800

9121
454800 0

0 3361
1137000

− 14403
379000 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

; A5
.=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

3
4 0

0 3
4

0 6001
454800

2161
454800 0
0 3361

606400

4801
606400 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Define Xi , Yi , Zi ∈ R
2×2 through the relations

⎛
⎝ Xi

Yi
Zi

⎞
⎠ = Ai .
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The matrices A, B,C, D appearing in Condition 3 are given by:

A
.=
(

0 4
1137− 4

1137 0

)
; B .=

(
0 4801

454800
3361

454800 0

)
;C .=

(
0 3361

454800
4801

454800 0

)
, D

.= 0.

These values fulfill Conditions 1, 2, 3. In particular, the three permutations in the definition
of large T5 configuration of Condition 2 are: [1, 2, 3, 5, 4], [1, 2, 4, 5, 3], [1, 2, 5, 3, 4].

5 Extension of polyconvex functions

Let 
 : Rn×m → R
k be the usual map that, to a matrix X ∈ R

n×m , associates the vector of
the subdeterminants of 
. Consider a polyconvex function

f (X) = h(
(X)),

h : Rk → R being1 C1. The purpose of this section is to generalize the arguments of the
previous section to arbitrary n,m, and hence to prove some of the lemmas of that section.
Consider the following set of assumptions

(i) h is convex;
(ii) h has linear growth, i.e. |h(z)| ≤ A‖z‖ + B,∀z ∈ R

k , for A, B ≥ 0;
(iii) λ

.= inf{h(z) − (Dh(z), z) : z ∈ R
k} > −∞;

(iv) (Dh(z2), z2 − z1) ≤ h(z1) + h(z2), ∀z1, z2 ∈ R
k .

If h fulfills (i)-(ii)-(iii), we will say it has property (P). If, in addition, h satisfies (iv), we will
say that h fulfills property (PE).

Remark 5.1 Notice that (iii) is a consequence of (iv), indeed if (iv) holds we can write, for
z1 = 0 and for any z2 = z ∈ R

k :

(Dh(z), z) ≤ h(0) + h(z),

hence

−h(0) ≤ h(z) − (Dh(z), z), ∀z ∈ R
k,

that implies (iii).

We denote with h∗ the recession function of h:

h∗(x) .= lim
y→0+ yh

(
x

y

)
, ∀x ∈ R

k .

It is not difficult to prove that the limit above always exists and is finite for a function h
satisfying (P). To show it, one can use the fact that the function

y �→ yh

(
x

y

)

defined for y > 0 is convex for every fixed x ∈ R
k , see [4, Lemma 2].

1 This hypothesis on the regularity of h is not necessary, and one could simply consider h ∈ Lip(Rk ). Indeed,
all the results of this section would work with simple modifications in the Lipschitz case. Nonetheless, we
prefer to assume C1 regularity in order to avoid further technicalities.
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As above, we define the perspective function

G(x, y)
.= yh

(
x

y

)
, if y > 0.

We consider the smallest convex extension of G to the whole Rk+1:

G(z, t)
.= sup{G(x, y) + (DG(x, y), (z, t) − (x, y)) : (x, y) ∈ R

k × (0,+∞)}.
By 1-homogeneity of G, we can write

G(z, t) = sup{(DG(x, y), (z, t)) : (x, y) ∈ R
k × (0,+∞)} (5.1)

First, we prove

Proposition 5.2 Let G be defined as in (5.1). Then, if h satisfies (P), G
(1) is convex and extends G on Rk × (0,+∞);
(2) is positively 1-homogeneous;
(3) is finite everywhere.

Conversely, if there exists a function G that fulfills (1)–(2)–(3), then h fulfills (P).

Furthermore, we can prove the following characterization of G:

Corollary 5.3 Let h fulfill property (P), and let G be defined as in (5.1). Assume further that
there exists λ′ ∈ R and R > 0 such that

h(z) = h∗(z) + λ′, for ‖z‖ ≥ R. (5.2)

Then, λ′ = λ and for t < 0, we have

G(z, t) = h∗(z) + λ′t,

where λ is the quantity appearing in (iii).

Before startingwith the proof of the proposition, we need to recall some results concerning
the notion of subdifferential at x ∈ R

N of a convex function f : RN → R.

5.1 Subdifferentials

The subdifferential of f at x , denoted with ∂ f (x), is the collection of those vectors v ∈ R
N

such that

(v, y − x) ≤ f (y) − f (x), ∀y ∈ R
N .

We will use the following facts concerning the subdifferential. For a convex function with
finite values, ∂ f (x) �= ∅ at all x ∈ R

N , see [21, Theorem 23.4]. Conversely, if f : RN → R

is such that ∂ f (x) �= ∅ at every x ∈ R
N , then f is convex, since in that case

f (x) = sup
y∈RN

sup
v∈∂ f (y)

{(v, x − y) + f (y)}.

As can be seen from the definition of subdifferential,

| f (x) − f (y)| ≤ max

{
sup

v∈∂ f (x)
‖v‖, sup

w∈∂ f (y)
‖w‖

}
‖x − y‖.
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This, together with the fact that if K is compact, then ∂ f (K )
.= ⋃

x∈K ∂ f (x) is compact, see
[12, Lemma A.22], yields the fact that every convex function is locally Lipschitz. Moreover,
if f is positively 1-homogeneous, a simple application of the definition of subdifferential
shows that

v ∈ ∂ f (x) ⇔ v ∈ ∂ f (λx), ∀λ > 0, x ∈ R
N . (5.3)

In particular, combining (5.3) with the local Lipschitz property of convex functions, we infer
that if f : RN → R is convex and positively-1 homogeneous, f must be globally Lipschitz.
Furthermore, using the definition of subdifferential and (5.3) for f convex and positively-1
homogeneous, it is easy to see that the following generalized Euler’s formula holds

(v, x) = f (x), ∀v ∈ ∂ f (x),∀x ∈ R
N . (5.4)

Finally, we recall that at x , the convex function f : RN → R is differentiable if and only if

∂ f (x) = {Df (x)},
see [12, Lemma A.20-A.21] and references therein. We can now start the proof of the propo-
sition.

5.2 Proof of Proposition 5.2

First we assume that h has property (P). G is convex since it is supremum of linear functions.
Moreover, the convexity of h yields the convexity ofG onRk ×(0,+∞). Having established
that G is convex, the fact that G as in (5.1) extends G is a classical fact. This proves (1). Since
G was positively 1-homogeneous, we have that G is as well homogeneous. Therefore (2) is
checked, and we only need to prove (3). By (5.1) we see that in order to conclude we only
need to show that, for fixed (z, t) ∈ R

k+1,

(DG(x, y), (z, t)) ≤ L < +∞, ∀(x, y) ∈ R
k × (0,+∞),

where L possibly depends on (z, t). Let us compute DG. Firstly we have that

∂xi G(x, y) = ∂xi h

(
x

y

)
.

Now, exploiting the convexity of h, we can choose any v ∈ R
k with ‖v‖ = 1 and write

(Dh(x), v) ≤ h(x + sv) − h(x)

s
, ∀s ∈ R

+.

Using the linear growth of h, i.e. (ii), we bound:

(Dh(x), v) ≤ A‖x + sv‖ + B + A‖x‖ + B

s
.

Letting s → +∞, the previous expression yields

(Dh(x), v) ≤ A, ∀x, v ∈ R
n, ‖v‖ = 1. (5.5)

Thus, if we can show that ∂yG(x, y) is uniformly bounded, then we conclude the proof. We
compute explicitly, for every (x, y) ∈ R

k × (0,+∞)

∂yG(x, y) = h

(
x

y

)
−
(
Dh

(
x

y

)
,
x

y

)
.
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We are therefore left to study the boundedness (from below) of the function z �→ h(z) −
(Dh(z), z), but this is a consequence of (iii) of property (P).

Finally, let us show the necessity of (P). If G is convex and extends G, then in particular

G(z, 1) = G(z, 1) = h(z), ∀z ∈ R
k,

hence h is convex. By the discussion of Sect. 5.1, we know that G is globally Lipschitz with
constant L > 0. Since

G(z, 1) = h(z), ∀z ∈ R
k,

we infer that h has linear growth, i.e. it enjoys property (ii). Finally, we need to show (iii).
Since G extends G in the upper half-space, we obtain

|∂yG(x, y)| ≤ L, ∀(x, y) ∈ R
k × (0,+∞).

By the definition of G, we deduce

|∂yG(z, 1)| = |h(z) − (Dh(z), z)| ≤ L, ∀z ∈ R
k,

hence (iii).

5.3 Proof of Corollary 5.3

First we show that λ = λ′. To see this, consider for any z �= 0 the auxiliary function
g(t)

.= h(t z) − (Dh(t z), t z), for t > 0. Then, g is non-increasing. Indeed,

g

(
1

t

)
= ∂yG(z, t),

and we can use that G is convex to deduce that t �→ ∂yG(z, t) is non-decreasing, hence that
t �→ g(t) is non-increasing. Now, for any t sufficiently large, by assumption (5.2), we have
that

h(t z) − (Dh(t z), t z) = λ′.

This shows that

λ′ = lim
t→+∞[h(t z) − (Dh(t z), t z)] = inf

t>0
[h(t z) − (Dh(t z), t z)] ≥ λ.

In particular, notice that h(0) = limt→0+ g(t) ≥ λ′. To show the equality between λ and λ′,
consider now a sequence zn ∈ R

k such that an
.= h(zn) − (Dh(zn), zn) → λ as n → ∞. If

zn = 0 for infinitely many n, we can write λ = limn→∞ an = h(0) ≥ λ′ and the proof is
concluded. Otherwise, by the computation above, we have, for every t ≥ 1

an ≥ h(t zn) − (Dh(t zn), t zn).

By choosing t in dependence of zn , we can ensure through assumption (5.2) that

h(t zn) − (Dh(t zn), t zn) = λ′.

Therefore,

λ = lim
n

an ≥ λ′

and the proof of the first part of the Corollary is finished.
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Now we wish to show the characterization of G. Fix (z, t) ∈ R
k × (−∞, 0). Let (x, y) ∈

R
k × (0,+∞). Then, using the definition G(x, y) = yh

(
x
y

)

(DG(x, y), (z, t)) =
(
Dh

(
x

y

)
, z

)
+
(
h

(
x

y

)
−
(
Dh

(
x

y

)
,
x

y

))
t . (5.6)

By (iii), we get

h

(
x

y

)
−
(
Dh

(
x

y

)
,
x

y

)
≥ λ,

hence, since t < 0, then

(DG(x, y), (z, t)) ≤
(
Dh

(
x

y

)
, z

)
+ λt .

We now show that (
Dh

(
x

y

)
, z

)
≤ h∗(z). (5.7)

Let a, b ∈ R
k , r > 0. Then, using the convexity of h,

0 ≤
(
Dh(a) − Dh

(
b

r

)
, a − b

r

)
,

or

0 ≤
(
Dh(a) − Dh

(
b

r

)
, ra − b

)
. (5.8)

To conclude (5.7), we might use assumption (5.2), but let us use a slightly more general
argument in order to use the same inequality below. By (5.5), we have that{

Dh

(
b

r

)}
r>0

is an equibounded family of vectors, hence up to subsequences it admits a limit

lim j→∞ Dh
(

b
r j

)
= w ∈ R

k , where lim j→∞ r j = 0. Hence,

0 ≤ lim
j→∞

(
Dh(a) − Dh

(
b

r j

)
, r j a − b

)
= −(Dh(a) − w, b). (5.9)

Now, w ∈ ∂h∗(b), in fact using the convexity of h we can write(
Dh

(
b

r j

)
,
a

r j
− b

r j

)
≤ h

(
a

r j

)
− h

(
b

r j

)
.

Multiplying by r j and letting j → ∞, we find that w ∈ ∂h∗(b). By (5.4), (5.7) now follows
from (5.9). Therefore, we can conclude that, for t < 0,

G(z, t) ≤ h∗(z) + λt .

To conclude the assertion, we consider for any t > 0:

(DG(z, y), (z, t)) =
(
Dh

(
z

y

)
, z

)
+
(
h

(
z

y

)
−
(
Dh

(
z

y

)
,
z

y

))
t .

If we choose y sufficiently small (in dependence of z), once again using (5.2), we see that

(DG(z, y), (z, t)) = h∗(z) + λ′t = h∗(z) + λt,
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the latter being true by the first part of the proof. This concludes the proof of the corollary.

5.4 Symmetric extension

Now we show the link between (PE) and a symmetric extension. Notice that imposing that h
admits a 1-homogeneous and even extension such that G(z, 1) = h(z) forces this extension
to have the form

G(z, t) = |t |h
( z
t

)
(5.10)

for t �= 0. If we require that G is convex too, then it is continuous, hence it becomes uniquely
determined on {(x, y) : y = 0} as G(z, 0) = h∗(z). Therefore, instead of considering a
general convex extension as in (5.1), we are going to work with the function G obtained in
(5.10).

Proposition 5.4 h satisfies (PE) if and only if G : Rk+1 → R defined as

G(z, t) =
{

|y|h
(
z
y

)
, if y �= 0

h∗(z), if y = 0
(5.11)

is even and convex.

Proof Assume that h satisfies (PE). First we prove that G is even. This amounts to show that

h∗(z) = lim
t→0+

h(t z)

t
= lim

t→0+
h(−t z)

t
= h∗(−z). (5.12)

To see this, we simply evaluate (iv) at z1 = −z
t and z2 = z

t for any z ∈ R
k , t > 0 to find

2
(
Dh

( z
t

)
,
z

t

)
≤ h

( z
t

)
+ h

(
− z

t

)
. (5.13)

We now use the same argument to prove (5.7) to see that for a sequence of positive numbers

{t j } j∈N with lim j t j = 0, lim j→∞ Dh
(

z
t j

)
= w ∈ ∂h∗(z). Therefore, multiplying by t in

(5.13) and passing to the limit along this subsequence, we get

2(w, z) ≤ h∗(z) + h∗(−z), ∀z ∈ R
k .

By (5.4), (w, z) = h∗(z), and in this way we see that, using the last equation,

2h∗(z) ≤ h∗(z) + h∗(−z) ⇒ h∗(z) ≤ h∗(−z), ∀z ∈ R
k,

that implies (5.12).
Now we show that G is convex. We rely on the results of Sect. 5.1, and we aim to show

that at every point p = (z, t) ∈ R
k+1,

∂G(p) �= ∅.

Let first t > 0. Since at p the function is differentiable, the only possible candidate for an
element of the subdifferential is v

.= DG(p). Notice moreover that by the 1-homogeneity of
G, (DG(p), p) = G(p). Thus we have, for any q = (x, y) ∈ R

k+1:

(DG(p), q − p) ≤ G(q) − G(p) ⇔ (DG(p), q) ≤ G(q). (5.14)
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If we establish (DG(p), q) ≤ G(q) for any y �= 0, thenwe can use the pointwise convergence

lim
y→0+ G(x, y) = lim

y→0+ yh

(
x

y

)
= h∗(x) = G(x, 0)

to infer that the inequality holds also for y = 0. We therefore compute, for any y �= 0:

(DG(p), q) =
(
Dh

( z
t

)
, x
)

+ h
( z
t

)
y −

(
Dh

( z
t

)
,
z

t

)
y = y

[
h
( z
t

)
−
(
Dh

( z
t

)
,
z

t
− x

y

)]

Using (5.14), v = DG(p) is a supporting hyperplane if and only if

(DG(p), q) = y

[
h
( z
t

)
−
(
Dh

( z
t

)
,
z

t
− x

y

)]
≤ G(q). (5.15)

Following the same argument of the beginning of Proposition 5.2, since h is convex, G is
convex on Rk × (0,+∞). Thus (5.15) is surely fulfilled if y > 0. If y < 0, (5.15) becomes

y

[
h
( z
t

)
−
(
Dh

( z
t

)
,
z

t
− x

y

)]
≤ G(q) = −yh

(
x

y

)
,

that can be rewritten as

h
( z
t

)
−
(
Dh

( z
t

)
,
z

t
− x

y

)
≥ −h

(
x

y

)
, ∀(z, t) ∈ R

k × (0,+∞), (x, y) ∈ R
k × (−∞, 0).

The last condition is equivalent to (iv). Now we need to prove that also for points p = (z, t)
with t < 0 an element in the subdifferential exists. This is anyway a consequence of the
evenness of G and the proof above, indeed the evenness of G yields

DG(p) = −DG(−p), ∀p ∈ R
k × (R \ {0}).

Therefore, for any q = (x, y) ∈ R
k+1,

(DG(p), q − p) = −(DG(−p), q − p) = (DG(−p), p − q) = (DG(−p),−q − (−p))

≤ G(−q) − G(−p) = G(q) − G(p),

where we exploited the fact that DG(−p) ∈ ∂G(−p), as proved above. Finally, we need to
produce an element in the subdifferential at points p = (z, 0). To do so, we again use the
fact that for any p′ = (z, t) with t > 0, q = (x, y) ∈ R

k+1,

(DG(p′), q − p′) ≤ G(q) − G(p′).

We only need to observe that {DG(z, t)}t>0 is an equibounded family of vectors. This allows
us to choose a sequence t j > 0 convergent to 0 such that {DG(z, t j )} j∈N converges to a
vector w ∈ R

k+1. Since limt→0+ G(z, t) = G(z, 0), we have

(w, q − p) = lim
j→∞(DG(p j ), q − p j ) ≤ lim

j→∞(G(q) − G(p j )) = G(q) − G(p).

where p j = (z, t j ),∀ j ∈ N. To show the equi-boundedness of {DG(z, t)}t>0, we observe
that

DzG(z, t) = Dh
( z
t

)
,

123



On the constancy theorem for anisotropic… Page 43 of 52    86 

that is equibounded in z and t by (5.5). Exactly as in the proof of Proposition 5.2, we use
(iii) to say that

λ ≤ ∂tG(z, t), ∀(z, t) ∈ R
k × (0,+∞).

Hence we only need to provide a bound from above. To show it, we use the convexity of h
to estimate

∂tG(z, t) = h
( z
t

)
−
(
Dh

( z
t

)
,
z

t

)
= h

( z
t

)
+
(
Dh

( z
t

)
, 0 − z

t

)

≤ h
( z
t

)
+ h(0) − h

( z
t

)
= h(0),

that provides the desired bound. This finishes the proof of the convexity of G.
To conclude, we need to show the converse statement, i.e. that if G is even and convex, then

h fulfills (PE). The fact that h fulfills (i)-(ii)-(iii) can be proved in a completely analogousway
as in Proposition 5.2. By Remark 5.1, one could also infer (iii) as a corollary of (iv). Finally,
to see (iv), one can simply follow the chain of logical equivalences of the previous part of
the proof. This proves that (PE) is also necessary to the existence of the even extension. ��

5.5 Extension to geometric functionals

Consider an orthonormal basis of �m(Rm+n), denoted with E1, . . . , E(m+n
m ), where

E1
.= e1 ∧ · · · ∧ em,

as done in (A.1). We define, for every τ ∈ �m(Rm+n)

�(τ)
.= G(〈τ, E2〉, . . . , 〈τ, E(m+n

m )〉, 〈τ, E1〉), (5.16)

and consequently the energy

��(T )
.=
∫
E

�( �T (x))θ(x)dHm(x),

for T = �E, �T , θ� ∈ Rm(Rn+m). For convenience, let us denote

φ(τ)
.=
(
〈τ, E2〉, . . . , 〈τ, E(m+n

m )〉, 〈τ, E1〉
)

.

We have

Proposition 5.5 Let G be positively-1 homogeneous and convex, and define � as in (5.16).
Then, �� fulfills Almgren’s condition (A.10).

Proof Let R, S ∈ Rm(Rn+m), ∂R = ∂S, spt S is contained in the vectorsubspace of Rn

associated with a simple m vector �S0 of Rn , and �S(z) = �S0 for ‖S‖-almost all z. Since
∂R = ∂S we have that ∫

�R d‖R‖ =
∫

�S d‖S‖ = M(S) �S0,

compare [11, 5.1.2]. Note that this implies by the linearity of φ that∫
φ ◦ �R d‖R‖ =

∫
φ ◦ �S d‖S‖ = M(S) φ ◦ �S0.
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Now we may use Jensen inequality and the 1-homogeneity of G to deduce that
∫

� ◦ �Rd‖R‖ =
∫

G ◦ φ ◦ �Rd‖R‖ ≥ G
(∫

φ ◦ �R d‖R‖
)

= G
(
M(S) φ ◦ �S0

)

= M(S)G ◦ φ ◦ �S0 =
∫


 ◦ �Sd‖S‖ ,

where we used again in the last line that G is 1-homogeneous. ��

Remark 5.6 If G is even, then �� is a well-defined energy on varifolds. Notice that in this
case, G is convex, even and 1-homogeneous. A simple computation in convex analysis shows
that this imposes for G to be positive. This observation is what makes it impossible to extend
an integrand f as the one constructed in Sect. 4 to an integrand defined on varifolds using
the methods introduced here.
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Appendix A. Currents, varifolds and geometric functionals

In this section we give the main definitions concerning currents and varifolds we have used
throughout the paper. One can give more general definitions, namely flat, normal currents
and general varifolds, see for instance [11,23], but we limit ourselves to rectifiable currents
and varifolds in order to keep the exposition as concise as possible.

A.1. Multilinear algebra

Let n ∈ N,m ≥ 0. We denote with �m(Rn+m) the space of m-vectors of Rn+m , i.e. the
vector space given by finite linear combinations of elements of the form

v1 ∧ · · · ∧ vm, vi ∈ R
n+m,∀1 ≤ i ≤ m.

We also let �s
m(Rn+m) ⊂ �m(Rn+m) be the space of non-zero simple m-vectors, i.e. all

elements τ ∈ �m(Rn+m) such that

τ = v1 ∧ · · · ∧ vm

for v1, . . . , vm ∈ R
n+m . We define a canonical basis of �m(Rn+m) as follows. Let

e1, . . . , en+m be the vectors of the canonical basis of Rn+m . Consider any multivector of
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length m, I = (i1, . . . , im), with 1 ≤ i1 < · · · < im ≤ n + m. There are
(n+m

m

)
of these

multivectors, and each one defines a simple m-vector

E j = ei1 ∧ · · · ∧ eim , j ∈
{
1, . . . ,

(
n + m

m

)}
.

It is easy to check that
{
E1, . . . , E(n+m

m )

}
is a basis for �m(Rn+m). We also set

E1
.= e1 ∧ · · · ∧ em, (A.1)

while the ordering of the other indexes is arbitrary (but fixed).
The vector space �m(Rn+m) can be endowed with a scalar product that is defined on

simple vectors as

(v1 ∧ · · · ∧ vm, w1 ∧ · · · ∧ wm)
.= det(X),

where X ∈ R
m×m is defined as Xi j = (vi , w j ). We define a norm on �m(Rn+m) by

setting ‖τ‖ = √
(τ, τ ). Analogously, one introduces the space of m-covectors of Rn+m ,

�∗
m(Rn+m), as the linear space generated by the wedge product of m covectors of Rn+m . An

element η ∈ �∗
m(Rn+m) acts by duality on elements of �m(Rn+m) in the following way. Let

η = η1 ∧ · · · ∧ ηm and τ = v1 ∧ · · · ∧ vm (the general case follows by linearity). Then,

η(τ) = det(Y ),

where Y ∈ R
m×m is the matrix defined as Yi j

.= ηi (v j ), ∀1 ≤ i, j ≤ m.
With these definition at hand, we can consider the spaceDm(Rn+m) as the space of smooth

m-forms of Rn+m with compact support, namely

Dm(Rn+m)
.= C∞

c (Rn+m,�∗
m(Rn+m)).

We endow �∗
m(Rn+m) with a norm given by

‖η‖ .= sup
τ∈�s

m (Rn+m )\{0}
|〈η, τ 〉|

‖τ‖ ,

hence we can consider on Dm(Rn+m) the norm

‖ω‖∞
.= sup

x∈Rn+m
‖ω(x)‖.

A.2. Planes and rectifiable sets

We denote withG(m, n +m) the space of unoriented m-planes of Rn+m . In [5], we used the
identification of G(m, n + m) with the space of orthogonal projections on m-planes{

P ∈ R
(m+n)×(m+n) : P = PT , P2 = P, rank(P) = tr(P) = m

}
.

It is not difficult to show that �s
m(Rn+m) can be identified with the space of oriented m-

dimensional planes of Rm+n , see [14, Section 2.1]. It is thus natural to introduce the two-to-
one map

f : �s
m(Rn+m) → G(m, n + m) (A.2)

that takes v1∧· · ·∧vm ∈ �s
m(Rn+m) to the projection on them-plane spanned by v1, . . . , vm .

Notice that f is not injective since f (τ ) = f (−τ), ∀τ ∈ �s
m(Rn+m).
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We recall that a set E ⊂ R
m+n is called rectifiable of dimension m if

E = E0 ∪
⋃
j≥1

Fj (E j ),

where Hm(E0) = 0, Fj ∈ C1(Rm,Rn+m), and E j ⊂ R
m+n is Borel. To such a set E it is

possible to associate naturally a notion of approximate tangent plane, i.e. a map

x �→ Tx E ∈ G(m, n + m).

For the definition of Tx E , we refer the reader to [23, Section 3.1]. An orientation x �→ �T (x)
of Tx E is a Borel map �T ∈ L∞(E,�s

m(Rn+m)) with ‖ �T (x)‖ = 1 forHm�E a.e. x ∈ R
n+m ,

and �T (x) ∈ f −1(Tx E), for Hm�E a.e. x ∈ R
n+m , where f is the map defined in (A.2).

A.3. Varifolds

A m-dimensional rectifiable varifold V is a measure on R
n+m × G(n + m,m) given by

V (g)
.=
∫
E
g(x, Tx E)θ(x)dHm(x), ∀g ∈ R

n+m × G(n + m,m) (A.3)

where E is m dimensional rectifiable set and θ ∈ L1(E;Hm�E). The varifold is called
integer rectifiable if in addition θ has values in N \ {0}. The notation for the varifold V
defined as in (A.3) is

V = �E, θ�.

A.4. Currents

A rectifiable current of dimension m, denoted by T , is a linear functional over Dm(Rn+m)

represented as:

T (ω)
.=
∫
E
〈ω(x), �T (x)〉θ(x)dHm(x),

where E is an m-rectifiable subset of R
n+m , �T (x) is an orientation of Tx E , and θ ∈

L1(E;Hm�E). Such a current T is denoted as

T = �E, �T , θ�.

The mass of the current T is defined as

M(T )
.=
∫
E

|θ(x)|dHm(x),

andwe introduce the notion of boundary ∂T of a rectifiable current T as them−1 dimensional
current

∂T (ω)
.= T (dω).

We restrict our attention to the space of integer rectifiable currents of dimension m,
Rm(Rn+m), defined as the space of m-dimensional rectifiable currents T with finite mass
and for which θ has values in N \ {0}.
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Given T = �E, �T , θ� and an injective vector-field X ∈ C1(Rn+m,Rn+m), we define the
pushforward of T as the current X#(T ) ∈ Rm(Rn+m) defined by

X#(T )
.= �X(E), �ξ, θ ◦ X−1�,

where
�ξ(X(x))

.= DX(x)v1(x) ∧ · · · ∧ DX(x)vm(x)

‖DX(x)v1(x) ∧ · · · ∧ DX(x)vm(x)‖ , ∀x ∈ E, (A.4)

if �T (x) = v1(x) ∧ · · · ∧ vm(x). Analogously, for a varifold V = �E, θ�,

X#V
.= �X(E), θ ◦ X−1�.

Notice that to every current T ∈ Rm(Rn+m) one can associate an integer rectifiable varifold
VT in the obvious way

VT (g)
.=
∫
E
g(x, f (�τ(x)))θ(x)dHm(x),

where f is the map defined in (A.2).
Let us explain how to give to a graph of a Lipschitz map a structure of current, hence also

of varifold. We essentially follow the theory developed in [14,15]. We also refer the reader to
[5], where this discussion was made for giving the graph a structure of varifold. Let � ⊂ R

m

be open and bounded and let u ∈ Lip(�,Rn). Then, the graph of u defined as

�u = {(x, u(x)) : x ∈ �}
ism-rectifiable. Furthermore, as proved in [14, Sec. 1.5, Th. 5] its approximate tangent plane
is, at a.e. x0 ∈ �, given by the orthogonal projection on

π(x0)
.= span{∂1(x, u(x))|x=x0 , . . . , ∂m(x, u(x))|x=x0}
= span{( f1, ∂1u(x0))

T , . . . , ( fm, ∂mu(x0))
T },

where f1, . . . , fm are the elements of the canonical basis of R
m . Define vi (x)

.=
( fi , ∂ui (x))T . The orientation we define on π(x0) is the natural one:

�ξu(x) .= v1(x) ∧ · · · ∧ vm(x)

‖v1(x) ∧ · · · ∧ vm(x)‖ . (A.5)

Given a Borel function θ ∈ L1(�u;Hm��u), we define the current Tu,θ = ��u, �ξu, θ� and
β(x)

.= θ(x, u(x)). Through the area formula, see for instance [5, Proposition 6.4], we have

M(Tu,θ ) =
∫

�

A(Du(x))β(x)dx,

where

A(X)
.=
√
det(id

R
m×m + XT X) (A.6)

is the area function. Notice that in the case n = m = 2, A has the form (4.4). In particular,
by the definition of norm of a m-vector, we notice that

A(Du) = ‖v1 ∧ · · · ∧ vm‖, (A.7)

where we have used the notation of (A.5).
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A.5. Geometric functionals

Given a smooth and 1-homogeneous function � : �s(R
n+m) → R, we can define the

functional on rectifiable currents T = �E, �T , θ�

��(T )
.=
∫
E

�( �T (x))θ(x)dHm(x) =
∫

�( �T ) d‖T ‖, (A.8)

as done in (1.1). On varifolds, given a smooth integrand F : G(m, n + m) → R, the
counterpart of the previous energy has the form

�′
F (V )

.=
∫
E
F(Tx E)θ(x)dHm(x), (A.9)

if V = �E, θ�. In particular, any even integrand � : �s(R
n+m) → R as above allows us to

define a functional on varifold too. The minimal hypotheses that one requires on an integrand
� to get lower semicontinuity of the energy �� , see [11, Section 5.1], is that � has positive
values and it satisfies Almgren’s ellipticity condition, i.e.

��(T ) − ��(Q) ≥ 0, (A.10)

whenever ∂T = ∂Q, Q has support contained in an m subspace of Rn+m whose orienting
m-vector is �τ = v1 ∧ · · · ∧ vm and the orientation of Q is given by τ . We say it satisfies a
uniform Almgren ellipticity condition if there exists ε > 0 such that

��(T ) − ��(Q) ≥ ε(M(T ) − M(Q)). (A.11)

We give now the definition of stationarity in the sense of currents (or varifolds). Fix an energy
�� and let U ⊂ R

m+n be open. Given any function g ∈ C∞
c (U,Rn+m), we define the flow

Xε(x)
.= γx (ε), where γx is the solution of the ODE

{
γ ′(t) = g(γ (t))

γ (0) = x .
(A.12)

We define the variation of T with respect to the vector field g ∈ C1
c (U;Rm+n) as

[δ�T ](g) .= lim
ε→0

��((Xε)#T ) − ��(T )

ε
. (A.13)

Finally, the current T is said to be stationary in U if [δ�T ](g) = 0,∀g ∈ C1
c (U;Rm+n).

With obvious modifications, this definition holds for varifolds as well.
A simple computation shows the following characterization of the first variation of a

geometric functional

Lemma 5.7 Let T = �T , �τ , θ� with �τ = τ1 ∧ · · · ∧ τm and ‖�τ(x)‖ = 1. For any, g ∈
C1
c (U,Rm+n),

[δ�T ](g) =
m∑
i=1

∫
E
〈d�(�τ(x)), τ1(x) ∧ · · · ∧ Dg(x)τi (x) ∧ · · · ∧ τm(x)〉θ(x)dHm(x).
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A.6. Functionals on graphs

It was shown in [5, Section 6] that from a functional defined on varifolds, one can define
a functional on graphs, simply using the area formula. To do so, we introduced the map
h : Rn×m → R

(n+m)×(n+m) defined as

h(X)
.= M(X)S(X)M(X)T

where

M(X)
.=
(
idm
X

)
and S(X)

.= (M(X)T M(X))−1, (A.14)

or, more explicitely,

h(X) =
[

S(X) S(X)XT

XS(X) XS(X)XT

]
. (A.15)

This represents the orthogonal projection on the plane

τ(X) = span{M(X)T e1, . . . , M(X)T en+m},
and is the parametrization of one chart of G(m, n + m). If F is an integrand as in (A.9), we
can define

f (X)
.= F(h(X))A(X), (A.16)

where A is the area element defined in (A.6). The following holds

�′
F (Vu,θ ) =

∫
�

f (Du(x))β(x)dx, (A.17)

for every Vu,θ = ��u, θ�, where β(x) = θ(x, u(x)). In [5, Proposition 6.6], we proved
the previous equality in the case θ ≡ 1, but the case with multiplicity holds with the same
proof. One can do the same for functionals defined on currents in the following way. Let
� ∈ C∞(�s

m(Rn+m)) and associate, to X ∈ R
n×m , the simple vector

W (X)
.= M1(X) ∧ · · · ∧ Mm(X),

where Mi (X) denotes the i-th column of the matrix M(X) defined in (A.14). If we define

f (X)
.= �(W (X))A(X), (A.18)

the area formula once again yields the equality

��(Tu,θ ) =
∫

�

f (Du(x))β(x)dx, (A.19)

for every Tu,θ = ��u, �ξu, θ�, where β(x) = θ(x, u(x)).
Finally, let us discuss the link between stationarity for geometric objects and stationarity

in the graph sense. We refer the interested reader to [5, Proposition 6.8] for a more precise
statement in the case of multiplicity 1 graphs.

Proposition 5.8 Let F : G(m, n + m) → R or � : �s
m(Rn+m) → R be given and define f

through formula (A.16) or (A.18), respectively. Let � be a Lipschitz, bounded, open subset
of Rm and β ∈ L1(�,R+). A map u ∈ Lip(�,Rn) satisfies⎧⎪⎪⎨
⎪⎪⎩

∫
�

〈Df (Du), Dv〉β(x)dx = 0 ∀v ∈ C1
c (�,Rn)

∫
�

〈Df (Du), DuDφ(x)〉β(x)dx −
∫

�

f (Du) div(φ)β(x)dx = 0 ∀φ ∈ C1
c (�,Rm),
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if and only if the rectifiable varifold Vu,θ = ��u, θ� or the rectifiable current Tu,θ =
��u, �ξu, θ�, where θ(x, y) = β(x),∀(x, y) ∈ R

m+n, are stationary with respect to �′
F

or �� , respectively.

Proof Since the proof is essentially the same of [5, Proposition 6.8], we only sketch it. In
[5, Proposition 6.8], only the varifold case was considered, hence let us consider the case of
functionals defined on currents here.

Step 1: Reduction to special vector fields.
Define, for any g ∈ C1

c (� × R
n,Rm+n), g = (g1, . . . , gn+m, ), two fields g1

.=
(g1, . . . , gm, 0, . . . , 0) and g2

.= (0, 0, gm+1, . . . , gn+m), so that g = g1 + g2. From now
on, consider g fixed. From Lemma 5.7, we see that the first variation [δ�T ] (see the notation
introduced in (A.13)) enjoys the following properties:

[δ�Tu](g) = [δ�Tu](g1) + [δ�Tu](g2). (A.20)

and

[δ�Tu](g) = [δ�Tu](h), ∀g, h ∈ C1
c (� × R

n,Rm+n), g|spt(�u ) = h|spt(�u) . (A.21)

(A.20) is trivial, while to show (A.21), simply notice that if

g|spt(�u) = h|spt(�u),

then

Dg(x, u(x))w = Dh(x, u(x))w, for a.e. x ∈ � and w ∈ T(x,u(x))�u . (A.22)

By exploiting the explicit form of the first variation written in Lemma 5.7, (A.21) follows at
once. From (A.21) we conclude that it suffices to consider the first variation of the current
Tu for vector fields g of the form

g(x, y) = χ(y)G(x, u(x)), (A.23)

forG ∈ C1
c (�×R

n,Rn+m), and χ ∈ C∞
c (Rn), χ(y) ≡ 1 on B2M (0) ⊂ R

n and χ(y) ≡ 0 on
B3M+1(0), where M

.= maxx∈π(spt(G)) ‖u(x)‖. π : Rm+n → R
m here denotes the projection

π(x, y)
.= x,∀(x, y) ∈ R

m+n, x ∈ R
m, y ∈ R

n .
Step 2: Inner variations.

We let Xε be the flow generated by g1, for g as in (A.23). It is easy to see that

Xε(x, u(x)) = (Zε(x), u(x)),∀x ∈ �,

where Zε is the flow generated by the field x �→ G1(x, u(x)). Using this information, one
readily checks that

(Xε)#Tu = �Xε(�u), �τε, θ ◦ (Xε)
−1� = ��u◦Z−ε(·), �ξu◦Z−ε , θ ◦ (·, Z−ε(·))� = Tu◦Z−ε,θ◦(·,Z−ε(·)).

Through formula (A.19), we see that

��(Tu◦Z−ε,θ◦(·,Z−ε(·))) =
∫

�

f (D(u ◦ Z−ε))β ◦ Z−ε(x) dx

=
∫

�

f (Du(x)DZ−ε(Zε(x))) β(x) det(DZε) dx .

123



On the constancy theorem for anisotropic… Page 51 of 52    86 

By taking the derivative at ε = 0 of the previous expression, we get

[δ�T ](g1) =
∫
�

〈Df (Du), DuD(G1(x, u(x)))〉β(x)dx −
∫
�

f (Du) div(G1(x, u(x)))β(x)dx

(A.24)
Step 3: Outer variations.

Similarly to the case above, consider the flow Yε generated by g2, for g as in (A.23). Then,
one checks that

Yε(x, u(x)) = (x, u(x) + εG2(x, u(x)),

and hence

(Yε)#Tu = �Yε(�u), �τε, θ ◦ Y−ε� = ��vε ,
�ξvε , θ ◦ Y−ε� = Tvε,θ◦Y−ε .

By (A.19), we write

�((Yε)#Tu) =
∫

�

f (Du + εD(G2(x, u(x))))β dx,

whose derivative at ε = 0 yields

[δ�T ](g2) =
∫

�

〈Df (Du), D(G2(x, u(x)))〉β(x)dx . (A.25)

Now the Proposition follows at once from (A.20)-(A.21)-(A.24)-(A.25). ��
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