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Context

Dynamic optimization represents a natural choice for reducing production costs while guaranteeing safety and quality constraint. However, in the presence of uncertainty, applying an input profile that has been computed numerically based on a nominal model may not lead to optimality. Since batch processes are typically repeated over time and batch-end measurements are readily available, the idea is to use these batch-end measurements to improve the performance of batch processes iteratively on a run-to-run basis [1], [2]. To illustrate the proposed methodology, measurement-based optimization of styrene/-methylstyrene is investigated.

Problem formulation

Case study: Consider the dynamic optimization of a batch styrene/-methylstyrene copolymerization reactor, where the reactor temperature is the manipulated variable. The objective is to minimize the batch time under the following constraints:

· Final molecular weight has to be larger than 
[image: image1.wmf] g/mol.

· Final conversion has to exceed 60%.

· Reactor temperature cannot exceed 343 K.

· Jacket inlet temperature is larger than 293 K, i.e. the cooling rate is limited.

Model of the solution: From an analysis of the reaction mechanism and understanding of the intrinsic compromise between molecular weight and conversion (increasing the reactor temperature improves conversion and reduces molecular weight), the following model of the optimal solution can be proposed:

· Arc 1: The reactor temperature is set to its maximum value to minimize the time needed for the nucleation step. As there is not a lot of polymer formed during this interval, a high temperature will not lead to a significant decrease in molecular weight.

· Arc 2: The jacket inlet temperature is set to its minimum value in order to cool down the reactor and bring it to the next arc as quickly as possible.

· Arc 3: The reactor temperature is maintained constant. At this stage the rate of reaction only depends on temperature because particles are saturated with monomer. Thus, a compromise between molecular weight and conversion is sought.

· Arc4: The reactor temperature is increased linearly in order to compensate the decrease in reaction rate caused by the fact that particles are no longer saturated with monomer.

The solution can be parameterized with five parameters: the three switching times between the various arcs, the slope of Arc 4, and the final time.

Worst-case design: ±15% uncertainty on the propagation rate constant and ±10% uncertainty on the transfer to monomer rate constant are considered. Robust optimization provides values for the five input parameters that guarantee constraint satisfaction despite uncertainty. However, such a solution can be extremely conservative.

Run-to-run methodology

Separation of the input parameters: To reduce conservatism, the input parameters are updated in a run-to-run manner using batch-end measurements in order to satisfy the necessary conditions of optimality (NCO). The NCO consists of two parts: the constraint part and the sensitivity part. So, a separation between input parameters is performed to distinguish combinations that can be used to meet the constraint part and those for the sensitivity part. Also, some combinations of input parameters may not be affected by uncertainty at all and so, need not be adapted.

This separation is done through singular value decomposition of the two matrices G and D obtained through local linearizations: 
[image: image2.wmf] represents the effect of the input parameters 
[image: image3.wmf] on the terminal constraints T and can be computed experimentally;
[image: image4.wmf] represents the effect of the uncertain parameters 
[image: image5.wmf] on the input parameters and is computed in simulation.

SVD of G and D leads to the definition of four different classes of input parameters:

· Constraint-seeking uncertainty-sensitive parameters: directions that are affected by uncertainty and that affect terminal constraints. 

· Constraint-seeking uncertainty-insensitive parameters: directions that are not affected by uncertainty and that affect terminal constraints. 

· Sensitivity-seeking uncertainty-sensitive parameters: directions that are affected by uncertainty and that do not affect terminal constraints.

· Sensitivity-seeking uncertainty-insensitive parameters: directions that are not affected by uncertainty and that do not affect terminal constraints. 

It was shown that uncertainty-insensitive parameters need not be updated. For the update of the uncertainty-sensitive parameters, analytical update laws have been developed [2].

Run-to-run scheme: A run-to-run scheme has been proposed that allows run-to-run adaptation of both the constraint and sensitivity parts of NCO. 
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Run-to-run scheme proposed to track NCO:  ”diff” provides gradient information,

 
[image: image7.wmf] are controllers gains, and 
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The two feedback loops operate at two different time scales [2]: the adaptation of the constraint-seeking uncertainty-sensitive parameters is performed at a fast time scale, while the adaptation of sensitivity-seeking uncertainty-sensitive parameters is done at a slow time scale. Convergence has been established for MIMO systems with sector nonlinearities using a Lyapunov approach [3].

Results
Run-to-run adaptation of the input parameters is performed with the proposed run-to-run scheme. ±15% uncertainty on the propagation rate constant and ±10% uncertainty on the transfer to monomer rate constant are considered. As 5% zero-mean measurement noise is considered, backoffs (conservatism) are introduced to avoid constraint violation. The controller gains are reduced after 10 batches to avoid noise amplification. Starting from the conservative scenario, up to 40% improvement of the batch time can be observed within 12 batches, without any constraints violation, by updating only constraint-seeking directions. Since it takes about 12 batches to converge, most of the optimization is performed during the first 5 batches. Sensitivity adaptation is also performed, but batch time reduction is marginal and buried in measurement noise. 

Other run-to-run optimizations are performed with uncertainty only on the propagation rate constant. In this case, 33.7% improvement of the batch time is observed:

· Adaptation of constraint-seeking uncertainty-sensitive directions leads to a batch time reduction of 32.2% within 30 batches.

· Adaptation of all constraint-seeking directions leads to a reduction of 33.6% within 30 batches. Note that, if the separation between parameters was globally valid, the batch time reduction would have been the same. However, the separation is only locally valid, and constraint-seeking uncertainty-insensitive directions can be affected by uncertainty after a few batches.

· Adaptation of all constraint-seeking directions and of the sensitivity-seeking uncertainty-sensitive directions leads to a reduction of 33.7% within 300 batches. So, convergence is very slow and leads to a marginal batch time reduction.

· Adaptation of all constraint-seeking directions and of all sensitivity-seeking directions is also performed, and leads to the same reduction of 33.7%.

Hence, as expected, most of the optimization is done through update of the constraint-seeking uncertainty-sensitive directions.
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