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Abstract
Collective spin excitations can propagate in magnetically ordered materials in the form of

waves. These so-called spin waves (SWs) or magnons are promising for low-power beyond-

CMOS information processing, which does not rely anymore on the lossy movement of electric

charges. SWs in the few GHz frequency regime possess nanoscale wavelengths about five

orders of magnitude smaller than electromagnetic waves of the same frequency. This property

makes SWs ideally suited for application in microwave technology, essential for on-chip

processing of wireless telecommunication signals. In this thesis, three crucial challenges

relevant for the technological application of SWs are addressed:

First, to functionalize SWs and exploit their small wavelengths, it is necessary to control them

at the nanoscale. Here, periodically nanostructured materials, denoted magnonic crystals, are

promising, as they allow to tailor the band structure of SWs. We report on SWs propagating in

a prototypical one-dimensional magnonic crystal consisting of dipolarly coupled magnetic

nanostripes. The remanent magnetization of individual stripes was designed to be bistable

along the long axis. By magnetizing an individual stripe in opposite direction to the others, we

created a magnetic defect. We measured by means of all-electrical spin wave spectroscopy

and Brillouin light scattering microscopy phase and amplitude of SWs trespassing the defect.

We found that spin wave phases and amplitudes were modified at the nanoscale, and phase

shifts could be tuned by an applied bias magnetic field. Using micromagnetic simulations,

we identified specific bias fields for which phase shifts of π are achieved without suppressing

SW amplitudes. This result is highly relevant for the implementation of logic gates based on

interference of phase-controlled SWs. We further measured propagation of short-waved SWs

in an antiferromagnetically ordered one-dimensional magnonic crystal, where every second

stripe was magnetized in opposite direction. We found a band gap closing at the Brillouin

zone boundary when no magnetic bias field was applied. Our observations are promising for

reprogrammable microwave filters capable of adjusting stop- and passband.

Second, we address how long-waved electromagnetic waves can be coupled efficiently to

nanoscale SWs. We demonstrate by space- and time-resolved scanning X-ray transmission

measurements, that excited nanogratings allow to transfer their reciprocal lattice vector and

multiple of it to an underlying magnetic thin film, in which nanoscale propagating SWs are

launched. Additionally, we discovered a second method for short-waved spin wave generation

based on magnetic microwave guides. This approach is easy to fabricate and relies on the

adaption of the SW wavelength to a changing effective magnetic field. Efficient coupling

of electromagnetic waves to nanoscale SWs promises an unprecedented miniaturization of
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Abstract

microwave components.

Third, we found that the magnetization direction of bistable nanomagnets can be switched by

propagating SWs in an underlying magnetic thin film when a threshold amplitude is reached.

This discovery is promising for the realization of a non-volatile magnonic memory, which

stores spin wave amplitudes. A possible application are spin wave logic gates, which encode

the outcome of a logic operation in the output spin wave amplitude. Magnonic memory

would allow for storing these amplitudes directly, without requiring lossy conversion into the

electrical domain.

Key words: Magnonics, Spin waves, Magnonic crystals, Microwave electronics, Grating coupler,

Phase shifting, Microwave characterization
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Zusammenfassung
Kollektive Spin-Anregungen können sich in magnetisch geordneten Materialen in From von

Welle ausbreiten. Diese sogenannten Spinwellen oder Magnonen sind vielversprechend für

niederenergetische Datenverarbeitung, die im Gegensatz zur CMOS-Technologie nicht auf

den verlustreichen bewegen elektrischen Ladungen beruht. Spinwellen im Frequenzbereich

von einigen GHz besitzen nanoskalige Wellenlängen, die etwa fünf Größenordnungen kleiner

sind als die von elektromagnetischen Wellen gleicher Frequenz. Diese Eigenschaft prädesti-

niert Spinwellen für die Anwendung in der Mikrowellentechnologie, welche essentiell für

das Verarbeiten von drahtlosen Kommunikationssignalen ist. Im Verlauf dieser Doktorarbeit

werden drei entscheidende Herausforderungen auf dem Weg zur technischen Anwendbarkeit

von Spinwellen adressiert: Erstens, um Spinwellen zu funktionalisieren und von den kleinen

Wellenlängen zu profitieren ist es notwendig, sie auf der nanoskaligen Ebene manipulieren

zu können. Periodisch nanostrukturierte magnetische Gitter, sogenannte magnonische Kri-

stalle, sind hierbei vielversprechend, da sie es erlauben, die Bandstruktur von Spinwellen

maßzuschneidern. Wir berichten über propagierende Spinwellen in einem prototypischem

eindimensionalen magnetischen Kristall, der aus dipolar gekoppelten magnetischen Nanost-

reifen besteht. Die remanente Magnetisierung von einzelnen magnetischen Streifen ist bistabil

entlang ihrer langen Achse. Durch das Magnetisieren eines einzelne Streifens in entgegenge-

setzte Richtung zu den Anderen, erzeugen wir einen magnetischen Defekt. Wir zeigen durch

Mikrowellenspektroskopie und Brillouin-Mikroskopie, dass ein solcher Defekt dazu geeignet

ist die Phase und Amplitude von Spinwellen nanoskalig zu manipulieren. Wir identifizieren in

mikromagnetischen Simulationen Parameter unter welchen ein π Phasenversatz erreicht wird,

ohne dabei die Amplitude zu reduzieren. Dieses Ergebnis ist hochrelevant für die Implemen-

tierung von Logikgatter, die auf der Interferenz von phasenkontrollierten SW beruhen. Des

Weiteren adressieren wir kurzwellige propagierende Spinwellen in einem antiferromagnetisch

geordneten eindimensionalen magnetischen Kristall, indem jeder zweite Streifen entgegenge-

setzt magnetisiert ist. Für Spinwellen mit einem Wellenvektor an der Brillouin-Zonengrenze

schloss sich die gemessene Bandlücke, wenn kein magnetisches Feld angelegt war. Unsere

Beobachtungen sind vielversprechend für programmierbare Mikrowellenfilter, die dazu fähig

ihren Sperr- und Durchlassbereich anzupassen.

Zweitens adressieren wir, wie langwellige elektromagnetisch Wellen effizient mit nanoskaligen

Spinwellen gekoppelt werden können. Wir zeigen durch orts- und zeitaufgelöste Röntgen-

mikropie, dass angeregte Nanogitter ihren reziproken Gittervektor und Vielfache davon and

einen unterliegenden magnetischen Dünnfilm übertragen können, indem dann propagie-
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Zusammenfassung

rende nanoskalig Spinwellen angeregt werden. Außerdem schlagen wir eine zweite Methode

basierend auf magnetischen Mikrowellenleitern vor, welche einfach in der Herstellung ist, und

auf der Anpassung der Wellenlänge von Spinwellen an ein sich änderndes effektives magneti-

sches Feld beruht. Effiziente Kopplung von elektromagnetischen Wellen und nanoskaligen

Spinwellen verspricht eine beispiellose Miniaturisierung von Mikrowellenkomponenten.

Drittens zeigen wir, dass die Magnetisierungsrichtung von bistabilen Nanomagneten durch

propagierende Spinwellen in einem unterliegenden Dünnfilm geschalten werden kann, wenn

die Amplitude der Spinwellen einen gewissen Schwellenwert überschreitet. Diese Entdeckung

ist vielversprechend für die Realisierung eines nichtflüchtig magnonischen Speichers, der

die Amplituden von Spinwellen aufzeichnet. Eine mögliche Anwendung sind Logikgatter, die

das Ergebnis einer logischen Operation in der ausgegebenen Spinwellenamplitude kodieren.

Magnonischer Speicher würde es erlauben diese Amplituden direkt zu speichern, ohne eine

verlustreiche Konvertierung in die elektrische Domäne zu erfordern.

Stichwörter: Magnonics, Spinwellen, magnonische Kristalle, Mikrowellenelektronik, Gitter-

koppler, Phasenschieber, Mikrowellen-Charakterisierung
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Résumé
Les excitations collectives de spin peuvent se propager dans des matériaux magnétiquement

ordonnés sous la forme de vagues. Les appelées ondes de spin ou magnons sont prometteurs

pour le traitement de l’information à une faible puissance, qui, au contraire que la techno-

logie CMOS, ne repose plus sur le mouvement des charges électriques. Les ondes de spin

dans le régime de fréquences de quelques GHz possèdent des longueurs d’onde nanomé-

triques d’environ cinq ordres de grandeur plus petits que ceux des ondes électromagnétiques

de même fréquence. Cette propriété rend les ondes de spin parfaitement adaptées à une

application dans la technologie micro-ondes, essentielle pour le traitement sur puce des télé-

communications sans fil. Dans cette thèse, trois défis cruciaux pertinents pour la l’application

technologique des ondes de spin sont abordés :

Premièrement, pour fonctionnaliser les ondes de spin et exploiter leurs petites longueurs

d’onde, il est nécessaire de les contrôler à l’échelle nanométrique. Ici, les matériaux périodi-

quement nanostructurés, appelés cristaux magnoniques, sont prometteurs, car ils permettent

d’adapter la structure de bande des ondes de spin. Nous rapportons des ondes de spin se pro-

pageant dans un cristal magnonique unidimensionnel prototypique composé de nanorayures

magnétiques couplées dipolairement. L’aimantation rémanente des bandes individuelles a

été conçue pour être bistable le long du grand axe. En magnétisant une bande individuelle

dans la direction opposée des autres, nous avons créé un défaut magnétique.

Nous avons mesuré la phase et l’amplitude des ondes de spin qui ont transgressé le défaut

au moyen de la spectroscopie d’onde de spin entièrement électrique et de la microscopie à

diffusion de lumière Brillouin. Nous avons constaté que les phases et amplitudes des ondes de

spin étaient modifiées à l’échelle nanométrique et que les déphasages pouvaient être réglés

par un champ magnétique appliqué. En utilisant des simulations micromagnétiques, nous

avons identifié des champs spécifiques pour lesquels des déphasages de π sont obtenus sans

réduire les amplitudes des ondes de spin.

Ce résultat est très pertinent pour la mise en oeuvre de portes logiques basées sur l’interfé-

rence d’ondes de spin commandées en phase. Nous avons en outre mesuré la propagation

des ondes de spin à ondes courtes dans un cristal magnonique unidimensionnel à ordre anti-

ferromagnétique, où chaque seconde nanorayure était magnétisée dans la direction opposée.

Nous avons trouvé une bande interdite se fermant à la limite de la zone Brillouin lorsqu’aucun

champ magnétique n’était appliqué. Nos observations sont prometteuses pour des filtres

micro-ondes reprogrammables capables d’ajuster les bandes d’arrêt et passantes.

Deuxièmement, nous examinons comment les ondes électromagnétiques à ondes longues
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peuvent être couplées efficacement aux ondes de spin à l’échelle nanométrique. Nous dé-

montrons par des mesures de microscopie en transmission par rayons X à balayage résolu

dans l’espace et dans le temps que les nanoréseaux excités permettent de transférer leur

vecteur de réseau réciproque et son multiple vers un mince film magnétique sous-jacent, dans

lequel des ondes de spin se propageant à l’échelle nanométrique sont lancées. De plus, nous

avons découvert une deuxième méthode de génération d’ondes de spin à ondes courtes basée

sur des guides magnétiques à micro-ondes. Cette approche est facile à fabriquer et repose

sur l’adaptation de la longueur d’onde des ondes à spin à un champ magnétique efficace

changeant. Le couplage efficace des ondes électromagnétiques aux ondes à spin à l’échelle

nanométrique promet une miniaturisation sans précédent des composants micro-ondes.

Troisièmement, nous avons constaté que la direction de magnétisation des nanomagnets bis-

tables peut être commutée en propageant des ondes de spin dans un mince film magnétique

sous-jacent lorsqu’une amplitude de seuil est atteinte. Cette découverte est prometteuse pour

la réalisation d’une mémoire magnonique non volatile, qui stocke les amplitudes des ondes de

spin. Une application possible est les portes logiques des ondes de spin, qui codent le résultat

d’une opération logique dans l’amplitude de l’onde de spin de sortie. La mémoire magnétique

permettrait de stocker ces amplitudes directement, sans nécessiter de conversion avec perte

dans le domaine électrique.

Mots clés : Magnonique, ondes de spin, cristaux magnoniques, électronique micro-ondes, cou-

pleur de réseau, déphasage, caractérisation micro-ondes
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1 Motivation and context

Magnetic materials play an important role in modern technologies. Applications exploit for

instance bulk materials as permanent magnets in energy-harvesting windmills, ferrimagnetic

spheres in microwave components and ferromagnetic thin films in non-volatile data storage.

Current research efforts aim at optimizing the microwave properties of ferro- and ferrimag-

netic materials to advance and miniaturize microwave electronics. Here, nanostructured

materials with tailored and optimized spin wave (SW) properties are important [1–3]. Spin

waves (magnons) are collective spin excitations that exhibit a specific wavelength [4] and

allow for information transport and processing without moving electric charges. They are

excited in the technologically relevant GHz regime, where electromagnetic waves in air have

wavelengths on the order of centimeter or larger. At the same frequencies spin waves exhibit

significantly shorter wavelengths down to a few 10 nm [5]. The gigantic wavelength reduction

is at the core of a magnonics-based technology [6, 7].

Our society heavily relies on the wireless exchange of information. Currently we are undergo-

ing a digital transformation towards an internet of things (IoT) [8], where a growing number

of devices are wirelessly interconnected and share information in real time. By end of 2019

about 8 billion of active IoT devices were estimated and a tripling within the next 10 years

is expected [9]. Key challenges include miniaturization, power consumption and receiver

flexibility. Energy efficiency determines the life cycle of IoT devices with non-chargeable

battery cells [10]. Microwave receivers are required to operate at several frequency bands

and today’s fixed filter technology adds considerable to the fabrication cost, size and energy

footprint [11]. Here, magnonic devices promise unprecedented down-scaling, low energy

consumption by circumventing Joule heating, and flexibility, as magnonic band structures are

reprogrammable. Analog signal processing with spin waves has attracted ongoing research

interest for several decades [12–15]. However, most of the pioneering works addressed long-

waved SWs in the millimeter and micrometer range. Only in the recent decade advances in the

field of magnonics and in technology in general have led to the study of SWs at the nanoscale

[16]. At small wavelengths, SWs become interesting for beyond-CMOS computation [3, 17–19]

as well. This thesis addresses three challenges towards technological applicability of SWs at

the nanoscale, which are contextualized in the following:
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Chapter 1. Motivation and context

1.1 Magnonic crystals: Controlling spin waves on the nanoscale

To control electromagnetic waves in solids periodic modulation of material properties has

been used to create man-made band structures and engineer material properties not found

in nature. A prominent example are so-called photonic crystals. Here the dielectric constant

is periodically modulated which gives rise to an artificial band structure for photons [20, 21].

Other prominent examples are plasmonic and phononic crystals [22, 23].

To functionalize magnetic materials for microwave applications, we aim at enhanced control

of their SW properties on the nanoscale. Nowadays, state of the art lithography allows one

to nanopattern magnetic materials on the length scale of the SW wavelength. It was shown

that periodic modulation of magnetic parameters modifies the dispersion relation of SWs and

leads to artificial band structures, giving rise to so-called magnonic crystals (MCs) [24–26].

Thereby magnetic metamaterials with tailored SW properties are created.

Magnonic crystals have been realized in various ways and in up to three dimensions [27].

Common approaches for MCs included periodic structuring of magnetic thin films by in-

troducing partial grooves [28–31] or complete air gaps [32–34], and the alternation between

different magnetic materials [35–37]. MC were further realized by periodic ion-implantation

[38], optical heating [39] and spatially modulated magnetic fields [40–42].

In the course of this thesis we focus on one-dimensional (1D) MCs consisting of ferromag-

netic nanostripes separated by small air gaps. Individual ferromagnetic nanostripes confine

standing SWs with quantized wavelengths [43, 44]. Gubbiotti et al. [32, 33] demonstrated that,

if spaced close enough together, magnetic nanostripes dipolarly couple and a band structure

is formed allowing for propagating SWs.

Ferromagnetic nanostripes itself exhibit a bistable magnetic ground state and are therefore

ideal building blocks for reconfigurable MCs, that feature different stable magnetic config-

urations at remanence. By periodic modification of the magnetic order, the band structure

of such a MC can be reprogrammed [34, 45–48]. This is one of the main advantages of MCs

compared to their equivalents in photonics, plasmonics and other fields of physics.

In 2013, R. Huber et al. [49] reported SW scattering, when an individual nanostripe in a 1D MC

was magnetized antiparallel to the others. The introduced magnetic defect reduced measured

SW transmission between two coplanar waveguides by about 30 %. In Chapter 4 we build on

this pioneering work and investigate a magnetic defect in an metallic 1D MCs by means of

all-electrical spin wave spectroscopy and space- and phase-resolved Brillouin light scattering.

Our findings show that phase and amplitude of SWs are modified by an individual magnetic

defect depending on the application of a magnetic bias field. In our experiments large phase

shifts were concomitant with a reduction in amplitude. Using micromagnetic simulations,

we identify specific bias fields at which a π phase shift and occurs while maintaining a large

SW amplitude. We note that part of Chapter 4 (Section 4.1) was published in Applied Physics

Letters [50] and was reproduced with the permission of the publisher.
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1.2 Efficient excitation of short magnons

To exploit the short wave lengths of SWs for applications in microwave technology, it is

essential to efficiently couple them to electromagnetic waves. The severe mismatch in wave

vector makes effective inter-conversion challenging. To excite propagating SWs, commonly

planar microwave transmission lines, e.g. microstripes or coplanar waveguides (CPWs), are

fabricated on top of a magnetic thin film [51], which serves as the SW medium. When a

microwave current is applied to the transmission line, a dynamic magnetic field is created

in the vicinity of transmission line. The dynamic field provides an oscillating torque on the

magnetic moments in the thin film and propagating SWs are excited. Details of the excitation

efficiency of CPWs will be provided in Chapter 3 (Methods). Importantly, the SW wavelength

is governed by the spatial variation of the microwave field and is on the length scale of the

transmission line width [52]. While the width of waveguides can be downsized to a certain

extend [53], Ohmic resistance increase becomes a limiting factor on the nanoscale. In 2013, H.

Yu et al. showed that by introducing a periodic grating of nanomagnets between CPW and a

magnetic thin film, several additional high frequency modes appeared in all-electrical spin

wave spectroscopy measurements. The modes were attributed to reciprocal lattice vectors of

the grating and multiple of it. This so-called grating coupler effect was addressed by several

later studies [5, 54–56], however due to a lack of spatial and temporal resolution of the used

measurement techniques, wavelengths and amplitudes of the grating coupler modes were

not quantified. In the first part of Chapter 5 we report on time-resolved scanning X-ray

transmission microscopy on a 1D grating coupler fabricated out of periodically arranged

permalloy (Py) nanostripes on a thin Yttrium iron garnet (YIG) film. We measured efficient

emission of SWs with wavelengths down to 100 nm at 8 GHz, which is two orders of magnitude

smaller than the SW wavelength provided by the geometrical size of the CPW and 375000 times

smaller the the wavelength of electromagnetic waves at the same frequency. Additional to the

anticipated grating coupler effect, we found a further wavelength conversion at the interface

between grating coupler and bare YIG film. Our observations were published in ACS Nano

Letters [57] and reprinted with the permission of the journal.

In the second part of Chapter 5 we report on an alternative approach for short-waved SW

generation, which does not require nanotechnology. Our method is based on wavelength

conversion of SWs in an inhomogeneous magnetic field [58]. By fabricating magnetic CPWs

(mCPWs), we introduce a stray field in the underlying SW medium. The stray field increased

the resonance frequency of SWs in the vicinity of the mCPW. SWs which propagated away from

a mCPW were exposed to a lower effective magnetic field and their wavelength took smaller

values in accordance to their dispersion relation. We found propagating SWs with wavelengths

down to 100 nm, and showed with micromagnetic simulations that wavelengths down to few

tens of nanometers are expected in an optimized sample. This research was done in close

collaboration with Ping Che, whose contributions are explicitly acknowledged here. The work

was published with us as equally contributing Co-authors in Nature Communications [59].

Reprint was granted due to a Creative Commons licensing of the publisher.
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1.3 Magnonic memory: How to store spin waves?

Magnons are quasiparticles with a life-time of few hundred nanoseconds in optimized ma-

terials [3]. Proposed computation schemes with SWs often encode the outcome of a logic

operation in the output SW amplitude. To have the computed information accessible, it is thus

important to store SW amplitudes in a non-volatile manner. While it is possible to electrically

detect SWs and then store outcome amplitudes in conventional memories, magneto-electric

conversion losses were identified as the main factor limiting the energy efficiency of magnonic

devices [60]. Recently J. Han et al. [61] reported the displacement of a domain wall exposed to

propagating spin waves. The results are promising in that volatile SWs induced a non-volatile

change in the static magnetization. However the required microwave powers were in the

miliwatt scale. In Chapter 6 we report on remote switching of the static magnetization of

nanomagnets by propagating SWs excited at few tens of microwatt. Our results are promising

for the realization of a magnonic memory, which stores SW signals directly, without converting

them to electrical signals first.
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2 Theoretical background

This chapter is intended to introduce essential theoretical concepts required in the course of

this thesis. In Sec. 2.1 we provide a brief introduction to magnetism and magnetically ordered

materials. In Sec. 2.2 we introduce relevant micromagnetic energy terms, which allow for

computation of the static magnetization configuration. Section 2.3 addresses magnetization

dynamics of ferromagnets. Thereby first the Landau-Lifshitz-Gilbert equation (Sec. 2.3.1),

which constitutes the equation of motion for magnetic moments, and the effective magnetic

field are introduced. Then we discuss the special case of ferromagnetic resonance (Sec 2.3.2).

Finally we address the dispersion relation of spin waves in magnetic thin films (Sec. 2.3.3) and

in magnonic crystals (Sec. 2.3.4). In Sec. 2.3.5 the theoretical foundations for micromagnetic

simulations are provided.

2.1 Introduction to Magnetism

Magnetic phenomena fascinated people for a long time. More than 2500 years ago, Thales

of Miletus described the attraction between natural occurring Fe3O4 (known as "loadstoan")

and iron [62]. However for the most time of human history, the origin of magnetism stayed a

mystery. Fundamental understanding of magnetism was only achieved with the established

of quantum mechanics during the first half of the 20th century [63]. Following quantum

electrodynamics, an microscopic magnetic moment µi is attributed to the spin and orbital

angular momenta of electrons. The total magnetic moment m =∑
i µi is directly proportional

to the total angular momentum J (summation rules for J are found in Ref. [63]) via

m = γJ , (2.1)

where γ = gµ0
|e0|
2me

is called the gyromagnetic ratio [64, 65]. Here µ0 = 4π ·10−7 N/A2 is the

vacuum permeability, e0 and me are the electron mass and charge respectively and g is the

Landé factor. Metallic ferromagnets are typically governed by the spin angular momentum

with J ≈ S and g ≈ 2. For an electron the spin angular momentum projected along any given

direction amounts to 1
2~, where ~ is the reduced Planck constant. Thus the associated mag-
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Chapter 2. Theoretical background

netic moment of an electron calculates to µB = ~e0
2me

= 9.274 ·10−24 J ·T−1 and is denoted Bohr

magneton.

Despite the quantized nature, a classical continuum approach can be used to describe most

of the magnetic properties of solids. We note that this still holds true for the magnetic nanos-

tructures discussed in this thesis, as all structural dimensions are still large compared to the

interatomic lattice constant, i.e. to the spacing of atomic magnetic moments.

The magnetization M = m/V is a measure of the magnetic moments per volume V and

treated as continuous variable. The magnetic property of a materials is classified based on the

response of its magnetization to an applied magnetic field H , given by the relationship

M =χH , (2.2)

where χ is termed magnetic susceptibility. In general, M and H are not necessarily parallel

and the susceptibility is then expressed as a tensor χ̂. Magnetic materials can be classified as

follows [66]:

Diamagnetic materials possess no permanent magnetic moments µi . For applied H , a weak

magnetic flux density is induced pointing against the external magnetic field. χ is negative

and very small on the magnitude of 10−5.

Paramagnetic materials possess magnetic moments which are not ordered. By application

of an increasing external field the moments are gradually aligned into the same direction,

resulting in a macroscopic magnetization. χ is positive and on the order of 10−4.

Ferromagnetic, ferrimagnetic and antiferromagnetic materials possess permanent magnetic

moments which are ordered also without the application of an external magnetic field. The

ordering is due to the quantum-mechanical exchange interaction between neighboring per-

manent moments. The energy of the exchange interaction is on the scale of 10 to 100 meV and

exceeds by far the energy of the classical dipolar interaction amounting to about 0.1 meV [65].

In antiferromagnetic materials the exchange interaction favors an anti-parallel orientation of

magnetic moments resulting in a vanishing macroscopic magnetization. The susceptibility of

antiferromagnetic materials is positive but very small, as an external field has to act against

the exchange-interaction.

In contrast for ferromagnetic materials a parallel alignment of neighboring magnetic moments

is favored by the exchange interaction. Due to further interactions discussed in the next

section, on the macroscopic scale magnetic domains are formed. Within each domain mag-

netic moments are aligned parallel. The magnetization of a ferromagnetic material depends

on it’s magnetic history. For a random alignment of the magnetic domains the remanent

magnetization without external field (so-called remanence) is zero and the magnetization

increases significantly with an applied field. The relative susceptibility of a strong ferromagnet

is on the order of 106. When all magnetic moments are aligned in the same direction, the

magnitude of the magnetization |M | reaches the saturation magnetization Ms of the material.

Ms depends on the temperature T . For low temperatures Ms(T ) can be described via Bloch’s

T 2/3 law, given by [67, 68],

Ms(T ) = Ms(T = 0)
[
1−a (T /TC)2/3] . (2.3)
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2.2. Static micromagnetics

Here a is a constant depending on the exchange energy. TC is the so-called Curie temperature.

Above TC a ferromagnetic material loses its permanent magnetization and becomes paramag-

netic. From the elements only iron (Fe), nickel (Ni) and cobalt (Co) are ferromagnetic at room

temperature (RT).

Ferrimagnetic materials possess two different magnetic sublattices. Neighboring magnetic

moments are antiferromagnetically aligned, however their magnitude is different. Hence

ferrimagnets show a spontaneous magnetization and their macroscopic magnetic behavior is

similar to ferromagnets. Due to the partial cancelling of magnetic moments the saturation

magnetization of ferrimagnets is typically smaller than for ferromagnets.

Besides the magnetization M and the magnetic field H , another important quantity is the

magnetic flux density B , defined as

B =µ0 (M +H) =µ0
(
χ̂+1

)
H . (2.4)

The term µ0
(
χ̂+1

)
is denoted permeability µ̂. In literature often the relative permeability

µr =µ/µ0 is found.

2.2 Static micromagnetics

Ferromagnets often exhibit complex domain patterns due to the interplay of various short-

and long-range magnetic interactions. The equilibrium state of a system can be computed by

minimizing the total energy resulting from all interactions. Due to computational limitations,

this so-called micromagnetic approach [69] is most successful on the micron and sub-micron

length scale. Still, an important assumption for micromagnetics is that the direction of

neighboring magnetic moments changes only by small angles, such that the magnetization

can be approximated as s continuous vector. In the following relevant energy terms are

introduced.

Exchange energy

Ordering of magnetic moments is fundamentally driven by the quantum mechanical ex-

change energy. Qualitatively it can be understood as a consequence of the Coulomb energy,

Heisenberg’s uncertainty principle and the Pauli exclusion principle [65]. Following the Pauli

exclusion principle, the wave functions of two electrons can only overlap, if their spins Si and

S j are aligned antiparallel. Overlapping wave functions allow for more spatial delocalization

∆x of the electrons, which reduced the uncertaintiy of their momenta ∆p and thus the kinetic

energy proportional to (∆p)2. On the other hand side, for Si ∥ S j , the electrons have to be

separated apart in space, which lowers the repulsive electrostatic Coulomb energy. Depending

on which of the two energies is larger, either a antiferromagnetic or a ferromagnetic coupling
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Chapter 2. Theoretical background

is preferred. In a system with N electrons the exchange energy can be formulated via

Eex =−
N∑
i , j

Ji , j Si ·S j =−
N∑

i< j
2Ji , j Si ·S j , (2.5)

where 2Ji , j characterizes the energy difference between parallel and antiparallel spin orien-

tation of electrons i and j . In a continuum approach the exchange energy is calculated by

[70, 71]

Eex =
Aex

M 2
S

∫
(∇∇∇M)2 dV . (2.6)

The parameter Aex is the material specific exchange stiffness. Typical values are on the order

of 10−11 J ·m−1. The exchange energy can take large values when the magnetization direction

changes on a short length scale. This explains for example why domain walls, in which M is

rotated by 180◦ are not abrupt, but possess typically a width in the range of tens of nanometers

[66], such that on the atomistic scale neighboring magnetic moments are only tilted slightly

against each other and the exchange energy is small.

Zeeman energy

The potential energy of magnetic moments in an external field Hext is named after Pieter

Zeeman and calculated via

Ez =−µ0

∫
V

Hext ·M dV . (2.7)

The Zeeman energy is minimized when the magnetization is aligned with the external field.

Demagnetization field energy

From Eq. 2.4 and Maxwell’s equation ∇∇∇···B = 0, we find ∇∇∇···M =−∇∇∇···H , i.e. a discontinuity in

the magnetization is a source or sink of a magnetic field. The field created from a magnetic

body itself is often called stray field in the region outside the body and demagnetization field

Hd inside the body. The demagnetization field acts on the magnetization and is responsible

for a magnetostatic self energy given by

Ed = µ0

2

∫
V

Hd ·MdV . (2.8)

In general the demagnetization field is inhomogeneous and often solved numerically in

micromagnetic simulations. For the special case of uniformly magnetized elliptical bodies the

demagnetization field is uniform and can be analytically calculated by

Hd =−N̂ M =−

 Nx 0 0

0 Ny 0

0 0 Nz

M (2.9)
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where N̂ is denoted demagnetization tensor. The parameters on its diagonal are called

demagnetization factors. They fulfill Nx + Ny + Nz = 1. In the case of a sphere we find

Nx = Ny = Nz = 1
3 . The formalism of Eq. 2.9 can still be applied to non-ellipsoidal magnetic

bodies, if a uniform magnetization is assumed [72]. The demagnetization field of a magnetic

thin film with a large width and length compared to its thickness is well approximated by

Nx = Ny = 0 and Nz = 1 for z being the out-of-plane direction [73].

Anisotropy Energy

Due to spin-orbit coupling, crystalline magnetic materials are often magnetized preferably

into certain high symmetry axis. This leads to an additional anisotropy energy Eani. A detailed

discussion on magnetocrystalline anisotropy can be found e.g. in Ref. [74]. For the materials

used in the course of this thesis Eani plays a minor role. In the case of Py the stoichiometry of

Fe and Ni was specially optimized to suppress magnetocrystalline anisotropy [75]. CoFeB is

amorphous and for YIG the magnetocrystalline anisotropy is relatively small [76].

Total energy and effective magnetic field

By summing up all relevant energy terms the total energy of a system is computed according

to:

Etot = Eex +Ed +Eani +Ez. (2.10)

To reach an equilibrium state of the static magnetization, the energy landscape can be mini-

mized using an gradient method. From the energy landscape it is possible to define an effective

magnetic field via [71]

Heff =− 1

µ0

d

dM

dEtot

dV
. (2.11)

A metastable magnetic configuration is reached when M ∥ Heff.

2.3 Magnetization dynamics

2.3.1 Landau-Lifshitz-Gilbert Equation

In the previous section effective magnetic field Heff was introduced. In the static limit M is

aligned with Heff to minimize the total energy. In this section we discuss the dynamic response

if M and Heff are not parallel. Magnetic moments in a field H exhibit a torque T =µ0m×H . In

classical Newtonian mechanics a torque describes the rate of change of an angular momentum

L via T = dL
dt . Quantum mechanics directly links magnetic moments to an angular momentum

(Eq. 2.1). This leads to the equation of motion proposed by Landau and Lifschitz (LL) [77] in

1935:
dM

dt
=−γµ0M ×Heff. (2.12)
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The LL equation describes a precession of the magnetization around the effective field with

an angular frequency ωH = γµ0Heff. This is valid for a ferromagnet which is infinitely large.

Experimental observations show that eventually the precession amplitude decays and M ∥ Heff

in the static limit. To attribute for the damping Landau and Lifshitz included a phenomeno-

logical term, which was later redefined by Gilbert, leading to the Landau–Lifshitz–Gilbert

equation (LGG)[78]:

dM

dt
=−γµ0M ×Heff −

γµ0α

Ms(1+α2)
M × (M ×Heff). (2.13)

The parameter α can take values from 0 to 1 and is termed Gilbert damping parameter. For

magnonic applications materials with small α are considered to avoid damping losses. In

optimized YIG values of α in the order of 10−5 can be achieved. The quadratic term of α in Eq.

2.13 is hence often neglected. The LLG equation is the standard equation of motion and solved

numerically in most micromagnetic simulation programs. For small precession amplitudes

the equation can be linerarized and analytically solved. An extensive overview of analytic

solutions can be found in Ref. [64].

2.3.2 Ferromagnetic resonance

In this section we sketch a general approach for solving the LLG equation following Ref. [64]

and provide the most relevant analytic solutions.

For simplicity we start with the LL without damping. We assume a uniform precession of all

magnetic moments. The magnetization and the magnetic field are written as the sums of

stationary components M0 and H0 and dynamic components m̃ and h̃, respectively. M0 and

H0 are assumed to be parallel, consequently M0×H0 = 0. Further we assume that the dynamic

components are much smaller than the static ones (m̃ ¿ M0 and h̃ ¿ H0). Accordingly the

term m̃ × h̃ ≈ 0 can be neglected. Inserting M = M0 +m̃ and Heff = H0 + h̃ into Eq. 2.12 leads

to the linearized equation of motion

dm̃

dt
=−γµ0 (m̃ ×H0 +M0 ×m̃) . (2.14)

We assume a sinusoidal time dependence of m̃ and h̃ and use a complex notation with

m̃ = m exp(iωt ) and h̃ = h exp(iωt ), leading to

iωm +γµ0m ×H0 =−γµ0M0 ×h. (2.15)

In a Cartesian coordinate system with M0 and H0 pointing in x-direction, we obtain

iωmx = 0

iωmy +γµ0mz H0 = γµ0M0hz

iωmz −γµ0my H0 =−γµ0M0hy

(2.16)
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2.3. Magnetization dynamics

The set of equations is solved by mx = 0, my = χhy + iχahz and mz = −iχahy +χhz . Here χ

and χa are the diagonal and off-diagonal elements of a susceptibility tensor χ̂ introduced by

Polder [79]. We find

χ= γµ0M0ωH

ω2
H −ω2

, χa =
γµ0M0ω

ω2
H −ω2

(2.17)

with ωH = γµ0H0. The dynamic magnetization m can be written as m = χ̂h with the Polder

tensor given by

χ̂=

 0 0 0

0 χ iχa

0 −iχa χ

 . (2.18)

In the simplified case of a lossless ferromagnet the susceptibility diverges to ±∞ for ω ap-

proaching ωH. For a more realistic solution the LLG-equation with damping term has to be

considered. Further it is necessary to include dynamic demagnetization fields h̃dem = N̂ m̃.

Such a treatment was first conducted by Charles Kittel [80], leading to the well known Kittel

formula:

ωres = 2π fres = γµ0

√[
H0 + (Ny −Nx )MS

]
[H0 + (Nz −Nx )MS] (2.19)

with fres being the frequency of the ferromagnetic resonance (FMR) and H0 pointing in the

x-direction. Figure 2.1a shows the calculated FMR frequency for a YIG thin film in the x-y

µ0H (mT)
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Figure 2.1 – a FMR frequency of a YIG thin film with a magnetic field applied in-plane following
Kittel’s formula. b Susceptibility at 40 mT (indicated by a dashed line in a) calculated for
α= 0.05. At resonance the real part of the susceptibility χ′ goes to zero and the imaginary part
χ′′ is at its maximum.

plane with Nx = Ny = 0 and Nz = 1 (YIG parameters: γµ0

2π = 28 GHzT−1 and µMS = 0.176 T). In

a typical experimental configuration, the FMR is exited by a small h̃y applied perpendicular to

H0. The relevant susceptibility in y-direction calculates to [81–83]:

Re(χyy) =χ′yy =
ωM(ωH +ωM)(ω2

res −ω2)

(ω2
res −ω2)2 +α2ω2(2ωH +ωM)2

(2.20)
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Im(χyy) =χ′′yy =
αωωM

[
ω2 + (ωM +ωH)2

]
(ω2

res −ω2)2 +α2ω2(2ωH +ωM)2
(2.21)

Here, we use ωM =µ0γMS and ωH =µ0γH0. Figure 2.1b depicts χ′yy and χ′′yy for µ0H0 = 40 mT

and an exemplary Gilbert damping parameter α = 0.05. At resonance the real part of the

susceptibility goes through zero and the imaginary part is at its maximum. This corresponds

to a 90◦ phase-delay of the precessional amplitude with respect to the driving h̃y . The line

shape of χ′′ can be approximated by an Lorentzian function. The linewidth of χ′′ is a measure

of the Gilbert damping. To extract α of a magnetic thin film typically the sample is saturated

in out-of-plane direction to avoid two-magnon scattering. In this case the linewidth ∆ fres (full

width at half maximum) depends on α via [84, 85]

∆ fres =
|γ|
2π

µ0∆H +2α fres. (2.22)

Here ∆H is a linewidth broadening attributed to extrinsic mechanisms and film inhomo-

geneities. To extract α the lineshape is measured for different magnetic field values and the

slope of ∆ fres plotted over fres is evaluated.

2.3.3 Spin wave dispersion

So far, we introduced the special case of uniform magnetization precession of all magnetic

moments in phase, called ferromagnetic resonance. The FMR response is typically probed in

experiments in which a uniform driving field h̃ is applied to the whole sample. In contrast,

when magnetic moments are excited locally with a confined h̃, the dipolar and exchange

couplings between neighboring magnetic moments lead to a spread of the oscillation through-

out the sample. Thereby the precession of neighboring moments possess a certain phase

difference, giving rise to spin waves (SWs) with a finite wavelength λ and a non-zero wave
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Figure 2.2 – a SW dispersion relations of a 100 nm thick YIG film magnetized in-plane with
µH = 10 mT. The blue curve shows DE SWs with k ⊥ M , the orange curve BV SWs with k ∥ M .
The green curve shows the first PSSW (n = 1) in DE configuration. b Related group velocities
for the dispersion relations depicted in a.
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vector k = 2π
λ . To compute the dispersion relation of such SWs, exchange and dipolar energies

need to be considered. A comprehensive analytical treatment was done by Kalinkos and Slavin

(K.S.) [86] in 1986. Here we provide their solution for an in-plane magnetized magnetic thin

film with unpinned surface spins. The wave vector is split into an in-plane component k and

an out-of-plane component κn . The wave vector κn represents perpendicular standing spin

waves (PSSWs). The wave vector of PSSWs is quantized with κn = nπ/t , where n is an integer

number (n = 0,1,2..) and t is the thickness of the magnetic film. The magnitude of the full

wave vector is calculated by kn =
√

k2 +κ2
n . The dispersion relation of SWs in a thin film with

in-plane magnetization is anisotropic and depends on the angle ϕ defined between M and k .

The K.S. formalism reads:

ωres =
√

(ωH +ωMl 2
exk2

n)(ωH +ωMl 2
exk2

n +ωMFn) (2.23)

with

Fn = 1−Pn cos2(ϕ)+ ωMPn(1−Pn)sin2(ϕ)

ωH +ωMl 2
exk2

n
(2.24)

and

Pn = k2

k2
n
+ 2k3

k4
nL

[
1− (−1)ne−kt

] 1

[(1+δ0n)(1+δ0n)]
.

Further terms are ωH = γµ0H , ωM = γµ0MS and lex =
√

2Aex/(µ0M 2
s ), which defines the mag-

netic exchange length [87, 88]. Figure 2.2a shows exemplary dispersion relations calculated

for a 100 nm thick YIG film with µ0MS = 176 mT, an exchange stiffness of Aex = 3.75 pJ/m and

a gyromagnetic ratio of γ= 28.0 GHz/T at µ0H = 10 mT. Figure 2.2b depicts the related group

velocities calculated by

vg = ∂ωres/∂k. (2.25)

SWs with k ⊥ M are called Damon–Eshbach (DE) waves (blue curves in Fig.2.2a,b), SWs with

k ∥ M are denoted backward-volume (BV) waves (orange curves in Fig.2.2a,b). The green

curves in Fig. 2.2a,b depict the dispersion and group velocity of a DE SW with n = 1, i.e. with

the first perpendicular quantization in out-of-plane direction, denoted as PSSW1. For large in-

plane wave vectors the dispersion is dominated by the exchange interaction, which is isotropic.

We find ωres ∝ k2 and vg ∝ k, independent of the angle ϕ between M and k . In contrast, for

small wave vectors with lexk ¿ 1 the exchange interaction can be neglected and the dispersion

relation is governed by the dipolar interaction, which depends on the relative orientation of

magnetic moments. Consequently the dispersion relation is highly anisotropic. The part of

the dispersion relation where the exchange interaction can be neglected in often called dipolar

regime. At low k, BV SWs exhibit a small negative group velocity. PSSW modes start with a

group velocity of zero, which makes them unfavorable for transmitting information. SWs in

DE configuration feature the largest group velocity for small k and thus the DE configuration

is typically preferred in transmission experiments.
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Chapter 2. Theoretical background

2.3.4 Bloch’s theorem applied to magnonic crystals

The K.S. formalism is valid for SWs in a homogeneous magnetic thin film with in-plane

translational invariance of magnetic properties. In magnonic crystals one or several relevant

magnetic properties are periodically modulated, which gives rise to a novel artificial band

structure [1, 2]. Similar to the calculation of an electronic band structure for electrons in

the periodic potential of a crystal lattice, for magnonic crystals an ansatz based on Bloch’s

theorem can be chosen. The spatially dependent magnetic moment is expressed as a Bloch

wave m(r ) = e ikr mk (r ) where r = (x, y, z) is the position vector and mk (r ) = mk (r +R) is a

periodic function with the period R . Due to the periodic properties, Bloch waves are often

expressed as Fourier series, defined as:

m(r ) =
∑
G

mk (G)e i(k+G)r (2.26)

Here G denotes reciprocal lattice vectors fulfilling G ·R = 2πN with N ∈ Z and k is a wave

vector within the first Brillouin zone (BZ) of the modulated quantity. In the exemplary case

of a 1D magnonic crystals with magnetic stripes arranged with an lattice constant p, the BZ

boundary is at kBZ = π
p . In a first approximation the K.S. dispersion of a plane-film can be

taken and back-folded into the first BZ. For a given k within the first BZ, the dispersion fn(k)

has multiple solutions characterized by the miniband number q with q ∈N. Depending on

the modulation strength, band gaps are opened at the BZ boundary. The size of the band gaps

and the precise fq (k) can be calculated analytically by the plane wave method introduced

in Refs. [24, 89]. Band structures presented in this thesis are extracted from micromagnetic

simulations, which solve the LLG equation numerically.

2.3.5 Micromagnetic Simulations

Computing the magnetic behavior of a system is a challenging problem as both short and long

range interactions need to be considered. Due to the substantial increase of computational

power in the last decades and the shift of research focus towards smaller magnetic structures

on the micron and nanoscale, micromagnetic simulations have become a viable tool, em-

ployed by a vast number of research groups [90].

In the course of this thesis we utilize the open-source simulation program MuMax3 [91]. The

program uses a finite-difference discretization of the space into a 2D or 3D grid of orthorhom-

bic cells. Different material parameters can be attributed to regions of the simulated space.

Each cell represents a microscopic magnetic moment m. The volume integrals used in Eqs.

2.6-2.8 are replaced by a summation over cells. For example, the exchange field Heff of a cell

with magnetization m is calculated by a next-neighbor approximation, as follows:

Heff =
2Aex

µ0MS

∑
i

mi −m

∆2
i

. (2.27)
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2.3. Magnetization dynamics

Here ∆i is the center-to-center distance of the evaluated cell to its next-neighbor i with i

ranging from 1 to 6. Due to the short-range nature of the exchange interaction, it is the limiting

factor when choosing the cell size. Equation 2.27 provides an accurate approximation of

Heff only if the angle of m between neighboring cells is below 20◦ [91]. Hence the cell size

should be small enough to avoid larger deviations between neighboring cells. Generally it is

advised to use cells, where each dimension is smaller than the magnetic exchange length lex

of the simulated material [92]. For metallic ferromagnets lex is typically on in the range of few

nanometers.

MuMax3 calculates the time evolution of the magnetization of each cell by integrating the LLG

equation (Eq. 2.13) using a Runge-Kutta method. To relax the magnetic configuration to a

state of minimized energy, only the damping torque in the LLG equation is considered. The

time evolution is computed until the torque acting on every cell falls below a threshold value.

To compute the dispersion relation of a structure along direction x, we use the following

approach: First the magnetization is relaxed to its static equilibrium state. Then a spatial and

temporally varying excitation signal [92] is applied, as follows:

hrf,x(x, t ) = A0 · sinc(2π fc(t − toff)) · sinc(kc(x −xoff). (2.28)

Here, we use the unnormalized sinc function given by sinc(x) = sin(x)/x. The parameter t

represents the time in the simulation. Typically we simulated for 10 ns. A time offset toff = 5 ns

shifted the peak of the sinc function to the center of the simulated time span. Parameters fc

and kc represent the cut-off frequency and wave vector of the sinc excitation, respectively,

which is illustrated in Fig. 2.3 exemplary for fc.

Figure 2.3a shows the time evolution of hrf,x at x = 0 with fc = 40 GHz and the peak amplitude

A0 = 1 mT. The fast Fourier transform (FFT) of the signal is depicted in Fig. 2.3b and shows

a rectangular function which is constant between − fc and fc. I.e. the sinc function provides

an equal excitation strength for all frequencies up to ± fc. Similarly, a FFT in space results

in a rectangular function spanning from −kc to kc (not shown). In the case of an infinite

h rf,
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Figure 2.3 – a Time evolution of the exciting signal hrf,x at x = 0. b The FFT of hrf,x is given by a
rectangular function with cut-off frequencies ± fc = 40 GHz. I.e., the sinc function provides an
equal excitation strength for frequencies in the window between − fc and + fc.
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Chapter 2. Theoretical background

magnetic plane film, where χ is translationally invariant, all wave vectors between −kc to kc

are excited with equal strength. For finite or structured films with standing mode profiles,

the situation is more involved. When simulating 1D MCs we shifted the center of the sinc

function by xoff = 100 nm with respect to the center of the stripe in the middle of the 1D MC,

in order to break the symmetry and allow for more efficient excitation of modes with odd

miniband number q . This approach was sufficient enough to excite all minibands in the

studied frequency window and extract relevant mode frequencies, however mode amplitudes

were not interpreted.

During the simulation the magnetization m(t , x) is recorded in small time steps of 10 ps. Then

the FFT of m(t , x) is computed in time and space to find excited frequencies f and wave

vectors kx and reconstruct the band structure.
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3 Methods

This chapter starts with two prominent experimental techniques in magnonics: Section

3.1 introduces the excitation and detection of SWs by all-electrical spin wave spectroscopy

(AESWS). In Section 3.2 measurement methods based on Brillouin light scattering (BLS) are

presented. Both techniques were available on-site in the laboratories of LMGN and essential

for most of the studies presented in this thesis. Special attention is given to experimental

details, which go beyond existing literature.

Further relevant characterization techniques included magnetic force microscopy (MFM) and

scanning transmission X-ray microscope (STXM), where details can be found in Refs. [93, 94]

and Refs. [95–97], respectively.

In the last Section, Sec. 3.3, the fabrication process for 1D MCs is described.

3.1 All-electrical spin wave spectroscopy

Electromagnetic (EM) waves interact with magnetic moments via the magnetic field compo-

nent hrf exerting a torque on M . Historically ferromagnetic resonance was studied by placing

a magnetic sample into a microwave cavity and measuring its microwave absorption as func-

tion of an applied external field [80, 98, 99]. When the resonance condition was met and

the magnetic susceptibility became large, increased absorption was detected due to energy

transfer from the EM field in the cavity to magnetization precession in the sample. Such cavity

FMR offers a very high sensitivity, which is due to the resonant enhanced of the EM field in a

cavity with a high quality factor. The limitations of such a measurement technique are that

the probing frequencies are constrained to the resonance modes of the cavity and that due to

the uniform hrf mainly the FMR mode with k = 0 is efficiently excited.

In the course of this thesis, we use a measurement method where hrf is locally applied by

coplanar waveguides (CPWs), and absorption is measured by a broadband vector network

analyzer (VNA). Such an approach allows to probe SWs with finite wave vector in a broad

frequency range. We will refer to this method thus as all-electrical spin wave spectroscopy

(AESWS) to distinguish this technique from the light and X-ray based spectroscopy techniques.

We note that in literature also other terms are found, e.g. propagating spin wave spectroscopy
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Chapter 3. Methods

(PSWS) [100, 101], used to describe AESWS experiments in which propagating SWs are probed.

This section is structured as follows: In Sec. 3.1.1 we introduce the experimental setup for

AESWS. In Sec. 3.1.2 the excitation and detection of SWs with CPWs is discussed. In Sec. 3.1.3

we discuss the line shape analysis of propagating SWs. Sec. 3.1.4 provides an overview of

different post-processing techniques relevant for AESWS data.

3.1.1 Experimental setup and measurement technique
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Figure 3.1 – Sketch of the AESWS setup in a typical measurement configuration. Port 1 and 2
of a VNA are connected with RF tips to CPWs integrated on a sample. Microwave absorption
at CPW1 and transmission from CPW1 to CPW2 are characterized by measuring scattering
parameters S11 and S21, respectively, with the VNA. A magnetic field µ0H can be applied in
any in-plane direction by using a two-axis electromagnet system. The field is monitored by
a Hall-sensor placed directly below the sample positions. The magnet system regulates its
output currents to the field coils until the Hallvoltages match set voltages sent by a control
computer. Field sweeps and data acquisition from the VNA is automated by a software on the
control computer.

Figure 3.1 depicts a sketch of the AESWS measurement setup present at LMGN. The heart of

the setup is a Agilent PNA-X N-5242A vector network analyzer. At its two RF ports, microwaves

in the frequency range from 10 MHz up to 26.5 GHz can be applied. At the same time incoming

signals are detected with high sensitivity and phase resolution. The system dynamic range of

the VNA, which is defined as the difference between maximum source output and detection

noise floor, reaches typically values above 120 dB. The VNA measures scattering (S) parameters

between port 1 and port 2. The S-parameters are defined by a scattering matrix, which can be
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3.1. All-electrical spin wave spectroscopy

formulated for a two-port network by [102]:(
V −

1

V −
2

)
=

(
S11 S12

S21 S22

)(
V +

1

V +
2

)
(3.1)

V +
1 (V +

2 ) represents voltages applied by the VNA at port 1 (port 2), while V −
1 (V −

2 ) represents

voltages detected at port 1 (port 2). If the output at port 2 is switched off (V +
2 = 0), Eq. 3.1 leads

to S11 =V −
1 /V +

1 and S21 =V −
2 /V +

1 . We note that S-parameters are unitless complex numbers

and are either described by magnitude Mag(Si j ) and phase Φ(Si j ), or by a real part Re(Si j )

and an imaginary part Im(Si j ).

In a typical measurement configuration, both ports are connected via microwave cables and

RF tips to CPWs integrated on the sample surface. When microwaves are applied to CPW1, the

microwave current creates a dynamic hrf in its vicinity, which exerts a torque on the sample

magnetization. In a resonant condition increased absorption is measured in S11. SWs which

propagate to CPW2 induce a voltage, which is registered in the S21 parameter.

Essential for AESWS measurements is the precise control of an apply external field µo H . The

magnet system is comprised by two perpendicularly mounted electromagnets, allowing for

field application in all in-plane directionsϕ′ (see Figure 3.1). Each of the two field axis is driven

by a Kepco bipolar power supply, respectively. The power supplies support a smooth zero

crossing of their output currents applied to the field coils, i.e. the magnetic field can be swept

from positive to negative values without intermission. The applied magnetic field is monitored

by a two-axis Hall-sensor mounted directly below the sample position. The Hall voltages are

amplified and fed back to the power supplies as reference values. The power supplies receive

a set voltage from the control computer, which encodes the intended µo H . The power output

is adjusted such that set values and reference values are leveled. The Hall-sensor feedback

ensures a precise field control and prevents nonlinearities, e.g. due to hysteretic effects of the

pole shoes.

The control computer allows to program automatic field sweeps and reads the measured

S-parameters from the VNA. The probe station is mounted on an optical table designed for

vibration isolation. The magnet system supports a maximum field of |µ0Hmax| = 90 mT.

3.1.2 Spin wave excitation and detection with a coplanar waveguide

CPWs are comprised by a conducting signal line and two shielding ground lines (cf. sketch

in Fig. 3.1.1). The geometrical parameters of a CPW are optimized to match the EM wave

impedance of the measurement system, which is Z0 = 50 Ω in the case of the VNA. Details on

the analytical calculation of Z0 of a CPW can be found in Refs. [85, 103]. We use CPW designs

similar to Refs. [104–107], in which impedance matching was further optimized by 3D-EM

simulations.

The length of CPWs used in this is thesis about 120 µm, which is much smaller than the

EM wavelengths for the relevant GHz frequencies. Hence, irf, and consequently hrf, are ap-

proximately constant along the CPW lengths (y-direction). We will thus discuss the spatial
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Figure 3.2 – a Cross-section of a CPW in the x-z-plane. hrf(x, z) is represented by black arrows,
the size of the arrows is logartithmically scaled with |hrf|. The current in the signal line (red) is
flowing out of the sketched plane, in the ground lines the current flow (blue) is in opposite
direction. b Line-plot of the x and z component of hrf at z = 0 µm at the bottom of the CPW
(indicated by green dashed line in a). c FFT amplitude of hx (x) at z = 0 µm for a CPW with
wSL = 2.1 µm (solid line) and wSL = 0.8 µm (dashed line).

distribution of hrf in the x − z-plane. The VNA injects a microwave current irf to the signal

line and −0.5irf to each of the ground lines. Due to the counterflowing current in the ground

lines, the net current on a CPW is zero. With sufficient distances from the CPW, the field

contributions from signal and ground lines chancels each other. This shielding effect ensures

that the EM cross-talk between two neighboring CPWs is minimal [107], which is a substantial

advantage compared to microstripe transmission lines without such shielding.

Figure 3.2a shows a cross-sectional view of hrf of a CPW simulated with Comsol Multi-

physics® for microwave currents at 6 GHz. The signal line width, ground line width and

gap width of the CPW amounted to wSL = wGL = 2.1 µm and wG = 1.4 µm, respectively. The

simulated CPW was out of gold (Au) and t = 0.115 µm thick. Figure 3.2b shows the in-plane

and out-of-plane components hrf,x and hrf,z extracted below the CPW, i.e. at the typical sample

position (green dashed line in Fig. 3.2a). The in-plane field is large below signal and ground

lines, the out-of-plane component takes large values in the gap regions. Outside of the CPW

both field components decay rapidly. The spatial distribution of hrf determines the SW wave

vectors, which are excited and detected by the CPW. The voltage Vind induced by a SW below

the CPW calculates following refs. [81, 108] via

Vind(t ) = dΦCPW

dt
= µ0

2

∫
VS

hrf ·
dM

dt
dV , (3.2)

whereΦCPW is the flux in the CPW and VS is the sample volume. The temporal change in M

due to SWs can be expressed by

dM

dt
= iωm exp[i(ωt −k · r )]. (3.3)
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3.1. All-electrical spin wave spectroscopy

Following Eqs. 3.2 and 3.3, the induced voltage is proportional to the spatial convolution of

hrf and the SW wave function. As hrf is constant in y-direction, only SWs with ky = 0 result

in a non-zero Vind. For thin films with a thickness much smaller than the CPW width, hrf

is approximately constant along the film thickness, i.e. mainly SWs with κ = 0 are excited.

Additionally, there is a small contribution for PSSWs with odd quantization numbers n. For

SWs propagating in x-direction, the induced voltage is proportional to
∫

hrf(x)exp(−ikx · x)dx,

i.e. to the Fourier transform of hrf in x-direction. The solid line in Fig. 3.2c shows the amplitude

of the Fast Fourier transform (FFT) computed for the CPW shown in Fig. 3.2a. We note that

the FFT amplitudes of hx,rf and hy,rf (Fig. 3.2b) are identical. In the FFT spectrum we find a

prominent peak at k1 = 0.85 radµm−1 and several small side peaks ki with i = 2,3.. located

at larger wave vectors. The k1 peak covers the region from kx = 0 to kmax = 1.8 radµm−1.

Following Ref. [52] the value of kmax can be roughly approximated by 2π/(wSL +2wG), which

would amount to 1.3 radµm−1 for our example. To excite and detect SWs in a larger wave

vector range, the width of the CPW has to be shrinked down. The dashed line in Fig. 3.2c

represents the FFT amplitude for a CPW with wSL = wGL = 0.8 µm and wG = 0.64 µm and

identical thickness t = 0.115 µm. Here we find k1 = 2.0 radµm−1 and kmax = 4.35 radµm−1.

I.e. both the peak wave vector k1 as well as the peak width increased for a smaller CPW width.

We note that width reduction of the CPW decreases the spatial overlap of hrf with M and hence

limits Vind(t). Additionally, it is challenging to obtain broadband impedance matching for

sub-micrometer CPWs. In Chapter 5 and Chapter 5.2 we will present two approaches, how EM

waves can be interfaced with nanoscale SWs without shrinking the CPW size.

We further note that strictly speaking hrf depends also on the frequency of the microwave

current. Due to the skin effect microwave current densities are largest on the surface of a

conductor and decay exponentially characterised by the skin depth δ, calculated by:

δ=
√

2ρ

ωµrµ0
. (3.4)

Here, ρ is the resistivity of the conductor. Using parameters for Au (ρ = 22.14 nΩ ·m and

µr ≈ 1 [109]), we find δ= 0.46 µm at 26.5 GHz, which is the largest frequency provided by the

VNA. The thickness of CPWs used in this thesis is around 110 nm, i.e. considerable smaller

than the skin depth for all measurement frequencies. The microwave current density inside

signal and ground lines can thus be assumed homogeneous and frequency independent. This

assumption simplifies the calculation of hrf. In Supplement Sec. C.1 we provide a Python

3 [110] script, by which hrf is numerically calculated by approximating signal and ground

lines by a series of infinite current carrying wires and using the superposition principle. The

obtained hrf is in excellent agreement with the more involved field simulations by Comsol

Multiphysics®, where the Skin effect was considered.

As a concluding remark, we note that wave vectors, extracted from the FFT amplitude of hrf,

were also evidenced experimentally. Fallarino et al. [111] measured the k1 and k2 excitation of

a CPW with phase-resolvedµBLS and found a good agreement between theory and experiment.

Maendl et al. [55] found in AESWS measurements on low-damping YIG multiple side peaks,
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which matched well to calculated ki with up to i = 11.

3.1.3 Spectrum analysis and group velocity of propagating spin waves

f (GHz)
1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9

−1.00

−0.75

−0.50

0.25

0.00

0.25

0.50

0.75

1.00

δf

R
e(

S
21

) (
10

-2
)

Figure 3.3 – Line plot of Re(S21) showing the induced signal by SWs in a frequency regime that
corresponds to wave vectors around k1 of the used CPW. The CPW was integrated to a YIG
film. SWs were studied in the DE configuration. An oscillatory line is observed due to the
phase accumulation of propagating SWs with varying wave vectors. The width δ f of a single
oscillation period is used to extract the SW group velocity.

As shown in previous section, excited wave vectors possess a certain distribution in k-space.

Considering the dispersion relation (Sec. 2.3.3) this consequently translates to a certain peak

width in the frequency domain. Figure 3.3 shows exemplary a line plot of Re(S21) in the

vicinity of the k1 excitation. The data1 was taken at 10 mT in DE configuration on a 100 nm

thick YIG film with two integrated CPWs with wSL = wGL = 2.1 µm and wg = 1.4 µm. The

center-to-center distance of the CPWs amounted to scc = 35 µm. We find that the signal spans

from about 1.3 to 1.8 GHz. Re(S21) shows about 8 full oscillation periods. These oscillations

are attribute to a frequency dependent phase accumulationΦ of propagating SWs, following

[101, 113]

Φ= k · seff, (3.5)

where seff is the effective phase accumulation distance. For CPWs, seff is approximately

equivalent to scc [113]. The k1 peak covers a region from k = 0 to kmax, which by Eq. 3.5 leads

to a phase accumulation from Φmin = 0 to Φmax = kmaxseff = 63 rad (for kmax = 1.8 rad and

seff ≈ scc). I.e. the calculatedΦ varies by 63 rad/2π= 10.0 periods, which is in good agreement

with the experimental observation. For a single oscillation period the change in wave vector

δk calculates to δk = 2π/seff (Eq. 3.5). The corresponding change in frequency ∆ f can be

extracted from the S21 data. This allows to approximate the group velocity of SWs following

[114]

vg =
∂ω

∂k
' 2πδ f

δk
= δ f · seff. (3.6)

1Data taken by Andrea Mucchietto during his Master thesis project at LMGN [112].
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3.1. All-electrical spin wave spectroscopy

We note that the oscillating period in Fig. 3.3 decreases with increasing f , indicating a gradual

decrease in the group velocity. This is the expected behavior for DE SWs in the dipolar regime

(cf. Fig. 2.2).

3.1.4 Data processing

This section provides an overview of different data processing methods used for isolating the

magnetic signal in AESWS measurements. Ideally, the measured VNA signal would contain

Vind only originating from SW precession. However microwave cables, tips and CPWs are not

ideal wave guides and cause a frequency dependent microwave absorption and reflection.

We use a calibration routine with known on-wafer calibration standards to correct for the

microwave properties of cables and microwaves probes [115]. Still, the microwave response

of CPWs integrated on the sample surface is not corrected for by such a calibration. Fur-

ther, temporal drifts of the non-magnetic background signal are often observed during long

measurements. Such drifts might be caused by temperature changes, translating in thermal

expansion and possible mechanical forces. Especially the connection of microwave tips to

integrated CPWs are expected to be very sensitive to mechanical stress.

To reduce the non-magnetic background, different post-processing routines are applied in the

course of this thesis, which are demonstrated in Fig. 3.4 on an exemplary data set. We display

Mag(S21) =
√

Re(S21)2 + Im(S21)2 taken between two CPWs with grating couplers (GCs) on a

YIG film. The field was applied parallel to the CPW. Details on the involved SW modes are

discussed in Chapter 5.1.

In Fig. 3.4a the raw data without additional processing is plotted. At frequencies above ∼ 5 GHz

non-magnetic background is dominant and obscures the observation of additional SW modes.

In Fig. 3.4b a reference dataset (RM) was subtracted from the real and imaginary part of

S21, before the magnitude was calculated [106]. The RM was taken at µ0H = 90 mT applied

perpendicular to the CPW. The reference subtraction removes field-independent background.

However, unwanted traces appear (marked by orange arrows in Fig. 3.4b). They originate from

SW resonances contained in RM. Ideally, these resonances occur outside of the interesting

frequency window of the measurement data. We use reference subtraction in Chapter 4, when

we focus at the k1 mode of MCs at low fields. At 90 mT, the lowest resonance in the RM is well

above the interesting frequency window and does not interfere with the interpretation of the

data. In contrast, for measurements with GCs on YIG, we want to utilize the whole frequency

range offered by the VNA (i.e. from 0 to 26.5 GHz). To push the FMR frequency of YIG above

26.5 GHz, a field of about 1 T is required (Eq. 2.19), which is not reachable in the used probe

station. Consequently other post-processing methods are preferable.

In Fig. 3.4c we calculated the median values of Re(S21)(H) and Im(S21)(H) for all measured

field values. The median values were then used for reference subtraction. This methods

removes the field-independent background similarly to the subtraction of a RM taken at a

single field value, however the unwanted traces are circumvented. Median values are generally

insensitive to extrema in the data set. This method works particularly well, if for each fre-

quency, the majority of data points are taken at field values for which the resonance condition
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Figure 3.4 – Example of different post-processing methods for Mag(S21) measurement on a YIG
film with GCs in DE configuration. a Raw data of a calibrated VNA. b Reference measurement
taken at 90 mT in BV configuration subtracted. Traces due to resonances in the RM are marked
with orange arrows. c Median of measurements for all field values is subtracted as reference. d
Next-neighbor subtraction of spectra at sequential field values. e FFT filter based on predicted
line shapes. f Combined image using median subtraction up to 14 GHz and FFT filtering from
14 to 20 GHz.

is not met. Instead, for data sets with a small number of field values, or SWs modes which are

not sufficiently shifted in frequency with the applied H , the method is not suitable.

An limitation of both methods discussed so far is that only the constant background is re-

moved. Temporal changes of the background during a measurement are not corrected for.

An useful approach to suppress temporal drifts is next-neighbor subtraction of spectra taken

at sequential field values, as demonstrated in Fig. 3.4d. An additional mode is observed above

15 GHz, which was not apparent in Fig. 3.4b, c. Due to the small temporal difference of suc-

cessive field measurements, temporal drifts are effectively suppressed. We use next-neighbor

subtraction in some AESWS spectra in Sec. 5.2. A downside of the method is that mode

amplitudes are difficult to interpret. As discussed in the previous section, peaks in Re(S21)

and Im(S21) have oscillating line shapes with periods δ f (k) (cf. Fig. 3.3). For a discrete field

step ∆H , SW modes shift by a certain ∆H f . If ∆H f matches 1
2δ f , next-neighbor subtraction

provides large amplitudes. However, for ∆H f = δ f two successive peaks are subtracted and

amplitudes are small. As δ f depends on the wave vector, the relative peak amplitudes of
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modes with different k can be misleading in next-neighbor subtracted data. The spectra

further depend on the used field step ∆H .

The phase oscillations in S21 can be purposely utilized in post-processing by applying Fourier

filtering. When the dispersion relation of a material is well known, vg(k) (Eq. 2.25) and hence

expected δ f (k) (Eq. 3.4) can be calculated. In Fig. 3.4e we applied a FFT filtering on Re(S21)( f )

and Im(S21)( f ), which removed frequency components below ∆ f = 0.0125 GHz and above

∆ f = 0.2 GHz (selecting for SWs with 0.44 kms−1 < vg < 7 kms−1). Additionally a high-pass

FFT filter was applied along the field-direction of the data, to remove temporal drifts of the

background. In the filtered data (Fig.3.4e) the mode above 15 GHz is clearly observable and

the noise is reduced. Around the k1 mode (frequency window up to about 5 GHz) artefacts are

observed, which we attribute to a ringing effect of the FFT [116]. We note that the ringing is

relatively small and only apparent due to a severe clipping of the maximum intensity (black)

in Fig. 3.4, chosen to improve visibility of weaker modes.

For optimized mode visibility, it is sometimes useful to use different post-processing methods

depending on the frequency regime. In Fig. 3.4f, median subtraction was applied in the fre-

quency range up to 14 GHz. Above 14 GHz FFT filtering was used and the data was multiplied

by a factor of 10 to improve visibility.

3.2 Brillouin light spectroscopy

Brillouin light spectroscopy (BLS), sometimes also called Brillouin-Mandelstam scattering, is

an optical spectroscopy technique. It is named after Brillouin [117] and Mandelstam [118],

who in the 1920s independently predicted light scattering from acoustic phonons. Commonly

BLS is differentiated from Raman scattering by the addressed frequency range [119]. While

Raman grating spectrometers measure shifts of the photon energy in the THz regime, BLS

refers to the detection of inelastically scattered light with energy shifts in the GHz regime [119].

Due to the small spectral separation of GHz-shifted light from elastically scattered Rayleigh

light, spectrometers with high frequency resolution and high contrast are required for BLS. J.

Sandercock [120] developed an optimized multipass Fabry-Pérot interferometer which made

BLS on magnons feasible. Details on the interferometer can be found in Refs [121, 122]. In

1973, Sandercock and Wettling [123] reported for the first time Brillouin scattering on thermal

magnons in YIG. Since then BLS based techniques have been widely used for research in

magnonics. In Sec. 3.2.1 we introduce the basic working principle of inelastic magnon-photon

scattering and discuss the wave vector transfer for plane film measurements. In Sec. 3.2.2 we

introduce the BLS microscopy setup used in LMGN.

3.2.1 Magnon-photon scattering

In a semiclassical picture, scattering of photons with magnons can be understood as fol-

lows: Due to spin-orbit-coupling, magnetic oscillations cause a variation of the dielectric

permittivity ε. Propagating SWs give rise to a periodic, traveling perturbation of ε, which
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Figure 3.5 – Illustration of a the Stokes scattering process, in which a magnon is generated
b and the anti-Stokes scattering process, in which a magnon is absorbed. c Sketch of the
employed measurement configuration for wave vector resolved BLS on reflective magnetic
plane films. Laser light impinges on the sample surface with an incident angle θ. Back-
reflected light with ks ∥ ki is guided to the interferometer and analyzed. In the scattering
process, the photon wave vector parallel to the sample surface was changed by ∆k∥, which
is transferred to the generated magnon. ∆k∥ can be adjusted by changing θ and reaches
maximally two times the photon momentum for θ = 90◦.

acts as a moving Bragg grating for incoming photons. The frequency of reflected photons is

consequently Doppler-shifted by the SW frequency. In a quantum mechanical framework, the

scattering process is described as the interaction of quasi-particles as sketched in Fig. 3.5. An

incident photon with energy ~ωi and wave vector ki either generates (Fig. 3.5a) or absorbs

(Fig. 3.5b) a magnon with energy ~ω and wave vector k . The generation process, in which

the energy of the scattered photon is decreased, is denoted Stokes scattering; the absorption

process, in which the scattered photon gains energy, is denoted anti-Stokes scattering. The

energy ~ωs and wave vector ks of the scattered photon is given by

~ωs = ~ωi ±~ω (3.7)

ks = ki ±k . (3.8)

The wave vector conservation stated in Eq. 3.8 applies in the presence of translational invari-

ance. In the course of the thesis we study magnetic thin films. Here only the wave vector

component parallel to the film surface is conserved. Figure 3.5c shows a typical measurement

configuration for wave-vector resolved BLS on a reflective thin film sample. Monochromatic

laser light is focused on the sample with an incident angle θ defined in respect to the surface

normal of the film. According to the law of reflections, elastically scattered light is reflected on

the opposing side of the surface normal. The angle between incident and elastically reflected

beam amounts to 2θ. Instead, in the used measurement configuration, light reflected with

ks ∥ ki is collected and analyzed. Here the photon wave vector parallel to the sample surface

k∥ was changed during the scattering process. The change ∆k∥ is given by [124]

∆k∥ = 2ki · sinθ. (3.9)

∆k∥ is either absorbed or transferred by a magnon depending on whether Stokes or anti-

Stokes process is considered. The magnitude of the wave vector of the incident light is given
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by ki = 2π/λL, where λL is the laser wave length. Measurements in this thesis were conducted

with solid-state lasers with λL = 473 nm. Photons can maximally transfer two times their wave

vector which amounts to kmax = 26.6 radµm−1 for the used laser wave length. For the artificial

band structures of MCs with lattice constants on the order of some hundred nanometers

instead, kmax covers several times the Brillouin zone boundary. This makes BLS an ideal tool

for mapping out the tailored band structures of MCs.

3.2.2 Brillouin light scattering microscopy

With the growing focus on magnetic micro- and nanostructres in magnonic research, Brillouin

microscopy (µBLS) techniques have been developed. A comprehensive overview of µBLS

implementations and their applications is provided in Refs. [124–126]. Here we introduce the

µBLS setup operated at LMGN. Special attention is given to a modified phase-resolved µBLS

technique, which I implemented while working at LMGN.

Figure 3.6 shows a sketch of the µBLS setup. We first go through the basic components for

spatially-resoledµBLS measurements. Additional components for time- and phase- resolution

are introduced later.

A monochromatic solid-state laser with λL = 473 nm generates a linearly polarized laser beam.

The laser polarization is horizontal in the beginning. The laser beam is focused to a spot size

of around 300 nm diameter on the surface of a sample. We note that for measurements shown

in the course of this thesis a laser power of 1 mW or below was used to avoid heating effects

such as the reduction of Ms (c.f. Eq. 2.3).

The sample is mounted on a x, y, z nanopositioning stage, i.e. it can be moved with respect to

the laser spot position. An external magnetic field is applied in y-direction by means of a pair

of permanent magnets mounted on a translation stage. The magnitude of the magnetic field

is adjusted by changing the distance between magnets and sample.

The used objective lens (Olympus LCPLFLN100xLCD) features a large numerical aperture

of NA = 0.85, which allows to collect photons scattered in a broad range of angles from the

sample surface. The light which is back-reflected is composed of elastically scattered photons

and a small fraction of inelastically scattered photons, which generated or absorbed magnons.

In the magnon-photon scattering process, the light polarization is rotated by 90◦. The back-

reflected light is passed through a Glan-Taylor prism. Horizontally polarized photons pass the

prism in a straight trajectory. They are guided via beam splitters partially to a CCD camera,

which monitors the laser spot on the sample. A diffuse white light source is used to illuminate

the sample, such that structures on the sample surface are observable by the camera. The

optical feedback is used to focus and stabilize the laser spot on the sample surface.

The inelastically scattered photons which possess a vertical polarization are reflected in the

Glan-Taylor prism and leave it at a side window. This signal carrying light is then guided

into a six-pass tandem Fabry-Pérot interferometer (Table Stable TFP-2). Photons with the

matching frequency are transmitted by the interferometer and registered by a silicon avalanche

photodiode detector. Each detected photon generates an electrical pulse, which is read out
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Figure 3.6 – Sketch of a µBLS setup with phase-resolved measurement capability. The optical
beam (blue) is focuses on the sample surface with an objective lens. The sample is mounted on
a nanopositioner and a magnetic field can be applied with a moveable permanent magnet. The
position of the laser spot on the sample is monitored with a camera. The light scattered from
the sample is guided to the interferometer, where its energy shift is analyzed. Coherent SWs
are excited by applying a microwave current with signal generator SG1 to a CPW integrated
on the sample surface. Signal generator SG2 is used to apply microwave power to an electro-
opical modulator (EOM), which generates a reference signal relevant for phase-resolved
measurements. A time-of-flight (TOF) analyzer allows for registering the time of incoming
photon counts. The setup is controlled with a software package running on the control
computer.

by a time-of-flight (TOF) analyzer (Fast ComTec MCS6A), described later. The TOF analyzer

passes the information of an incoming photon count to the control computer. A software

package [126] on the computer controls the interferometer. It matches the received counts to

the frequency measured by the interferometer at the time of detection.

In µBLS typically SWs are excited by an microwave antenna, in order to increase the signal

strength and investigate propagating wave fronts. A CPW integrated on the sample is wire-

bonded to a macroscopic CPW (not shown in Fig. 3.6), which is connected via an end launch

connector and microwave cable to the signal generator SG1. For coherent SWs the measured

BLS counts are proportional to the square of the spin wave amplitude [127]. SWs propagating

away from the CPW decay exponentially and the measured BLS intensity I (x) as function to
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the distance x from the CPW can be described by [128]

I (x) = I0 exp

(
−2x

δ

)
+b. (3.10)

Here δ is the amplitude decay length, I0 is the intensity at x = 0 and b is a offset due to the

noise floor of the setup.

While BLS analyzes magnetic oscillations in frequency domain, sometimes it is of interest to

measure the evolution of wave packets in time and space. We generate SW wave packets by

pulsing the microwave excitation provided by the CPW. This is done by opening and closing

of microwave switches (not shown). The TOF analyzer allows to register incoming photon

counts with a time resolution of 0.8 ns. By measuring the time delay ∆t between microwave

excitation and signal detection at laser spot position x, the group velocity of the wave front can

be calculated as vg = x/∆t . To measure ∆t correctly, the switch opening and the starting time

for the TOF analyzer need to be synchronized. We use a pulse generator (DG645) to trigger

microwave switch and TOF analyzer simultaneously. Typically the measurements are repeated

with a cycle of about 1 µs to allow for integration of the measurement signal over a longer time

period.

In the following we introduce phase-resolvedµBLS, which was first demonstrated by Serga et al.

[129] in 2006. While the phase is conserved during the inelastic scattering process, the photon

detector is only sensitive to the energy quanta provided by the photon and phase information

is lost in a standard µBLS measurement. To access the phase information, interference with a

reference beam is utilized. A broadband electro-optical modulator (EOM) is used to modulate

part of the laser light at the frequency of SW excitation. The inelastically scattered light

with intensity ISW interferes with the modulated light with intensity IEOM and the combined

intensity Itot is given by [130]

Itot = ISW + IEOM +2cos
(
Θ(x)−Θ′)√ISWIEOM. (3.11)

Here Θ(x) is the SW phase at the position of the measurement spot. Θ′ is the phase of the

modulated reference beam. Typically CPW and EOM are driven by the same signal generator

in parallel and ∆Θ=Θ−Θ′ is constant in time. By using microwave switches one can measure

ISW, IEOM and Itot separately by applying microwave power only to the CPW, only to the EOM,

and then to CPW and EOM together, respectively [130]. With this information cos
(
Θ−Θ′) can

be calculated by rearranging Eq. 3.11 as follows

cos
(
Θ−Θ′)= Itot − ISW − IEOM

2
p

ISWIEOM
. (3.12)

This method was used e.g. for BLS measurements presented in Sec. 4.2. If a propagating

plane wave is sampled at enough spatial positions, cos(∆Θ(x)) is sufficient to extract the SW

wave length by sinusoidal fitting. However, we note that for a single measurement point, it

is not possible to retrieve ∆Θ in the full angle interval from 0 to 2π. Due to the symmetry of

the cosine function, its inverse function provides values only from 0 to π. In the worst case,
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Figure 3.7 – a Itot(t ) measured for a fixed position as a function of time t , when the reference
phase ∆Θ′ of light modulated with an EOM was swept linearly by about 3π. b Measured phase
signal for SWs with a wave length of 340 nm propagating in a thin YIG film. The measured
wave length was close to the optical detection limit of the setup. Figure b is adapted from Ref.
[59] published under Creative Commons licensing.

one might imagine a scenario in which the SW phase at measurement position x ′ is such that

cos
(
∆Θ(x ′)

)= 0. When the SW phase is now phase shifted by ±π the measured cos
(
∆Θ(x ′)±π

)
is still zero, and thus the phase shift would go unnoticed.

To solve this issue, in literature cos(∆Θ(x)) was sometimes measured a second time, with a

phase shift applied toΘ′ [111, 129, 131]. WhenΘ′ is shifted by π/2 in a second measurement,

∆Θ can be reconstructed in the full angle interval (0 to 2π) [129]. Still, for the calculation of

∆Θ [129], it is necessary to measure ISW and IEOM individually.

I implemented a measurement routine, in which the ∆Θwas extracted without requiring the

measurement of ISW and IEOM. For every spot position, the phase of the reference beamΘ′(t )

was changed linearly as a function of time. While the reference phase was swept, Itot(t ) was

recorded in a time-resolved manner by the TOF analyzer. Figure 3.7a shows exemplarily a

measured time trace. During the measured time window of 330 µs, the reference phase was

swept by about 3π. As expected following Eq. 3.11, the recorded Itot(t) showed a sinusoidal

oscillation and a constant offset. The oscillation is given by 2cos(∆Θ(t ))
p

ISWIEOM. By sinu-

soidal fitting (orange line in Fig. 3.7) the phase offset ∆(Θ)(t = 0) can be evaluate in the range

from 0 to 2π. The amplitude of the oscillation is given by 2
p

ISWIEOM. We note that even

for weak SW signals, IEOM can be chosen sufficiently large such that 2
p

ISWIEOM is above the

noise floor of the instrument. With this method we measured the phase of SWs with small

ISW at wave lengths close to the optical detection limit of the instrument. Figure 3.7 shows

cos(∆Θ) measured for SWs with a wave length of ∼ 340 nm. The figure is adapted from the

supplementary information of our publication Ref. [59].

Technically the method was implemented by using two Anritsu MG 3692C signal generators

which were phase-locked together by connecting the 10 MHz reference output of generator

SG1 to the reference input of signal generator SG2. SG1 applies microwave current to the

CPW, while SG2 applies microwaves to the EOM as sketched in Fig. 3.6. Both signal generators

operate at the same frequency. The output phase of SG2 can be shifted with respect to SG1.

The phase shift is externally controlled and is proportional to a input voltage applied at the rear

panel of SG2. We use a function generator (Tektronix AFG3152C) to apply a linearly increasing

voltage ramp, which translates to a linear phase sweep. The start of the voltage ramp and of

the time acquisition by the TOF analyzer was simultaneously triggered by the pulse generator.
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Figure 3.8 – Schematic (cross-sectional view) of the fabrication process for 1D MCs. a RF-
magnetron sputtering of CoFeB thin film (green) on Si substrate (gray). b EBL exposure of a
spin-coated HSQ resist (blue). c After development the exposed HSQ remains and forms an
etching mask. d Transfer of the mask into the CoFeB film by IBE with Ar+ ions. e Definition
of CPW structures by EBL exposure of a spin-coated MMA/PMMA double layer resist. f
Resist profile after development. g Deposition of 4 nm Cr and 120 nm Au by electron beam
evaporation. hLift-off processing of the CPW. i SEM image (top view) of a fully prepared
sample after lift-off processing. Signal and ground lines of a CPW are visible in light gray in the
SEM image.

3.3 Sample fabrication

In this thesis 1D MCs consisting out of closely spaced ferromagnetic nanostripes arranged

with submicrometer periodicity are addressed. The sample preparation relied on nanofab-

rication techniques [132] which were optimized thoroughly in the course of this thesis and

was conducted in the cleanroom of the EPFL Center of MicroNanotechnology (CMi). In the

following the relevant steps for preparing 1D MCs out of CoFeB is outlined.

Samples were fabricated on a 4 inch boron-doped Si wafer in [100] orientation and with a

resistivity in the range of (0.1−100)Ωcm. The wafer was cleaned by acetone and isopropyl

alcohol (IPA) rinsing, blown dry with nitrogen and baked for 10 min on a hotplate at 180°C. A

CoFeB thin film with a thickness of (19±2) nm was RF-magnetron sputtered (Alliance-Concept

DP 650) from a Co20Fe60B20 target in argon (Ar) atmosphere at a pressure of 5 ·10−5 mbar (Fig.

3.8a). The deposition rate amounted to 0.3 Ås−1.

To define the 1D MC stripe patterns electron-beam lithography (EBL) was employed (Fig.

3.8b). First a hydrogen silsesquioxane (HSQ) EBL resist (Dow Corning® XR-1541-002) was

spun for 1 min at 4500 rpm to form a thin film with a thickness of ∼ 40 nm. Then the resist

was exposed with a Raith EBPG5000ES EBL system operated at 100 keV acceleration voltage. A
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beam current of 5 nA and a base dose of 6200 µCcm−2 were used.

After development exposed areas of the negative HSQ resist cross-linked [133] and remained

on top of the CoFeB film as an etching mask (Fig. 3.8c). For the development we immersed

the wafer for 2 min in a salty TMAH/NaCl (0.25/ 0.7N) solution. The preparation of the solu-

tion is described in Ref. [134]. We found that the prepared solution offered a better contrast

compared to standard developers.

The HSQ hard mask was transferred into the CoFeB thin film via ion beam etching (IBE) (Fig.

3.8d). A Veeco Nexus IBE350 system with argon ion source was employed. The wafer was

mounted with a slight -3 deg tilt angle between the surface normal and the trajectory of the

Ar+ ions and was rotated during the IBE process. The etch time amounted to 85 s using the

’Low_IBE’ program (500 mA beam current, 300 V beam voltage). After the IBE step, the CoFeB

film was fully removed in regions which were not protected by the HSQ hard mask. On the

protected CoFeB structures still a thin HSQ layer (∼ 20 nm thickness) remained.

For the fabrication of CPWs a standard lift-off process with a MMA/PMMA double layer resist

was used [82]. MMA EL9 resist was spun for 1 min at 4000 rpm (∼ 320 nm film thickness) and

baked for 5 min on a hotplate at 180°C. After 1 min cool down time, PMMA 495K A4 resist

was spun for 1 min at 4000 rpm (∼ 150 nm film thickness) and baked for 5 min at 180°C as

well. CPW structures were defined by EBL with a beam current of 150 nA and a base dose of

6200 µCcm−2 (Fig. 3.8e).

The exposed sample was developed for 1 min in 1:3 MIBK/IPA developer [135], followed by

immediate transfer into an IPA bath, where it was kept for 1 min and then dry blown with

nitrogen. Due to a lower critical dose the MMA resist layer dissolved more widely than the

PMMA layer, resulting in an undercut profile as sketched in Fig. 3.8f.

For the CPW structures 4 nm Cr and 120 nm Au were deposited in a electron beam evaporator

(Leybold Optics LAB 600H) with a 1 m working distance between source and substrate (Fig.

3.8g). Lift-off was conducted by soaking the wafer in an acetone bath for 48 h and subsequent

ultrasonic cleaning (Fig. 3.8h). Figure 3.8i depicts an exemplary scanning electron beam (SEM)

image of a fully prepared 1D MC with CPW.

We note that in order to ensure a correct alignment between the 1D MC pattern and the CPWs

during the EBL writing process, Au alignment markers were used. The alignment markers

were fabricated on the Si wafer already before CoFeB deposition. Therefore the same lift-off

process as outlined for the CPW structures was employed.

A key challenge for the EBL fabrication of 1D MCs was to obtain a uniform resist exposure

of center and edge regions. Due to the high filling factor of 1D MCs, backscattered electrons

increased significantly the effective dose in the center region of the pattern and led locally

to an overexposure, when a uniform exposure dose was used (Fig. 3.9a). To counteract this

effect, we used the proximity effect correction software Layout Beamer [136]. The software

required two electron scattering coefficients (β and η), which are substrate and resist specific.

We used visual inspection of fabricated reference patterns [137] to find optimized parameters.

A uniform exposure was achieved for β= 33 µm and η= 1.7 as exemplarily shown in Fig. 3.9b.

For the fabrication of Ni81Fe19 grating couplers on YIG a similar process flow was used. Details

on the fabrication parameters are provided in the Supplement Sec. B.1.
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a b

Figure 3.9 – a SEM image of a 1D MC exposed with a uniform beam dose during the EBL
writing. Strong overexposure is observed in the central region due to electrons which were
backreflected due to scattering in the substrate and exposed the resist twice. b Non-uniform
electron beam dose based on proximity effect calculations led to a uniform exposure of the
HSQ resist. The magnification does not allow one to identify the individual 325 nm wide
nanowires.
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4 Magnetic defects in 1D magnonic
crystals

This chapter constitutes a substantial part of my thesis, namely the investigation of magnetic

defects in one-dimensional magnonic crystals. In Sec. 4.1 we report on AESWS measurements

of SWs trespassing an individual magnetic defect. Phase shifts and amplitude variations were

evidenced as a function of an applied bias field. The results have been published in Applied

Physics Letters [50] and are reproduced with permission of the journal. Section 4.2 goes be-

yond the published work in that we present spatially resolved measurements of SW amplitudes

and phases in the vicinity of a magnetic defect. These µBLS data suggests that measured

phase shifts originated from the tailored magnetic defect. Section 4.3 provides micromagnetic

simulations in a wider parameter space, not accessible in the experiments. The results are

very promising in that π phase shifts and low amplitude attenuation were found, once the SW

modes in the defect were shifted to the second miniband. Section 4.4 demonstrates that the

band structure of a 1D MC is reprogrammable. By magnetizing neighboring stripes antiparal-

lely (AP), acoustic and optical modes were created. We report on propagating SWs in the AP

state and report the disappearance of a band gap between acoustic and optical modes at zero

field, when wave vectors are excited at the Brillouin zone boundary.

4.1 Phase control of spin waves based on a magnetic defect in a one-

dimensional magnonic crystal

K. Baumgaertl, S. Watanabe and D. Grundler

Appl. Phys. Lett. 112, 142405 (2018)

doi: 10.1063/1.5024541

Reproduced from Appl. Phys. Lett. 112, 142405 (2018) with permission of AIP Publishing.

For uniformity the layout was reformatted and the references were integrated into the thesis’

bibliography.

My contribution to this paper included the fabrication of samples, the AESWS and Macro-BLS
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measurements and data analysis. MFM measurements were conducted with the help of S.

Watanabe. I wrote the draft of the manuscript.

Abstract

Magnonic crystals are interesting for spin-wave based data processing. We investigate one-

dimensional magnonic crystals (1D MCs) consisting of bistable CoFeB nanostripes separated

by 75 nm wide air gaps. By adjusting the magnetic history, we program a single stripe of

opposed magnetization in an otherwise saturated 1D MC. Its influence on propagating spin

waves is studied via broadband microwave spectroscopy. Depending on an in-plane bias

magnetic field, we observe spin wave phase shifts of up to almost π and field-controlled atten-

uation attributed to the reversed nanostripe. Our findings are of importance for magnetologics,

where the control of spin wave phases is essential.

Main part

Information encoded in spin waves (SWs) can be transmitted and processed without moving

electrical charge. This feature makes SWs promising for low power consumption in future

logic devices [18, 138]. Here magnonic crystals play an important role [3]. A specific approach

is to encode data in the phase of SWs and use Mach-Zehnder-type interferometers as logic

gates [139–141]. For this, the controlled manipulation of SW phases is essential. 360◦ domain

walls were predicted to provide the relevant SW phase shift ∆Θ of π [Ref. [139]]. This concept

has however not yet been realized due to experimental challenges. Instead the magnetic field

of a current carrying wire[140, 141] was used to create an inhomogeneous effective field Heff in

a ferromagnet and shift the phase of backward volume spin waves [142]. The required current

might however cause local heating. Recently, magnonic crystals with magnetic defects were

thoroughly investigated[45, 49, 143, 144], but defect-induced phase shifts for propagating SWs

were not reported.

In this Letter, we explore a magnetic defect in one-dimensional (1D) magnonic crystals (MCs)

as a phase shifter. The MCs consisted of bistable Co20Fe60B20 (CoFeB) stripes separated by

air gaps. By reversing the magnetization of a specific stripe in an otherwise ordered MC we

find phase shifts of Damon-Eshbach-type (DE) SWs of close to π, depending on an applied

magnetic field H . Also the SW amplitude is varied. Because of their high group velocities [84]

and non-reciprocity [145] DE-type SWs are favorable for future magnonic applications.

The MCs [Fig. 4.1 (a)] were fabricated from magnetron-sputtered CoFeB with a thickness

of (19±2) nm deposited on an oxidized silicon substrate. The nanostripes were defined via

electron beam lithography (EBL) using the negative resist hydrogen silsesquioxane (HSQ)

and transferred into the magnetic film via ion beam etching. After the etching, a layer of

∼ 20 nm thick HSQ remained as an isolation layer. We present data on two 1D MCs with

periods p = 400 nm (sample MC1) and p = 600 nm (MC2). In both cases the air gap between

stripes amounted to g = (75±10) nm [Fig. 4.1 (a)], and the overall outer dimensions were

160 µm in x-direction and 80 µm in y-direction. The saturation magnetization µ0Ms = 1.8 T
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Figure 4.1 – (a) Scanning electron microscopy image of the central region of MC1. Dispersion
relations measured via wavevector resolved BLS (symbols) on saturated 1D MCs with p of
(b) 400 and (c) 600 nm (plotted in the reduced zone scheme) at H = 0. Grey colors indicate
stopbands. The dashed lines in (c) and (d) indicate fitted linear functions that evaluate the
averaged slopes, i.e., the averaged group velocities. (d) MFM performed on a reference MC1
at µ0H =+18 mT after saturation at −90 mT. Black (white) signals indicate stray fields, i.e.,
orientations of magnetization vectors along (opposite) to the applied field. Grey-scaled plot
of (e) a11(H) and (f) a21(H) of MC1 for increasing H (indicated by arrows), after saturation at
µ0H =−90 mT. In (f) between HSW2 and HSW3 we assume the presence of a single magnetic
defect. At HSW3 the SW signal undergoes an abrupt phase jump.

was extracted from ferromagnetic resonance measurements on a reference film (not shown).

Dispersion relations f (k) were studied on reference samples that were similar to MC1 [Fig.

4.1 (b)] and MC2 [Fig. 4.1 (c)] ( f is the frequency, k is the wavevector). For this, we applied

k-resolved Brillouin light scattering (BLS) on MCs in backscattering configuration following

Refs. [33, 146]. The laser had a wavelength 473 nm. A lens with focal length of 50 mm and

f-number 2.8 was used to focus the laser to a spot diameter of few tens of micrometers. Figure

4.1 (b) and 4.1 (c) shows the resonance frequencies f (BLS peaks) recorded as a function of

transferred in-plane wavevector k. The measured dispersion relations f (k) consist of allowed

minibands and SW stopbands (shaded in gray color), similar to magnonic bandstructures

reported in Ref. [33]. For p = 400 nm (p = 600 nm) we attribute the first allowed miniband to a

frequency regime ranging from 8.4 GHz to 11.3 GHz (6.7 GHz to 9.0 GHz). The second one

ranges from 13.9 GHz to 14.4 GHz (11.5 GHz to 12.1 GHz).

We patterned coplanar waveguides (CPWs) on top of the MC1 and MC2 via EBL and lift-off

processing of 4 nm thick evaporated Cr and 120 nm thick Au. Intentionally, a single CoFeB

stripe in the center between CPW1 and CPW2 was longer by 8 µm [Fig. 4.1 (a)]. The CPWs

allowed for excitation and detection of propagating SWs [147]. The center-to-center separation
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between CPW1 and CPW2 amounted to s = 7.5 µm. The width of the signal and ground lines

of the CPWs were w = 0.8 µm. Using a vector network analyser we applied a radiofrequency

signal with a power of ≤−5 dBm at CPW1. The spatial profile of the exciting magnetic field

of the CPW was simulated in COMSOL Multiphysics. Fast Fourier analysis of the in-plane

field component showed a peak in SW excitation at kI = 2.0 ·104 rad/cm, which is below the

wavevector kBZ = π
p of the first Brillouin zone (BZ) boundary, amounting to 7.9 ·104 rad/cm

(5.2 ·104 rad/cm) for MC1 (MC2). Scattering parameters S11(H) (S21(H)) were recorded at

CPW1 (CPW2), while a magnetic field H was applied in y-direction. In this work we discuss the

magnitude of the scattering parameters. To extract the magnon-induced signal contribution

ai j = Si j (H)− Si j (H⊥) (i , j = 1,2), we subtracted the reference spectrum Si j (H⊥) taken at

µ0H⊥ = 90 mT applied in x-direction, where SW excitation was negligible. We performed

magnetic force microscopy (MFM) [Fig. 4.1 (d)] on a reference MC1 to estimate the reversal

fields of the bistable nanostripes. The sample was first saturated at −90 mT with H collinear

to the y-axis. Then the field was increased in steps of 1 mT. The short stripes forming the MC

were found to reverse their magnetization direction between 5 and 15 mT. The long stripe

switched at a larger field of 19 mT which we attributed to the modified shape anisotropy

compared to the short stripes.

Figure 4.1 (e) shows a11(H) of MC1 for increasing H after it was saturated at µ0H =−90 mT.

The prominent dark branch indicates the SW resonance at kI. Its frequency fres (dark) linearly

decreases with increasing H until µ0HSW1 = 6± 1 mT. Here, the intensity of the branch

reduces and its linewidth increases. The signal strength recovers at µ0HSW2 = 16± 1 mT.

Beyond µ0HSW2, fres increases with H . We attribute the field regime between HSW1 and HSW2

to the switching fields of stripes in close vicinity of CPW1. In Fig. 4.1 (f) field-dependent

transmission signals a21(H ) are summarized. a21 shows pronounced oscillations (black-white-

black contrast) which we attribute to the interference of the spin-precession induced voltage

and direct electromagnetic crosstalk between CPW1 and CPW2 following Ref. [113]. The

crosstalk showed a stable phase, and the interference pattern allowed us to analyse phase

differences ∆Θ of transmitted SWs as will be presented later.

Increasing H from 0 mT in Fig. 4.1 (f), the oscillations in a21 become weak at HSW1. At HSW2 the

oscillating signature regains a pronounced signal strength. Beyond µ0HSW3 = 23±1 mT in Fig.

4.1 (f) the signal is found to be even stronger than at H = 0. We attribute the regime between

HSW2 and HSW3 to the configuration where all short stripes are aligned to the external field,

but the long stripe is oppositely magnetized similar to Fig. 4.1 (d). Strikingly, at HSW3 not only

the amplitude changes, but also a clear phase jump is seen in the oscillations, indicating an

abrupt SW phase variation. We attribute this observation to the reversal of the long nanostripe.

Similar characteristics were observed for MC2. Only the switching of stripes occurred at

smaller field values of µ0H ′
SW1 = 3 mT, µ0H ′

SW2 = 8.5 mT and µ0H ′
SW3 = 12.5 mT [see Fig. A.1

in the supplementary material].

Based on Fig. 4.2 we now discuss in detail the effect of an individual magnetic defect on SW

transmission in the 1D MCs. It is instructive to first present field-dependent transmission

signals a21,SAT(H ) for the saturated array (SAT). For Fig. 4.2 (a) we saturated MC1 at+90 mT and

then decreased H in a stepwise manner down to µ0H =−4 mT >−µ0HSW1 without inducing
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Figure 4.2 – (a) Grey scale plot (SAT) of a21(H) of MC1 for decreasing H (indicated by arrows)
after µ0H = 90mT was applied. Green dashed lines indicate extrema P1 and P2 defined in
(b). (b) Line plot of a21 at H = 0. P1 and P2 are used to extract δ f and ∆p−p. (c) Excitation
spectrum of the CPW where k is in units of π/p. (d) a21(H) obtained in a minor loop (ML)
assuming the presence of a magnetic defect. H was decreased starting from µ0H∗ = 19mT
after saturation at µ0H =−90mT. (e) Relative signal η(H) of spectra ML compared to spectra
SAT. (f) Frequency shift ∆ f between peaks P1 of SAT and ML datasets. (g) to (l) Corresponding
data obtained on MC2. µ0H∗ amounted to −12mT indicating a smaller coercive field of MC2.
Green dashed lines in datasets (a), (d), (g) and (j) indicate the frequencies of extrema P1 and
P2 as they are defined in (b).

a reversal. We find a branch containing pronounced oscillations over the full depicted field

regime. Frequencies of local extrema P1 and P2 [Fig. 4.2 (b)] systematically shift with H

as highlighted by broken lines. The envelope of the oscillating signal of Fig. 4.2 (b) reflects

the excitation spectrum of the CPW which is displayed in the reduced zone scheme in Fig.

4.2 (c) (k ≤ kBZ). For the following analysis we refer to Fig. 4.2 (b), define the peak-to-peak

amplitude ∆p−p (signal strength) between neighbouring extrema P1 and P2, and introduce

the frequency difference δ f . According to Ref. [114] we calculate the group velocity following

vg = ∂ω
∂k = 4πδ f

2π/s = 2δ f × s. At H = 0 we find δ f = 0.244 GHz corresponding to vg = 3.7 km/s.

This value represents the upper limit of vg, considering Ref. [113] where a reduced phase

accumulation length was encountered.

The effect of the defect was probed via a minor loop (ML) starting at a field H∗ located between

HSW2 and HSW3. For the spectra displayed in Fig. 4.2 (d) we first saturated MC1 at −90 mT,

and then applied µ0H∗ =+19 mT to reverse the short stripes but keep the long stripe oriented

along the negative field direction. Thereby we programmed the magnetic defect. We highlight

three discrepancies found in Fig. 4.2 (d) compared to (a): (i) between 12 and 19 mT less

oscillations are present, (ii) the oscillation amplitudes are weaker over a broad field range,

and (iii) the local extrema appear at different frequencies when measured at the same H .

In the following we quantify the discrepancies in that we introduce both the relative signal

strength η(H) = ∆p−p (ML)
∆p−p (SAT) [Fig. 4.2 (e)], and frequency shift ∆ f = fP1(ML)− fP1(SAT) [Fig. 4.2

(f)] evaluated at different H between peaks P1 of the ML and SAT datasets. In Fig. 4.2 (e), η(H )
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is slightly above one at H = 0 and then decreases with increasing |H | to a minimum value

of 0.3 at H∗. This means that at 19 mT the programmed defect reduces the transmitted SW

amplitude by 70 %. In Fig. 4.2 (f), the frequency shift ∆ f (H ) is zero at H = 0. At 19 mT, we find

∆ f =−0.2 GHz.

Corresponding measurements were also conducted for MC2. In Fig. 4.2 (g) we show a21,SAT

of MC2 for decreasing H after it was saturated at +90 mT and while the MC remained fully

aligned. Again, we observed a clear branch with several oscillations. At H = 0 [Fig. 4.2 (h)]

δ f amounted to 0.279 GHz corresponding to vg = 4.2 km/s. Compared to MC1 [Fig. 4.2 (b)] a

larger number of oscillations is observed. We attribute this to the excitation spectrum of the

CPW in that the kI peak now covers a broader range of the first BZ of MC2 [Fig. 4.2 (i)]. In Fig.

4.2 (j) we show a21 obtained in a ML. After saturation at −90 mT a field of µ0H ′∗ =+12 mT

located between H ′
SW3 and H ′

SW2 was applied. In this regime the long stripe was assumed to

be magnetized in opposite direction to both H and the short stripes. At H ′∗ the signal was

small. When decreasing the field from H ′∗, the signal increased until H = 0. This behaviour is

analyzed by η(H) shown for MC2 in Fig. 4.2 (k). η amounts to 0.4 (1.2) at H ′∗ (H = 0). ∆ f of

MC2 is shown in Fig. 4.2 (l). We find ∆ f =−0.2 GHz (0 GHz) at H ′∗ (H = 0).

We assume that ∆ f is a measure of a magnetic-defect-induced phase shift accumulated by

SWs going across a reversely magnetized nanostripe. In the following, we estimate the phase

shift ∆Θ that appears relative to the fully saturated MC. In a fully saturated MC, SWs leading

to neighboring extrema P1 and P2 of spectra a21 in Fig. 4.2 (a) and (g) are separated by δ f (H)

corresponding to a known phase shift of π. Using the relation ∆Θ(H) =−∆ f (H)
δ f (H) ·π we estimate

the field-dependent phase shifts ∆Θ(H) in MC1 [solid line in Fig. 4.3 (a)] and MC2 [solid line

in Fig. 4.3 (b)] considering δ f (H) of Fig. 4.2 (a) and (g), respectively. For both samples ∆Θ is

found to vary monotonously with H . For MC1 (MC2) ∆Θ= 0.9π (∆Θ= 0.5π) is reached at H∗

(H ′∗).

In the following we explain these findings with different static effective fields Heff for the defect

and the MC when H 6= 0 [Fig. 4.4 (a)]. Heff enters the equation of motion for spin precession

[64]. To facilitate the discussion we assume infinitely long nanostripes with a demagnetization

factor Ny = 0 such that |Heff| ≈ H . For a positive magnetic field, H points parallel (antiparallel)

to the static magnetization M of the short stripes (the reversed long stripe) and enters Heff

with positive (negative) sign. This scenario leads to a variation in Heff(x) as sketched in Fig. 4.4
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(a). The defect represents a SW well. The corresponding dispersion relations f (k) inside and

outside the SW well are sketched in Fig. 4.4 (b). When SWs are transmitted between CPW1 and

CPW2 at a fixed frequency f , the relevant wavevector k ′ in the well is different from k of the MC.

Stimulated by Ref. [148] we estimate the difference between k and k ′ in that we consider local

dispersion relations f (k) of Fig. 4.4 (b). First we assume that for H = 0 the branch shown as the

broken line is valid. For H 6= 0 this branch shifts to larger and smaller frequencies depending

on the orientation of the magnetization vectors M in nanostripes. At k = 0 the two branches

for opposing directions of M acquire a frequency splitting of ∆ fres. If, for a fixed excitation

frequency f > f (k = 0), the SW in the MC takes the wavevector k = kI the relevant wavevector

in the SW well amounts to k ′ > kI. 1 Accordingly, the transmitted spin wave experiences an

extra phase shift ∆Θ(H) =∆k ×p = (k ′−kI)×p. To check for consistency with the evaluated

values ∆Θ, we estimate ∆k as follows: Based on a21,SAT [Fig.4.2(a)(g)] we linearly approximate

the field dependency d f /d H of P1 in the relevant regime below H∗ (H ′∗), amounting to

80 MHz/mT (114 MHz/mT) for MC1 (MC2). Assuming d f /d H as constant for negative H as

well, the frequency splitting calculates as ∆ fres ≈ (d f /d H)×2H . From the experimentally

observed dispersion relations of the two MCs we evaluated the slope d f /dk, i.e., the averaged

group velocity of the lowest miniband [broken lines in Fig. 4.1 (b) and (c)], amounting to

0.346 GHz µm
rad (0.464 GHz µm

rad ) for MC1 (MC2). ∆k can be estimated via ∆k ≈ (d f /dk)−1 ×∆ fres,

thus the expected phase shift induced by a magnetic defect reads

∆Θ≈ (d f /dk)−1 × (d f /d H)×2H ×p. (4.1)

The dashed lines shown in Fig. 4.3 (a) and (b) reflect the expected phase shifts ∆Θ based

on Eq. (4.1). The model explains the magnitude of the experimentally extracted ∆Θ well

and underlines that a modified wavevector in the magnetic defect causes an appreciable

field-dependent phase shift. Equation (4.1) allows us to optimize the phase shift. Following Eq.

4.1 the phase shift depends on the product 2H/vg. To increase ∆Θ one needs either reduce vg

or, more favourably, increase the field H which one can apply before reversing the magnetic

1For the sketch in Fig. 4.4 (b) we assumed that branches differed by a constant ∆ f =∆ fres for all k as H was
small compared to M .
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defect. An additional uniaxial anisotropy along the long axis of the nanostripe might allow for

large H .

The increase of k ′ in the defect might also explain the observed field-dependence of relative

signal strength η(H). We think of two relevant mechanisms. First, SW reflection at the defect

can occur due to the inhomogeneous Heff [142], inducing a mismatch of the wave impedance

[49]; second, a large wavevector was found to reduce the dipolar strength across a gap [149].

Therefore we expect a reduced dipolar coupling for an increased k ′ at the defect. We note

that in our experiment we intentionally used long stripes with a small demagnetization field.

In the contrary, Haldar et al. [143] explored a chain of short nanomagnets. In this case a

significant change of the demagnetization field took place when the magnetization direction

of an individual nanomagnet was switched. Consistently, the authors reported a pronounced

SW attenuation at a reversed nanomagnet for already H = 0.

To avoid the bias magnetic field that we introduced to adjust effective fields for SW phase con-

trol, one could expose the relevant CoFeB nanostripe to a magnetic anisotropy that is induced

by e.g. inverse magnetostriction [150]. If provided by a ferroelectric substrate, this anisotropy

and the related Heff can be controlled by an electric field [151, 152]. The concept outlined

here could allow for all-magnon data processing if -in a three terminal device- spin waves

induce domain-wall motion in the magnetic defect [1] and thereby control the magnetization

direction of the corresponding SW well through which spin waves are transmitted.

In conclusion, we demonstrated that SW amplitudes and phases are controlled via a magnetic

defect in a 1D magnonic crystal. A phase shift of almost π was observed and explained by a

modified wavevector at the defect forming a spin-wave well.

Supplementary Material

See supplementary information SI A.1 for a11 and a21 of MC2 for increasing H .
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4.2 Microscopic observation of phase shifts at a magnetic defect

In the previous section, phase shifts introduced by a magnetic defect in a 1D MC were evi-

denced electrically by AESWS measurements between two CPWs. The magnetic defect was

incorporated in the center of the CPWs and selectively switched on and off by tuning the

magnetic history. The reported phase shifts were calculated by the difference in phase of SWs

transmitted with and without the defect activated. We proposed a microscopic model (cf. Fig.

4.4), but supporting microscopic measurement data was not yet available at the moment of

publication [50]. In this section we present space- and phase-resolved µBLS measurements

on sample MC1 with periodicity p = 400 nm. The µBLS data provides microscopic insight on

how SWs are transmitted across a nanoscale magnetic defect, not accessible by AESWS due to

lack of spatial resolution.

Figure 4.5a shows an optical image of MC1 taken with the µBLS camera. We focused a laser

with wavelength of 473 nm and 1 mW power to a spot with a diameter of about 350 nm onto

the sample surface. The laser spot was scanned in x-direction in 100 nm steps, while SW

intensity and phase were measured. The line scan was 15 µm long and included CPW1, the

prolonged stripe and part of CPW2 (see yellow scan path indicated in Fig. 4.5a). A magnetic

bias field was applied in +y-direction, corresponding to the magnetization direction of the

short stripes. In the beginning of the BLS measurements, the prolonged stripe was magnetized

in −y-direction, which was confirmed by MFM. I.e., the prolonged strip was magnetized in

opposite direction compared the rest of the MC and represented a magnetic defect.

The MC with defect was investigated for several bias fields, then it was completely saturated in

+y-direction, and measurements repeated on the defect-free MC1 using identical instrument

settings. For all measurements microwave excitation was applied at CPW1. The microwave

frequency fex was adapted depending on the bias field. For each bias field, we measured the

BLS counts as a function of fex applied in 0.1 GHz steps for a fixed spot position and chose the

peak frequency for the subsequent line scan measurements. Figure 4.5b shows exemplarily

the frequency scan for µ0H = 0 mT. The measurement position is indicated in the inset of Fig.

4.5b. A peak is apparent at fex = 9.1 GHz, which is attributed to the k1 excitation of the CPW.

Figure 4.5c shows a comparison of the SW intensity (left column) and the phase signal (right

column) measured with the defect (green lines) and without the defect (blue lines) at exem-

plary bias fields. The SW characteristics on the left side of CPW1 were similar with and without

the defect. By fitting the SW intensity between x = 0 and x = 5.5 µm with Eq. 3.10, we extract a

decay length of δ= 2.9±0.2 µm for µ0H = 0 mT. Phase-resolved BLS allowed us to measure

cos
(
Θ(x)−Θ′), whereΘ(x) is the SW phase at a position x andΘ′ is a reference phase, which

is constant for a given measurement frequency. For all bias fields, the phase signal agreed with

sinusoidal waves with wave lengths around λ= 3.1 µm. The measured wave lengths matched

well to the calculated wave vector k1 = 2.0 radµm−1 of the CPW (cf. dashed line in Fig. 3.2).

In the vicinity of the defect (highlighted in yellow) phase signals and intensities were clearly

modified. We first focus on the influence of the defect on the phase signals (right column in Fig.

4.5c). For µ0H = 0 mT (top row) a localized phase-jump was observed at the position of the

magnetic defect itself (xD = 11.2 µm). For x > xD however, the phase profiles with and without
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Figure 4.5 – a Optical image of MC1 as seen in the BLS microscope. The probing laser spot
was scanned along the yellow dashed line, while SW intensity and phase signal was recorded.
Microwave excitation was applied to CPW1. b BLS counts as function of microwave frequency
measured at µ0H = 0 mT for a fixed spot position, indicated by the yellow circle in the inset.c
Intensity (left column) and phase signal (right column) measured with (green lines) and
without (blue lines) magnetic defect for different bias fields (rows). An aligned SEM image
of MC1 is shown in the background of every plot as orientation. The position xD = 11.2 µm
of the magnetic defect is highlighted in yellow. d Ratio η of SW amplitudes with and without
defect extracted at different positions indicated by arrows in the left column of c. e Phase shift
∆Θ of SWs for x > xD. The error bar was calculated based on the standard deviation of the
fitted wave functions (dashed lines in the right column of c) and by assuming a possible error
in positioning of ±100 nm.

defect were again in good agreement. We attribute the localized phase-shift at xs to an in-plane

dynamic coupling of the defect to its neighboring stripes, as suggested in Huber et al. [49].

Due to magnetic gyrotropy, the sense of spin-precessional motion in the defect is opposite to

the rest of the MC. Consequently, the in-phase coupling with the surrounding stripes results

in a π phase-shift of the out-of-plane component of the magnetic defect. The out-of-phase

50



4.2. Microscopic observation of phase shifts at a magnetic defect

out-of-plane m̃z component explains the local jump in the measured cos
(
Θ(xD)−Θ′). For

increasing bias fields (second and third row), the phase profiles with and without defect are

appreciable displaced relative to one another for x > xD. This indicates a phase-shift of SWs

which passed the defect, as extracted from the macroscopic AESWS measurements. Strikingly,

the relative displacement is pronounced directly at the defect. This observation confirms that

the phase is shifted on the length-scale of one individual stripe (325 nm), as suspected by our

model in Fig. 4.4. We quantify the phase-shift ∆Θ by sinusoidal fitting of cos
(
Θ(x)−Θ′) on

the right side of the defect (yellow dashed line in Fig. 4.5c) and for the phase trace without

defect (black dashed line). In Fig. 4.5e the extracted phase differences are plotted. We find

phase-shifts ∆Θ in Fig. 4.5e that are in qualitative agreement with the AESWS measurements

(cf. Fig. 4.3a).

In the following we discuss the measured SW intensities (left column in Fig. 4.5c). In the direct

vicinity of the magnetic defect (xD = 11.2 µm), we find two small dips in the measured counts

visible for all bias fields. We assume a partial cancellation of the BLS signal, when the probing

spot covers partly the defect and partly a neighboring stripe precessing with a π phase shift

in mz . To avoid such cancellation, we analyze the BLS intensity at xL = 8 µm and xR = 10 µm

approximately 1 µm left and right of the defect. As reference we also extracted intensities at

xREF = 5 µm. Here the distance to the defect was > 2δ such that a significant intensity change

was not expected.

In the following we discuss relative signal amplitudes η. For this, we calculate η as square root

of the ratio of BLS counts with defect to counts without defect. The square root is taken as BLS

counts are proportional to m2
z , while the AESWS amplitudes used for the definition of η in the

previous section scale with mz . Hence η reflects the ratio of SW amplitudes. Figure 4.5d shows

η(H , x) as function of the applied bias field for different positions. At the reference position

xREF the calculated η stayed close to one for all fields. This suggests that the instrument itself

was stable and intensities with and without defect can be compared. On the right side of the

defect we find that η(xR) was gradually reduced with increasing bias field. This is in agreement

with our AESWS measurements, where the transmitted SW amplitudes decreased with H (cf.

Fig. 4.2e). At 0 mT η(xR) was even above 1, suggesting that the defect might improve the decay

length.

For xL we find η > 1 for all bias field values. This observation suggests SW reflection at the

defect, as speculated in Ref. [49]. Counterintuitively, η(xL) was largest at 0 mT and decreased

gradually with H . This is surprising, as the transmission (η(xR)) decreased with H as well. I.e.

the observation can not be explained solely by reflection and transmission coefficients at the

defect. We note that the defect was only about half a wavelength away from the outer edge

of the CPW and near-field effects can not be excluded. For clarification similar experiments

should be performed on a low-damping MC for which the defect can be placed several wave-

lengths apart from the exciting CPW.

To conclude, the phase-resolvedµBLS data confirmed an out-of-plane phase shift at the defect,

suggesting in-plane coupling of the magnetic defect with its neighboring stripes. Depending

on the bias field, a phase shift was apparent for SWs which passed the defect. The phase shift

occurred at the defect itself, i.e. on the length scale of few hundred nanometers. Space re-
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solved intensities suggested back-scattering of SWs at the defect. So far the experiments were

performed in the near-field of a CPW. The full functionality of magnetic defects concerning

reflected and transmitted SW amplitudes might be tested by using low-damping ferrimagnets

and a large separation between CPW and defect.

4.3 Low-loss nanoscaleπ-phase shifting observed in micromagnetic

simulations

The results of AESWS and BLS measurements of 1D MCs with magnetic defects were promis-

ing for nanomagnoics, in that phase and amplitude manipulation on the nanoscale was

demonstrated. However, observed phase shifts were concomitant with a reduction in am-

plitude. Especially for phase shifts approaching π the amplitude reduction was severe (cf.

Fig. 4.2e and Fig. 4.5d). For SW logic gates based on interference of two or more SW inputs

[138, 140, 141, 153] low-loss π-phase shifting is of uttermost relevance to reach complete

destructive interference, i.e. logic "0" outputs. In this section we present micromagnetic

simulations with MuMax3 [91] on a MC with defect of similar dimensions as MC1. By studying

a large parameter space beyond our experiments we find conditions for which π phase shifts

are obtained without significant changes in the amplitude level of transmitted SWs.

We simulated a 1D MC out of long CoFeB stripes arranged in x-direction with periodicity of

p = 400 nm and separated by g = 75 nm wide air gaps, identical to MC1. Due to limitations

in computational power, it was not possible to simulate a sample with the outer dimension

of MC1 (160 µm×80 µm×19 nm) in a fully 3-dimensional manner. Instead we computed

the magnetization dynamics for a slice of the MC in x-z-plane. In y-direction the periodic

boundary condition (PBC) approach was used, assuming a constant magnetization along the

stripe lengths. Still, MuMax3 considered a finite number of repeating cells in y-direction (sum-

ming up to ly = 41 µm) to compute a 3D-demagnetization tensor [154]. For the simulations,

we used a saturation magnetization of µ0Ms = 1.8 T, Gilbert damping of α= 0.006 [155], an

exchange constant Aex = 20 pJm−1 [156] and a grid size of 2 nm×××20 nm×××2 nm (∆x,∆y,∆z).

For band structure simulations a chain of 40 stripes and for SW propagation a chain of 164

stripes was considered.

First, we extract the band structure of the MC by applying a spatial and temporal sinc-

excitation (see Sec. 2.3.5) and computing the Fourier amplitudes of mx (x, t) and my (x, t)

[157]. To reproduce the experimentally measured band structure of MC1 (cf. Fig. 4.1b), we

computed the dispersion for several film thicknesses d . A good agreement was found for

d = 10 nm, shown in Figure 4.6a. For comparison, the measured dispersion of MC1 is displayed

by yellow circles. In the plot, we shifted the measurement data by -1 GHz to compensate for a

discrepancy of the FMR frequency between simulation and experiment. The frequency shift

might be due to the approximation of the demagnetization tensor using PBC in y-direction.

After this adaption, band slopes and band gap width for the first and second mini-band are

well matched. The discrepancy in film thickness between simulated d and nominal thickness

d = 19 nm of MC1 might be due to film roughness in the experiment, which reduces the
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Figure 4.6 – a Band structure of the simulated 1D MC (black branches) in comparison with
the experimental band structure of MC1 (yellow dots) shifted by −1 GHz. Simulation and
experiment agree well for the first and second miniband. b Simulated mx and mz for a
propagating SW excited at x = 0 µm with kx ≈ 2 radµm−1 shown for µ0H = 0 mT. The stripe
at xD = 6 µm (marked in red) was oppositely magnetized. The first row shows a snapshot of
mx and mz at t ′ = 10 ns. The second and third row depicts the precessional amplitudes and
cosine of the phase. At the defect a π phase-jump of the phase of mz is observed (marked
by dashed arrow). c Amplitude ratio η and d magnitude of the phase shift |∆Θ| of SWs which
trespassed the defect.

surface pinning [158] and is not considered by the simulation.

In the following, SW propagation across a magnetic defect is addressed. SWs were excited at

x = 0 µm by a sinusoidal hx,rf with a Gaussian spatial profile with a FWHM of 150 nm and a

peak amplitude of 0.25 mT. The frequency fex of hx,rf was selected based on the computed

dispersion relation in order to excite SWs with specific wave vectors kx. Stripe magnetization

and bias field pointed in +y-direction. At xD = 6 µm a stripe was magnetized in −y-direction

to form a magnetic defect. We analyzed amplitude and phase of mx (x, t) and mz (x, t) after

the simulations run for t ′=10 ns, i.e. after propagating SWs reached a steady state. To avoid

back-reflection, the absorbing boundary condition [159] was applied at the outer edges of the

MC.

Figure. 4.6b depicts exemplarily simulation results in the vicinity of the defect for µ0H = 0 mT

and kx ≈ 2 radµm−1. The first row in Fig. 4.6b displays a snapshot of mx (x, t ′) and mz (x, t ′)
at t ′. Due to ellipticity of the precession the amplitude of my was small compared to mx and

multiplied by a factor of 10 for better visibility. We recorded mx and mz for t ≥ t ′ in 10 ps

steps during a time of 2 ns and computed the FFT amplitude (Amp) and phase (Θ) at the
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driving frequency fex. Amp(mx ) and Amp(mz ) are displayed in the second row of Fig. 4.6b.

The SWs decayed exponentially with δ= 3.15 µm, which is in good agreement with δ extracted

by µBLS measurement on MC1. At the defect, no significant change in amplitude was visible

for µ0H = 0 mT. In the third row, we show cos
(
Θ−Θ′) for mx and mz extracted at the center

of each stripe, where Θ′ is the starting phase. The phase evolution of mx agrees with SWs

exhibiting a wavelength of λ∼ 3 µm. No deviation of a fitted sinusoidal wave profile (orange

dashed line) is observed at x = xD. ForΘ(mz ) a local phase jump of π from the sinusoidal wave

profile (blue dashed line) is apparent at the defect. We intentionally adjustedΘ′ such that the

π-shift at xD resulted in a change of cos
(
Θ−Θ′) from -1 to +1, i.e. is well visible in the plot.

For a quantitative analysis of amplitude and phase changes introduced by the defect, we re-

peated simulations for the defect-free state as reference. We computed η as ratio of Amp(mx )

with and without defect. Further we computed the magnitude of the phase shift |∆Θ| based on

the difference ofΘ(mx ) with and without defect. Both η and |∆Θ| were evaluated in the region

x = 8 to 12 µm and then averaged. Bias fields from 0 to 44 mT were simulated in 4 mT steps.

Here the defect was not switched by the bias fields. In experimental studies of MC1 its defect

was stable only up to ∼23 mT. Switching fields in real stripes have already been reported to be

smaller compared to ideal stripes in simulations [46]. We assume that the switching process

in the real sample was initiated by domain wall movement [160]. Switching mechanisms via

domain wall formation were not considered in our simulation, as constant magnetization in

y−direction was implied by the PBC.

For each bias field, we computed the dispersion relation and extracted frequencies of the first

miniband at kx = 2 radµm−1 (as used in the experiment) and kx = 4 radµm−1 (in the middle

of the BZ). Then SW propagation was simulated for the extracted frequencies. In this manner,

we were able to evaluate η and |∆Θ| as function of H without significantly varying the wave

vector. The extracted η and |∆Θ| are plotted in Fig. 4.6c and d. For kx ≈ 2 radµm−1 we observe

a decrease in transmission with the bias field until µ0H = 24 mT, were η reaches a minimum

of 0.06. In the same field range we observe a approximately linear increase of |∆Θ| from 0 to

0.88π. The simulated |∆Θ| agrees well with the experimental values of MC1 (cf. Fig. 4.3a).

Strikingly, above 24 mT the simulated η started to increase with H . Concomitantly also |∆Θ|
further increased, allowing for low-loss phase-shifting. We found η= 0.65 at 40 mT, while |∆Θ|
peaked at 36 mT, amounting to 0.95π. For kx ≈ 4 radµm−1, the maximum in |∆Θ| at 36 mT

coincided with a maximum in η. We observed |∆Θ| = 0.92π and an appreciable transmission

with η= 0.73. We note that even larger values of η might be reachable, when the field is tuned

in finer steps.

In the following we discuss the origin of the increased transmission for large enough bias fields.

Figure 4.7a shows Amp and Θ for SWs with kx ≈ 4 radµm−1 exited at fex = 11.73 GHz and

µ0H = 36 mT. The plottedΘ has been unwrapped and the slope (black dashed line) represents

Θ = kx x with an arbitrary starting phase. The phase evolution of stripes neighboring the

defect behaves regularly and their precession amplitudes agree well with a regular exponential

decay. The phase shift occurs mainly at the center of the defect, where Θ abruptly shifts by

about π. At the same position, a node in the oscillation amplitude is observed. The dynamic

magnetization profile along the width of the defect agrees well with a standing wave with
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Figure 4.7 – a Amplitude and phase evolution for SWs with kx ≈ 4 radµm−1 at 36 mT. The
dynamic magnetization profile at the defect shows a node at its center as expected for SWs
in the second miniband of a 1D MC. b Dispersion relation of the 1D MC and the power
spectral density SD( f ) of thermally excited magnons at the defect simulated for µ0H = 36 mT,
respectively. Resonant features in SD( f ) indicate confined SW modes in the individual defect.
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frequency of the second spin wave resonance q ′ = 1 of the defect. c Amplitude and phase of
SWs at 24 mT. A significant reduction in amplitude is visible after the defect. At the frequency
of excitation (green dashed line in d), SD( f ) is low, suggesting a band gap of the dispersion
relation of the defect.

quantization number n = 1 [44], i.e. with the magnetization profile expected for SWs in the

second miniband (q = 1) of a 1D MC [32]. We will denote the allowed SW state in the defect as

q ′. For uniformly magnetized stripes the q = 1 band is located several GHz above the used

driving frequency. However, we suspect that the bias field decreased the eigenfrequencies at

the defect such that fex is within the q ′ = 1 state. To identify the eigenfrequencies of the defect,

we simulated with MuMax3 thermally excited magnons in the 1D MC with a defect at a finite

temperature T = 300 K [161]. The simulation was run over an extended time period of 100 ns

and then the power spectral density SD( f ) of mx (t ) was computed at the position of the defect.

By considering the power spectrum of thermally excited magnons we ensured that all possible

SW modes of the defect are identified, instead of being limited to SW modes compatible with
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the symmetry of an exciting hrf.

Figure 4.7b compares the band structure of the 1D MC and SD( f ) of the magnetic defect for

µ0H = 36 mT. The allowed SW eigenfrequencies of the defect are apparent as peaks in SD( f )

[162, 163]. We find that for a bias field of 36 mT the frequency of SWs with kx = 4 radµm−1 in

the first miniband (q = 0) matches well with the frequency of the second allowed state (q ′ = 1)

observed in SD( f ).

In Fig. 4.7c we show Amp andΘ at a bias field of 24 mT. A significant reduction of the trans-

mitted SWs is apparent. The stripe before the defect (x = 5.6 µm) shows a larger amplitude

and a flattened phase evolution, corresponding locally to a wave vector close to zero. At

the defect, the amplitude profile features a node and is highly asymmetric. In Fig. 4.7c the

dispersion relation and SD( f ) of the defect are plotted for 24 mT. At fex the simulated SD( f ) is

low, indicating a forbidden frequency gap in the defect.

In Sec. 4.1 we speculated that the wave vector k ′ inside a defect was adapted to a new disper-

sion relation shifted by two times of the external field. This earlier speculation is substantiated

by the presented simulations. However, in Eq. 4.1 the dispersion was approximated by a linear

slope. The simulations suggest that for larger bias fields this approximation is not suitable.

Instead it is relevant to consider the specific allowed eigenfrequencies of the defect embedded

in the 1D MC, including forbidden frequency gaps between the discrete SW frequencies. When

the bias field shifts the dispersion at the defect such that a frequency gap resides at fex, the

simulated SW transmission is low. When the bias field is large enough to create an overlap of

the q = 0 miniband of the regular magnetized stripes with the q ′ = 1 state at the defect, the

transmission increases again (Fig. 4.6c). Due to computational time restriction the bias field

has been stepped only coarsely. We speculate that η close to one and a phase shift of π might

be achievable, if H is fine-tuned such that for a constant kx the band number q is shifted to

exactly q ′ = q +1 at the defect. For even larger fields, not considered in the simulation, an

overlap of miniband q of the regular magnetized stripes with a higher state q ′ = q + i (with

i ∈N and i ≥ 2) at the defect might result in further peaks of η. The transmission characteristics

are expected to be similar to e.g. a resonant-tunneling diode [164], where the wave function of

an electron confined in an intermediate quantum well has multiple discrete energy levels and

large transmission is achieved when one of the energy levels is tuned to the Fermi energy of

the reservoirs. Based on the dynamic magnetization profiles, we anticipate a phase shift of ∼π

in case q ′−q is odd and ∼ 0π in case q ′−q is even. For future experimental studies, it will be

relevant to either increase the switching field (e.g. by using materials with magnetocrystalline

anisotropy) or to reduce the frequency spacing of the minibands. The latter could be realize

by increasing the lattice period, i.e. shifting the BZ boundary to lower wave vectors. We note

that electron quantization effects are visible in the 10 nanometer length scale. SWs in low

damping YIG offer phase-coherence up to the millimeter scale [165]. This might allow to study

SW gating with multiple transmission levels tailored at the mesoscopic scale.
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4.4. Reprogramming the band structure: Propagating spin waves in the
antiferromagnetically ordered state
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4.4 Reprogramming the band structure: Propagating spin waves in

the antiferromagnetically ordered state

In the previous sections the influence of a single magnetic defect was addressed. In contrast,

when the magnetization direction of stripes is periodically varied, the Bloch wave function is

modified and a new band structure formed. J. Topp et al. [34] demonstrated in 2010 by AESWS

measurements on a 1D MC consisting of Py nanostripes, that novel SW modes appeared,

when neighboring stripes were switched from a parallel (P) to an antiparallel (AP) alignment.

In the same year, S. Tacci et al. [166] evidenced by wave vector resolved BLS two different

band structures for the P and AP state of a 1D MC with stripes of alternating width. Further

experimental demonstrations with various types of MCs were published in the following years

[46–48, 167, 168]. Programmable band structures are one of the main advantages of magnonic

devices and are of great promise for variable microwave filters, which allow for adjustment

of stop and transmission bands during operation. Other technologies, including surface

acoustic wave filters, which represent today’s industrial standard for analog RF filtering, lack

this capability.

In most previous studies of reconfigurable 1D MCs based on AESWS [34, 45–47] a large CPW

signal line width was used, exciting SWs with k ≈ 0. SW absorption was detected directly at the

exciting CPW. In R. Huber et al. [48] spin wave propagation between two CPWs was measured

for a small wave vector well below the BZ boundary of the MC. In this section we address the
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propagation of SWs in a reprogrammable 1D MC with either P or AP state. We measure SW

propagation in a broad wave vector range covering the full BZ of the 1D MC for both P and

AP state. We report on a band gap closing for for short-waved SWs in the AP state, when zero

magnetic bias field is applied.

Figure 4.8a and b show the simulated band structure of a 1D MC with p = 400 nm in the AP

state for 0 mT and 8 mT, respectively. The simulation parameters were kept identical to the

previous section, where the P state was addressed (cf. Fig. 4.6a). In the AP state a magnetic

unit cell is represented by a pair of oppositely magnetized stripes. Consequently the relevant

lattice vector for Bloch waves is two times the physical lattice vector p and the Brillouin zone

boundary in the AP state (BZAP) is half of the BZ boundary in the P state. Indeed, we observe

in the simulated band structures that the modes are backfolded (mirrored) at BZAP = π
2p

(marked by a red dashed line in Fig. 4.8a, b). Compared to the band structure in the P state a

doubling of the modes is observed. This doubling is due to the occurrence of acoustic and

optical modes [46]. In the acoustic mode mx of neighboring stripes is in phase for k = 0, as

sketched in Fig. 4.8c for the band q = 0. The acoustic modes have a similar dispersion as

modes in the P state (Fig. 4.6a). For the optical mode the mz component is in phase at k = 0,

and consequently there is a phase shift of π between neighboring stripes in the mx component.

As mx of neighboring stripes points against each other, the dipolar energy is increased and

the optical branch starts at a higher frequency. We note that mx at k = 0 of the optical mode

has the same phase profile as mx at k = k1BZ in the P state. Hence the optical mode at H = 0 is

similar in frequency to the P state branch at k = k1BZ.

A special situation is given for H = 0 at k = k1BZAP, where the wavelength amounts to 4p

(orange dashed line in Fig. 4.8c). For identical stripes at H = 0, the effective field is degenerate

for both magnetization directions. As illustrated in Fig. 4.8c (yellow circle) acoustic and optical

mode are indistinguishable. Consequently, we find a crossing of acoustic and optical branches

in the band structure (Fig. 4.8a). When a bias field is applied, this degeneracy is lifted, and a

band gap opens at BZAP. We note that to best of our knowledge, the band crossing has not

yet been experimentally reported. While in Refs. [34, 45–47] only SWs with k ≈ 0 were probed,

wave vector resolved BLS studies[166–168] addressed MCs with two non-identical sub-lattices,

which generated non-degenerate magnon states a kBZAP already at H = 0.

We measured SW propagation in the P and AP state for two MCs, which were nominally

identical to MC1, but equipped with differently sized CPWs. Sample MC1b (Fig. 4.9a) was

fabricated with two CPWs of dimensions wSL = wGL = 2.0 µm and wG = 1.7 µm. The center-

to-center distance of CPW1 and CPW2 was 12 µm. Sample MC1c (Fig. 4.9b) used CPWs with

wSL = wGL = 0.24 µm, wG = 0.21 µm and center-to-center distance of 5 µm. The two CPW

widths allowed us to address different wave vector regimes. Using the script in SI C.1, we

calculate k1 = 0.8 radµm−1 and kmax = 1.7 radµm−1 for MC1b and k1 = 6.1 radµm−1 and

kmax = 13.9 radµm−1 for MC1c. I.e. kmax of MC1b was below 1BZAP, while for MC1c it ex-

tended beyond kBZ and the whole 1.BZ was excited.

To magnetize the samples in the AP state, a demagnetization loop was used, in which the

external field was oscillated between positive and negative values in y-direction. The ampli-

tude of the magnetic field was reduced form |µ0H = 30 mT| to 0 mT in steps of 0.2 mT per full

58



4.4. Reprogramming the band structure: Propagating spin waves in the
antiferromagnetically ordered state

oscillation cycle. Figure 4.9c shows an MFM image of sample MC1c after the demagnetization

protocol. Most of the neighboring stripes were found in the AP state, deviation from the AP

order (yellow circle in Fig. 4.9c) was found only selectively.

Figure 4.9d, e shows Mag(S21) of MC1b and MC1c measured after the sample was saturated at

-90 mT and the field was stepwisely increased. In both cases a monotonous decrease of the

q = 0 mode (dark branch) is observed with increasing H until µ0HSW1 = 6±1 mT. In the field

range up to HSW1 the samples are assumed in the P state. As discussed in Sec. 4.1, measured

branches in Mag(S21) showed an oscillatory signature due to interference of Vind by SWs and
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Figure 4.9 – SEM images of a MC1b and b MC1c with signal line widths of wSL = 2.1 µm and
wSL = 0.24 µm, respectively. c MFM image of MC1c after a demagnetization protocol. The vast
majority of stripes were found in the AP state. Local disorder was infrequent (yellow dashed
circle). d, e Mag(S21) of MC1b and MC1c measured for increasing H after saturation at -90 mT.
Up to HSW1 ≈ 6 mT the branches monotonously decrease in frequency with increasing H . We
attribute this behavior to an ordered magnetization in the P state. f, g Mag(S21) for MC1b
and MC1c after the demagnetization protocol. The measurement was started at -8 mT and
H stepwise increased. Between −8 mT ≤ µ0H ≥ 12 mT acoustic and optical branches were
observed. For MC1b (f) a band gap of ∼ 3.1 GHz was observed at H = 0 (marked by blue arrow).
For MC1c (g) only one branch is visible at 0 mT.
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direct EM cross-talk between CPW1 and CPW2.

Figure 4.9f, g depicts Mag(S21) of MC1b and MC1c after a demagnetization protocol was

applied. The measurement was started at -8 mT and the field stepwisely increased. For MC1c

we observe two branches attributed to the acoustic and optical mode. The branches are

symmetric with respect to H = 0 and the band gap ∆ increases with |H |. At zero field we find

∆= 3.1 GHz (marked by a blue arrow in Fig. 4.9f), evaluated at the peak frequencies of the

acoustic and optical mode in Mag(S11) (not shown), which we attribute to the k1 wave vector.

We note that the peak frequencies were evaluated based on Mag(S11), as the oscillations in

Mag(S21) impeded a precise allocation. In the simulated band structure, we find ∆= 2.3 GHz

for k1 = 0.8 radµm−1 at H = 0 (blue arrow in Fig. 4.8). We point out that the measured ampli-

tude of the optical mode in Mag(S21) was much weaker than for the acoustic one. This can be

explained by a low group velocity of the optical mode for small wave vectors.

For MC1c (Fig.4.9g), we find a broad branch at H = 0 without apparent band gap. For in-

creasing |H | the mode divides slowly into two branches. The amplitudes in both branches are

similar. We attribute the lack of a band gap at H = 0 to a crossing of the acoustic and optical

mode at k = k1BZAP, as observed in the simulated band structure (Fig. 4.9f) and band structure

calculations in Ref. [34].

In conclusion, we measured SW propagation in 1D MCs magnetized in the AP state. In agree-

ment with earlier works we observed a new band structure with an acoustic and an optical

mode for q = 0. For k1 < k1BZAP two separated modes were resolved at H = 0 consistent with

the previous works. The signal of the optical mode was weak, which we attribute to a small

vg. When SWs were exited in a broad wave vector regime with k going beyond k1BZAP, we

observed a broad continuous branch without band gap at H = 0, which agrees with the band

structure calculations in Ref. [34]. Acoustic and optical branches were of similar intensity,

which we attribute to a similar vg of the states close to BZAP boundary.
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5 Coupling microwaves to short-waved
spin waves

Coupling of microwaves to short-waved spin waves is challenging due to the severe mismatch

of wave vectors. Nevertheless, efficient coupling is required to utilize short-waved SWs for

microwave technology. This Chapter presents two different approaches how such coupling

can be realized. Section 5.1 reports on real-space measurements of nanoscale SWs excited

by a magnonic grating coupler. The results were published in ACS Nano Letters [57] and are

reproduced with the permission of the publisher. In Sec. 5.2 a magnetic coplanar waveguide

(mCPW) is introduced. Short-waved SWs were achieved by means of wavelength conversion

in the inhomogeneous magnetic field of the mCPW. Our finding was published in Nature

Communications [59] and reproduced with the permission of the publisher.

5.1 Nanoimaging of Ultrashort Magnon Emission by Ferromagnetic

Grating Couplers at GHz Frequencies

K. Baumgaertl, J. Gräfe, P. Che, A. Mucchietto, J. Förster, N. Träger, M. Bechtel, M. Weigand, G.
Schütz and D. Grundler
Nano Letters 20, 7281–7286 (2020)
doi: 10.1021/acs.nanolett.0c02645

Reprinted with permission from Nano Letters. Copyright 2020 American Chemical Society.
For uniformity the layout was reformatted and the references were integrated into the thesis’
bibliography.
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Chapter 5. Coupling microwaves to short-waved spin waves

Abstract

On-chip signal processing at microwave frequencies is key for modern mobile communication. When

one aims at small footprints, low power consumption, reprogrammable filters, and delay lines, magnons

in low-damping ferrimagnets offer great promise. Ferromagnetic grating couplers have been reported to

be specifically useful as microwave-to-magnon transducers. However, their interconversion efficiency

is unknown and real-space measurements of the emitted magnon wavelengths have not yet been

accomplished. Here, we image with subwavelength spatial resolution the magnon emission process

into ferrimagnetic yttrium iron garnet (YIG) at frequencies up to 8 GHz. We evidence propagating

magnons of a wavelength of 98.7 nm underneath the gratings, which enter the YIG without a phase jump.

Counterintuitively, the magnons exhibit an even increased amplitude in YIG, which is unexpected

and due to a further wavelength conversion process. Our results are of key importance for magnonic

components, which efficiently control microwave signals on the nanoscale.

Main Part

Magnons allow for information transfer via angular momentum propagation instead of moving electric

charges. Hence, magnons attract attention for future low-power computing applications [7, 17, 18, 169],

circumventing the Joule heating which limits the clock-frequency of conventional electronics. In ferro-

and ferrimagnetic materials magnons occur in the frequency regime from GHz to THz, which becomes

more and more important for high-speed wireless data transfer. The wavelength of magnons is several

orders of magnitude smaller than that of electromagnetic waves of the same frequency. Going beyond

surface acoustic waves (SAWs), magnons allow one to significantly shrink microwave components

and perform analog signal processing like bandpass-filtering [30, 170, 171], multiplexing [172, 173],

phase-shifting [50, 139, 174, 175], directional coupling [176], and buffering [177] on the nanoscale

instead of micrometer scale. Unlike SAWs, the resonance frequency of magnons is easily tunable by

the application of magnetic field or by a reprogrammed magnetic configuration [1]. Consequently,

to harness the full potential of magnons, one needs an efficient microwave-to-magnon transducer

that supports many frequency bands as well as a significant wavelength down-conversion. Coplanar

waveguides (CPWs) on top of magnetic thin films excite magnons over a broad frequency range [178].

However, their wavelengths are about twice the width of the CPW signal line [52], restricting the ac-

cessible wave vector regime in both thin yttrium iron garnet (YIG) films [55] and along nanosized YIG

magnon conduits [179]. To overcome this restriction and excite spin waves (SWs) with a wavelength

λ much smaller than the size of the CPW is the subject of intense research [59]. Recently ultrashort

SWs (magnons) were emitted by nanoscale spin textures which were irradiated by microwave fields

[180–183]. Such spin textures required metallic multilayer stacks which are generally prone to large

magnon damping however. Magnonic grating couplers (GCs) are particularly promising as they can

both be integrated on low-damping magnetic media like yttrium iron garnet (YIG) [14] and cover large

surface areas to obtain sufficient microwave coupling. For a GC, periodic lattices of nanomagnets with a

lattice constant a are introduced between CPW and magnonic circuit (Fig. 5.1a, b, c). All-electrical spin

wave spectroscopy (AESWS) showed additional high frequency magnon modes when a GC was present

[5, 54–56], but their wavelengths and amplitudes were not quantified due to technical restrictions.

In this work we report real-space measurements of short-wave magnons in thin YIG emitted by GCs

consisting of arrays of nanostripes (Fig. 5.1). Using time-resolved scanning transmission X-ray mi-

croscopy (TR-STXM)[184–186] we measure their wavelengths, amplitudes and phases at different GHz

frequencies. Our data evidence that magnons are of ultrashort wavelength and propagate underneath

the gratings. This observation is in contrast to ref. [56] where it was argued that GC modes were
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Figure 5.1 – Real space imaging of a grating coupler mode. (a) SEM and (b) static X-ray
transmission image of sample1a. Bright stripes in (a) represent the Py grating. Light gray
regions in (b) on the left and right (high transmission) correspond to the bare YIG. The Py
grating underneath the CPW creates locally dark stripes. (c) Sketch of the experimental
configuration. (d) Field-dependent magnon amplitudes for 8.07 GHz measured at three
different x coordinates as indicated in (b). For x = 0 µm (orange) and 10 µm (green) two
maxima at 7.5 mT and at 13 mT are observed matching magnons with wave vectors 2G +k1

and 2G − k1. The reduced signal strength detected at x = −10 µm (blue) is attributed to
nonreciprocity. At 7.5 mT (13 mT) the wavelength underneath the GC amounted to 98.7
nm (101.2 nm) and in the bare YIG to λ = 104.0 nm (104.5 nm). (e) Static and (f) dynamic
contrast as well as (g) time evolution of the dynamic magnetization plotted as line profiles at
the interface between GC and bare YIG at 7.5 mT. We observe plane-wave magnon emission
with propagating wave fronts (indicated by black dashed line) both underneath the GC and in
the bare YIG.

standing waves. At the boundary between the GC and bare YIG we discover a frequency-dependent

wavelength conversion, which was not yet anticipated. This discovery is highly relevant for applications

where a specific wavelength in a magnonic waveguide is required. Although wavelength conversion

implied a change of wave impedance at the interface, strikingly magnons were emitted from the GC

into the bare YIG without a noticeable phase shift or backscattering (amplitude reduction). For some

modes their amplitudes clearly increased in the bare YIG, consistent with energy conservation following

the additional wavelength conversion effect. Our experimental findings are of utmost relevance for

63



Chapter 5. Coupling microwaves to short-waved spin waves

the optimization of microwave-to-magnon transducers, which enable drastic miniaturization and

enhanced functionality of microwave components.

We prepared nominally identical GC samples for STXM (sample1a, sample1b) and AESWS (sample2)

measurements (Supporting Information (SI) Methods A.2.1). Figure 5.1a shows a scanning electron

microscope (SEM) image of sample1a. Figure 5.1b displays its corresponding X-ray transmission image.

The bare YIG film, the CPW and the GC can be distinguished due to different X-ray transmission signals.

Figure 5.1c shows a sketch of the STXM experiment. The GC consisted of 20 nm thick Py (Ni81Fe19)

stripes fabricated directly on a 100 nm thick YIG film. The Py stripes had a width of wPy = 100 nm and

a length of 25 µm and were arranged with a lattice constant of a = 200 nm in periodic arrays with a

total width of wGC = 10 µm. CPWs out of 5 nm thick Ti and 110 nm thick Cu were patterned collinearly

aligned on top of the Py grating. The width of the signal and ground lines of the CPW amounted to

2.1 µm and the gap width to 1.4 µm, resulting in a total width of 9.1 µm, which was slightly smaller

than wGC. Fourier analysis of the simulated magnetic field profile h̃rf generated around the CPW by

an applied microwave current irf (Figure 5.1c) showed a major peak for the transferred wave vector at

k1 = 0.85 rad µm−1 (SI Figure A.2). We applied a continuous microwave signal at 8.07 GHz and varied

the magnetic field pointing parallel to the CPW in a stepwise manner. Using TR-STXM with circular

dichroism contrast, we measured phase-coherently the dynamic out-of-plane magnetic component

of the YIG film m̃z(x, y, t) (SI Methods A.2.2). We probed three different measurement windows (300

nm × 100 nm) placed at x = −10 µm (left of the CPW), x = 10 µm (right of the CPW), and x = 0 µm

below the signal line as indicated in Figure 5.1b. In Figure 5.1d extracted amplitudes of m̃ are shown (SI

Methods A.2.3). For the windows at x = 0 and 10 µm a clear SW signal with two maxima at 7.5 mT and

at 13 mT is apparent. We attribute the two peaks to magnons excited with a wave vector of 2G +k1 and

2G −k1, respectively, as further substantiated below. G = 2π/a denotes the reciprocal lattice vector of

the grating. At the window left of the CPW (x =−10 µm) the recorded amplitudes are close to the noise

floor. Consequently, there is a strong nonreciprocity of SW emission, favoring the +x direction. Large

nonreciprocity of GC modes was recently modeled by Chen et al. [187] and was attributed to the dipolar

coupling between a ferromagnetic grating and the YIG film. To study the SW emission process in detail,

we focus on the interface region between the GC and bare YIG in the direction of large emission as

depicted in Figure 5.1e. For clarity we introduce the coordinate x ′ for which x ′ = 0 µm resides at the

right outer edge of the GC indicated by a yellow dashed line in Fig. 5.1b, e. At µ0H = 7.5 mT we find

plane-wave SWs propagating in the +x-direction (Fig. 5.1f). Sinusoidal fitting of m̃z over 10 periods

provides a wavelength of λ= (98.7±0.4) nm in the region covered by the grating and of (104.0±0.2) nm

in the bare YIG. Analogously for µ0H = 13 mT, we find λ= (101.2±0.1) nm and λ= (104.5±0.1) nm,

respectively (not shown). We note that the wavelength found underneath the grating for µ0H = 7.5 mT

and 13 mT, which are the two field values where maximum SW emission was found in Figure 5.1d,

agree very well with the values 2π/(2G +k1) = 98.7 nm and 2π/(2G −k1) = 101.4 nm expected by theory

[54]. Thus our measurements agree with the Bloch theorem for coherent waves applied to the periodic

lattice of the GC. Propagating into the bare YIG, the SWs undergo a slight wavelength conversion

process. In Figure 5.1g the time evolution of the dynamic magnetization plotted as line profiles at

the boundary between GC and bare YIG is depicted. The absence of a phase jump at x ′ = 0 µm and

the almost constant amplitude indicate a transmission coefficient of close to one from the grating

into bare YIG. We observe a propagating wavefront (indicated by black dashed line) both underneath

the GC and in the bare YIG. In the literature standing waves were assumed underneath the grating

[56]. We do not confirm the assumption. We explain the propagating character underneath the GC by

the nonreciprocal excitation and apparently vanishingly small back-reflection at the boundary. We

note, that we still detected plane wave fronts at a measurement area located at x = 15 µm, i.e. 10 µm

away from the GC (SI Figure A.3). The magnons with λ≈ 99 nm possess a wavelength which is 375000

64



5.1. Nanoimaging of Ultrashort Magnon Emission by Ferromagnetic Grating Couplers at
GHz Frequencies

0 20 40 60 80
0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

2G

G+PSSW1

3G

k1

G

2G+PSSW1

f (
G

H
z)

0.
0

>1
.5
∙1
0-

4

Field (mT)

x10

excitation
at CPW1

detection
at CPW2

VNA

f

H
magnons

25 μm

YIG

V2 / V1

Port 1 Port 2

(a)

(b)

hrf
~

f (GHz)
2 4 6 8 10

0
1
2
3
4
5
6

with GC
without GC

M
ag

 (S
21

) x
10

-3

(c)

x2
0

k1 2G+PSSW1

2G-k1

G+PSSW1

2G+k1G+k1

G-k1

Figure 5.2 – Magnetic grating-induced high-frequency magnon modes. (a) Sketch of AESWS
on sample2 where a VNA induced a local h̃rf (dark blue arrows) generating ultrashort magnons
via the GC effect. (b) Field-dependent transmission spectra Mag(S21) measured between
CPW1 and CPW2. Several high-frequency magnon modes (dark color) are present which are
not seen for bare CPWs without gratings. The field reduced in a stepwise manner from 90 mT.
Signals above 14 GHz were multiplied by a factor 10 for better visibility. The circle indicates
branches at 8.07 GHz which are consistent with the magnons displayed in Figure 5.1. (c)
Individual spectra of sample2 (black line) and of a reference YIG sample without GCs (green
line) taken at 11 mT [indicated by the dashed red line in (b)]. The signal above 3 GHz was
multiplied by a factor of 20 for better visibility. The GC of sample2 induces a much richer
spectrum (black) compared to the bare CPW (green) on YIG.

times smaller than the one of the free-space electromagnetic wave at 8.07 GHz and almost 3 orders of

magnitude smaller than 2π/k1 given by the geometrical size of the CPW.

To allow for comparison of our GCs with existing literature data and to show the correspondence
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Chapter 5. Coupling microwaves to short-waved spin waves

between microscopic STXM data and conventional AESWS, we studied SW propagation all-electrically

using a nominally identical sample featuring two CPWs as sketched in Fig. 5.2a. The center-to-center

distance between CPW1 and CPW2 in sample2 amounted to 35 µm, i.e., there was a 25 µm wide region

of bare YIG between CPW1 and CPW2. The two CPWs were connected to the ports of a vector network

analyzer (VNA) and scattering parameters were measured (SI Methods A.2.4). Figure 5.2 shows the

magnitude of the forward transmission coefficient S21 that was measured between CPW1 and CPW2 as

a function of magnetic field applied in parallel to the CPW. For this configuration the observed signal

originated from magnons which were excited at CPW1, propagated in the bare YIG, and were detected

at CPW2. In the spectra several high-frequency modes were present, which were not observable with

bare CPWs[188] (cf. SI Figure A.4). We highlight two closely spaced branches in Figure 5.2b which cross

8.07 GHz near 10 mT (orange encircled). These braches reflect 2G ±k1 modes discussed in the previous

section. To substantiate the allocation we show the calculated (SI Methods A.2.5) field dependence

of a mode with k = 2G (broken line) in Fig. 5.2b. Using the formalism of [86] modes G and 3G can be

identified in the spectrum as well (further purple dashed lines in Fig. 5.2b). The 3G mode corresponds

to SWs with a wavelength of λ= 67 nm underneath the GC. Further observed GC mode branches agree

well with the formalism [86] when we assume an additional quantization along the film thickness.

The modes of G+PSSW1 and 2G+PSSW1 are especially apparent, where PSSW1 denotes to the first

perpendicular standing spin wave (PSSW) of the YIG film. We attribute the excitation of PSSW1 modes

to direct exchange coupling of the Py grating to the YIG film. Pronounced excitations of PSSWs were

recently reported for heterostructures consisting of a ferromagnetic layer and a YIG film [189–191].

To compare transmission amplitudes, we show in Figure 5.2c Mag(S21) obtained on sample2 (black

line) at 11 mT and Mag(S21) of a reference sample (green line) with CPWs without GCs (details and

field-depended spectra are displayed in SI Figure A.4). For sample2, 1G and 2G peaks are clearly visible.

For the reference sample without GCs we did not resolve a high-frequency mode above 3 GHz at 11 mT.

In the following we discuss the observed wavelength conversion for different excitation frequencies at

the GC/YIG interface. Figure 5.3 shows a static X-ray transmission image and corresponding snapshots

of the dynamic magnetization when a microwave frequency of 3.43 GHz was applied to the CPW. Peaks

in emission were observed at 8 mT and 10 mT. By analyzing the wavelength in the region underneath the

GC, the two excitation peaks can be attributed to the wave vectors G +k1 and G −k1 with a wavelength

of about 200 nm. Surprisingly, the wavelength of the magnons transmitted with high efficiency into

the bare YIG amounts to about 250 nm, i.e., it is increased by 25%. A similar increase was observed

with a second sample (SI Figure A.5) as well as for the opposite field direction measured at a larger

field magnitude and frequency (SI Figure A.6). We find that the conversion is more pronounced at G1

than at G2. We conclude that the effect is dipolar in nature. We speculate that the Py grating decreases

the dynamic demagnetization field in the underlying YIG in the out-of-plane direction, shifting the

dispersion of Damon–Eshbach (DE) modes to lower frequencies.

We further analyze the amplitude change of 1G magnons crossing the interface between the GC and

bare YIG. Figure 5.3d shows line profiles of the signal amplitudes for seven time slices during one period

at 3.43 GHz and 10 mT averaged along y-direction in the 1 µm wide region indicated by a blue-dashed

line in Fig. 5.3b. Sinusoidal fitting of m̃z in the region of the GC and the bare YIG (solid orange and green

lines, respectively, in Fig. 5.3d) shows that the wavelength expands from (209±5) nm to (276±3) nm as

discussed above. We extrapolate both fits into the direct transition region (dashed lines in Fig. 5.3d). It

is apparent that the change in wavelength occurs on a small length scale of about 100 nm. In Fig. 5.3e

we depict the time-dependent amplitudes of m̃z in both regions extracted from the fits for each time

slice. Intriguingly, the amplitude in the bare YIG (green symbols) is larger than underneath the GC

(yellow symbols) for all times sampled. The ratio of the average amplitudes in the respective regions
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Figure 5.3 – Wavelengths and amplitudes conversion observed for the 1G mode. (a) Static
and (b) dynamic X-ray transmission images at 3.43 GHz taken at the interface (yellow dashed
line) between the GC region (left) and bare YIG (right) for decreasing magnetic field. (c)
Wavelengths extracted underneath the grating (orange) and in the bare YIG regions (green). (d)
Local amplitudes m̃z (black dots) evaluated at 3.43 GHz and 10 mT in the region marked by the
blue-dashed line in (b). We display different time slices. The signal is fitted with a sinusoidal
time dependence for the region of the GC (solid orange line) and bare YIG (solid green line)
separately. The dashed lines extrapolate the respective fits. (e) Amplitudes of the fitting
functions indicate larger signals in the bare YIG (green dots) than in the GC (orange dots).
The orange (green) dashed line shows a fit of the time-dependent amplitudes considering a
partially standing wave in the GC (bare YIG).

amounts to AYIG/AGC = 1.28±0.04. As the signal is normalized to the absolute photon flux at any

given position, the larger magnon amplitude in YIG is not due to a reduced X-ray absorption outside

the gratings. At first sight, the increased amplitude of the wave emitted into YIG is counterintuitive

and might indicate a transmission coefficient across the boundary of more than one. A more detailed

analysis shows however, that the change in amplitude can be attributed to energy flux conservation in

a dispersive medium. The energy transported by a wave is proportional to the product of the square of

the oscillation amplitude A2 and the group velocity vg. Using the formalism of ref. [86] and considering
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Chapter 5. Coupling microwaves to short-waved spin waves

the different wavelengths in the GC and YIG, we find vg,GC/vg,YIG = 1.38, i.e., the group velocity is larger

underneath the GC compared to bare YIG. Assuming energy conservation, the ratio of the average

amplitudes should read AYIG/AGC = √
vg,GC/vg,YIG = 1.18. Consequently an increased amplitude is

indeed expected for the bare YIG. The measured ratio is even larger. We note that vg,GC was calculated

from the dispersion relation of bare YIG [86] and might be underestimated. Increased group velocities

were recently reported by An et al. for Py/YIG bilayer systems [191].

In Fig. 5.3d the propagating character of wave fronts is prominent in the region of the GC similar to

the 2G mode shown in Fig. 5.1g. Still, a small oscillation of m̃z amplitudes for different time slices is

visible in Fig. 5.3e (orange symbols). This oscillation in the GC region can be consistently modeled by

assuming partially standing waves following the formula Ã(t ) = A
√

1+Γ2 +2Γcos(2ωt ) , where Γ takes

into account the relative amplitude of a counter-propagating wave in the −x direction [192]. By fitting

(dashed line Fig. 5.3e) we obtain a small value Γ= 0.14±0.03. The origin of a wave propagating in the

−x direction can either be due to the excitation of −2G in the GC or some weak back-reflection at the

interface. The amplitudes detected in bare YIG (green symbols in Fig. 5.3) also vary slightly with time

(Γ= 0.07±0.02). The tiny variation could indicate that the magnons in YIG experience some reflection

at a position remote from the CPW. We speculate that the focused ion beam etching process for the

50 µm×50 µm large X-ray transmission window has caused a small step in the YIG thickness from the

backside. Assuming a concomitant change in the spin-wave dispersion relation, one could explain

weak backscattering.

To conclude, enhanced magnon emission was found when the wave vector underneath the grating

coupler matched the reciprocal lattice vector G or a multiple of it. This was clear evidence of the

magnonic grating coupler effect, which had not yet been measured directly. Further, we reported a

wavelength conversion when magnons were emitted from the GC. At 2G the wavelength λ expanded

by about 5%. This was not anticipated by previous AESWS measurements. Our finding needs to be

considered if a specific λ is required. For 1G we evidenced a clearly increased amplitude when a

magnon entered bare YIG. Here, the SW group velocity decreased in the bare YIG and its amplitude

increased to keep the energy flux constant. This effect might be purposefully employed to induce large

amplitudes for read-out by slowing down SWs at specific locations of a magnonic circuit. Encouragingly,

our data suggest that magnons efficiently couple out from the GC without significant back-reflection

at the boundary to 100 nm thick YIG. Such YIG is commercially available on the wafer scale. At the

same time, the GC modes show a huge nonreciprocity, i.e. the energy flows only in one direction

(depending on field direction). The nonreciprocity is preferred for transferring a signal between

an emitter and a specific receiver. In contrast, a regular SAW device is reciprocal, which leads to a

reduction of transmitted power by half, if no special reflectors are used. Combined with the small

damping loss of high-quality YIG, we speculate that GCs can be used as multipass high-frequency

filters. While SAW filters work with interdigital transducers, where the impedance is optimized for a

specific frequency only, magnonic GCs with CPWs can be applied at multiple frequency bands relevant

for future telecommunication.
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Abstract

Exchange magnons are essential for unprecedented miniaturization of GHz electronics and magnon-

based logic. However, their efficient excitation via microwave fields is still a challenge. Current methods

including nanocontacts and grating couplers require advanced nanofabrication tools which limit the

broad usage. Here we report efficient emission and detection of exchange magnons using micron-sized

coplanar waveguides (CPWs) into which we integrated ferromagnetic (m) layers. We excited magnons

in a broad frequency band with wavelengthsλ down to 100 nm propagating over macroscopic distances

in thin yttrium iron garnet. Applying time- and spatially resolved Brillouin light scattering as well as

micromagnetic simulations we evidence a significant wavelength conversion process near mCPWs

via tunable inhomogeneous fields. We show how optimized mCPWs can form microwave-to-magnon
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transducers providing phase-coherent exchange magnons with λ of 37 nm. Without any nanofabri-

cation they allow one to harvest the advantages of nanomagnonics by antenna designs exploited in

conventional microwave circuits.

Introduction

Collective spin excitations have attracted growing attention in view of low-power consuming informa-

tion technologies that process data without moving charges [6, 14]. Here, exchange magnons with short

wavelengths λ and correspondingly large wavevectors k = 2π/λ are of special interest in the applied

sciences when aiming at miniaturization of magnon-based logic and memory devices [7, 60]. How-

ever, most of the experimental work on magnon-based computing and signal transmission has been

conducted in the long-wavelength regime where the spin waves are dominated by dipolar interaction

[2, 17, 140, 193–195]. In the technologically relevant frequency regime from a few to tens of GHz the

on-chip excitation and detection of short-wave magnons are still challenging. The lack of efficient

transducers is also detrimental in the fundamental sciences when experimentally exploring magnon

scattering and band structures in non-collinear spin textures such as skyrmion lattices [196, 197].

Coplanar waveguides (CPWs) with lateral feature sizes down to 125 nm have not yet been sufficient for

efficient emission of short-wave magnons [53, 185, 188]. Instead parametric pumping in the non-linear

regime has been utilized to obtain exchange magnons with k > 20 rad µm−1 [198–200]. Concerning

emission of such magnons in the linear regime, non-uniform spin textures [180–182, 201], magnetic

interfaces [150, 202], and the magnonic grating coupler effect [5, 54, 55] have been explored. Magnons

with λ≈ 50 nm (k ≈ 120 rad µm−1) were induced in thin yttrium iron garnet (YIG) by means of a grating

coupler consisting of a periodic lattice of parallel nanostripes [56]. Here, the nanostripes were pre-

pared by nanolithography and the gap width g between them amounted to 100 nm. Such challenging

nanofabrication impedes broad application and is an obstacle to progress in this field. The conversion

factor η= g /λ between critical lateral dimension g and wavelength amounted to 2. Larger factors η

and the excitation of exchange magnons without nanofabrication are of high relevance for advancing

magnonics both as a research field and possible information technology. A non-uniform effective

field in a ferromagnetic film was suggested to reduce magnon wavelengths via a conversion process

[58, 203–205]. However, the experimental observation of exchange magnons with k > 20 rad µm−1 has

not yet been reported.

In this work, we introduce magnetic coplanar waveguides (mCPWs) consisting of Fe|Ti|Au with

micrometer-scale lateral dimensions and report excitation and detection of exchange magnons (Fig.

5.4a and b). Using not yet optimized mCPWs we extracted k = 62.4 rad µm−1 (λ = 100±2 nm) for

emitted magnons at 7.02 GHz. The effective field in YIG underneath the mCPWs was modified by the

stray field of the polycrystalline Fe layer (Fig. 5.4c) and induced wavelength conversion giving rise to

on-chip excitation and detection of exchange-dominated magnons (Fig. 5.4d). Avoiding challenging

electron beam lithography on insulating YIG and utilizing photolithography for CPWs with a gap

width g of 1.4 µm we realized a large conversion factor of η= 14. This value goes beyond previously

reported methods based on, e.g., the magnonic grating coupler [54] or a nanocontact [206]. Preparing

the mCPWs on YIG, we evidence emission, detection, and the transport of phase-coherent exchange

magnons over macroscopic distances via both electrical and optical methods. We outline how to

optimize mCPWs and obtain k ≈ 170 rad µm−1.
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[tb]

Figure 5.4 – Schematic diagram and high frequency modes emitted by mCPWs. a Sketch
of the experiment showing mCPWs on YIG and micro-focus BLS performed through the
GGG substrate. The red arrows indicate propagation directions of magnons. The blue arrow
indicates the path along which local BLS spectra were obtained. b ∆S21 reflecting propagating
magnons (oscillatory signal) detected electrically at 0.09 T (θ = 88 deg) with mCPWs (black)
and non-magnetic conventional CPWs (grey). c Schematic diagram of the stray field generated
by Fe layers around an mCPW. White arrows display the magnetization component along
the field applied at θ = 90 deg. Blue lines with arrows illustrate the stray field of Fe. We
define regions (R) underneath ground and signal lines (L), in gaps (G) and a transition (T)
region between the mCPW and the bare YIG which is denoted by region Rext further away
from the mCPW. d Maximum wavevectors kmax (and corresponding minimum wavelengths
λmin) extracted from ∆S21 data taken on three samples (symbols are labelled in the inset) by
considering the relevant dispersion relations in bare YIG given by Kalinikos and Slavin [86].
The error bar refers to the frequency resolution of the VNA. For each sample the field was
reduced from µ0H = 0.09 T to 0.002 T.
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Figure 5.5 – Spectra of magnons emitted by mCPWs for fields applied under different an-
gles θ. a Reflection and b transmission spectra taken for a field of 0.09 T where θ was varied in
a step-wise manner. The data were obtained on thin YIG with mCPWs consisting of Fe(155
nm)|Ti(5nm)|Au(120nm) (sample1). Black dotted lines in a are resonance frequencies cal-
culated by considering simulated effective fields Beff in Kittel’s formula [64]. They reflect
Beff taken at the central positions in regions RG (top curve A) and RL (bottom curve B). The
dashed vertical line in b indicates the angle at which the top line spectrum of Fig. 5.4b is
extracted. c Reflection and d transmission spectra of sample1 as a function of field applied
at θ = 90 deg. The color scales are defined in the legends. The contrast was optimized to
highlight the broadband magnon excitation. For datasets in c and d the field was reduced
from 0.09 T to −0.09 T.

Results

Broadband magnon excitation by mCPWs. Two parallel mCPWs consisting of a layer sequence

Fe|Ti|Au were integrated on a YIG thin film as illustrated in Fig. 5.4a. Their center-to-center sepa-

ration scc was 35 µm. The width of signal and ground lines was w = 2.1 µm with a gap of width

g = 1.4 µm in between. Their lengths amounted to 125 µm. Seven devices with different thicknesses of

the Fe layer of the mCPWs were prepared on either 100 nm or 36 nm thick YIG [207] (Supplementary

Tab. A.1 and Supplementary Fig. A.7). Radio-frequency currents were injected into the coplanar

waveguides and induced an inhomogeneous microwave magnetic field hrf. The Fourier analysis of hrf

provided a set of wavevectors ki with i = 1,2,3, ... (Supplementary Fig. A.8). Scattering parameters Sx y

with x, y = 1,2 were measured by a vector network analyzer (VNA)(experimental data can be found

in Ref. [208]). Both, magnitude and phase information were collected. The reflection coefficients S11

and S22 corresponded to spectra displaying magnons excited near mCPW1 and mCPW2, respectively.

The transmission coefficients S21 and S12 detected magnons propagating through the bare YIG film

between mCPW1 and mCPW2. An in-plane field H was applied under different angles θ (Fig. 5.4a).

Magnitude data ∆S21 of sample1 with mCPWs consisting of Fe(155 nm)|Ti(5 nm)|Au(120 nm) and

sample4 with non-magnetic CPWs consisting of Fe(0 nm)|Ti(5 nm)|Au(120 nm) (Supplementary Tab.
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Figure 5.6 – Micromagnetic simulation and line plot of effective magnetic field generated
by mCPW. a Cross-sectional view of an mCPW on YIG where the different layers of Au, Fe and
YIG are indicated in yellow, orange, and green color, respectively. Arrows are extracted from
micromagnetic simulations and display the local magnetization vectors in the y, z-plane for a
field of 0.09 T applied in positive y-direction (θ = 90 deg). The color-coding of the background
(legend on the right) indicates the magnetic field Beff taken from simulations which varies
locally and enters the equation of motion. b Line plot of the absolute B eff inside YIG along the
path of BLS spectroscopy as indicated in Fig. 5.4a.

A.1) are compared in Fig. 5.4b for µ0H = 0.09 T applied at θ = 88 deg. The spectrum of sample1 contains

prominent oscillations indicating propagating magnons in YIG between mCPWs. The propagating

magnons cover a frequency band of about 2.5 GHz. The spectrum of sample4 taking under the same

applied field condition shows the noisy background signal but no propagating magnon signal. Figure

5.5a (b) displays the angular dependence of reflection (transmission) signals when a field of 0.09 T is

rotated by θ with respect to CPWs. It is found that the main magnon mode observed in sample1 at

θ = 0 deg splits into two prominent branches A and B when the angle θ is increased from 0◦ to 90◦.

The modes merge again when θ is further increased and reaches 180◦. The large splitting into two

prominent branches with increasing θ is not found in case of non-magnetic CPWs used on sample4

(Supplementary Fig. A.8). A detailed inspection of spectra at θ = 88 deg (see green broken line in Fig.

5.5b) reveals magnon excitation over a broad frequency regime as evidenced by the oscillating signal in

the upper trace of Fig. 5.4b. When the angle θ is fixed at 90 deg and the field strength is varied from 0.09

T to -0.09 T (Fig. 5.5c and d) the multi-frequency excitation of magnons over a frequency band of more

than 2.5 GHz at high H is clearly resolved. Before discussing the relevant wavevectors k for magnons

detected in transmission spectra such as those displayed in Figs. 5.4b, 5.5b and d it is instructive to

analyze the stray fields generated by mCPWs as sketched in Fig. 5.4c.

Local effective fields in YIG. To explore the origin of branches A and B found in Fig. 5.5a for θ 6= 0 deg,

we studied the static magnetization of an mCPW with dimensions of sample1 using micromagnetic

simulations (Methods). We display the considered layer sequence in Fig. 5.6a and the simulated

effective magnetic field Beff in Fig. 5.6b assuming an external magnetic field of 0.09 T applied at

θ = 90 deg to the mCPW. The magnitude of Beff is evaluated within the thin YIG film. Beff shows a

characteristic variation underneath and next to the mCPW. In the following we discuss the simulated

field strength in four distinct regions (R) inside YIG. The central region underneath the signal and

ground lines (L) of the mCPW is labelled by RL. Here we find the lowest field value because the applied

field and stray field of Fe are of opposing direction and cancel each other almost perfectly. In the
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gaps (G), i.e., the region between signal and ground lines indicated by RG, we find high field values

as externally applied and stray fields exhibit the same direction and sum up. Further away from the

mCPW at large coordinates y we obtain a field strength consistent with the externally (ext) applied

field. Here we label the region by Rext (Fig. 5.4c). For the discussion it is instructive to consider the

field strength also in the transition (T) region labelled by RT in which the effective field is found

to be larger than the external field and the microwave field hrf is strong producing a large torque.

Even larger inhomogeneous fields can be found in the gaps (G) enclosed by two Fe strips. Also in

RG the out-of-plane microwave component is strong for resonant excitation of spin waves. When

introducing such different effective fields Beff into the equation of motion of spin precession [64]

different eigenfrequencies are expected. They roughly scale with Beff. Considering the equation of

motion we tentatively attribute the branch A which we observe at high frequency in the reflection signal

of Fig. 5.5a to prominent absorption in (gap) regions RG. Branch B is then attributed to absorption in

regions RL underneath the CPW lines. To substantiate the allocation we performed micromagnetic

simulations for 0.09 T applied under different angles θ with respect to the mCPW and extracted angle

dependent Beff(y) quantitatively. Introducing Beff(y) extracted at central positions of RG and RL into

Kittel’s formula [64] for thin YIG we obtained the two dotted black lines displayed in Fig. 5.5a. They

model the angular dependencies of the two prominent branches A and B well. The agreement indicates

that the inhomogeneous effective fields induced in YIG by the stray fields of the Fe stripes are key to

understand the magnon modes excited and detected by mCPWs.

Spatially resolved magnon spectra. To spatially resolve effective field-induced frequency variations

close to an mCPW we measured thermally excited magnon spectra at characteristic positions beneath

and close to mCPW1 of sample1 via micro-focus Brillouin light scattering (µBLS) [125, 126]. A laser with

wavelength of 473 nm was focused from the backside of sample1 through the transparent gadolinium

gallium garnet (GGG) substrate to a diffraction-limited spot on the YIG surface (Fig. 5.4a). This allowed

for the investigation of the different regions defined in Fig. 5.6a (top axis). To better detect all the

different modes we applied a field of µ0H = 0.15 T at θ = 90 deg and thereby shifted eigenfrequencies

to frequency values for which the interferometer provided the largest signal-to-noise ratio. Spectra

marked with Rext in Fig. 5.7 were recorded sufficiently away from the mCPW to reflect excitations in bare

YIG. Here, considering the measured frequency range from 2 GHz to 13.5 GHz three distinct peaks were

observed. By comparison with an analytical dispersion relation for 100 nm thick YIG [86] we attributed

the broad main peak between about 6 and 7 GHz to the continuum of magnons exhibiting in-plane

wavevectors |k| from zero up to ∼ 20 rad µm−1 which are allowed by the focussing optics (Methods)

[198]. The mode at 8.1 GHz (12.8 GHz) is identified as first (second) perpendicular standing spin wave

PSSW1 (PSSW2). The PSSW1 peak exhibits a small linewidth. When the laser spot approaches mCPW1

the magnon peaks shift to higher and higher frequencies. In Fig. 5.7c we track the position-dependent

frequency of PSSW1. From 8.1 GHz at Rext the PSSW1 frequency increases to around 10.6 GHz at RG

in the gap between the magnetic stripes (spectra are found to be symmetric to the mirror plane of

the CPW). In regions RL underneath the CPW lines incorporating Fe stripes the PSSW1 frequency is

significantly reduced and exhibits 5.8 GHz. Qualitatively, the frequency variation reflects the spatial

variation of the effective field displayed in Fig. 5.6b. We attribute the observed shifts of PSSW1 hence

to a varying effective field in YIG caused by the stray field of Fe. The frequency variation from 8.1 to

10.6 GHz is consistent with a variation of Beff by 88 mT following the formalism of Ref. [86]. This value

agrees quantitatively well with the simulated field difference between the central position in RG and

Rext.

We note that also peak shapes are modified in the vicinity of the mCPW. In RL the observed fundamental

mode is broader than in Rext. We speculate that the broadening originates from the finite diameter of
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Figure 5.7 – Spatially resolved magnon spectra at the mCPWs. a Spectra of thermally excited
magnons in sample1 measured by µBLS for µ0H = 0.15 T and θ = 90 deg at different laser
spot positions indicated by circles in the b optical image taken by the BLS microscope. The
systematic variation of spectra depending on laser-spot positions is color-coded consistently
in a and b. c Variation of the frequency attributed to the PSSW1 mode along the path of
BLS spectroscopy (black and gray symbols). The gray symbols indicate spectra taken at the
boundary between regions RG and RL. In this case the spectra contained two PSSW1 peaks
which were consistent with YIG subjected to either high or low effective field. We attribute this
observation to the finite diameter of the BLS laser beam probing two regions at the same time.
Peak positions were extracted by locally fitting the magnon spectra with a Gaussian function,
error bars indicate the standard deviation of the fit.
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the probing laser spot which detects magnons subjected to different effective fields. At RG the width

of the main peak is slightly narrower than at Rext. We attribute this observation to a reduced range of

allowed wavevectors and speculate that magnons are partially confined in the inhomogeneous field

between signal and ground lines. As a consequence, long magnon wavelengths in y-direction are

not allowed. Measurements conducted at µ0H = 0.087 T (Supplementary Fig. A.9) showed similar

characteristics. Only low-frequency modes were not fully resolved due to the restricted frequency range

of the interferometer stated above.

Wavevectors of transmitted magnons. The oscillating signal ∆S21 shown in Fig. 5.4b originated from

magnons that were phase-coherently detected in transmission configuration and propagated through

the bare YIG film between mCPW1 and mCPW2 at specific frequencies f . The edge-to-edge separation

∆ye−e of CPWs was 25.9 µm. We calculated the dispersion relations f (k) for YIG films of three different

thicknesses according to the formalism provided by Kalinikos and Slavin [86] (Methods). For these

calculations we considered the field H applied in the VNA spectroscopy setup. Our simulations showed

that already about 2 µm away from mCPWs the effective field in YIG reduced to almost the applied

field. From the calculated f (k) we extracted the wavevectors k which were relevant for the magnons

propagating through YIG at different frequencies f . In Fig. 5.4d we display the maximum wavevectors

kmax (minimum wavelengths λmin) found in three differently thick YIG films with mCPWs. In all

cases the field H was applied at θ = 90 deg, i.e., the magnetization M was parallel to k and magnons

propagated in backward volume magnetostatic wave configuration through YIG. For all samples the

maximum wavevector of propagating magnons increased with increasing H . Such an increase was not

observed for non-magnetic CPWs. Remarkably for a given field mCPWs excite wavevectors smaller

than kmax as well. The oscillating signal of propagating magnons observed in Fig. 5.4b (upper trace)

reflects wavevectors varying quasi-continuously by about one order of magnitude. This large tunability

of k is not known from the grating coupler effect.

Propagation of exchange magnons. We measured the velocity of propagating magnons emitted by

an mCPW via time-resolved µBLS. A microwave signal generator equipped with a microwave switch

was connected to mCPW1 of sample1 and applied a microwave signal at f = 6.64 GHz. A field of

µ0H = (0.087±0.002) T was applied at θ = 90◦ to the sample. Once the microwave switch was opened

(rise time of ≤ 4 ns), an increase of the BLS counts was detected at CPW1 in region RT as shown in

Fig. 5.8a. At RG of CPW2 the signal was detected with a time delay ∆t = 43± 3 ns (defined at 10%

increase of the rising edge). The distance between the two measured spots amounted to ∆ytr = 28 µm.

Considering vg = ∆ytr/∆t we calculated an average velocity vg of (0.65± 0.05) km s−1. This value

compared well with the group velocity vg of a short-wave magnon calculated for 6.64 GHz (compare

solid line in Fig. 5.8b). In bare YIG the frequency of 6.64 GHz corresponded to a magnon with a

wavelength of 105(±1) nm according to the Kalinkos and Slavin formalism [86]. The symbols displayed

in Fig. 5.8b refer to velocities extracted from oscillation periods ∆ f occurring in VNA data S21 as the

one shown in the inset. Here, sample1 with 155 nm thick Fe at 0.09 T was evaluated. We calculated

vg from vg = ∆ f × seff [114] where the parameter seff estimated the length of YIG over which the

propagating magnon accumulated the relevant phase shift ∆ϕ between mCPW1 and mCPW2. For

the symbols shown in Fig. 5.8b we assumed seff = ∆ye−e = 25.9 µm. The good agreement between

extracted data (symbols) and the predicted group velocities indicates that the phase shift ∆ϕ along scc

is accumulated mainly across region Rext where we assume the propagating magnons to exhibit the

maximum wavevector k for the given applied field and excitation frequency f . In Fig. 5.8b velocities

increase with frequency. This behavior is consistent with exchange-dominated magnons.

At f = 6.64 GHz the magnon wavelength amounted to 105 nm. Such a short wavelength did not allow
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Figure 5.8 – Group velocities of exchange magnons. a Emission of exchange magnons evi-
denced by BLS. Time-resolved magnon intensities measured at indicated positions Pos1 of
mCPW1 and Pos2 of mCPW2 are depicted as blue and green line, respectively. The mea-
surement was conducted at µ0H = 0.087 T. A microwave pulse with 6.64 GHz was applied to
mCPW1. A rise in BLS intensity was first observed at Pos1 and with a delay of ∆t = 43±3 ns
at Pos2 which was separated from Pos1 by ∆ytr = 28 µm. b Average group velocities (open
squares) extracted for sample1 from VNA transmission signals using vg =∆ f ×∆ye−e. The solid
curve represents calculated velocities vg assuming a backward volume spin-wave dispersion
relation at 0.09 T (see Methods). Inset: ∆ f was extracted from oscillations in the imaginary
(Im) part of the transmitted magnon spectra S21 when at least three periods of oscillations
appeared. Error bars are the standard deviation of vg indicated by those three oscillations.

us to detect the magnon directly in the microfocus-BLS experiment on bare YIG as its diffraction

limit amounted to about 300 nm. Indeed, in the YIG film between the mCPWs we did not detect an

increase in BLS counts when the microwave pulse was applied. Only in regions RG and RT representing

large effective fields in YIG we recorded increased BLS counts at the excitation frequency. Strikingly

the pulsed magnon signals were detected at both RG and RT regions of mCPW2. We attribute this to

a significant conversion of wavelength for a magnon propagating from the low-field region of bare

YIG into a region of large effective field created by the stray field of Fe. In our case the wavelength

was increased by a factor of at least three to become optically detectable. The conversion process
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is sketched in Fig. 5.9a: At fixed excitation frequency a magnon adjusts its wavevector k as given by

the dispersion relation that is valid in the specific region of the sample. The conversion process was

reported for dipolarly dominated spin waves [58, 209, 210] but not yet for exchange magnons.

Discussion

Our experiments based on broadband VNA spectroscopy, spatially and time-resolved Brillouin light

scattering as well as micromagnetic simulations indicate that CPWs incorporating a ferromagnetic layer

of Fe allow one to generate short-wave exchange magnons in thin YIG films. Close to the edge of the

CPW the stray field of Fe generates locally a large effective field. This field enters the equation of motion

and leads locally to a large eigenfrequency of spin precession at relatively small k (large wavelength

determined by either the geometry of the CPW or the localization length in the inhomogeneous Beff)

(Fig. 5.9a). When propagating away from the mCPW the magnon enters a region of small magnetic

field in which the dispersion relation imposes a large k on the magnon. To obey energy conservation,

the wavevector hence transforms along the propagation path and undergoes an up-conversion in k

(Fig. 5.9a). In sample1 for f = 7.02 GHz and µ0H = 0.09 T applied along y-direction, the wavevector

is converted to kmax = 62.4 rad µm−1 when the magnon propagates from region RG at the mCPW to

position Rext in bare YIG.

In Fig. 5.4d we summarize the maximum wavevectors kmax attributed to the high-frequency magnons

propagating through the bare YIG of three different thicknesses. These maximum wavevectors vary

with the strength of H applied at θ = 90 deg. A reduction of the applied field leads to a decrease of

kmax from 62.4 at 0.09 T to about 28 rad µm−1 at 0.002 T. We attribute the decrease to the variation of

magnetization M in the Fe stripes. With decreasing H magnetic moments in Fe turn into a direction

collinear with the long axis. Thereby the peak-to-peak variation of effective fields in YIG next to the

mCPWs is less pronounced. We note that at µ0H = 0.002 T the evaluated wavevector is still larger than

expected from a non-magnetic CPW. We attribute this observation to either the hysteresis of the Fe

stripe (i.e., a finite remanent magnetization component of Fe along θ = 90 deg) or the differences in

magnetic susceptibilities of Fe and YIG [202]. The observation of a significant wavelength-conversion

process in very small applied field is promising in view of low power consuming and compact magnonic

applications where an additional biasing magnetic field is avoided and instead electric fields control

the magnonic functionality [211, 212].

The transmission signals S21 showed that both up- and down-conversion of k took place. Via down-

conversion the spin-precessional motion of an incoming magnon induced a voltage in the metallic

receiver CPW which was phase-coherently detected by the VNA. In Fig. 5.9b we display relative signal

strengths I /I0 depending on the wavevector k which we attributed to the magnons in bare YIG at 0.09 T.

I is the signal strength in ∆S21 of the corresponding magnon, and I0 is the signal strength of the most

prominent low-frequency branch k1. Strikingly I /I0 of magnons with k ≈ 52 rad µm−1 is about 86 % of

the signal of magnons at k1. For a non-magnetic CPW one would expect I /I0 of only about 0.04 % (gray

curve), i.e., more than three orders of magnitude smaller. The wavelength conversion process hence

offers a powerful methodology which does not require the nanolithography established for grating

couplers or nanopillars. At the same time mCPWs offer a broad frequency regime for magnon emission

(Fig. 5.4b) not provided by grating couplers. Considering spatially resolved BLS data performed at

0.087 T (Supplementary Fig. A.9) we suppose that the large signals I /I0 for k near 52 rad µm−1 are

attributed to spin waves excited (and detected) in RT right at the outer edges of the mCPW. Here, both

Beff(y) and the exciting microwave field hrf exhibit large strengths. For propagation at wavevectors
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Figure 5.9 – Wavelength conversion and magnon signal strengths. a Dispersion relations of
magnons which are calculated using the formalism of Kalinikos and Slavin [86] in the gap
region RG of an mCPW (green) and in the region Rext of bare YIG (pink) considering sample1.
b Normalized signal strength I /I0 of magnon resonances extracted from data such as those
shown in Fig. 5.5d (squares) at 0.09 T. I (I0) is the peak-to-peak signal strength in ∆S21 at k
(k1 of a CPW). Error bars represent the noise level observed in the spectra. The solid gray
line reflects the Fourier transformation (power spectrum) of the in-plane radiofrequency field
component of hrf of a non-magnetic CPW. Source data are provided as a Source Data file.

k > 52 rad µm−1 the gap regions RG of mCPWs (Fig. 5.4b) provide the high effective fields that are

required for resonant excitation in YIG. The corresponding spin waves undergo additional conversion

processes when passing through the inhomogeneous Beff(y) induced by the ground lines. The reduction

of I /I0 observed for propagating magnons at large k is most likely caused by these processes inducing

e.g. partial reflection. Still, the relative efficiencies for magnon emission and detection at large k are

overall similar to the grating couplers [5, 56]. In Fig. 5.4d we observe a reduction of kmax by about 10 %

when using an Fe thickness δ of 95 nm (sample2) instead of 155 nm (sample1). The observation is

consistent with micromagnetic simulations predicting less peak-to-peak variation of Beff(y) inside

YIG for decreasing δ. Correspondingly, the frequency splitting between branches A and B (Fig. 5.5a)

depends on δ (Supplementary Fig. A.7). The thickness δ hence offers control over the frequency band
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of magnon emission and detection. For a fixed Fe thickness of δ= 95 m we find kmax to decrease with

decreasing thickness of YIG (compare sample2 and sample5 in Fig. 5.4d). The observed reduction

in kmax reflects the change in magnon dispersion relation f (k) depending on the YIG thickness. Still

the wavelength conversion is found to be significant for the small YIG thickness of 36 nm and hence

advantageous for coherent nanomagnonics [188]. To optimize mCPWs and further reduce λ it is

suggested to embed the ferromagnetic layers into YIG and thereby reduce the demagnetization effect

in the Fe (Supplementary Fig. A.10a and b). In this Schloemann-type configuration [203] the effective

field in YIG would be locally further increased enabling correspondingly higher excitation frequencies

close to the CPW. In case of embedded FeCo with a saturation magnetization MS = 1,950 kA m−1 [213]

our dynamic simulations suggest excited spin waves with λ= 37 nm at 28 GHz in YIG (Supplementary

Fig. A.10c to e), corresponding to k ≈ 170 rad µm−1. We argue that the wavelength conversion based on

mCPWs is very versatile and works in both insulting and metallic magnets, in nanoscopic ferromagnetic

waveguides [174] and skyrmion-hosting materials [214]. The magnons with kmax = 62.4 rad µm−1

reported here possess wavelengths shorter than the minimum ones reported so far for non-magnetic

microwave waveguides [53, 55, 185] and signals are about three orders of magnitude larger (Fig. 5.9b).

To quantitatively understand the magnon amplitudes induced by mCPWs and model the frequency-

dependent signal variation observed in Fig. 5.4b a formalism needs to be developed which, in the

spin-precessional equation of motion, considers both the inhomogeneous effective field Beff(y) and

non-collinear spin structures (Fig. 5.6a) as well as local differences in magnetic susceptibilities [202].

In conclusion, we reported the emission and detection of short-wave magnons in YIG from CPWs

incorporating ferromagnetic layers. Their stray field induced a non-uniform magnetic field. The

non-uniformity was strong when the in-plane external magnetic field was applied perpendicular to the

long axis of the mCPWs, i.e., perpendicular to the incorporated Fe stripes. The observed conversion

efficiency was large, both concerning wavevector k and signal strength. Local wavelength conversion

also allowed us to study propagating exchange magnons via optical detection. Importantly, for the

fabrication only photo-lithography was needed and a conventional microwave antenna design was

suitable. We find that mCPWs emit magnons over a broad frequency band and thereby allow for

continuous tuning of exchange magnons at telecommunication frequencies. This is different from

grating couplers which emit at specific frequencies defined by discrete reciprocal lattice vectors. A

growth-induced anisotropy axis for the ferromagnetic layer could stabilize a magnetization component

transverse to the CPW in zero magnetic field, thereby enabling low power consuming magnonic devices

based on mCPWs. Wavelengths down to below 40 nm are achievable. We expect these features to make

mCPWs a very versatile microwave-to-magnon transducer technology and promote advancements in

experimental nanomagnonics both in the fundamental and applied sciences.

Methods

Sample fabrication. The mCPWs were fabricated on YIG thin films with thicknesses of either 36 nm

or 100 nm by means of photo-lithography and lift-off processing. The single-crystalline YIG films

were grown on (111) GGG substrates by liquid phase epitaxy (LPE). The 36 nm thick YIG was grown at

INNOVENT e.V. in Jena, Germany, on a 1-inch GGG wafer from a PbO-B2O3 based high-temperature

solution using a standard dipping technique [207]. The 100 nm thick YIG was deposited on a 3-inch

wafer via LPE and purchased commercially from the company Matesy GmbH in Jena, Germany. Double

layers of photo-resist were coated on the YIG and the CPW structures were written directly by a laser

lithography system. Fe was first thermally evaporated in one chamber. Second, the chip was moved

to another chamber for Ti and Au thermal evaporation. Seven devices were prepared. We explored

three different thicknesses of Fe (155 nm, 95 nm, and 17 nm). The Au (Ti) layers were kept at a constant
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thickness of 120 nm (5 nm) (Supplementary Tab. A.1). The non-magnetic reference CPW did not

contain an Fe layer and consisted of Au and Ti only.

All electric broadband spin-wave spectroscopy. Magnons were electrically excited and detected on a

broadband spectroscopy setup with a microwave probe station. Microwave currents irf from 10 MHz

to 26.5 GHz were extracted from one port of a vector network analyzer (VNA) and injected into the

coplanar waveguide using the high frequency coaxial cable and probe. The dynamic microwave field

hrf generated by irf applied the dynamic torques on the magnetization and excited the magnons in

the YIG thin film underneath the CPW. We report VNA experiments performed in the linear regime

at -15 dBm, i.e., at a power of 0.03 mW. In the center of the 100 nm thick YIG beneath the signal line

of a bare CPW without Fe, we estimated the strength of µ0hy,rf [215] to be 0.68 mT at -15 dBm. The

additional Fe layer of an mCPW increased the relevant distance in z-direction by 155 nm corresponding

to µ0hy,rf = 0.61 mT in the YIG center. The reduction in excitation strength amounts to about 10 %.

From -28 dBm to -5 dBm we observed that the measured scattering parameter scaled linearly with

the microwave signal. At -15 dBm the main resonance in YIG was red-shifted by 46 MHz compared

to -28 dBm. Considering the temperature dependent resonance frequencies reported in Ref. [216] we

estimate a temperature increase of about 6 K. The wavevectors of the magnons were defined by the

geometric design in conventional non-magnetic CPWs as reported earlier, but were modified when

mCPWs were used. In mCPW2, the microwave currents induced by the propagated magnons were

probed via a coaxial cable by a port of the VNA and corresponding scattering parameters were analyzed.

The setup was calibrated using the standard kit designed for coaxial microwave probes of 50 ohm

impedance matching before measurements. External magnetic fields were applied in the x, y-plane as

indicated in Fig.5.4 a. The reflection and transmission spectra of angular dependent measurements

with mCPWs are plotted in Fig. 5.5 a and b. The spectra were obtained while µ0H = 0.09 T was applied

and θ was varied from -2 deg to 200 deg. Field-dependent reflection measurements taken at θ = 90 deg

are depicted in Fig. 5.5 c. Figure 5.5 d shows the transmission spectra for µ0H scanned from 0.09 T to 0

T. To enhance the signal-to-noise ratio and remove drifts in the background signal in Figs. 5.4 b and 5.5

we display ∆S which reflects the difference in scattering parameters taken at successive field values or

angles.

Brillouin light scattering. Micro-focus Brillouin light scattering (µBLS) measurements were conducted

at room temperature. A monochromatic continuous-wave solid-state laser with a wavelength of 473

nm and power of < 1 mW was focused through the sample backside to a diffraction-limited-spot using

a specially corrected 100× objective lens with a large numerical aperture of NA = 0.85. The diffraction

limit corresponded to a maximum accessible wave vector k of 4πsinφ/(473 nm) = 22.6 rad µm−1,

considering sinφ= N A = 0.85 in air (φ is the incident angle, N A is the numerical aperture). We tested

the limit experimentally on propagating spin waves in YIG while focussing through the transparent

GGG substrate. We detected propagating spin waves with wavelengths down to 330 nm corresponding

to a wavevector of 19 rad µm−1. Permanent magnets were used to apply external magnetic fields in

the plane of the YIG either along or perpendicular to the CPWs. Backscattered light was analysed with

a six-pass Fabry–Perot interferometer TFP-2 (JRS Scientific Instruments). The recorded BLS signal

is proportional to the square of the amplitude of the dynamic magnetization at the position of the

laser spot. The sample was mounted on a closed-loop piezo-stage and spatial maps were obtained by

scanning the laser spot over the sample. mCPW1 was wire-bonded to a macroscopic CPW prepared on

a rigid board connected via an end launch adapter to a microwave signal generator (Anritsu MG3692C).

For propagation measurements the microwave signal was applied in 300 ns long pulses by opening

and closing of a switch (SR-T400-1S, rise time ≤ 4 ns) and the BLS counts were registered as a function

of time with 0.8 ns resolution. With the help of phase-resolved BLS measurements (Supplementary
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Fig. A.11), we extracted the exchange constant and the effective magnetization of the thin YIG in

sample1: J = (2.7± 0.2) ×10−7 erg cm−1, and µ0Meff = (0.180 ±0.002) T. The values were consistent

with the values reported in the literature [55, 207, 217]. We used the experimentally determined values

for the calculation of wavevectors. For the extraction of the frequency of PSSW1 modes in thin YIG

for different effective fields we measured the thermally excited magnon modes [218] using spatially

resolved BLS. Due to the thermal fluctuations, a spin system possesses a large variety of magnons at

a finite temperature. These are spread over a large momentum and energy space, depending on the

temperature. We proceeded as follows. We first looked for broad peaks associated to the thermally

excited magnon continuum. We attributed the first peak after the continuum to the PSSW1 and

extracted manually the peak frequency. Then a local fit with a Gaussian function in a frequency window

of 1 GHz was conducted to get a precise value of the peak frequency and its standard deviation. We

note that PSSW1 is not resolved in VNA spectroscopy data due to its small spectral weight in inductive

measurements.

Micromagnetic simulations. Micromagnetic simulations were conducted using Mumax3 (version

3.9.3) [91]. The nominal cross-section (y − z plane) of sample1 (using rectangular geometries for the Fe

lines) was discretized into (1,16384,512)(x, y, z) cells with a cell size of 25×2.5×2.5 nm3. Along the

x-direction periodic boundary conditions (1024 repetitions) were used, implying the magnetization

did not vary along the x-direction. The periodic repetitions were added in negative and positive x-

direction and considered for the calculation of the demagnetization field [154] by Mumax3. For YIG

Ms = 143.2 kA m−1 and Aex = 2.7 pJ m−1 were used. For Fe Ms = 1,710 kA m−1 and exchange stiffness

Aex = 21 pJ m−1 [219] were considered. Exchange coupling between Fe and YIG was considered in

the simulations with the default scaling factor S = 1 following Ref. [91]. For each field direction the

magnetic ground state was found using the ’Minimize()’ method of Mumax3. The cell sizes in y− and

z− directions were smaller than the exchange lengths of Fe (3.4 nm) and YIG (14.5 nm). When using

50×5×5 nm3 the effective field and its spatial dependence were similar; the simulated values in region

RG agreed within 0.3 %.

Magnon dispersion relation and group velocity calculations. The magnon dispersion relations of

backward volume mode were taken from Ref.[86]:

ω=
√

(ωH +βωMk2)[ωH +βωMk2 +ωM(1− kd

2
)] (5.1)

In our case, k is the in-plane wavevector of magnons along y-direction. ωH = γBeff, ωM =µ0Meff and

β= (2J )(µ0M 2
s )−1. µ0 is the permeability of free space. Beff is the effective magnetic field in the YIG thin

film. Meff is the effective magnetization. J is the exchange stiffness. d is the thickness of the YIG thin

film. The group velocity vg is calculated from Eq. (5.1) according to

vg =
∂ω

∂k
≈ ∆ω
∆k

. (5.2)

Evaluated group velocities are plotted in Fig.5.8 b as a solid black curve.
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6 Magnonic memory

To utilize the gating functionality of magnetic defects (cf. Sec. 4.1) or the tunability of the band structure

of magnonic crystals (cf. Sec. 4.4), it is of uttermost importance to achieve fast, reliable and energy-

efficient programmability of the static magnetization of selected nanomagnets. In Sec. 4.1 engineering

of the coercive field was used to program differently oriented nanomagnets and a magnetic defect by

applying a specific bias field. While serving as a proof of concept, switching by an externally applied

bias field is slow and might be unreliable, due to the stochastic nature of non-coherent switching

[220–222].

In R. Huber et al. [49] it was proposed to program the magnetization direction of a gating nanostripe by

current-driven domain wall movement [223, 224]. While fast, for in-plane magnetized Py nanostripes

large current densities in the order of 1011 to 1012 A/m2 are required [225], which limits the energy

efficiency.

During the investigation of grating couplers on YIG thin films presented in Chapter 5 and published in

ACS Nano Letters [57], I discovered spin wave assisted switching of the Py stripes positioned underneath

a CPW at ultra-low microwave powers in the µW range. Strikingly the switching was also observed at a

second grating 25 µm away from the emitter CPW, which suggested that it was induced by propagating

SWs. This discovery of switching by propagating SWs opens up the possibility to store information

by using magnons (instead of fields and currents) in a non-volatile manner, which we will refer to

as magnonic memory. Switching by SWs might allow to program specific magnetic states of MCs by

using tailored SW interference patterns. This chapter presents the experimental results considered

as propagating spin wave assisted switching measured on a periodic grating coupler. The observed

phenomenon represents an important step towards a magnonic memory allowing one to store the

outcome of magnonic logic operations in a nonvolatile manner.

6.1 Switching of Py stripes with propagating spin waves

6.1.1 Introduction

The concept of microwave assisted switching (MAS) has attracted interest of researchers and industry

alike. To increase the storage densities of magnetic hard disk drives, the magnetic volume for storing

a binary digit (bit) has been continuously decreased. As the magnetic grain size was shrinked, its

coercivity had to be increased to insure thermal stability [220, 226]. However, the achievable field by

the write-head imposes a limiting factor on the grain coercivity and thus on the storage density [227].
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In MAS resonant microwave excitation is used to achieve large cone angle precession of the magnetic

moments, which can significantly decrease the switching field [228–230]. For high-coercivity materials

the required frequency for efficient MAS reaches tens of GHz [231], which is technologically challeng-

ing. To reduce the required frequency, it was proposed by Li et al. [232] to use exchange-coupled

composite media, where low-frequency excitation of a soft magnetic layer reduces the switching field

of an adjacent hard magnetic layer. An experimental demonstration of this effect was shown by Seki et

al. [233]. in that a switching field reduction of a high-coercivity FePt layer was achieved by excitation

of standing spin waves in an adjunct permalloy (Py) layer. The Py layer was located directly beneath

the signal line of a coplanar wave guide (CPW) and driven by large dynamic magnetic fields of several

millitesla.

In this work, we demonstrate the switching of Py nanomagnets by spin waves (SWs) exited in an

underlaying low-damping YIG film excited at ultra-low powers of tens of microwatts, corresponding to

driving fields in the microtesla range. Strikingly, the switching was not only found locally at the point

of microwave excitation, but also for remote nanomagnets more than 25 µm away from the emitter

CPW. This discovery of propagating spin wave assisted switching (PSWAS) opens up new possibilities

for storing SW amplitudes in magnetic bits, e.g. the outcome of wave-based computational operations

[17, 60, 234, 235], in a non-volatile way. Gertz et al. [236] demonstrated parallel read-out of magnetic

bits by propagating SWs, however the writing-capability was lacking. PSWAS closes this gap and allows

for a holographic memory, where magnetic bits are both read and written by SWs. Further we speculate

that magnonic memory might contribute to the development of in-memory computing architectures

[237] based on magnons.

6.1.2 Switching by spin waves - magnetic force microscopy and spin-wave spec-
troscopy

Figure 6.1a shows a sketch of the experimental configuration. We investigate a sample with CPWs

and 1D grating couplers (GCs) as described in Sec. 5.1. Each GC has a periodicity of a = 200 nm and

consists of 20 nm thick and wPy = 100 nm wide Py (Ni81Fe19) nanostripes fabricated on a 100 nm thick

YIG film. Nanostripes with 25.0 µm and 27.0 µm length are alternated to reduce the dipolar coupling

of stripe ends and modulate their coercivity. Each GC comprises 51 nanostripes resulting in a total

width of wGC = 10.1 µm. The GCs are covered by two CPWs with a center-to-center distance of 35 µm.

The CPWs were fabricated out of 5 nm thick Ti and 110 nm thick Cu and the width of the signal and

ground lines amounted to wL = 2.1 µm. The gap width was 1.4 µm. The geometrical parameters were

optimized for an impedance of Z0 = 50 Ω. The length of the CPWs amounted to 122 µm. To increase

the signal-to-noise ratio in all electrical spin wave spectroscopy (AESWS) measurements, three identical

GCs were arranged consecutively under CPW1 and CPW2 (not sketched). The GCs were separated by

15 µm to reduce dipolar interaction to a minimum (layout and SEM images in Appendix Fig. A.12).

CPW1 and CPW2 were connected with microwave tips to port 1 and 2 of a VNA, respectively. The

VNA was used to trigger switching events by applying microwaves to CPW1 as well as for measuring

scattering parameters S11 and S21. For all measurements presented in this section, the sample was first

saturated at µ0H =−90 mT in y-direction and PSWAS of the stripes was studied for positive fields. The

YIG film itself had a negligible coercivity (expected below 1 mT [76]), such that its magnetization mYIG

is assumed to be aligned with +H for relevant switching fields (SFs) of the Py stripes. For mYIG pointing

in +y-direction, the non-reciprocal excitation of a CPW [238] favors the emission of Damon-Eshbach

(DE) SWs in +x-direction, i.e. in the direction of CPW2. The individual nanostripes composing the

GCs represent bistable nanomagnets. Due to their shape anisotropy [73], their magnetization tends
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Figure 6.1 – a Sketch of the experiment. Two CPWs with 1D GCs out of 20 nm thick and
100 nm wide Py nanostripes are fabricated on 100 nm thick YIG. The nanostripes represent
bistable nanomagnets. The nanostripes are first saturated in −y-direction (downwards mag-
netized) and subsequently their switching fields are studied under SW irradiation for positive
magnetic fields. The SWs are excited at CPW1 by injection of a microwave current. Due
to non-reciprocity SWs preferably propagate in +x-direction towards CPW2. Switching is
detected by microwave-induced irreversible changes in the SW spectra recorded with a VNA
and further evidenced by MFM imaging. b Exemplary MFM image after a microwave power of
Pirr =−5 dBm was applied in the range of 0.01 GHz to 12.50 GHz at a field of 14 mT. In regions
where Py stripes where covered by the CPWs (shaded in yellow) the MFM signal was weak. In
c we summarize the magnetization directions in the gap regions where the magnetic contrast
was strong. Stripes at CPW1 are aligned upwards. At CPW2 Py stripes closest to CPW1 are
switched upwards, on the right side further away from CPW1 Py stripes still point in the initial
direction (downwards). In d, a low power of -25 dBm was applied at 14 mT and all stripes
are still magnetized downwards. We attribute the switching of stripes in c to their irradiation
with large SW amplitudes in the YIG film. With increasing distance to CPW1, SW amplitudes
gradually decay and stripes on the right (far) side of CPW2 were not subjected to large enough
amplitudes. The magnetization direction of the stripes served as a magnonic memory which
stored the exposure to magnon amplitudes exceeding a critical threshold. e, f, g show the
magnetic configuration at Pirr =−15 dBm for different field values, related to the VNA spectra
shown in Fig. 6.2e.

to point along their long- (easy-) axis either in +y- or −y-direction. For simplicity we denote stripes

magnetized in +y- direction as pointing upwards, in -y-direction as pointing downwards. We detect
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the magnetization direction of the stripes both directly via magnetic force microscopy (MFM) and

indirectly via changes in the SW mode spectra measured with the VNA.

Figure 6.1b shows an exemplary MFM image. Before taken in zero field, we applied a microwave

power of Pirr =−5 dBm in a frequency window from f = 0.01 GHz to 12.50 GHz to CPW1. During the

microwave irradiation, µ0H was increased in 1 mT steps up to +14 mT. The microwave power was

turned off and the MFM image taken at H = 0. Due to the shape anisotropy of the nanostripes we

assumed that their magnetic state was not altered when H was reduced to zero. From the MFM image

we evaluate the magnetization directions in regions where the magnetic contrast was not obscured by

the CPW coverage (cf. Fig. 6.1c). Stripes at CPW1 were found switched upwards. At CPW2 the stripes

closest to CPW1 pointed upwards. However on the right end furthest away from CPW1 the stripes were

still magnetized downwards. In contrast, for the identical magnetic history, but Pirr =−25 dBm, none

of the stripes was switched upwards (Fig. 6.1d). As substantiated in the course of this work, we attribute

the occurrence of switched stripes at Pirr =−5 dBm (Fig. 6.1b, c) to their exposure with propagating

SWs in the YIG film of sufficient amplitude. A switching event thereby serves as a magnonic memory

that indicates if a certain threshold SW amplitude was reached. Stripes below CPW1, where the SWs

were exited and exhibited the largest amplitude, switched at a relatively small power level. As SWs

propagated towards and beneath GC2, their amplitudes continuously decayed. As a result stripes with

larger distance to CPW1 required larger Pirr for switching, consistent with Fig. 6.1b, c.

Figure 6.2 shows field-dependent magnitudes of the reflection coefficient Mag(S11) and the forward
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Figure 6.2 – SW reflection Mag(S11) (a-c) and transmission Mag(S21) (d-f) coefficients mea-
sured with different Pirr in the frequency range from 0.01 GHz to 12.5 GHz. The sample was
saturated at -90 mT and the field stepped from -10 mT to 40 mT in 1 mT steps. The switching
fields SFS11,i and SFS11,f (SFS21,i and SFS21,f) at which mode transitions take place in Mag(S11)
[Mag(S21)] both decrease for increasing Pirr. Yellow arrows in d, e, f mark field values for which
MFM images are depicted in Fig. 6.1.

transmission coefficient Mag(S21) measured by VNA for different powers. Dark branches in Mag(S11)

indicate SW excitation at CPW1, branches in Mag(S21) indicate SWs transmitted through the bare

YIG film from CPW1 to CPW2. We found for both Mag(S11) and Mag(S21) that the hysteretic mode

behavior shifted to lower fields when Pirr was increased. It is instructive to start our analysis with

Fig. 6.2e showing Mag(S21) measured at Pirr =−15 dBm. The most prominent low-frequency branch

is attributed to the k1-excitation of the CPW. This mode is continuous and doesn’t show appreciable
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6.1. Switching of Py stripes with propagating spin waves

hysteretic behavior, suggesting a small coercivity of the YIG film itself. Higher frequency branches

are attributed to the magnonic grating coupler effect [5, 54, 56], presented in Chapter 5.1. For the GC

modes at +H , three field regions are apparent. For 0 <µ0H < SFS21,i = 9.7 mT a single high-frequency

branch is visible starting at around 8.5 GHz. Between SFS21,i and SFS21,f = 25.9 mT high-frequency

modes were barely resolved vanished. Above SFS21,f two pronounced GC modes become prominent

with further increasing H . They start at 8.8 GHz and 10.8 GHz. To clarify the magnetic states of the

GCs in these three characteristic field regions, we repeated the VNA measurements until specific field

values located within each of the regions were reached, for which stopped the VNA measurement and

took MFM images.

Figure 6.1e shows the extracted magnetic configuration for µ0H = 3 mT below SFS21,i. Stripes at CPW1

and CPW2 were still magnetized downwards. We attribute the region from 0 mT to SFS21,i to an an-

tiparallel (AP) alignment of the magnetization of all stripes (below CPW1 and CPW2) with respect to

the magnetization of YIG mYIG. In contrast, at µ0H = 27 mT (Fig. 6.1g) just above SFS21,f all stripes are

magnetized upwards, i.e. their magnetization is parallel (P-configuration) with mYIG. For µ0H = 14 mT

(Fig. 6.1f) located between SFS21,i and SFS21,f, nanostripes on the left side of the signal line (SL1) of

CPW1 were still magnetized downwards, whereas on its right side stripes were switched to the upwards

orientation. This observation indicates that the VNA-induced heating of the CPW1 and GC is not the

reason for partial switching. Heating is not expected to discriminate between the left and right part

of the CPW. As will be later shown, we assume the SW excitation k1 in YIG to trigger the reversal in Py

stripes. For the k1 mode non-uniform distribution of SW amplitudes is expected. Fallarino et al. [238]

reported larger SWs amplitudes of the k1 mode on the right side of a SL, supporting our interpretation.

Stripes at CPW2 were still all magnetized downwards. Hence the the two GCs incorporate different

magnetic orientations leading to a different coupling between the corresponding CPWs and spin waves

in the underlaying YIG. Consequently, we attribute the vanished signal in Mag(S21) to a detuning of

the emitter (CPW1 exciting the right-going spin waves in the P configuration) and receiver (CPW2 in

the AP-configuration). We note that suppressed transmission might origin further from an intrinsic

switching field distribution of the GC stripes, possibly resulting in disordered magnetic states.

To distinguish both effects it is useful to study Mag(S11). The fields SFS11,i where modes vanish in

Mag(S11) (cf. 6.1a, b, c) agree well with SFS21,i (cf. 6.1d, e, f). For Pirr =−25 dBm (Fig. 6.2a), between

SFS11,i = 15.4 mT and SFS11,f = 26.8 mT the high-frequency branches are suppressed. We attribute the

mode suppression in Mag(S11) to a random stripe magnetization of the GCs below CPW1. For increas-

ing microwave powers SFS11,i and SFS11,f gradually converge, at Pirr =−15 dBm and Pirr =−5 dBm the

high-frequency mode transitions appear almost instantly in Mag(S11), indicating a small switching

field distribution equal or below the measurement field resolution (1 mT). This is in agreement with J.

Topp et al. [239], who found a significant reduction in the switching field distribution of a Py grating

when microwave were irradiated. A detailed analysis of SFS11,i and SFS11,f is shown in Appendix Fig.

A.13. We note that for all powers SFS11,f was lower than SFS21,f, i.e. stripes at CPW1 switched before

the ones at CPW2. Hence SFS21,f is a good measure of the switching field of stripes below CPW2, while

SFS21,i ' SFS11,i is a measure of the switching field of stripes below CPW1.

In the following we discuss the dependence of SFS21,i and SFS21,f on Pirr. For quantitative analysis

we extract from Mag(S21) the signal strength of the AP-configuration GC mode (AP-mode) and of the

strongest P-configuration GC mode (P-mode) as indicated in Fig.6.3a for Pirr =−25 dBm. We define

SFS21,i as the field value at which the signal strength of the AP-mode falls to 50 % of its maximum value

(Max1), and SFS21,f to the field value at which the P-mode reaches 50 % of its maximum value (Max2) (cf.

Fig.6.3b). Further we extract the field values for which 30 % and 70 % of the signal strength is reached,

in order to characterize the switching field distribution. Figure 6.3c summarizes the power-dependence

of SFS21,i (blue line with dots) and SFS21,f (orange line with dots). The error bars in Fig.6.3c represent
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Chapter 6. Magnonic memory

Figure 6.3 – a Mag(S21) measured with Pirr =
−25 dBm applied from 0.01 GHz to 12.5
GHz. We mark the frequency response of
the strongest GC mode in the AP-state (blue
circles) and the P-state (orange circles). b
The signal strength of the AP-mode (P-mode)
is extracted by adding Mag(S21) in the fre-
quency region enclosed by blue (orange)
dashed lines in a. We determine the maxi-
mum value Max1 (Max2) of the AP (P) signal
strength and the noise floor. SFS21,i (SFS21,f)
is defined as the field value for which the
signal strength of the AP-mode (P-mode)
is decreased (increased) to 50 % of Max1
(Max2) in respect to the noise floor. c Power-
dependence of SFS21,i (solid blue line) and
SFS21,f (solid orange line). The region where
we expect nonlinear SW scattering is shaded
in light gray. Dashed blue (orange) lines indi-
cate SFS21,i (SFS21,f) for Pirr applied from 7.5
GHz to 12.5 GHz, thereby avoiding particu-
larly the excitation of the k1 mode in YIG. For
this case no significant power-dependence
was observed. d SFS21,i and SFS21,f plotted
as a function of the estimated in-plane dy-
namic field µ0hrf,x of the CPW in the linear
SW regime. For both SFs we find a linear de-
crease with increasing µ0hrf,x (black dashed
lines).
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the 30 % and 70 % switching filed values. We find that SFS21,i (SFS21,f) decreases from 16.8 mT (33.4 mT)

at Pirr = 0.001 mW to 2.7 mT (12.9 mT) at 0.2 mW. This corresponds to a reduction of SFS21,i by 84 %

and of SFS21,f by 61 %. We point out that the measured direct electrical cross-talk between CPW1 and

CPW2 was below -55 dB, i.e. not sufficient for MAS at CPW2. Hence the reduction of SFS21,f is attributed

to SWs which reach GC2.

Surprisingly, for large Pirr we find again an increase of SFS21,i and SFS21,f. We attribute this effect to the

onset of nonlinear SW scattering [240], which first limits and then even deteriorates the peak amplitude

of SWs emitted from CPW1. For Pirr above -9 dBm (shaded with gray in Fig.6.3c) we found a decrease of

the k1 mode resonance frequency (Appendix Fig. A.14), which is a typical indication for the nonlinear

regime [241].

The blue (orange) dashed line in Fig.6.3c shows SFS21,i (SFS21,f) for Pirr applied only from 7.5 GHz to

12.5 GHz. This frequency regime covers the resonant frequency of the Py stripes and in former studies

were used to initiate MAS [239, 242]. In our experiments no apparent reduction of SFS21,i or SFS21,f

was found. Hence, the power levels were not yet high enough to induce conventional MAS in the GCs.
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6.1. Switching of Py stripes with propagating spin waves

We conclude that the previously observed switching field reduction originates from a low-frequency

excitation in the YIG film and not from conventional MAS.

Figure 6.3d shows SFS21,i and SFS21,f as a function of µ0hrf,x, which is approximated by µ0hrf,x =
µ0

√
Pirr./(2Z0w2

L) [243]. Here we limit the power levels to the linear regime, i.e. Pirr ≤ −15 dBm.

We find for both SFS21,i and SFS21,f a linear dependence on µ0hrf,x. This suggests that the PSWAS is

proportional to the SW amplitude (∝ m ∝ hrf,x), not to the SW power (∝ m2 ∝ h2
rf,x). By linear fitting

(black dashed line in Fig. 6.3d) we extracted similar slopes amounting to −30±3 and −31±2 T/T for

SFS21,i and SFS21,f, respectively. We point out that for an additional static magnetic field applied in

y-direction obviously the slope would be -1. Thus PSWAS requires a 30 times smaller field amplitude

than switching with a static field. In [239] for a similar Py grating without YIG film a reduction of

the switching field (SF) from 14 mT to 7 mT was found for µ0hrf,x ' 3.5 mT, corresponding to a slope

∆SF/∆(µ0hrf,x) =−2. Hence the observed PSWAS is about an order of magnitude more efficient than

conventional MAS of a similar grating.

To determine the frequency dependence of the PSWAS, the following measurement routine was con-

ducted: The stripes were first magnetized downwards with µ0H =−90 mT and then the field increased

slowly to a positive bias field of µ0HB = 14 mT. We monitored Mag(S21) with a low Pirr = −25 dBm

to which we refer from now on as sensing power Psens. This power level was chosen such that

µ0HB < SFS21,i for Psens (cf. Fig. 6.4a and Fig. 6.1d), i.e. Psens itself was insufficient to induce switch-

ing. While staying at a fixed µ0HB, we applied a Pirr in a small frequency window firr with a range of

0.25 GHz. Pirr was increased from -30 dBm to 6 dBm in 1 dBm steps. After each power step, Mag(S21)

was measured with Psens in a frequency window from 7.5 GHz to 12.5 GHz. Figure 6.4b shows Mag(S21)

measured as function of Pirr applied from firr = 1.5 GHz to 1.75 GHz. Similar to the mode transitions

found for increasing µ0H , we observe a transition from the AP-mode to the P-mode for increasing

Pirr. We denote the characteristic switching power levels SPS21,i and SPS21,f. Again we add Mag(S21)

amplitudes in the vicinity of the AP-mode (enclosed by blue dashed lines) and P-mode (enclosed by

orange dashed lines). We use the 50 % signal strength criterium to quantify SPS21,i and SPS21,f, 70 %

and 30 % transitions are extracted to quantify the switching power distribution (Fig. 6.4c). The mea-

surements were repeated for different firr altered from 1 GHz to 13.25 GHz in 0.25 GHz wide windows.

Figure 6.4d shows the signal strength of the AP-mode color plotted as a function of firr and Pirr. It can

be interpreted as diagram of the stripe magnetization below CPW1. For strong signal of the AP-mode

(yellow colored area), stripes at CPW1 are pointing downwards. For low signal (blue area) stripes at

CPW1 are switched upwards. The 50 % transitions are marked as black dots in Fig. 6.4d, 70 % and 30 %

transitions as error bars. We note that there are several dips in the diagram, were a low Pirr is required

for switching.

In Fig. 6.4f we plot Mag(S11) at 14 mT and -30 dBm for comparison. It is apparent that the dip frequen-

cies in Fig. 6.4d match peak positions in the SW absorption spectrum (indicated by read arrows). The

lowest SPS21,i amounts to only 12.6 µW and is located at firr = 1.5 GHz to 1.75 GHz closely followed

by 13.6 µW at firr = 1.75 GHz to 2.0 GHz. Both regions are in the vicinity of the k1 mode in the YIG

film which peaks at 1.7 GHz. There are three dips at the frequency range where the eigenresonance of

the Py stripes is expected. The corresponding SPS21,i amounts to 0.69 mW, 1.91 mW, 1.13 mW at firr

starting at 9.25 GHz, 10.75 GHz, 11.75 GHz. We conclude that indirect switching by excitation of the k1

mode in YIG is more than 50 times more efficient than MAS of the stripes itself. Figure 6.4e shows a

color plot of the P-mode. It can be interpreted as switching diagram of stripes at CPW2. Strikingly, we

found switching of the remote stripes at CPW2 for powers as low as SPS21,f = 58.4 µW. The minimum

SPS21,f was required for firr = 1.75 GHz to 2.0 GHz, which is again close to the k1-peak. We note that the

minimum SPS21,f is about 4 to 5 times larger than the minimum SPS21,i. We attribute the larger SPS21,f

to the spatial decay of propagating SW amplitudes. Based on the intrinsic Gilbert dampingαi = 9×10−4
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used to measure Mag(S21). We selected a positive bias field µ0HB = 14 mT (indicated by yellow
dashed line), at which stripes are not yet switched upwards at Psens. b Staying at µ0HB = 14 mT
a Pirr was applied in 0.25 GHz windows (exemplary plotted for firr = 1.5 GHz to 1.75 GHz)
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12.5 GHz. A transition from the AP-mode (blue dashed lines) to the P-mode (orange dashed
lines) as function of Pirr is observed. c We quantify switching powers SPS21,i and SPS21,f by
evaluating the 50 % transitions of the respective mode signal strengths. Measurements were
repeated for different firr windows covering 1 GHz to 13.25 GHz. d shows the amplitude of
the AP-mode color-plotted as function of Pirr and firr. Yellow (blue) indicates the parameter
regime for which stripes at CPW1 were magnetized downwards (upwards). Black dots indicated
SPS21,i, the error bar 70 % and 30 % transitions. Minima in SPS21,i agree well with peaks in
Mag(S11) shown in f for -30 dBm. e shows the switching diagram of CPW2 (signal strength of
the P-mode). The dip corresponds to the k1 SW mode, propagating from CPW1 to CPW2. e
indicates Mag(S21) depicted for −30 dBm (below SPS21,i) and −15 dBm (above SPS21,i). The
switching of CPW1 has little influence on the k1 mode. However the peak at 2.8 GHz is not
present anymore at −15 dBm, which might explain the lack of a dip in e at this frequency
range.

of the YIG film, we calculate a required factor of 1.4 to match SW amplitudes of the k1 mode at CPW1

and CPW2 (details in Appendix A.4.1). However it is expected that the effective damping is larger due

to magnon-magnon scattering in the in-plane field configuration, energy transfer to the grating and

radiative loss [244] due to the inductive coupling with the CPWs.

We further point out that as stripes at CPW2 switch at a higher Pirr than at CPW1, the SW emission of

CPW1 with stripes switched upwards (black line in Fig. 6.4g for -15 dBm) is relevant. We found that the

k1-mode depends little on the magnetic configuration of CPW1. However the peak at 2.8 GHz observed

in Mag(S11) and Mag(S21) at −30 dBm is vanished after CPW1 is switched. This might explain why

there is a deep dip of SPS21,i = 69.0 µW for firr = 2.75 GHz to 3.0 GHz in Fig. 6.4d, which is completely

missing in SPS21,f (Fig. 6.4e).
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6.1. Switching of Py stripes with propagating spin waves

To conclude, using AESWS and MFM we evidenced assisted switching of Py nanomagnets by SWs

propagating in the YIG film. PSWAS was most efficient via the excitation of the k1 mode of the CPW in

the YIG film. In the vicinity of the k1 frequency, a power of 12.6 µW was sufficient to switch stripes at

CPW1 at a bias field of 14 mT. When the microwave power was applied for frequencies in the regime of

direct MAS of the Py grating, the required power was more than 50 times larger. For stripes at CPW2

separated by more than 25 µm from CPW1, the static switching field ≥ 33.4 mT (measured at -30 dBm)

was reduce to 14 mT by exciting SWs with a power of only SPS21,f = 58.4 µW at CPW1. For low powers

we observed a linear dependence of the switching fields on the calculate dynamic magnetic field of the

CPW. This observation suggests that PSWAS is proportional to the SW amplitude. The switching field

reduction found by applying a µ0hrf,x in the linear regime was ∼ 30 times larger that for applying a static

field oppositely to the stripe magnetization. We speculate that due to the low Gilbert damping of the

YIG, the effect of a µ0hrf,x is resonantly enhanced. The microscopic origin of the PSWAS is still unclear

at this point and subject to future studies. We assume that exchange coupling and spin-pumping at the

YIG-Py interface might play a significant role. In both cases energy is transferred from the low-damping

YIG (larger SW amplitudes) to the Py stripes. A combination of thick YIG (energy source) and thin Py

stripes (energy sink) seems favorable to optimize the energy transfer.

Our results are promising for the realization of a holographic magnonic memory, where bits are written

and read out by SWs. Compared to a traditional HDD with a single read and write head, magnonic

memory would allow for ultra-fast parallel read out of many bits at the same time. In this work PSWAS

was demonstrated at small bias fields. This means to erase and rewrite the memory, a refreshment cycle,

where all the nanomagnets are magnetized downwards would be required. At this point it is still unclear

weather toggle-switching without bias-field is achievable in an optimized sample. Toggle switching was

recently demonstrated by spin troque mediated through an antiferromagnetic insulator [245]. Also it is

thinkable to substitute the bias field with a voltage bias by using magnetoelectric nanomagnets [246].

For wave-computation with magnons, the outcome of an logic operation is often encoded in the SW

amplitude. PSWAS provides a direct pathway to store computed SWs amplitudes without the necessity

to convert SW signals into the electrical domain. Magneto-electric conversion losses are seen as one of

the largest obstacles to magnon computing [60]. We further point out that magnonic memory might be

as suitable candidate for in-memory computing. As observed in AESWS measurements, the magnetic

state of the nanomagnets change the spectra of transmitted SWs, e.g. could be used to weight the

connections between artificial neurons in a neuronal network connected by magnons.
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7 Summary and Outlook

In this thesis we investigated the control, excitation and storage of SWs at the nanoscale. This chapter

provides a short summary of the main research outcomes and an outlook on possible future studies.

Magnetic defects as nanoscale phase shifters

We fabricated prototypical 1D MCs out of closely spaced CoFeB nanostripes with a periodicity of

p = 400 nm and p = 600 nm. An individual stripe in the middle of the 1D MCs was prolonged and could

be selectively magnetized oppositely to the others. AESWS measurements showed a modification of

phases and amplitudes of SWs which propagated across the defect between two CPWs. Intriguingly,

the measured phase shifts were tunable by the application of a magnetic bias field and ranged from

zero at H = 0 to almost π, when a bias field just below the switching field of the defect was applied.

Using space- and phase-resolved µBLS measurements, we found that the phase shift occurred within

the tailored defect itself, which had a width of only 325 nm. We explained the phase shift by a different

effective magnetic field experienced by the defect when a bias field was applied. Thereby the dispersion

relation was shifted in frequency and SWs in the defect adapted their wave vectors accordingly. In the

AESWS and µBLS measurements phase shifts close to π were concomitant with a significant reduction

in amplitude, which was unwanted for the application as a phase shifter.

Strikingly, using micromagnetic simulations we found that for specific bias fields phase shifts of close

to π were achieved without a significant drop in amplitude. The simulations suggested that the trans-

mission across a magnetic defect increased again, once the bias field was large enough to shift the SW

resonances of the defect at the driving frequency to the second miniband. Such a nanoscale π phase

shifter with low transmission loss would be of high relevance for SW logic gates based on interference

of phase-controlled SWs and for analog microwave applications.

The promising simulation results might be a starting point for further experimental work. In the

experimentally investigated samples, the simulated bias fields for π phase shifts and low attenuation

were above the experimentally observed switching fields of the magnetic defect and thus could not

be addressed. Future studies might employ materials with magnetocrystalline anisotropy in order to

increase the switching fields of nanostripes and study MCs with larger lattice periods such that the

frequency spacing between minibands is smaller and higher minibands require lower bias fields.

From an application point of view, it would be advantageous to achieve phase-control without re-

quiring the application of a bias magnetic field. Electromagnets are high in energy consumption and

magnetic fields might need to be shielded between different logic cells in an integrated device. In

Ref. [50] we therefore proposed to manipulate the effective field inside a magnetic defect via a magnetic

anisotropy induced by inverse magnetostriction [150]. When fabricated on a ferromagnetic substrate,
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Figure 7.1 – (a) Sketch of an all-programmable 1D MC. Neighboring nanostripes are connected by
magnetic half-circles to form a continuous magnetic nanowire. At one end of the MC the magnetization
in the wire can be written by the magnetic field of a current-carrying wire. By applying current pulses
along the nanowire, magnetic domains can be shifted and the magnetic state of the MC can be fully
reprogrammed. (b) By applying a pulse of correct length the magnetic order might be changed directly
from the P-state to a quasi AP-state.

the anisotropy could be controlled by an electric field [151, 152].

By tuning the magnetic history, we addressed three different magnetic states in the investigated 1D

MCs: The P-state with all stripes magnetized in parallel, the AP-state where every second stripe was

magnetized in opposite direction and a defect state with an individual stripe magnetized oppositely

to the others. In principle many more magnetic states are possible. For further periodically ordered

states, (e.g. every third stripe magnetized oppositely) we expect additional distinctive band structures.

This would be promising for realization of adjustable microwave filters, where many different band

structures (i.e. pass- and stopbands) can be programmed. Also it would be interesting to introduce

several magnetic defects. With defects in series, the phase shifts might add up and instead of changing

the effective field of the defects, the phase might be controlled by selecting the number of switched

nanostripes. In Fig. 7.1 we propose an approach how an all-programmable 1D MC might be experimen-

tally realized. Inspired by the magnetic racetrack memory [247], we propose that magnetic nanostripes

are interconnected by half-circles at their ends, such that a continuous serpentine nanowire is formed

as sketched in Fig. 7.1a. In the beginning of the 1D MC the width of the nanowire is increased to from a

writing pad, where the magnetization direction can be written by the application of a local magnetic

field generated by an electric wire (writing field). By applying a current pulse along the nanowire,

the magnetic domain of the writing pad can be driven into the MC [248–250]. By this mechanism a

multitude of tailored magnetic states might be programmed. By using a current pulse of correct length,

it might be possible to switch directly from a P-state to a quasi AP-state as sketched in Fig. 7.1b. Further

individual stripes might be magnetized into a multiple domain state. Thereby the phase and amplitude

of a plane wave might be spatially modulated. Tailored wave front shaping would allow to steer and

focus SW beams [251, 252].

Interfacing microwaves with short-waved spin waves

We fabricated 1D grating couplers out of Py nanostripes on a thin YIG film. By TR-STXM we recorded

for the first time magnonic GC modes with spatial and temporal resolution. We observed that the

excited wave vectors underneath the GC matched the reciprocal lattice vector G or a multiple of it.

An additional unanticipated wavelength conversion was found at the interface of GC and bare YIG.

Counterintuitively, SWs exhibited even larger amplitudes in the bare YIG, which we attributed to a

change in group velocity while the energy flow stayed conserved. The measurements suggested that

magnons were efficiently coupled out from the GC into the bare YIG without significant back-reflection
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at the boundary. This is very promising for the application of GCs as efficient transducers between

electromagnetic and spin waves. We note that in AESWS measurements, electrically detected reflection

and transmission signals were still of small amplitude. Further studies might aim at improving the

power transfer from the CPW antenna to the GC itself. For efficient coupling of electromagnetic waves

to surface acoustic waves, commonly interdigital transducers are used, which are designed with a large

static capacitance [253]. In analogy we suggest designing CPWs with an increased total inductance. For

example meander shaped CPWs [254] with a larger total length might be employed to cover a wide GC

surface.

We also demonstrated an alternative approach for short-waved SW generation, which only required

photo-lithography during the fabrication. Magnetic mCPWs with micrometer-scale lateral dimension

were prepared out of a magnetic Fe bottom layer and a high-conductance Au top layer, both fabricated

on a YIG thin film. When a magnetic field was applied perpendicular to the mCPW, broadband SW

excitation and transmission with wave lengths down to 100 nm was measured by AESWS. Thermal

µBLS measurements and micromagnetic simulations showed that the Fe layer introduced a stray field

in the YIG film and thus shifted the resonance frequency in the vicinity of the mCPW. SWs which were

excited in the stray field of the mCPW at a high frequency experienced a decrease of the effective field

when they propagated away from it and consequently their wave length took smaller values. Magnetic

mCPWs represent an easy-to-fabricate broadband microwave-to-magnon transducer. As suggested

in our publication [59], for optimized mCPWs the magnetic layer might be embedded into the SW

medium in order to increase the stray field exposure of the thin film and hence generate shorter SWs.

We have demonstrated in micromagnetic simulations that wave lengths below 40 nm are achieved

with an optimized design. Further we proposed to employ magnetic materials with growth-induced

anisotropy for the mCPW, such that a large stray field is also generated without the application of an

external magnetic field.

Magnonic memory

During the investigation of the GC samples, we discovered switching of the Py nanostripes induced by

propagating SWs in the YIG film. Using AESWS and MFM measurements, we studied the switching of

nanostripes as function of microwave power, frequency and bias field. We found that the switching

was most effective at the frequency of the k1 mode of the CPW in the YIG film. At a bias field of 14 mT,

nanostripes more than 25 µm away from the emitter CPW were switched by propagating SWs excited

with a power of only 58.4 µW. We found a linear dependence of the switching field on the SW amplitude

in the YIG film. Magnetization switching of nanomagnets by propagating SWs opens up the possibility

to store information by using magnons in a non-volatile manner. We termed out discovery therefore as

magnonic memory.

The presented findings might mark a starting point for more intensive research on the topic. Still the

microscopy mechanisms which mediated the switching process are unclear. Samples with different

interface layers between YIG and Py are required to address the dependencies of the switching process

on dipolar- and exchange-coupling as well as on spin-pumping effects at the interface. Measurements

with short SW pulses are also required to learn about the time-scale of the switching process. We hope

that an optimized magnonic memory will allow for toggle switching of nanomagnets by pulsed SW

wavelets.
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A Supporting Information

This Chapter contains supporting information (SI). Supplementaries of published paper have been

reformatted, the content was not modified.

A.1 SI – Phase control of spin waves based on a magnetic defect in a

one-dimensional magnonic crystal

This section provides supporting information for publication Ref. [50] reprinted in Section 4.1.

A.1.1 Spin wave spectra for increasing H of MC2
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Figure A.1 – Grey scale plot of (a) reflection signal a11(H) and (b) transmission signal a21(H)
of MC2 for increasing H , after saturation at µ0H =−90 mT. Relevant field values H ′

SW1, H ′
SW2

and H ′
SW3 are marked.

A.2 SI – Nanoimaging of Ultrashort Magnon Emission by Ferromag-

netic Grating Couplers at GHz Frequencies

This section provides supporting information for publication Ref. [50] reprinted in Section 5.1.
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A.2.1 Sample fabrication.

All samples were prepared on 100 nm thick YIG originating from the same wafer. The YIG had been

deposited on a 3-inch wafer via liquid phase epitaxy and purchased from the company Matesy GmbH

in Jena, Germany. The nanogratings were fabricated from 20 nm thick Py (Ni81Fe19) deposited via

electron beam evaporation on the YIG. The gratings were written with electron beam lithography

(EBL) using negative hydrogen silsesquioxane (HSQ) resist and subsequently transferred into the Py by

ion beam etching. The etching time was optimized for the Py thickness so that overetching into the

YIG was minimized. Coplanar waveguides (CPWs) were fabricated on top of the nanograting using

lift-off processing after EBL and evaporation of Ti/Cu (5 nm/110 nm). The substrate was thinned both

mechanically and by focused ion beam etching from the back side to allow for X-ray transmission

experiments [186].

A.2.2 Time-resolved STXM.

Synchrotron-based time-resolved STXM (TR-STXM) was conducted at the Maxymus endstation at

BESSY2, HZB, Berlin, Germany. We measured with monochromatic X-rays with an energy of 710.3 eV,

which corresponds to the L3 absorption edge of Fe in YIG. The X-ray beam was circularly polarized and

the incidence angle was normal to the sample surface. In this configuration its absorption is sensitive

to mz [255]. We estimate that the XMCD contrast at the used energy is similar for Py and YIG [256]. Due

to the five-times smaller film thickness of the Py grating the main signal is coming from the YIG film.

The beam was focused with a zone plate to a spot-size of about 20 nm on the sample surface and a

2D image was obtained by raster scanning. For measurements at 8.07 GHz a step-size of 12.5 nm was

used, for measurements at 4.07 GHz and 3.43 GHz a step-size of 25 nm. Time resolution was obtained

by stroboscopic imaging with X-ray pulses with an effective width of about ∼ 100 ps. The magnetic

field was applied using a permanent magnet system. By comparison with the AESWS data we found a

consistent shift of 1 mT, which we attribute to a systematic error of the magnet system. We readjusted

the scale of STXM measurements to account for this shift. The CPW was electrically connected on both

of its ends with silver paste to waveguides on a printed circuit board. The transmitted power during the

experiment was measured with a signal analyzer. For the shown measurement data the transmitted

power was between -6 dBm and -7 dBm.

A.2.3 Processing of TR-STXM raw data

The TR-STXM raw data contains the measured X-ray counts at each position and time step. m̃z(x, y, t ).

We normalize the raw data by dividing each spatial point by the time-average of its photon counts, i.e.

by the position dependent static transmission. By this normalization the signal becomes independent

of the photon flux, which is lower underneath the CPW than for the bare YIG. By subtracting one from

the normalized counts, we obtain a signal proportional to m̃z. For some frequencies we observed

time-varying signal which was not depending on the spatial position. We attribute this signal to a

electrical crosstalk of the microwaves and the detector. To suppress it, we subtract for every time-frame

the spatial average of the signal. This is valid as the spatial average of the magnetic signal itself is close

to zero for studied magnons with wavelengths much smaller than the measurement window. To further

improve signal-to-noise ratio (SNR), we applied a Fourier filter to select for the frequency component

consistent with the microwave driving frequency [257]. For Figure 5.1c (Figure 5.3c) we calculated for

each measurement window the fast Fourier transform amplitudes of m̃z(x, y, t ) in x-direction, average

it over time t and y-direction, and read out the peak amplitude (peak wave vector) in a reasonable
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wave vector regime ±15% around 2G (±50% around 1G). Error bars indicate the standard deviation of

peak amplitudes (peak wave vectors) evaluated separately for every row of the spatial scan.

A.2.4 All electric broadband spin wave spectroscopy.

AESWS measurements were conducted with a vector network analyzer in a microwave probe station.

Microwave probes were used to connect to the CPWs on the samples. The magnetic field was applied by

an electromagnet and controlled with a Hall sensor. For the depicted measurements an input power of

-10 dBm was used. In Fig. 2b the transmission magnitude Mag(S21) was calculate as square-root of the

sum of the squared real (Real(S21)) and squared imaginary (Imag(S21)) part after removing background

signal. This background correction was done by subtracting for each frequency the median value of all

field points. The field was applied collinear with the CPWs.

A.2.5 Magnon dispersion relation.

The purple dashed lines in Fig. 5.2b were calculated using the Kalinikos-Slavin formalism for unpinned

surface spins and Damon-Eshbach configuration [86]. As parameters we used an effective magne-

tization of µ0Meff = 176 mT, an exchange stiffness of Aex = 3.75 pJ/m and a gyromagnetic ratio of

γ= 28.0 GHz/T. The dispersion relation reads:

ω=
√

(ωH +αωMk2
n)(ωH +αωMk2

n +ωMFn) (A.1)

with Fn = 1+ (ωMPn(1−Pn))/(ωH +αωMk2
n) and

Pn =
k2
ζ

k2
n
+

2k3
ζ

k4
nL

[
1− (−1)ne−kζL

] 1

[(1+δ0n)(1+δ0n)]
.

Here n denotes to the quantization number (n = 0,1,2..) with the out-of-plane wave vector κn = nπ/L

with L being the sample thickness. kζ is the in-plane wave vector and the magnitude of the wave vector

amounts to kn =
√

k2
ζ
+κ2

n . Further terms are ωH = γµ0H , ωM = γµ0Meff and α= 2Aex/(µ0M 2
s ). The

group velocity vg = ∂ω/∂k was calculated numerically by approximating the derivative with small

increments ∆ω and ∆k, i.e. vg =∆ω/∆k.
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Figure A.2 – Excitation efficiency of the CPW. Fourier transform of the spatial profile of the
x-component of the exciting Oersted fields of the CPW. The prominent peak is denoted k1

excitation.

Figure A.3 – Snapshot of propagating magnons around x = 15 µm. At 8.07 GHz and 7.5 mT
propagating magnons with λ∼ 100 nm were still observed about 10 µm away from the outer
edge of the CPW.
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Figure A.4 – Mag(S21) of a reference sample with CPWs without GCs, fabricated on 100 nm
thick YIG taken from the same wafer. The CPWs were of identical dimension and separation as
in sample2. In contrast to Fig. 5.2a with GCs, only low-frequency branches (field-dependent
dark contrast) are visible, corresponding to the wave-vector excitation efficiency of the bare
CPW (SI Figure A.2). The field-independent (horizontal) dark stripes are an artefact from the
CPWs. We note that the CPWs of the reference sample were made of Ti(5 nm)/Au(120 nm) and
the YIG film was etched to a 90 µm×90 µm wide mesa. These changes might have slightly
altered the signal strength of the k1 mode (lowest branch) compared to sample2. For f > 14
GHz we increased the contrast of the gray-scaled Mag(S21) spectra. Due to the lack of GCs the
field-dependent high-frequency branches are missing here which are resolved on sample2
beyond 3 GHz at 11 mT.

Figure A.5 – Wavelength conversion at 3.43 GHz for sample1b. A pronounced wavelength
conversion of about 25 % at the boundary of GC and bare YIG was found also for a second
nominally identical sample: green symbol – wavelengths measured in the bare YIG film, yellow
symbols - wavelengths underneath the grating coupler (GC).
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Figure A.6 – Wavelength conversion of G1 mode for -25 mT. For negative magnetic fields, we
observed a reversed non-reciprocity with dominant emission on -x – direction. (a) Static X-ray
transmission image of sample1a at the left interface between bare YIG and GC. (b) Snapshot
of the dynamic magnetization at -25 mT and 4.21 GHz, which is chosen in the vicinity of the
G1 excitation (cf. Fig. 5.2b). The wavelength below the GC amounts to 189 nm and in the bare
YIG to 223 nm, corresponding to a wavelength increase of 18 %. We note that an increase of
signal amplitude in the bare YIG is apparent, consistent with the discussion of Fig. 5.3e.
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A.3 SI – Efficient wavelength conversion of exchange magnons be-

low 100 nm by magnetic coplanar waveguides

This section provides supporting information for publication Ref. [59] reprinted in Section 5.2.

Table A.1 – Parameters of samples investigated. In sample3 and sample6 with mCPWs con-
sisting of 17 nm thick Fe, the conversion of magnon wavelengths was smallest as the dipolar
fields did not vary the effective fields as much as in case of thick Fe. In their case the frequency
separation between branches A and B at 90 deg amounted to only 0.4 GHz (Supplementary
Fig. A.7).

Figure A.7 – Dependence of high and low frequency branches on Fe layer thickness δ in a
100 nm-thick YIG film. Using the parameters and geometry of Fig. 5.6a, the effective field
was simulated for different thicknesses δ of the Fe layer. The field was kept constant at 0.09 T
applied under θ = 90 deg. The effective field in the YIG film was extracted in the middle of
the regions RG and RL (cf. Fig. 5.6b), and the resonance frequency for k = 0 radµm−1 was
calculated (black circles). Up to a Fe thickness of about 130 nm the mode splitting is found
to increase with the Fe thickness. For larger thicknesses a saturation effect is observed. The
yellow diamonds indicate the highest and lowest resonance signal in S11 for sample1, sample2
and sample3 at 0.09 T under θ = 90 deg. For sample1 the lowest branch was not resolved at
θ = 90 deg (c.f. Fig. 5.5a). Overall there is a good agreement between resonance frequencies
calculated from simulated effective fields and and the experimental data (diamonds).
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Figure A.8 – Spectra of magnons emitted and detected by conventional nonmagnetic CPWs
(sample4). The CPWs consist of Ti(5nm)/Au(120nm). a Angular dependent reflection signals
∆S22 and b transmission signal ∆S21 at µ0H = 0.09 T measured on 100 nm-thick YIG with
a non-magnetic CPW. Red (blue) color represents 1 (- 1). The dashed vertical line indicates
where the bottom line spectrum of Fig. 5.4b is extracted. c Detailed spectrum of S21 at µ0H
= 0.09 T measured with the non-magnetic CPWs of sample4. The strongest branch belongs
to the excitaton at k1. The weaker ones to k2, k3 and k4, i.e., wavevectors transferred by a
non-magnetic CPW.

Figure A.9 – Spatially resolved magnon spectra at the mCPWs at 0.087 T. a Spectra of thermally
excited magnons in sample1 measured by µBLS for µ0H = 0.087 T and θ = 90 deg at different
laser spot positions indicated by colored circles in b the optical image taken by the BLS
microscope. The data shows similar characteristics as discussed for µ0H = 0.15 T in the main
text. We consider the same color-code concerning positions and spectra as in the main text.
The lowest frequency mode in region RL was not fully resolved due to the frequency range of
the interferometer setting, restricted to f > 2 GHz.
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Figure A.10 – Micromagnetic simulation of spin wave emission by an embedded FeCo stripe.
a Cross-sectional view of a 100 nm thick YIG film with a 5 µm wide FeCo stripe with µ0Ms =
2.45 T fully embedded. Arrows are extracted from micromagnetic simulations and display
locally averaged magnetization components in the y-z-plane. A field of 0.09 T is applied in
positive y-direction (θ = 90 deg). The color-coding of the background (legend on the right)
indicates the magnetic field |Beff|. b For comparison, the same YIG film is simulated with an
air gap of 5 µm instead of the FeCo. Using the static magnetization configurations of panels a
and b, we conducted dynamic simulations for both cases by applying a Sincpulse [258] with
a cut-off frequency of 40 GHz. The dynamic field was applied uniformly under 45 degree
in the y-z-plane with a peak amplitude of 1 mT. The simulations were conducted for 6 ns
and the normalized magnetization vectors m stored every 5 ps for each cell. We performed a
Fourier transform of the magnetization component mz in time and y-direction. The Fourier
amplitudes are displayed in c for YIG with embedded FeCo and in d for YIG with an air gap.
In e we show the difference between the data displayed in c and d, highlighting the effect of
the FeCo. All spectra of c to e are plotted with the same colorscale. From e we extract that the
FeCo stripe induces additional large wavevector spin waves in YIG compared to the air gap.
Excitation at wave vectors up to 170radµm−1 is visible in e. The corresponding wavelength
amounts to 37 nm in YIG.
Simulation details: For FeCo we assumed Ms = 1950 kAm−1, Aex = 21 pJm−1 and Gilbert
damping parameter α = 0.01, for YIG we used Ms = 143.2 kAm−1, Aex = 2.7 pJm−1 and α =
0.0005. The sample was discretized into (1; 8192; 32)(x; y ; z) cells with a mesh size of 25 x 5 x 5
nm3. In x-direction a periodic boundary conditons was used (1024 repetitions into into both
side). At the outer boundaries in y-direction the Gilbert damping of the YIG was gradually
increased to absorb spin waves and avoid back-reflection following [159].
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Figure A.11 – Phase evolution of magnons emitted by a non-magnetic CPW. a Phase-resolved
BLS data measured in region Rext at an excitation frequency of 5.34 GHz and µ0H = 0.087
T. The spatial variation of the magnon phase is consistent with a wavelength of about 340
nm, i.e., a wavevector of 18.3(±0.14)radµm−1. b Symbols show measured wavevectors of
magnons excited at different frequencies in the phase-resolved BLS. The wave vectors were
extracted by linear fitting of the unwrapped phase ∆ϕ(y), the error bars in k indicate the
standard deviation of the fitting. The solid line reflects the dispersion relation consistent with
the Damon-Eshbach geometry (θ = 0 deg) following the formalism of Kalinikos and Slavin [86].
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A.4 SI – Chapter 6: Magnonic memory
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Figure A.12 – a Layout of the GC sample. Two CPWs (blue color) with a total length of 121.6 µm
are separated by a center-to-center distance of 35 µm. Below each CPW , three 25 µm long Py
GCs are arranged. The edge-to-edge distance of neighboring GCs amounts to 15 µm to avoid
dipolar interactions. Every second stripe of the GCs is prolong on both sides by 1 µm. b SEM
picture showing both CPWs with GCs. c Zoom in on the end of one of the GCs.
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Figure A.13 – a Exemplary Mag(S11) for Pirr. =−25 dBm. We track a characteristic mode of
the AP-configuration (blue dots) and the P-configuration (orange dots). b We quantify SFS11,i

(SFS11,f) by evaluating the decay (rise) of the signal strength to 50% of its maximum in respect
to the noise floor (estimated from area between the gray dashed lines in a). c SFS11,f decays
faster than SFS11,i and the two SFs are separated by less than 1 dBm (power resolution of the
measurement) for Pirr. ≥−15 dBm.
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Figure A.14 – Power dependence of resonance frequency fres (red color) and full width half
maximum (FWHM) of the k1 peak in Mag(S11) extracted by fitting with an Lorentzian function
at µ0h =−10 mT. Above Pirr. =−9 dBm (indicated by dashed arrow) fres starts to decrease with
increasing power. Reduction of fres is an indication for the non-linear regime of SW excitation.
Around the same Pirr. the FWHM starts to increase significantly.

A.4.1 Estimation of spin wave decay

To extract the intrinsic Gilbert damping αi of the YIG film we measured the linewidth broadening

with perpendicular-to-plane magnetic fields up to 500 mT. A CPW with a broad signal line of 20 µm

width was used, which excites SWs at a k1 ' 0, i.e. at the ferromagnetic resonance (FMR). Figure A.15

shows the extracted full width half maximum (FWHM) of the FMR mode in Mag(S11) as function of

its resonance frequency. We found a slope of m = 0.0031. The linewith broadening depends on αi

following [259]

δ f = |γ|
2π

µ0∆H +2αi f ,
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where γ is the gyromagnetic splitting factor and ∆H the inhomogenouse line broadening. δ f is the

linewidth of the imaginary part, which can be estimated by dividing the linewidth of the magnitude

with a factor of
p

3 [260]. Accordingly we calculate αi = m/(2
p

3) = 9×10−4. The decay of the power is

proportional to A2
CPW1/A2

CPW2 = 0.70. The amplitude decay length ld is calculated by ld = τ ·vg, where
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Figure A.15 – FWHM of the FMR peak in Mag(S11) determined with a flip-chip measurement
with the field applied out-of-plane. The FWHM increases with the resonance frequency with a
slope of 0.0031 (fitted by green line).

τ= 1
2πα f is the relaxation time and vg the SW group velocity. Figure A.16 shows vg calculated for 14 mT

using Kalinikos-Slavin formalism for unpinned surface spins and Damon-Eshbach (DE) configuration

with the YIG parameters µ0MS = 176 mT, Aex = 3.7 pJ/m and γ = 28.0 GHz/T. For a wave vector of

k1 = 0.85 µm/rad we obtain vg = 1.9 µm/ns. The decay length at k1 and f = 1.70 GHz amounts then

to ld = 198 µm. For a propagation distance of s = 35 µm the amplitude decay from CPW1 to CPW2

calculates

ACPW2/ACPW1 = e−s/ld = 0.84.
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Figure A.16 – Group velocity vg of of DE SWs calculated based on Kalinikos-Slavin formalism
for a 100 nm thick YIG film at 14 mT. At k1 = 0.85 µm/rad (marked by black arrow) the group
velocity amounts to 1.9 µm/ns. We further mark the wave vector of the first and second grating
coupler mode GC and 2GC of a grating with periodicity of 200 nm.
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B.1 Fabrication of NiFe gratings on YIG

This Section provides a detailed process flow for the fabrication of nanogratings on YIG. The process

flow was optimized for tools available at CMi cleanroom facilities at EPFL.

For fabrication a 10 mm x 10 mm chip of YIG on GGG substrate was used. Alignment markers for

e-beam were fabricated by P. Che using standard photo-lithography and evaporation of 5 nm Ti/120

nm Au. Alternatively, e-beam lithography and subsequent lift-off processing might be applied, using

the same exposure parameters as listed below for the fabrication of the CPW layer.

1. Surface cleaning: Rinse chip with Acetone, then IPA. Dry with nitrogen and dehydrate on hot-

plate at 120°C for 20 min.

2. Attach chip with mounting wax (PELCO© Quickstick 135) into middle of a 4"-Si dummy wafer.

For safety, the edges off the chip can be additionally secured with Kapton tap. (The mounting

wax is intended to ensure good thermal transport between chip and Si wafer.)

3. Evaporate 20 nm of Py with Leybold – Optics LAB 600 H electron beam evaporator.

4. Remove chip from dummy wafer (by heating the mounting wax using a hotplate at 135°C). Clean

back side with cotton swab dipped in Acetone.

5. Surface cleaning and activation for HSQ resist: Rinse chip with Acetone and subsequently IPA.

Bath in MF CD26 Developer for 90 sec. Rinse in DI water bath for few minutes. At the CMi wet

bench in Zone 7 the water tank resistivity should become above 12 MΩ. Dehydrate chip on

hot-plate at 120°C for 20 min.

6. Cool down of 1 minute.

7. Spin coating of HSQ A2 with 4000 RPM (nominal thickness of 40 nm ) directly before e-beam

exposure. Attach a small piece of copper tape used for grounding before spin coating.

8. Mount chip on e-beam holder and ground with the copper tape.

9. Exposure with Raith EBPG5000 e-beam tool at 100 keV.

Patterns were exported with the GenISys Layout BEAMER software using a resolution of 1.25 nm

and proximity effect correction parameters β= 7.0 µm and η= 1.4. The patterns were exposed

with a beam current of 3 nA and a dose of 5300 µC /cm2. Note: The required dose can vary
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depending on the age and batch of the HSQ resist. It is recommended to write several exposures

with doses from 4000 µC /cm2 to 6000 µC /cm2. CPWs can then be written for the optimally

exposed patterns.

10. Development directly after e-beam writing: 2 min dip in CD26/NaCl solution (custom mixture:

25 g NaCl per 1l CD26). Rinsing in DI bath until resistivity exceeds 12 MΩ.

Note: Try to avoid bubbles when dipping the chip into the developer. Dipping slowly under an

vertical angle worked well.

11. Optional: Inspection of HSQ mask by SEM.

12. Pattern transfer by ion-beam etching with NEXUS IBE350 : Low-IBE program for 56 sec under

an angle of -3 deg.

13. Check via SEM if etch time was sufficient. Select best patterns for CPW fabrication.

CPW layer fabrication:

13. Rinse sample with Acetone, then IPA. Dry with nitrogen.

14. Dehydration: Use PRAZITHERM hot plate. Adjust set point to a nominal temperature of

170°C.(The actual temperature of the hot plate is around 160°C.) Place chip in middle of the hot

plate and bake for 20 min.

15. Spin coating of MMA EL9 at 4000 RPM.

16. Backing at 170°C for 10 min.

17. Spin coating of PMMA A4 at 4000 RPM.

18. Backing at 170°C for 10 min.

19. Preparing of discharging layer for e-beam: Sputtering of 10 nm Au with DP 650 sputtering system.

Chip can be placed on a dummy wafer without necessity of gluing it. RTU-Au (Au-unif) program

was used for 9 sec.

20. E-beam exposure: Mount chip and ground the surface to the holder with copper tape. CPWs

were written with a beam current of 30 nA and a dose of 500µC /cm2. The patterns were exported

using BEAMER with β= 7.0 µm and η= 0.2 and a resolution of 12.5 nm.

21. Remove Au layer: Dip into KI+J2 solution for 15 sec (at Arias Wet Bench). Rinse in DI bath (two

times for 2 min).

22. Development: 70 sec in MiBK:IPA 1:3 solution directly followed by 70 sec in IPA. Blow dry with

nitrogen. Inspect by optical microscope if resist is fully removed in exposed areas. If not, extend

development time.

23. Evaporation of CPW layer: Alliance-Concept EVA 760 (e-beam evaporator) was used at 450 mm

source-substrate working distance. Evaporation of 5 nm Ti followed by 110 nm Cu.

24. Lift-off: Thermal bath in Remover 1165 at 70°C for several hours. Metal blown away with pipette.

Optional: Use ultrasonic at low powers (level 1 and 2 in CMi Zone 13 wet bench).

Note that several steps in my process flow were chosen precautionary and had not been optimized for

time efficiency yet. For example, dehydration steps were conducted at rather low temperatures (and

hence for longer periods of time) to avoid potential overstrain by thermal expansion of the metallic

structures on the YIG surface. (I observed fractures of Au patterns on YIG after backing at 180°C for

another sample, however the critical temperature was not explored.)
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C.1 Numerical calculation of the CPW excitation profile

We assume a CPW with uniform current densities in signal and ground lines, respectively. The current

in the signal line flows in −y-direction (compare with Fig. 3.1). Each ground line carries half the current

in +y direction. We approximate the signal and ground lines by a series of infinite current carrying

wires. The magnetic field of a infinite current carrying wire is analytically calculated by [261]

µ0H = µ0I

2πR
Φ̂, (C.1)

where R =
√

(x −x0)2 + (z − z0)2 represents the radial distance from the wire center at (x0, z0) and Φ̂ is

the tangential unit vector. In the Python 3.7 script shown below, we sum over the field contributions

of many wires, spaced throughout the cross-sectional area of signal and ground lines. We assume a

current of I = 1 A in the signal line.

Listing C.1 – Python 3 script for CPW excitation profile

1

2 import numpy as np

3 import matplotlib . pyplot as p l t

4 from scipy import f f tpack

5

6 p l t . rcParams . update ( { ’ f i g u r e . f i g s i z e ’ : [ 9 , 3 ] } )

7

8 Off =1e−6

9 m0 = 4*np . pi *1e−7 # vacuum permability [N/ A^2]

10

11 #CPW geomertical parameters in [m]

12 width =2.1e−6

13 gap=1.4e−6

14 thickness = 0.11e−6

15

16 # Field read out below the CPW with distance d − half film thickness might be taken i f

CPW i s d i r e c t l y on top of film

17 d = 0.01e−6 #belwo CPW

18
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19 # f i e l d evaluted in x− d i r e c t i o n over a distance :

20 length=100e−6 # units in um

21

22 N=10000 # x− s t e p s

23

24 xnew = np . linspace ( − length /2 , length /2 , num=N, endpoint=True )

25

26

27

28 # Field of current carrying wire

29 # x−component

30 def f i e l d Z O f f ( x , y , Offx ) :

31 x = x−Offx #Offx : x−coordinate of wire center

32 r = np . sqrt ( x **2+y * * 2 )

33 phi = np . arctan ( x/y )

34 mag = 1/ r

35 return mag* np . sin ( phi ) *m0/(2*np . pi )

36

37 # z−component

38 def f i e l d X O f f ( x , y , Offx ) :

39 x = x−Offx #Offx : x−coordinate of wire center

40 r = np . sqrt ( x **2+y * * 2 )

41 phi = np . arctan ( x/y )

42 mag = 1/ r

43 return mag* np . cos ( phi ) *m0/(2*np . pi )

44

45

46 GL_off=width+gap # s h i f t of ground l i n e compared to signal l i n e

47

48 points1 = 500 # i t e r a t i n g wire center posit ion over point1 − points in x− d r i e c t i o n

49 points2 = 10 # i t e r a t i n g wire center posit ion over point2 − points in z− d r i e c t i o n

50

51 OffsetX= np . linspace ( −width /2 , width /2 , points1 , endpoint=True )

52 OffsetY= np . linspace ( 0 , thickness , points2 , endpoint=True )

53

54 Hx=0

55 Hz=0

56 for z in OffsetY :

57 for i in OffsetX :

58 # print ( i )

59 Hx = Hx+ f i e l d X O f f (xnew , d+z , i ) −0.5* f i e l d X O f f (xnew , d+z , i −GL_off ) −0.5* f i e l d X O f f (xnew , d+z , −

i +GL_off )

60 Hz = Hz+ f i e l d Z O f f (xnew , d+z , i ) −0.5* f i e l d Z O f f (xnew , d+z , i −GL_off ) −0.5* f i e l d Z O f f (xnew , d+z , −

i +GL_off )

61

62 Hx = Hx/ ( points1 * points2 ) #normalize by number of points . Total current in signal l i n e

i s 1 Ampere

63 Hz = Hz/( points1 * points2 )

64

65 f , ( ax1 , ax2 ) = p l t . subplots ( 1 , 2)

66 ax1 . plot (xnew*1e6 , Hz, l a be l ="hz" )

67 ax1 . plot (xnew*1e6 , Hx, l a be l ="hx" )
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68 ax1 . set_xlim ( −10 ,10)

69 ax1 . legend ( )

70 # p l t . hl ines ( y =0.2999199 ,xmin=xnew[ 0 ] * 1 e6 , xmax=xnew[ −1]*1 e6 , l i n e s t y l e = ’ dashed ’ )

71 ax1 . s e t _ x l a b e l ( ’ Position ( micrometer ) ’ )

72 ax1 . s e t _ y l a b e l ( ’ Field (T) per 1 Amper input ’ )

73 ##

74 f tX= ff tpack . f f t (Hx)

75 f tZ = ff tpack . f f t (Hz)

76

77 k=np . arange ( len ( f tX ) ) *np . pi *2*1e−6/ length

78 ax2 . plot ( k , np . abs ( f tX ) , l a be l ="hx" )

79 ax2 . plot ( k , np . abs ( f tZ ) , l a be l ="hz" )

80 ax2 . legend ( )

81 ax2 . s e t _ x l a b e l ( ’ k_x ( rad/um) ’ )

82 ax2 . s e t _ y l a b e l ( ’FFT amplitude ( arb . units ) ’ )

83 ax2 . set_xlim (0 ,10)

84 p l t . t ight_layout ( )

85 p l t . show ( )

86 p l t . s a v e f i g ( ’ CPW_Field . pdf ’ )
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Figure C.1 – Output file of the Python 3 script. The results are in very good correspondence
with more involved Comsol Multiphysics® simulations (cf. Fig. 3.2).
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