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Résumé

Une fonction importante du cerveau est d’analyser l’information sensorielle et d’ajuster

le comportement animal en fonction de l’expérience passée. Pendant un apprentissage

émotionnel, les perceptions sensorielles aux effets de renforcement, aussi appelés stimuli

inconditionnés (SI), influencent la perception d’un stimulus sensoriel à priori inoffensif. Le

noyau latéral de l’amygdale (LA) est une région du cerveau impliquée dans l’intégration du

stimulus inoffensif et inconditionné. Ce noyau représente la porte d’entrée vers le reste du cir-

cuit des structures amygdaliennes. Les structures du cerveau qui projettent l’information du

SI au LA sont encore méconnues. Cependant, des études désignent l’insula postérieure (ou

cortex insulaire postérieur), qui traite l’information somatosensorielle nociceptive, comme

une région potentielle pour la source d’information du SI. Le réseau local de neurones

dans le LA est composé de neurones excitateurs principaux (ou neurones de projection) et

des interneurones inhibiteurs ; ces derniers jouent un rôle primordial dans le contrôle de

l’activité locale et de la plasticité. Afin d’étudier la connexion entre l’insula postérieure

et les neurones du LA, nous utilisons une méthode dite de cartographie de circuit par

l’intermédiaire d’outils optogénétiques en combinaison avec des lignées de souris « Cre

» qui permettent l’identification génétique de types cellulaires. Notamment, nous avons

utilisé la lignée VGluT2Cre, qui marque des cellules excitatrices, ainsi que les lignées VIPCre

et SOMCre pour marquer deux types d’interneurones inhibiteurs. Nous avons trouvé que

les neurones VGluT2Cre+ reçoivent un fort signal excitateur ainsi qu’un signal inhibiteur

indirect de l’insula postérieure. Le signal excitateur est suffisant pour générer un potentiel

d’action, et ainsi induire une activité neuronale locale. Les interneurones VIPCre+ sont mo-

dérément excités par l’insula postérieure, et reçoivent un fort signal inhibiteur indirect. Les

interneurones VIPCre+ et SOMCre+ reçoivent aussi tous deux un signal excitateur indirecte
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Résumé

qui résulte sans doute de l’activité locale engendrée par les neurones principaux. Enfin, les

interneurones SOMCre+ reçoivent une excitation modérée ainsi qu’une inhibition indirecte

de la part de l’insula postérieure, malgré un taux de connectivité élevé. Cette étude soutient

l’idée de l’insula postérieure comme une possible voie par laquelle l’information du SI est

transmise au LA, avec le potentiel d’activer les neurones principaux du LA. En revanche, cette

étude suggère que l’effet désinhibiteur sur les neurones principaux du LA par l’intermédiaire

des interneurones VIP, qui a été observé lors d’études précédentes, est le fruit de signaux

afférents supplémentaires, incluant probablement un signal neuromodulateur. Au travers

des enregistrements systématiques des connexions entre l’insula postérieure et les différents

types cellulaire du LA, cette étude offre un accès à une meilleure compréhension des règles

de connectivité locale qui gouvernent l’activité des circuits amygdaliens en réponse à un

signal de source corticale éloignée.

Mots clefs : amygdale, cortex insulaire, connexion excitatrice de longue portée, transmis-

sion synaptique, optogénétique, neurones excitateurs, interneurones inhibiteurs, inhibition

indirecte, désinhibition.
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Abstract

An important function of the brain is to analyze sensory information, and to modulate

animal behaviour according to previous experience. During processes of emotional learn-

ing, sensory percepts with a reinforcing quality, also called unconditioned stimuli (US),

influence the quality of innocuous sensory stimuli. A brain structure involved in the inte-

gration of innocuous and reinforcing sensory stimuli is the lateral amygdala (LA), an input

station to further amygdalar circuits. Little is known about which upstream brain regions

convey US-information to the LA; however, evidence indicates that the posterior insular

cortex, which processes nociceptive somatosensory information, might be a candidate. The

LA microcircuit is composed of principal neurons and inhibitory interneurons; the latter

play a prominent role in the control of local activity and plasticity. To investigate how the

posterior insular cortex might recruit LA neurons, we used optogenetically-assisted circuit

mapping in combination with genetic identification of cell types with Cre-mouse lines.

Specifically, a VGluT2Cre mouse line, producing a marker for excitatory neurons, and VIPCre

and SOMCre mice as markers for two classes of inhibitory interneurons, were used. We found

that VGluT2Cre+ neurons received strong excitatory and feedforward inhibitory inputs from

the posterior insular cortex. The excitatory input was sufficient to induce action potential

firing, hence engaging the local circuit. VIPCre+ interneurons were moderately excited by

posterior insular cortex input, and received strong feedforward inhibition. Both VIPCre+

and SOMCre+ interneurons also received feedforward, polysynaptic excitation, likely the

result of the activity of local principal neurons. Finally, SOMCre+ interneurons received

moderate excitatory and feedforward inhibitory input from the posterior insular cortex, and

their connectivity probability was high. This study supports the notion that the posterior

insular cortex can convey US-information to the LA, with the potential to strongly activate
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Abstract

LA principal neurons. However, it suggests that a disinhibition of LA principal neurons

through VIP interneurons, which has been observed in previous studies, might be shaped

by additional afferents, possibly including neuromodulatory inputs. Through systematic

recordings of input connections to defined neuron types in the LA, this study provides an

entry point to the understanding of the synaptic connectivity rules that govern the activation

of amygdalar circuits by incoming long-range cortical inputs.

Keywords: amygdala, insular cortex, long-range excitatory connection, synaptic transmis-

sion, optogenetics, principal neurons, inhibitory interneurons, feedforward inhibition, dis-

inhibition.
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1 | Introduction

One fundamental function of the brain is to process, store and recall sensory information

originating from the environment of animals and humans, which is performed by the circuits

of neurons it is composed of. The most important feature of the brain is its ability to reshape,

through the rewiring of the neuronal networks. This is made possible by the dynamic

property of the connections between neurons, called synapses. Many areas of the brain are

dedicated to the processing of sensory information. While some of the sensory information

can be innocuous, others can be of reinforcing quality with the capacity to induce plasticity,

and thereby an adaptation of the behaviour.

Through evolution, animals have developed the capacity to associate external stimuli to

internal sensation that will prompt the animal to perform appetitive behaviours contributing

to survival, such as searching for food and reproduction. On the other hand, the animal will

avoid situations that can be injury-inducing or life threatening. One type of learning which is

robust, due to its importance to survival, is aversively motivated associative learning, or "fear

learning". In the last two decades, neuroscientists have been interested in understanding this

mechanism, which allows an animal to detect and avoid danger. A behavioural paradigm,

which was used to investigate more closely the brain circuits responsible for this learning, is

fear conditioning.
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Chapter 1. Introduction

1.1 Fear learning

Fear conditioning is a behavioural paradigm, which is a variant of classical pavlovian con-

ditioning, during which an animal learns to associate a neutral conditioned stimulus (CS),

often as a sound, to an aversive unconditional stimulus (US), often a footshock, which

induces a defensive behaviour. When the two stimuli are paired repeatedly, with the CS

preceding the US, the animal learns that the CS is a cue to the US and will respond to the CS

by displaying a strong defensive behaviour, typically freezing, or visceral changes such as

heart rate variations (LeDoux, 2000; Fanselow and Poulos, 2005). Learning can be quantified

during a recall session, during which the animal is exposed to the CS alone and the time

the animal spends freezing indicates how strongly the animal associates the CS with the US

(Tovote et al., 2015).

Lesion studies, during which damage to specific brain regions were linked to resulting

functional deficits during the behaviour have been instrumental to finding the brain areas

underlying fear conditioning. Using this method, the amygdala was established to be in-

volved in this aversively-motivated plasticity (Swanson and Petrovich, 1998; Janak and Tye,

2015).

1.2 The amygdala

The amygdala is located in the medial temporal lobe and is composed of a dozen of nu-

clei which are not structurally and functionally homogeneous. In terms of structure, the

amygdala can be divided in 3 groups which seem to be differentiated parts of the striatum

(centromedial nuclei), the claustrum (basolateral nuclei) and the cortex (see Fig. 1.1). As

for the function, the nuclei can be divided in 4 distinct groups which are involved in the

frontotemporal system, the autonomic system, the main olfactory system and the accessory

olfactory systems. Groups with a similar structure are not bound to share the same function,

thus there is little overlap between these 2 groupings. The relevant systems in this study

are the nuclei involved in the frontotemporal and autonomic systems, which belong to,

2



respectively, the claustrum and striatum structures (Swanson and Petrovich, 1998; Sah et al.,

2003).

Figure 1.1 – The amygdala complex and its nuclei in the rat. Representation of the nuclei composing
the amygdaloid complex in the rat in coronal sections. From (A) to (D), slices go from rostral to caudal.
ABmc, accessory basal magnocellular subdivision; ABpc, accessory basal parvicellular subdivision;
AHA, amygdalohippocampal area; BAOT, bed nucleus of the accessory olfactory tract; Bpc, basal
nucleus magnocellular subdivision; CeC, capsular subdivision of the central amygdala; CeL, lateral
subdivision of the central amygdala; CeM, medial subdivision of the central amygdala; CoA, anterior
cortical nucleus; COP, posterior cortical nucleus; e.c., external capsule; I, intercalated nuclei; Ladl,
lateral amygdala medial subdivision; Lam, lateral amygdala medial subdivision; Lavl, lateral amygdala
ventrolateral subdivision; Mc, medial amygdala caudal subdivision; Mcd, medial amygdala dorsal
subdivision; Mcv, medial amygdala ventral subdivision; Mr, medial amygdala rostral subdivision;
PAC, periamygdaloid cortex; Pir, piriform cortex; s.t., stria terminalis.
Adapted from Sah et al., 2003

The two sub-areas of the amygdala which are most relevant to the fear conditioning are the

basolateral complex (BLA) and the central amygdala (CEA). The BLA is composed of 3 nuclei:

the lateral amygdala (LA), the basal amygdala (BA), and the basal medial amygdala (BMA).

The BLA is differentiated from the claustrum and is often described as "cortex-like" given its

similar composition of neurons as compared to the cortex. The CEA on the other hand, is

a striatum-like structure, given that it is mainly composed of GABAergic neurons (see Sah

et al., 2003 and Tovote et al., 2015 for reviews).

The connectivity between these nuclei is very extensive and explains how the information

flows through the circuit. Namely, during fear conditioning, sensory information is thought

to enter the amygdala through the LA. The LA, in turn, projects to most of the other nuclei,

where the information will be processed in parallel, and will then converge to the CEA (Pitkä-

nen et al., 1997). The CEA finally projects to brain areas which are critical for the behavioural

expression, such as the periaqueductal gray (PAG) involved in generating freezing behaviour

3



Chapter 1. Introduction

(Tovote et al., 2016) and the hypothalamus involved in adapting physiological and autonomic

parameters such as heart beat rate (LeDoux et al., 1988; Medina et al., 2002).

Many studies have highlighted the role of these regions in fear learning. For example, impair-

ing the sensory input by lesioning the LA prevents fear learning during fear conditioning, but

does not affect innate fear responses. This suggested that the LA is not involved in general

fear, but rather in the specific association occurring during emotionally motivated learn-

ing (LeDoux et al., 1990). Additional studies using functional inactivation with muscimol

infusion in the BLA showed that when performed immediately before the training, the fear

learning was impaired (Muller et al., 1997), whereas a muscimol infusion right after training

did not affect the learned behaviour on the next day (Wilensky et al., 1999). This suggests

that the BLA is important for the acquisition of the fear memories at the moment of the

pairing of both the CS and US.

Given the large amount of multimodal sensory afferents terminating in the LA (McDonald,

1998), the LA is most likely the input station of both the CS and US stimuli during fear learning.

The temporal coincidence of both these signals in the neurons of the LA would contribute

to a Hebbian plasticity (Blair et al., 2001). Single-unit activity recordings in the LA confirmed

that many local neurons respond to both a footshock and an auditory input (Romanski et al.,

1993). Although the US activated many neurons in the LA (Johansen et al., 2010b), the CS

input only activated the neurons in the dorsolateral area of LA (LAdl) (Romanski et al., 1993).

These findings gave rise to the idea that the LAdl is the site of convergence of the CS and US

inputs (Fig. 1.2; LeDoux, 2000).

The idea of the LA being an important site of plasticity during fear learning was supported by

single-unit recordings in the LA of awake mice which showed that following fear conditioning,

the number of CS (tone) responsive neurons was increased (Quirk et al., 1995). Another

study showed that the CS-evoked response increased in the LA of rats before they showed

freezing behaviour in response to the CS, supporting that plasticity in the LA is responsible

for the fear conditioning (Repa et al., 2001).

Additionally, preventing the molecular process of plasticity in the LA was shown to pre-
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Figure 1.2 – LA units responsive to footshock and auditory clicks. (A) Units responsive to footshock.
(B) Units responsive to auditory clicks. (C) Units responsive to both footshock and auditory clicks.
ABL = basolateral amygdaloid nucleus; ACE = central amygdaloid nucleus; ALd = dorsal subdivision
of the AL; ALvl = ventrolateral subdivision of the AL; ALvm = the ventromedial subdivision of the AL;
AST = amygdalostriatal transition zone; CPU = posterior caudate-putamen; ec = external capsule;
EN = endopiriform nucleus; ic = internal capsule; and RF = rhinal fissure.)
Reproduced from Romanski et al., 1993.

vent fear learning. For example, preventing the AMPA (α-amino-3-hydroxy-5-methyl-4-

isoxazolepropionic acid) receptor recruitment in LA neurons, which is necessary in the

process of long-term potentiation (LTP), reduced the strength of auditory-cued fear learning

as well as LTP measurements in vitro upon electrical stimulation of thalamic synapses onto

LA neurons (Rumpel et al., 2005). This suggested that LTP at thalamic synapses onto LA

neurons underlies fear learning.

Presumably, following fear conditioning, a stronger response to the CS would recruit the

circuits usually stimulated by the US, thus inducing the fear behaviour (Blair et al., 2001).

A recent paper using in vivo calcium (Ca2+) imaging showed that following fear learning,

the population response of BLA neurons to a CS came to resemble the US response induced

before learning (Grewe et al., 2017). As the animal learns to associate the CS with the US,

expectation of the aversive stimulus grows leading to a decreased response in LA neurons to

the noxious stimulus (Johansen et al., 2010b).

To understand how this plasticity occurs, it is essential to understand where the US and CS

input come from and how they activate local circuits.
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1.3 Long-range synaptic inputs onto the LA

The exact circuitry which leads to the activation of neurons and their plasticity in the LA is

important to consider, especially which regions upstream of the amygdala are necessary or

sufficient to the learning process. In auditory fear conditioning, the pathways which transmit

the CS information have been extensively studied. Based on anatomical tracing studies, the

putative auditory input is known to originate from two adjacent thalamic nuclei, namely the

posterior intralaminar nucleus (PIN) and the medial geniculate nucleus (MGm), as well as

from primary, secondary and associative auditory cortical areas (McDonald, 1998). However,

lesion of either cortical or thalamic pathways did not lead to an impairment of the learning,

except if both pathways were disrupted at the same time (Romanski and LeDoux, 1992).

Nonetheless, when the MGm/PIN were electrically stimulated at high frequency in vivo, LTP

of evoked potentials was induced in the LA, showing that this pathway can contribute to

plasticity (Rogan and LeDoux, 1995).

As for the US pathway upstream of the LA, the exact origin of the aversive information

remains unknown (Herry and Johansen, 2014). Interestingly, the US signal seems to be

involved in upstream nuclei that have been classically thought to code for auditory stimuli

alone. For example, it seems that the auditory MGm and PIN also respond to the US signal

(Weinberger, 2011; Taylor et al., 2020; Barsy et al., 2020). Moreover, similarly to what was

observed in LA principal neurons, the primary auditory cortex and the MGm increase their

frequency-tuning to the CS, following CS and US pairing (Weinberger, 2007; Weinberger,

2011; Taylor et al., 2020). Other evidence suggests a role of the PAG in the aversive pathway

of the US, but no direct projection to the LA was found (Johansen et al., 2010b). This suggests

that PAG might instead induce the activation of LA neurons by recruiting another region

which projects onto the LA, or through the activation of neuromodulatory systems (Herry

and Johansen, 2014).

For many years, the investigation of the long-range inputs to LA and BA neurons in slices

was performed with electrical stimulation of the external capsule (EC) and internal capsule

(IC) which grossly mimic, respectively, "cortical" and "thalamic" inputs (Weisskopf et al.,
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1999; Huang and Kandel, 1998). This technique allowed a better understanding of the ways

plasticity might occur in the LA. For example, a study found that thalamic and cortical

afferents contact distinct spines in the same dendrites, suggesting functional interactions of

both these pathways within the same dendritic compartment (Humeau et al., 2005). Another

in vitro study was able to induce hebbian plasticity in principal neurons of the LA through

the paired stimulation of the IC followed by EC (Cho et al., 2012). While stimulation of EC

and IC fibers might activate different cortical and thalamic afferents, there are several areas

upstream of the LA, which are involved in the CS and/or US pathways, and this method fails

to distinguish them. Recently, an alternative approach, which offers more precision with

regard to the presynaptic origin of afferent fibers, has become available.

1.4 Optogenetically-assisted circuit mapping

A recently developed technique has contributed to identifying long-range connectivity in

the rodent brain. It is a technique which allows precise temporal and regional control of the

activity of different cell types or areas of the brain: optogenetically-assisted circuit mapping.

This technique relies on the use of modified rhodopsins, light-dependent ion channels, to

induce ion currents which can depolarize or hyperpolarize neurons. Channelrhodopsin-2

(ChR2), a blue light-gated cation channel, is an opsin found in the green alga Chlamydomonas

reinhardtii, which can be used to depolarize cells in which it is expressed by applying blue

light (Nagel et al., 2003). This depolarization can drive the neuron towards the threshold of

action potential (AP) firing, even evoking an AP at short ms-range delay (Boyden et al., 2005).

One of the first studies to use optogenetics to investigate long-range projections was by

Petreanu et al. (2007), who electroporated ChR2 in the barrel cortex into one hemisphere of

mice and performed in vitro patch-clamp recordings of pyramidal neurons in the contralat-

eral side. Applying blue light to the local tissue of the contralateral side resulted in excitatory

synaptic transmission which could be recorded post-synaptically. Even though axons which

expressed ChR2 were severed from their somata, they appeared to conserve their function.

Thanks to this new tool, neuroscientists could now express ChR2 in a distant brain region
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and easily check whether this distant region made a functional projection onto the region of

interest.

To ensure that the recorded responses were from mono-synaptic connections, in a subse-

quent study, Petreanu et al. (2009) applied Tetrotoxin (TTX) on the slice to block AP firing

of the neurons. Although one could stimulate the ChR2 with blue light, no AP could be

generated or propagated through the neuron due to the presence of TTX, and so synaptic

release was prevented. When 4-Aminopyridine (4-AP) was applied in combination with TTX,

potassium channels, which prevented the nerve terminals from depolarizing in response to

ChR2 activation, were blocked. As a result, when shining blue light, synapses of neurons

expressing ChR2 depolarized the synapse, allowing synaptic release. 4-AP did not however

allow poly-synaptic signaling as the input onto an interneuron for example could not lead to

an AP (see Fig. 1.3). Thus the application of TTX and 4-AP has become a standard measure

for assessing whether optogenetically-evoked excitatory postsynaptic currents (oEPSCs) are

of mono-synaptic or poly-synaptic origin.

Figure 1.3 – Scheme of the effect of TTX and 4-AP. TTX prevents the induction of APs, which prevents
synaptic transmission. Although light can depolarize the membrane potential of neurons, it is only
when 4-AP is added that the depolarization of the neuron terminals can induce synaptic transmission.
Hence, TTX and 4-AP would only allow the recording of mono-synaptic currents from long-range
projection neurons.

Another significant improvement of the method was to constrain the expression of ChR2

to specific neuron types, through the use of Cre knockin and transgenic mouse lines in

combination with Cre-activated viral vectors. Hence, in such experiments, the expression

of ChR2 was restricted to neurons which expressed Cre and through Cre-recombination

allowed the transcription of the ChR2 gene (Atasoy et al., 2008). Furthermore, the use of

adeno-associated virus (AAV) could allow a localized targeting of a brain region (Kuhlman

8



and Huang, 2008).

Over the years, many other opsins were found in algae with different properties which

could potentially be useful. Additionally, the opsins are continuously being mutated to

improve their properties such as an increased sensitivity, a reduced photobleaching and

higher temporal precision.

The advent of optogenetic stimulation technique also allowed neuroscientists to test hy-

potheses with better temporal resolution in in vivo experiments. For example, a study by

Johansen et al. (2010b) showed that replacing the US signal with optogenetic stimulation of

LA neurons, during fear conditioning, induced learning. However, the optogenetic stimula-

tion appeared to be less efficient than the natural US, given that the freezing levels were lower

during retrieval. This suggested that other processes might be necessary for the acquisition

of fear memory besides the simple depolarization of LA principal neurons. In another study

using optogenetics, Nabavi et al. (2014) showed that, in rats which had been previously fear

conditioned, inducing long-term depression (LTD) optogenetically in auditory afferents

(from the MGm and the auditory cortex) to the LA could impair fear memory. This could be

recovered following a subsequent optogenetic induction of LTP at the same afferents. These

studies provided additional evidence that plasticity in the LA is indeed necessary for fear

conditioning.

During this project, I decided to take advantage of optogenetically-assisted circuit mapping

techniques, to investigate a long-range projection using Chronos, an opsin from the Stigeoclo-

nium helveticum algae which has faster kinetics than ChR2 and an increased light-sensitivity

(Klapoetke et al., 2014).

1.5 Neuron types in the LA and feedforward inhibition circuits

As mentioned previously, the BLA is often described as "cortical-like" although it does not

have a layered organization or parallel pyramidal neuron dendrites. However, its cellular

composition is equivalent to what is found in the cortex: around 80% of the neurons are
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excitatory neurons, and around 20% are inhibitory interneurons (McDonald, 1992). Different

studies have investigated BLA neurons and confirmed their similarities with cortical neurons

in their electrophysiological behaviour as well as morphology (Washburn and Moises, 1992).

In terms of electrophysiological behaviour, the majority of principal neurons appear to

respond to depolarizing currents with a burst followed by a slowing of spike discharge, called

accommodation (Washburn and Moises, 1992; Sosulina et al., 2006). Other types were late-

spiking or didn’t show an initial burst (Rainnie et al., 1993; Washburn and Moises, 1992). In

terms of morphology, principal neurons were found to be similar to cortical pyramidal and

spiny stellate cells (Rainnie et al., 1993; Washburn and Moises, 1992; Sosulina et al., 2006).

Although the BLA doesn’t have a layer organization such as the cortex, the amygdala appears

to have a hierarchical organization, with precise connections between selective sub-nuclei,

ensuring the information travels through the nuclei in a specific order (Pitkänen et al., 1997).

The LA itself is divided into 3 sub-nuclei: the LAdl, the ventrolateral LA and the medial LA

(see Fig. 1.1). The LAdl forms unidirectional projections to the other 2 sub-nuclei which

distribute the information to other nuclei of the amygdala, which was shown with anatomical

(Pitkänen et al., 1997) as well as electrophysological methods (Samson and Paré, 2006).

Interestingly, on the public database of the Allen Brain Institute, we found in situ hybridiza-

tion (ISH) images from Slc17a6, the gene which codes for the Vesicular Glutamate Transporter

2 (VGluT2), that seemed to indicate that the neurons in the dorsal tip of the LAdl express

VGluT2 (Fig. 1.4). The fact that this population of neurons seemed to specifically express

this transporter which otherwise is mainly utilized by thalamic neurons and a few nuclei in

the brain was intriguing (Fremeau et al., 2004b). Thus, we were interested in targeting the

VGluT2Cre+ neuron population and comparing them to the other principal neurons in the

LA, hypothesizing that this difference in molecular marker might be linked to their specific

function and position in the LAdl.

Regarding the inhibitory interneuron types found in the BLA, they seem to be in general

similar to the ones found in the cortex: parvalbumin-expressing interneurons (PV-INs)

which, as in the cortex, target the perisomatic and distal dendritic region of principal neurons
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Figure 1.4 – Localization of VGluT2 expressing neurons. Image of In situ hybridization of VGluT2
from the Allen Brain Institute. The overlay is from Paxinos and Franklin, 2012 (Bregma -1.22 mm).
AIP, agranular insular cortex, posterior part; ASt, amygdalostriatal transition area; BLA, basolateral
amygdaloid nucleus, anterior part; CeC, central amygdaloid nucleus, capsular part; CeL, central
amygdaloid nucleus, lateral division; CeM, central amygdaloid nucleus, medial division; CPu, cau-
date putamen; DEn, dorsal endopiriform claustrum; DI, dysgranular insular cortex; GI, granular
insular cortex; LaDL, lateral amygdaloid nucleus, dorsolateral part; Pir, piriform cortex; VEn, ventral
endopiriform claustrum.

(Muller et al., 2006), somatostatin-expressing interneurons (SOM-INs) which mainly target

distal dendrites and dendritic spines of principal neurons (Muller et al., 2007), and vasoactive

intestinal peptide-expressing interneurons (VIP-INs) which target distal dendrites somewhat

more than the perisomatic compartments of principal neurons (Muller et al., 2003).

Despite grouping the interneurons according to the molecular markers mentioned above,

these interneuron groups do not seem to be homogeneous. For example, Woodruff and Sah

(2007) showed that PV-INs in the BLA could be divided into four subtypes according to their

different AP-firing properties, as well as their differential patterns of connectivity. Similarly,

using VIPCre mice, Rhomberg et al. (2018) showed that based on anatomy, molecular markers

and electrophysiological behaviour, VIP-INs in the BLA can be further divided into three

sub-groups. Recently, Guthman et al. (2020) observed that SOM-INs in the BLA could be

divided into 2 sub-populations, with one of these sub-populations exhibiting fast-spiking
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properties and functionally mediating feedforward inhibition in BLA upon optogenetic

stimulation of lateral entorhinal cortex inputs.

Given that interneurons in the LA are also innervated by cortical and thalamic afferents

(Szinyei et al., 2000), it is expected that they can be recruited by distal regions to control

local activity of neurons. For example, an in vitro slice study found that in the mouse LA,

dopamine induced a suppression of feedforward inhibition, which in turn allowed LTP to be

induced at thalamic afferent synapses onto LA principal neurons (Bissière et al., 2003). It

also appears that interneurons can control the induction of LTP at cortical afferent synapses

with LA principal neurons through presynaptic inhibition preventing the generalization

of fear through non-associative potentiation (Shaban et al., 2006). Additionally, an in vivo

study found that tetanic stimulation induced a potentiation of the excitatory postsynaptic

current (EPSC) in the "cortical" pathway on interneurons, which in turn potentiated the

disynaptic feedforward inhibition (Mahanty and Sah, 1998).

Lucas et al. (2016), using optogenetically-assisted circuit mapping, showed that in vitro opto-

genetic stimulation of MGm afferents evoked EPSCs in the majority of PVCre+ neurons in the

LA, but not in the BA. When the temporal association cortex afferents were optogenetically

stimulated, they evoked EPSCs in the majority of PV-INs in both the LA and BA. Following

fear conditioning, Lucas et al. (2016) found that cortical input to PV-INs in the LA showed

signs of LTD. Furthermore, there was a reduced γ-aminobutyric acid (GABA) release from

PV-INs specifically for synapses onto principal neurons in the LA. These findings suggested

that auditory-cued fear learning can induce overall weakening of the feedforward inhibition

that auditory thalamic and cortical inputs exert on LA principal neurons.

In the BLA, Guthman et al. (2020) found that electrical stimulation of the lateral entorhinal

cortex (LEC) in vitro elicited an excitatory input onto principal neurons as well as a feed-

forward inhibitory signal. They observed that a SOMCre+ neuron subtype, which displayed

a fast-spiking phenotype and was activated by LEC stimulation, was likely responsible for

the feedforward inhibition onto principal neurons. PVCre+ neurons, which were strongly

activated by local principal neurons, were more likely to be involved in feedback inhibition.

Due to technical limitations with the use of horizontal slices, the distinction between BA
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and LA could not be done; however, these results might be specific to the BA given that LEC

mainly outputs to the BA. This shows that the feedforward inhibitory process in the LA and

BA might be different, or could be input-specific (Lucas et al., 2016; Guthman et al., 2020).

In a recent study in GAD67-GFP mice, Polepalli et al. (2020) showed that optogenetic stim-

ulation of the auditory cortex or thalamus induced an excitatory postsynaptic potential

(EPSP) in the majority of interneurons in the LA, showing a high connectivity rate. 20% of

LA interneurons were driven to threshold with stimulation of either auditory cortical or

thalamic afferents. As a result, they could also observe feedforward inhibition evoked in

LA interneurons. This suggests that interneurons can have an additional control over the

principal neuron activity through disinhibition, the process of releasing principal neurons

from an inhibitory control.

1.6 Disinhibition as a circuit motif for associative plasticity

Disinhibition was shown to prevent inhibition and thereby to modify the information pro-

cessing of excitatory (principal) neurons, such as increasing their response gain, which can

modulate the induction of plasticity at excitatory synapses onto principal neurons (Wilson

et al., 2012; Atallah et al., 2012; Letzkus et al., 2015). In the cortex, VIP-INs are often described

as responsible for disinhibition given that they preferentially target other interneurons (Pi

et al., 2013), making them potential candidates for the disinhibition in the amygdala.

Wolff et al. (2014), in in vivo recordings of PV-INs and SOM-INs, showed that during the

footshock stimulation applied in fear learning protocols, the activity of PV-INs is reduced

(Fig. 1.5.B). On the other hand, their forced optogenetic activation during the footshock

impairs learning, while their optogenetic silencing during the US improved the fear learning.

On the contrary, during the CS, some PV-INs appeared to be excited which led to an inhi-

bition of SOM-IN, which in turn caused a disinhibition of the principal neuron dendrites,

despite the perisomatic inhibition (Fig. 1.5.A). The activation of PV-INs by auditory stimuli

was later supported by an in vitro study by Lucas et al. (2016). Possibly due to the limitations

of in vivo precise targeting, Wolff et al. (2014) did not differentiate between the LA and BA.
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However, this study proved that different sensory inputs can lead to differential activation of

interneurons, which in turn can control the activity of principal neurons. This shows the

importance to consider how each region upstream of the LA would recruit the local circuit.

Figure 1.5 – Connectivity of interneurons reported in the BLA.. (A) Scheme of the effect of the CS
on the BLA microcircuit. The CS input activated PV-INs, which inhibit SOM-INs and disinhibit
the dendrite of the principal neuron (PN). As reported by Wolff et al., 2014, adapted from Krabbe
et al., 2018. (B) Scheme of the effect of the US on the BLA microcircuit. The US input induces the
inhibition of PV-INs and SOM-INs which disinhibit the dendrite and soma of the PN, allowing the US
to activate the PN. As reported by Wolff et al., 2014, adapted from Krabbe et al., 2018. (C) Scheme of
the effect of the US and CS on VIP-INs as reported by Krabbe et al., 2019. Values of the intensities of
connections between the neurons of the LA microcircuit as reported by Krabbe et al., 2019 referring
to light stimulation of 10 ms at a holding potential of -60 mV with an ECl = -5 mV.
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Krabbe et al. (2019), in a study combining in vivo miniscope Ca2+ imaging and optogenetic

manipulations, reported that most BLA VIP-INs were activated during the US and mildly

activated during the CS. Interestingly, when Krabbe et al. investigated the brain regions

which projected to VIPCre+ neurons using a rabies-virus mediated backlabelling approach,

they found that VIP-INs and PV-INs had common input regions, with notably a differential

input depending on the location of the target neurons in the BA or LA. For example, the

rabbies approach in VIPCre+ and PVCre+ neurons in LA showed many backlabelled cells

in the auditory cortex, whereas in the BA they showed a strong ventral hippocampus or

rhinal cortex input. Although the interneurons appeared to be interconnected, the strongest

inhibition was from SOMCre+ and PVCre+ neurons onto principal neurons, showing the

importance of the disinhibition (see Fig. 1.5.C). Because in vivo optogenetic silencing of

VIP-INs during the US reduced the response of principal neurons and impaired learning

(Krabbe et al., 2019), this suggests that VIP-INs drive a disinhibition of BLA principal neurons

during the footshock.

1.7 Thesis aims

So far, US-induced signalling in the LA has been studied in awake animals or through

afferents electrical stimulations (such as the external capsule which excites all cortical inputs

indistinctly). The region which is the source of the nociceptive information to the LA during

fear conditioning is still debated. A candidate for the nociceptive input onto the LA is the

posterior insular cortex (pInsCx). This region is known to process somatosensory inputs

(Rodgers et al., 2008), and was shown to be involved in pain coding in functional magnetic

resonance imaging experiments in humans (Brooks et al., 2005). Additionally, projection

studies in monkeys, cats and rats suggest that the pInsCx projects to the LA (McDonald,

1998). Tracing experiments from our laboratory confirmed that pInsCx neurons project to the

LA. Similarly, optogenetic stimulation and electrophysiological recordings of CamKIIaCre+

neurons in the LA suggest a functional input from the pInsCx to the LA (Palchaudhuri,

unpublished).
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Because the interneurons can modulate the principal neurons gain or even plasticity, it is

important to consider the effect of long-range input on all the cell-types composing the

local circuit. The main goal of this PhD thesis was to investigate the inputs to LA neurons

originating from the pInsCx to better understand how this putative nociceptive input recruits

various genetically-identified neuron types of the LA, including VGluT2Cre+, SOMCre+ and

VIPCre+ neurons. This was done by using a combination of Cre mouse lines, for genetic

identification of the cell-types of interest, and optogenetic stimulation of long-range inputs

to record the response of different LA neurons following stimulation of pInsCx afferents.
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2 | Materials and Methods

2.1 Animals

All the experiments on laboratory mice described in this thesis were performed in accordance

with authorizations VD3274 and VD3518 delivered by the Service of Consumption and

Veterinary Affairs of the Canton of Vaud.

The strains of mice used in these experiments were backcrossed with the C57BL/6J to main-

tain a uniform genetic background. Here is a list of these strains:

• VGluT2Cre (Slc17a6tm2(cre)Lowl/J; Jackson Laboratory #016963; see Vong et al., 2011)

• VIPCre (Viptm1(cre)Zjh/J; Jackson Laboratory #010908; see Taniguchi et al., 2011)

• SOMCre (Ssttm2.1(cre)Zjh/J; Jackson Laboratory #013044; see Taniguchi et al., 2011)

• R26_LSL_tdTomato Cre-dependent reporter (B6.Cg-Gt(ROSA)26Sortm9(CAG-tdTomato)Hze/J;

Jackson Laboratory #007909; see Madisen et al., 2010)

• R26_LSL_H2B_mCherry Cre-dependent reporter (B6;129S-Gt(ROSA)26Sortm1.1Ksvo/J; Jack-

son Laboratory #023139; see Peron et al., 2015).

Some of these strains were bred together to take advantage of the Cre/loxP recombination

so the offspring can have fluorescence expression in the targeted cell lines. The mouse line

R26_LSL_H2B_mCherry was kindly provided by Prof. Carl Petersen (EPFL) and allowed for a

nucleus restricted fluorescence expression.
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All the mice used for histology or electrophysiological experiments were virgin males with

no prior contact to female mice, group-housed in a controlled environment with 12/12h

light/dark cycle and unlimited access to food and water. To ensure enrichment, the cages

contained a cardboard tunnel, a plastic Igloo® shelter for mice (Bio-Serv, USA) and nesting

material.

2.2 Viral injections

2.2.1 Viral vectors and injection coordinates

Virus suspension of AAV8:hsyn:Chronos-GFP (200 nL; 6.5x1012 vg/mL; UNC vector core)

was bilaterally injected into the pInsCx to perform optogenetically-assisted circuit mapping.

This method allowed us to stimulate the pInsCx afferents in a remote region with blue light

(wavelength 470 nm) to mimic pInsCx input. See coordinates of injections in Table 2.1.

To visualize the targetted cells in the mouse brain, if the strain of the mouse did not include

a Cre-dependent reporter, virus suspension of AAV8:CAG:DIO:tdTomato (200 nL; 6.5x1012

vg/mL; UNC vector core) was injected in bilateral LA using the coordinates reported in the

Table 2.1.

Coordinates relative to Bregma in [mm]
Target region Medio-lateral Anterior-posterior Dorso-ventral

pInsCx ± 4.25 − 0.96 − 3.85
LA ± 3.43 − 1.18 − 4.45

Table 2.1 – Stereotaxic coordinates relative to Bregma in [mm] used to target specific regions of
the mouse brain.

2.2.2 Surgery and virus injection

Viral injection surgeries were performed on male mice aged between 6 and 8 weeks. At

least 24h prior to the surgeries, the mice were separated into individual cages and were

single-housed until the end of the experiments. As the mice were transferred, pain-relief
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drug (paracetamol) was mixed with the water (1 mg/mL) in order to allow the mice to get

accustomed to the new taste of the water before the surgery.

Surgeries were performed in a specialized, biosafety level 2 (P2) surgery room following

the precautions and safety guidelines for handling the virus suspension and potentially

contaminated materials. On the day of the surgery, mice were first anaesthetized with

isoflurane gas flow of 3% in O2. Once they were anaesthetized, the mice were weighed and

then secured onto the stereotaxic instrument (Kopf Instruments, model 940, USA) using a

tooth bar and non-rupture ear bars (Zygoma Ear cups, Kopf Model 921). This way the head

could be fixed, but remained adjustable during the procedure of injection in order to align

the brain.

In this setup, the mouth and nose of the mouse were covered with a rubber mask and

connected to a continuous flow of 1.5 L/min of 1.5% of isoflurane in O2. To ensure the

well-being of the animal, a feedback loop warming system (Homeothermic Blanket Control

unit, Harvard Apparatus, USA) was used to maintain the temperature of the animal at 37°C

despite the anaesthesia, the eyes were also protected using ophtalmic ointment (Vita-POS®)

and the breathing of the animal was visually monitored throughout the surgery.

The fur on the top of the head was shaved and around 30-50 µL of a mix of anaesthetics,

composed of lidocain (1mg/mL), epinephrine (0.625 µg/mL) and bupivacaine (1.25 mg/mL)

diluted in saline, was injected subcutaneously. After a few minutes, the skin was covered

with Betadine® solution before being cut with small scissors. Bulldog forceps were then

used to maintain the skin opened in order to access the skull below with a good visibility.

After locating the Bregma, the brain was aligned in all angles using a pipette mounted at the

end of the stereotaxic arm and a binocular microscope (Stemi DV4, Carl Zeiss, Germany)

to measure offsets. Once the brain was aligned, small craniotomies were performed using

a drilling handpiece (Ram Power 35, Ram Products Inc., USA) to make small craniotomies

with a dental bore (H1.204.005, Komet dental, Germany) above the desired locations for the

injections (see coordinates in Table 2.1).

Alignment of the brain was re-checked after drilling and adjustements were made if needed.
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Injection pipettes were back-filled with the desired virus suspension (see section 2.2.1) and

placed above the target medio-lateral and anterior-posterior coordinates. Pipettes were

then slowly lowered in the brain until the desired dorso-ventral position while ensuring the

pipettes did not bend due to the dura matter at the surface of the brain. Once at the right

coordinates, 200 nL of virus suspension was slowly injected at a speed of 80 nL/min using a

hand-controlled hydraulic micromanipulator (MO-10, Narishige, Japan).

When the injections were completed, the bulldog forceps were removed and the skin hu-

midified with sterile saline. The skin opening was then sutured (coated Vicryl® resorbable

suture, Ethicon, USA). At the end, Betadine® cream or Betadine® solution was applied onto

the sutured wound to ensure a good healing.

Mice were left in the P2 surgery room for 6 days following surgery, during which the health

of the mice (weight, wound healing process and well-being behavioural hallmarks) was

monitored according to the veterinary authorization requirements. After this period, if the

mice had properly recovered (no loss of weight or infection), they were transferred to a new

cage and moved to a storage room. The mice were kept in the storage room for at least 2-3

weeks before they were used for experiments.

2.3 Electrophysiology

2.3.1 Brain slicing

Electrophysiological recordings were performed on animals older than 9 weeks of age, but

preferably younger than 10 weeks of age. Mice were deeply anaesthetized with 3% isoflurane

in O2 and decapitated. The following steps were all performed in ice-cold "slicing" solution

(see composition in Table 2.2) which was adjusted to the pH 7.4 with HCl titration. This

solution was saturated by continuous bubbling with carbogen gas (95% O2 / 5% CO2).

The brain was extracted from the skull and the posterior part of the brain was cut with a

scalpel in order to obtain a flat surface. The brain was then glued on its flat surface onto
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Concentrations in [mM]

Chemicals Slicing Recovery Recording
components solution solution solution
NMDG 110
NaCl 92 125
KCl 2.5 2.5 2.5
NaH2PO4 1.2 1.2 1.2
NaHCO3 25 25 25
HEPES 20 20
Glucose 25 25 10
Sodium ascorbate 5 5 5
Thiourea 2 2 2
Sodium pyruvate 3 3 3
MgCl2 10 2 1
CaCl22H2O 0.5 2 2

Table 2.2 – Extracellular solutions recipes. Three solutions were prepared for the electrophysiology
experiments, their recipes are described in this table. Concentrations are in [mM].

the specimen plate which was magnetically attached to the buffer tray filled with slicing

solution. The brain was oriented such that the anterior part was directed towards the ceiling

and the cortical pia on the dorsal part opposed the blade. Using a Leica VT1200S slicer (Leica

Microsystems, Wetzlar, Germany), 300 µm-thick-slices were cut with a PTFE-coated blade

(Ted Pella Inc., USA) once the posterior nerve of the anterior commissure could be seen. For

each slice, hemispheres were separated and moved to a storage chamber filled with slicing

solution and located in a water bath at a temperature of 34°C under continuous oxygenation

with carbogen gas.

After 7 min, the slices were then transferred in another storage chamber, located in the

same water bath, but containing a "recovery" solution (see composition in Table 2.2). After

transferring the last slice to the recovery solution, the water bath was turned off so the

temperature could slowly return to room temperature.

2.3.2 Ex vivo electrophysiology

For the recording, slices were placed into the recording chamber and secured using a grid

made of nylon thread. The recording chamber had a constant flow of oxygenated (with
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carbogen gas) "recording" solution (see composition in Table 2.2).

The patch-clamp setup was equipped with an upright microscope (BX51WI, Olympus, Japan)

equipped with an EMCCD camera (iXonEM+897, Andor Technology, Ireland). Electrophysio-

logical recordings were done using a 60x / 0.9 NA water-immersion objective (LUMPlanFl,

Olympus) and fluorescence was imaged using a monochromator (Polychrome V, TILL Pho-

tonics, Germany). Using a pulled borosilicate glass pipette of resistance 4 to 8 MΩ, filled with

intracellular solution, whole-cell patch clamp recordings were made at room temperature

(21-23°C) with an EPC9/2 patch-clamp amplifier (HEKA Elektronik, Germany), under the

control of the associated software PATCHMASTER (HEKA Elektronik).

Concentrations in [mM]

Chemicals Cesium Potassium
components solution solution
K-gluconate 145
Cs-gluconate 145
KCl 8
TEA-Cl 8
HEPES 10 10
EGTA 0.5 0.5
Na2-phosphocreatine 5 3
Mg-ATP 4 4
Na-GTP 0.3 0.3

Table 2.3 – Intracellular solutions recipes. Two solutions were prepared for the electrophysiology
experiments, their recipes are described in this table. Concentrations are in [mM].

Depending on the type of experiment, one of two types of intracellular solutions was used,

one with potassium-gluconate, and the other with cesium-gluconate (see compositions in

Table 2.3). Both solutions had an osmolarity around 300 mOsm and 310 mOsm, respectively,

and their pH were adjusted to 7.2. Some of the stock aliquots of the intracellular solutions

were concentrated 2x in order to allow the addition of 0.5 to 2% Neurobiotin (Vector Labora-

tories, USA) in some recordings, to later stain the recorded cells (see staining procedure in

the next section). Given the chloride concentration differences between the intracellular

and extracellular solutions, the reversal potential of chloride during recordings is estimated

to be around -71.8 mV.
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For activation of Chronos, light pulses were delivered by a high-power LED (CREE XP-E2,

royal blue, 480 nm, Cree Inc., USA) with a maximal measured power at the focal plane of 8

mW/mm2. The LED was controlled with a driver (BLS-1000-2, Mightex Systems, Canada)

activated with an analog signal from the amplifier, which allowed calibrated scaling of the

LED intensity. All light pulses lasted for 1 ms.

In a few experiments, in order to verify the type of currents recorded, drugs were added to

the extracellular solution. The drugs include:

• Gabazine (Biotrend, Germany) which is an antagonist at GABAA receptors

• 2,3-dioxo-6-nitro-7-sulfamoyl-benzo[f ]quinoxaline (NBQX; Biotrend, Germany) which

is an antagonist of the AMPA receptor

• TTX (Biotrend, Germany) which is a sodium channel blocker

• 4-AP (Sigma-Aldrich, USA), which is a selective blocker of some voltage-activated

potassium channels.

2.3.3 Slice processing

At the end of each experiment, the slices which had been cut between the anterior commis-

sure and the posterior amygdala were moved to 24-well plates. They were then covered with

4% paraformaldehyde (PFA) for at least 30 min at room temperature on a shaker and then

either rinsed or kept overnight at 4°C in PFA. The PFA was then washed out with phosphate-

buffered saline (PBS), for 5 min on a shaker, three times, after which the slices were stored in

the fridge until staining or mounting.

Slices in which a recording had been performed using Neurobiotin in the intracellular solu-

tion were then moved to another well-plate to undergo a staining protocol. Two solutions

were prepared for the staining, composed of different concentrations of Triton X-100 (Sigma),

Bovine serum albumin (BSA; fraction V, Sigma) and horse serum (see composition in Ta-

ble 2.4). At first the PBS in which they were covered was rinsed out and they were covered

with Solution A . The slices were then left on a shaker for at least 2 hours. Then Solution A
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was replaced with Solution B to which Streptavidin-Alexa 647 (Lifetechnologies, USA) was

added at 1:1000 dilution. Then the slices were left overnight at 4°C on a shaker. The next day,

the slices were rinsed with PBS and stored in the fridge until mounting.

Concentrations in PBS

Solution A Solution B
Triton X-100 0.3% 0.15%
BSA 0.2% 0.2%
Horse Serum 5% 2%

Table 2.4 – Solutions used for cell-fills staining. Content of the two solutions used to stain the
cell-fills.

2.3.4 Slice mounting and imaging

The slices to be mounted were first washed three times for 5 min with PBS. Then while

submerging a microscope slide (Superfrost® Plus slides, Thermo Scientific, USA) in diluted

PBS, using a brush, slices were moved from the well-plates to the slide and placed with the

patched side facing up. Once all the slices were placed on the microscope slide, excess liquid

was removed using a filter paper and left to dry for at least 3 hours.

Once the slices appeared to have dried, mounting medium solution with DAPI (Fluoroshield

mounting medium, Sigma-Aldrich) was spread on the slices and a coverslip (Menzel-Gläser,

Thermo Scientific) was placed to cover all the slices. After waiting 15 min for the medium to

dry, nailpolish was applied on the sides of the coverslip to seal the openings and prevent

further appearance of bubbles. Once dried, slides were stored in the 4°C storage.

Microscope slides were later imaged with a slide scanner VS120 (Olympus) with a 10x/0.4

NA objective. Given that the samples were thick, the focus of the microscope was manually

set to the surface of the slice on multiple ROIs for each slice.

The images from the microscope were later compared with the brain atlas from Paxinos

and Franklin (the 4th edition; 2012). If needed, the microscope images were superimposed

with atlas overlays using Adobe Illustrator software (Adobe, USA). This allowed to verify the

injection sites and identify the regions which were patched.
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When Neurobiotin was used, microscope images allowed to verify whether a staining had

successfully worked. If this was to be the case, these slices were later imaged using a confocal

microscope (SP8, Leica Microsystems) to extract a detailed z-stack of the filled cells.

2.4 Histology

2.4.1 Perfusion

The perfusion procedure was done in mice older than 10-weeks of age.

A mouse was first injected intra-peritoneally with pentobarbital (150 µg per gram body

weight) and placed back into its cage. Once the mouse stopped moving and after verifying it

had become insensitive to toe pinching, a cardioperfusion was done with around 35 mL of

4% PFA in PBS. Afterwards, the brain, which should appear blood-free was removed from

the skull and stored in around 15 mL of 4% PFA in PBS overnight at 4°C. The next day, the

brain was moved to 30% sucrose for at least 2 days in 4°C. Once the brain no longer floated

at the surface of the sucrose, the brain was stored at -80°C until the slicing.

2.4.2 Brain slicing

Brain slicing was performed on the HM 450 sliding microtome (Thermo Scientific). While

the platform was set to cool down to -40°C, the brain was placed on its posterior side in

CryomatrixTM embedding resin (Thermo Scientific) to fix it for the slicing procedure. If

necessary, the platform was adjusted in order to have the brain straight with the olfactory

bulb facing the ceiling. At this stage, a sharp blade was used to mark a region of the right

hemisphere (usually in M1) to be able to differentiate the hemispheres in the slices.

Using the sliding blade, thick slices were cut until the posterior nerve of the anterior com-

missure could be seen, at which stage slices were collected either all or every second 35 or

40 µm-thick-slices until the end of the amygdala. Slices were stored in 24-well plates at 4°C
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until I could either perform immunohistochemistry (IHC) on them or mount them.

2.4.3 Immunohistochemistry protocol

In the first attempts to perform IHC on brain slices to stain CamKIIa positive neurons, the

background fluorescence prevented from differentiating CamKIIa+ neurons (believed to

be caused by the use of anti-mouse antibody and by an insufficient tissue penetration of

the antibody). A protocol was designed to improve penetration of the tissue and gave better

images. This protocol is detailed below.

First, slices were washed with PBS 3 times for 5 min on a shaker. Then the PBS was replaced

with a blocking solution composed of: PBS with 0.3% Triton X-100 and 1% BSA. The slices

were left on a shaker at room temperature for at least 2 hours. Then the blocking solution

was removed and replaced with a primary antibody solution containing: PBS with 0.1%

Triton X-100, 1%BSA and 1:500 dilution of anti-CamKIIa mouse mAb clone 6G9 (Cayman

Chemical, USA). The slices were left to incubate in this solution on a shaker overnight at 4°C.

The next day, the slices were washed 3 times with PBST (PBS with a low concentration of

Tween) and then left on a shaker for around 1 hour to wash in PBS containing 0.1% Triton

X-100. Then the solution was washed out and slices were incubated for around 5 hours

at room temperature in a secondary antibody solution containing: PBS with 0.1% Triton

X-100, 1% BSA and 1:1000 dilution of donkey anti-mouse conjugated to Alexa-647 antibody

(Lifetechnologies). Finally, the slices were washed 3 times for 5 min on a shaker with PBST,

and then once in PBS.

At this point, the slices were either mounted or they were stored at 4°C in PBS until they

could be mounted.

2.4.4 Histology slice mounting and imaging

The procedure described here is very similar to the one described in section 2.3.4. First, the

slices were first washed 3 times for 5 minutes on a shaker with PBS. Then the slices were
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transported from the 24-well plate to the microscope slide using a paint brush and placed in

the same orientation (based on the right hemisphere marking). Given that the slices were

much thinner, they dried a lot faster than thick slices and so excess solution was simply

removed from the sides of the slide using a tissue.

Once the slices had dried, they were covered with water for around 5 seconds and then 125

µL of mounting medium (DAPI Fluoromount-G®, SouthernBiotech, USA) was placed on

the side of the slide and spread over the tissue samples by placing the coverslip on top of the

slices. The mounting medium being hydrophilic, the procedure helped remove air from the

slices before the medium was added. Once the coverslip had been placed, the mounting

medium was left to dry for around 2 hours before being stored at 4°C.

Similarly to the electrophysiological slices, the microscope slides were imaged using the same

slide scanner with a 10x objective. Later on, if needed, some slices could be imaged with a

confocal microscope in order to have higher resolution images. Images were acquired using a

widefield microscope (DM5500, Leica Microsystems) or a confocal (SP8, Leica Microsystems)

2.5 Analysis

During electrophysiological recordings, series resistance was constantly monitored and

recordings in which the value exceeded 25 MΩ or changed more than 20% were excluded

from the analysis. Additionally, if during recordings the leak current to clamp the neuron

at a potential of -70 mV became larger than -100 pA, the remaining of the recording was

discarded. No offline compensation was applied to recordings and no liquid junction poten-

tial correction was done. Analysis of electrophysiological recordings were performed with

IgorPro (WaveMetrics).

During experiments in which the electrophysiological behaviour of neurons was analyzed, a

series of 1 s hyperpolarizing and depolarizing current steps were injected in the soma. This

allowed to extract passive properties from the hyperpolarizing steps while extracting active

properties from the depolarizing steps. The analysis was performed with codes which were
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kindly provided by Olexiy Kochubey and slightly modified by Ayah Khubieh for the needs of

the recordings performed in this PhD project.

For passive properties, we extracted the membrane resistance and time constant for each

neuron. Given that some neurons had a sag in response to hyperpolarizing currents, we only

considered the peak value to avoid including the Ih current in the analysis. The same was

done while fitting the decay with an exponential fit: if there was a sag, the fit was done until

95% of the minimum was reached, otherwise, the fit was done until the steady state. After

extracting the values for all hyperpolarizing steps, an average was done for the membrane

time constant, while a linear fit was done for the peak of the voltage responses.

As for the active properties of the neurons, the number of action potentials fired for each

depolarizing step were extracted as well as the inter-spike intervals. These values allowed

us to plot the frequency of events for each current step and fitting these data with a line

provided the gain of the neuron (Hz/pA). Additionally, the inter-spike intervals were used

to determine the frequency adaptation. Indeed, each inter-spike interval is the inverted

instantaneous frequency ( f req ) between two action potentials. From the instantaneous

frequencies we extracted an early frequency adaptation and a late frequency adaptation

using these calculations: f req2/ f req1 and f reqlast / f req1, respectively. With f req1 being the

frequency between the first pair of action potentials.

When applying optogenetic protocols, each stimulus was repeated for several sweeps and

averaged. In general, single light pulse were applied every 5 s and averages are done over

12 consecutive sweeps. As for 10Hz train or pair pulses, they were applied every 12 to 20 s

and averages are done for 10 consecutive sweeps. Average peak amplitude was calculated

based on the peak of the average trace. Delay to the start of the response was calculated

as the time at 10% of the maximal amplitude subtracted by the time of the light stimulus.

Paired pulse ratios (PPR) were extracted by comparing the peak of the first event with the

peak of the consecutive event. If the PPR was larger than one, it indicated a facilitation. On

the contrary, if the PPR was smaller than one, then the synaptic connection was depressing.

All data reported in this PhD thesis is expressed as mean ± standard deviation. Number of
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recordings are reported as "n=" whereas the number of mice are reported as "N=".

Acquired images were treated with Fiji (Schindelin et al., 2012) with macros provided by

the BioImaging and Optics Platform (BIOP) at EPFL, which allowed extraction of the slide

scanner images. Cell counting was performed using a macro for cell counting in Fiji.
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3 | Results

When this project started, we were interested in investigating the connectivity between

the pInsCx, as a potential source of nociceptive input during fear conditioning, and the

input region of the LA, where the coincidence of CS and US is thought to induce plasticity.

Previous work has identified this input region to be located in the dorsal part of the LA

(Romanski et al., 1993). Coincidentally, we found in the ISH atlas of the Allen Brain Institute,

that neurons which expressed VGluT2 seemed to be located specifically in the dorsal part of

the LA (Fig 1.4). This led us to hypothesize that VGluT2 expression might be a marker for the

input region of the LA and we wanted to investigate the input these neurons received from

the pInsCx.

3.1 Anatomical characterization of LA VGluT2Cre+ neurons

To identify VGluT2-expressing neurons in the brain, which would allow us to characterize

them, we used the genetically-modified Cre-mouse line VGluT2Cre. When this strain was

crossed with the R26_LSL_tdTomato reporter mouse, we experienced an issue in the offspring

due to a high background fluorescence in the amygdala, which made it difficult to identify

fluorescent somata with confidence. Given that VGluT2 is highly expressed in the thalamus

and that the LA receives a lot of thalamic projections, we believe that this was the reason

for the high background. To avoid this issue, we chose to inject an AAV vector expressing a

Cre-dependent tdTomato fluorescent protein (AAV8:CAG:DIO:tdTomato) in the LA. Another

option was to cross the VGluT2Cre mouse with a R26_LSL_H2B_mCherry reporter mouse, in
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which the fluorescent expression is restricted to the nucleus of the neuron expressing Cre.

Using either of these methods reduced the overall neuropil fluorescence, simplifying the

differentiation of fluorescent neurons from the background.

Figure 3.1 – Comparison of Allen Brain Institute ISH with the VGluT2Cre histology. (A) Expres-
sion of Slc17a6 shown with this chromogenic ISH in a wild type animal. This image is from the
publicly available Allen Brain Institute database. (B) Widefield image of a slice from a VGluT2Cre x
R26_LSL_H2B_mCherry mouse brain. This image was inverted to have mCherry fluorescent cells
appear dark for better comparison with (A). Scale bar: 1 mm.

First, we wanted to gain a better understanding of the anatomical localization of VGluT2Cre+

neurons in the amygdala. We also wanted to investigate the overlap of fluorescent cells with

CamKIIa-expressing neurons using the approach described in Methods 2.4.3: we performed

an IHC on slices from a VGluT2Cre x R26_LSL_H2B_mCherry mouse brain. Given the ISH

images from the Allen Brain Institute (Fig. 3.1.A), we expected fluorescent cells to be mainly

located in key areas, such as the thalamus or the LA. However, on our images, the distribution

of fluorescent cells appeared to be more generalized, in particular in the cortex (Fig. 3.1.B).

The colocalization of VGluT2Cre+ and CamKIIa+ neurons was easily discernible given that

the Cre-dependent mCherry fluorescence is nucleus-targeted, while the CamKIIa IHC tends

to only stain the cytoplasm of the neurons while leaving the nucleus empty (Fig. 3.2). Our

observations were confirmed in the confocal images where we found that the Cre-reporter

expression was not limited to the LAdl, but rather to the whole BLA (see widespread red cells

in Fig. 3.2.A). This expression was also found in adjacent regions, such as the claustrum or the

cortex, but not in the Astria. As for the CamKIIa IHC, we could see a very broad population

of neurons stained, except for a low staining in the claustrum, especially in the VEn (Ventral
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Endopiriform claustrum) for example. Regarding the amygdala, there were many neurons

which expressed Cre-dependent mCherry and were, at the same time, stained for CamKIIa.

Figure 3.2 – VGluT2Cre+ neurons colocalize with CamKIIa+ neurons in the BLA. (A) Confo-
cal image of the basolateral complex of the amygdala in a histological slice of a VGluT2Cre x
R26_LSL_H2B_mCherry mouse which was immunohistochemically stained with an antibody against
CamKIIa. This image was taken with an objective of magnification 20x. Yellow boxes indicate the
regions which were then later imaged with a higher magnification of 40x. Brain atlas overlay is from
Paxinos and Franklin, 2012. Scalebar: 200 µm. (B - C) Example z-section from the Lateral Amygdala
and Basal Amygdala (respectively top and bottom panel), which were used to count the number of
VGluT2Cre+ and CamKIIa+ neurons. The Venn Diagrams on the right indicate the number of counted
cells for each population and shows the amount of overlap. Scalebars: 50 µm.
ASt, amygdalostriatal transition area; BLA, basolateral amygdaloid nucleus, anterior part; BLV, ba-
solateral amygdaloid nucleus, ventral part; CeL, central amygdaloid nucleus, lateral division; DEn,
dorsal endopiriform claustrum; I, intercalated nuclei of the amygdala; Io, inferior olivary nucleus; La,
lateral amygdaloid nucleus; VCl, ventral part of claustrum; VEn, ventral endopiriform claustrum.

To precisely evaluate the level of overlap of these two populations, we acquired z-stacks with

a higher magnification in a subregion of the LA and a subregion of the BA (yellow boxes in

Fig. 3.2.A and enlargements in Fig. 3.2.B-C). With these images, we were able to count the

number of cell nuclei which expressed Cre-dependent mCherry and the number of neuron

cytoplasms which were stained with CamKIIa antibodies. On the 286 cells which were
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counted in the LA sample (Fig. 3.2.B), we found that 265 co-expressed mCherry and CamKIIa

(92.7% of the counted cells), whereas we counted only 6 cells which were fluorescent with

mCherry only (2.1% of the counted cells) and 15 cells which were CamKIIa+ only (5.2% of

the counted cells). On the 191 cells which were counted in the BA sample (Fig. 3.2.C), we

found that 179 co-expressed mCherry and CamKIIa (93.7% of the counted cells), whereas

we counted only 6 cells which were only VGluT2Cre+ or CamKIIa+ (3.1% of the counted cells

each). Thus, essentially every CamKIIa-expressing neuron also has the VGluT2 gene locus

active, at least to a small degree.

Given this unexpected broad expression of VGluT2 and the high overlap with CamKIIa+ cell

population, we remained conservative and chose to consider VGluT2Cre+ neurons to be

principal neurons. We think the leaky fluorescence might be due to early developmental

expression of VGluT2 or because of a low VGluT2 expression in neurons (see Discussion 4.1).

3.2 AP-firing properties of the LA VGluT2Cre+ neurons

We wanted to learn more about the electrophysiological behaviour of the VGluT2Cre+ neu-

rons. As mentioned earlier, in order to be able to identify fluorescent cells, we chose to

either inject AAV8:CAG:DIO:tdTomato in the LA of VGluT2Cre mice, or simply use VGluT2Cre

x R26_LSL_H2B_mCherry mice. This prevented a high background fluorescence in the LA

and helped detecting fluorescent neurons to perform current-clamp experiments on them.

For each recorded neuron, we measured the voltage response to injected current steps of

1 s and of different amplitudes (Fig. 3.3.A-B). From the hyperpolarizing steps, we were able

to extract the passive properties of these neurons, such as their input resistance or the cell

membrane time constant. From the depolarizing steps, we were able to analyze the active

properties of these neurons, such as their AP-firing dynamics or their gain.
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Figure 3.3 – Electrophysiological behaviour of VGluT2Cre+ cells in the LA. (A) Example of a
VGluT2Cre+ neuron responding to 1 s depolarizing and hyperpolarizing current steps (top left).
Bottom left: Exponential fit (dashed blue line) of the membrane deflection to hyperpolarizing cur-
rents and peak detection (red circles). Bottom right: plot of the extracted values from the bottom
left panel. Top right: plot of AP frequency in function of injection current with a fit of the slope.
Top middle: plot of instantaneous frequency depending for the two traces in the top left panel. (B)
Same as (A) but for another VGluT2Cre+ neuron. (C-D) Example of 2 neurons which had a different
AP-firing than the typical responses seen in (A) and (B). These occurrences remained sparse. (E)
Instantaneous frequency comparison of all recorded neurons (n=28) in response to a current step
between +150 and +160 pA over the 1 s stimulation. (F) Average early (left bar) and late (right bar)
frequency adaptation (n=28). Extracted from the curves in (E). (G) Average firing gain extracted from
the slopes of AP frequency in function of current for each cell (n=34). (H) Average input resistance
(n=28). Method of measuring the resistance is shown in bottom panels of (A) and (B). (I) Average
membrane time constant τ (n=29). The time constant was extracted from exponential fits of the
passive responses as shown on bottom panels of (A) and (B). Mean ± standard deviation.
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Most neurons had a similar AP-firing profile, except for a few neurons which behaved differ-

ently (2 examples in Fig. 3.3.C-D). In general, as the amplitude of the current step increases

the response was characterized by a double-spike (2 APs with a short delay and almost no

afterhyperpolarization) followed by a train of APs with increased inter-spike-intervals (ISIs),

hence decreased instantaneous frequency. This was common to most neurons and could be

best observed when comparing the instantaneous frequencies ( f req ), which were decaying

curves, for an injected step current in the range of 150-160 pA (Fig. 3.3.E). When looking

at the frequency adaptation for a 150-160 pA injected current, we found that early adapta-

tion ( f req2/ f req1) was 78.9 ± 30 %, and late adaptation ( f reqlast / f req1) was 41.4 ± 18.5 %

(n=28 recordings from N=15 mice; Fig. 3.3.F). This shows a rather continuous decrease in

instantaneous frequency over the time of the stimulation, and is proof of an accommodation

occurring. We also extracted the firing rate gain from the slope of the AP frequency induced

at different injected currents, and found that on average, the gain was of around 0.1 ± 0.03

Hz/pA (n=34 recordings from N=17 mice; Fig. 3.3.G).

As for the passive properties of these excitatory neurons, we observed that most neurons

showed an Ih-current mediated sag during large hyperpolarizing steps. Hence, in these

instances, we measured the input resistance and the time constant from, respectively, the

sag amplitude and the curve decay before the sag. We found that on average, the input

resistance was 273 ± 82 MΩ (n=28 recordings from N=14 mice; Fig. 3.3.H) and the average

membrane time constant τ was 40.9 ± 14.1 ms (n=29 recordings from N=14 mice; Fig. 3.3.I).

Additionally, as mentioned in the methods, we took advantage of the whole-cell patch-clamp

experiments to fill single VGluT2Cre+ neurons in the LA with neurobiotin, an intracellular

tracer, which was then made visible by binding it with streptavidin-conjugated Alexa-647

(see more detail in Methods 2.3.3). In general, the cells appeared to have a slight pyramidal

shape. In a few cells, the projections of the neurons were successfully stained and we could

see the projection extending beyond the BLA, especially towards the Astria or the external

capsule (Fig. 3.4).

The electrophysiological and morphological data is consistent with the view that VGluT2Cre+

neurons are principal cells of the LA.
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Figure 3.4 – Morphologies VGluT2Cre+ neurons. (A) Image of the slice which was used for patch-
clamp and in which a VGluT2Cre+ neuron was filled with neurobiotin (left). Scale bar: 1 mm. Middle
panels: Widefield image from the region indicated on the left panel. One of the images shows the
stained neuron alone to show processes. White arrows indicate processes which are beyond the
BLA. Scale bar: 100 µm. Right: High magnification image of the cell body of the stained neuron in a
widefield microscope. Scale bar: 20 µm. (B) Same as (A) for another neuron filled with neurobiotin
except higher magnification images were acquired with a confocal microscope.
The overlays are from Paxinos and Franklin, 2012

3.3 pInsCx inputs to LA principal neurons

The LA is considered to be the input region of the amygdala, due to the numerous multimodal

sensory afferents which terminate in the region (LeDoux, 2000). During fear conditioning,

the US and CS signal converge to the LAdl (Fig. 1.2; Romanski et al., 1993). Although the CS

input has been extensively studied, a lot less is known about the US signal, especially which

region is the source of the US input to the LA. As mentioned previously (see Introduction 1.3),

there is reasonable evidence to believe the pInsCx might be the source of aversive input to

the LA. Hence, we were interested to investigate how this putative US input recruits the LA

principal neurons.
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In order to measure the pInsCx input onto principal neurons of the LA, we injected an

AAV vector driving the expression of the opsin Chronos (AAV8:hsyn:Chronos-GFP) in the

pInsCx of a VGluT2Cre mouse and we also injected an AAV vector driving the Cre-dependent

expression of tdTomato (AAV8:CAG:DIO:tdTomato) in the LA (Fig. 3.5.A). An example of such

an injection is shown in Fig. 3.5.B for both the left (top panels) and the right (bottom panels)

hemispheres. In a very few animals (N = 2 for a total of N = 14), we didn’t inject the second

AAV vector (AAV8:CAG:DIO:tdTomato) as we used a VGluT2Cre x R26_LSL_H2B_mCherry

mouse.

Figure 3.5 – Example of injection in a VGluT2Cre mouse. (A) Scheme of the experimental design,
injections were done in VGluT2Cre mice to record long-range inputs from the pInsCx to LA VGluT2Cre+
neurons by applying blue light locally. (B) Widefield images of thick slices, from a single animal,
which were used for a patch-clamp experiment. Images are shown caudal to rostral (from left to
right) for both hemispheres (top panels are for the left hemisphere and bottom panels are for the
right hemisphere). Bregma coordinates are the ones associated with the overlays from the atlas by
Paxinos and Franklin, 2012.
AIP, agranular insular cortex, posterior part; BLA, basolateral amygdaloid nucleus, anterior part; CeC,
central amygdaloid nucleus, capsular part; CeL, central amygdaloid nucleus, lateral division; CeM,
central amygdaloid nucleus, medial division; DCl, dorsal part of claustrum; DEn, dorsal endopiriform
claustrum; DI, dysgranular insular cortex; GI, granular insular cortex; I, intercalated nuclei of the
amygdala; IM, intercalated amygdaloid nucleus, main part; La, lateral amygdaloid nucleus; LaDL,
lateral amygdaloid nucleus, dorsolateral part; rf, rhinal fissure; VCl, ventral part of claustrum; VEn,
ventral endopiriformclaustrum.
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After at least 4 weeks following the injections, we performed voltage-clamp recordings of

fluorescent cells in the LA, and stimulated a pInsCx input by shining blue light on the slice,

which should activate the opsins on the axons originating from the pInsCx and induce

synaptic release. To differentiate excitatory from inhibitory inputs, we clamped the voltage

of the neurons at different values and recorded the optogenetically-evoked postsynaptic

currents (PSC). To measure excitation, we set the neuron voltage at -70 mV, close to the resting

potential of the neuron and the reversal potential of chloride (at -71.8 mV, see Methods 2.3.2).

For these experiments, we used cesium in the intracellular solution.

We first measured the amplitude of the optogenetically-evoked excitatory PSC (oEPSC) in

response to a 1 ms light pulse at different intensities. We observed that the oEPSC amplitude

increased as the light intensity increased, without reaching saturation, suggesting a high

number of synaptic inputs (Fig. 3.6.A-B). In the remaining recordings of VGluT2Cre+ neurons

which will be discussed afterwards, all light stimulations were done at maximal intensity.

We next wished to learn more about the nature of the pInsCx input, i.e. whether the connec-

tion was glutamatergic and mono- or poly-synaptic. When adding NBQX to the recording

solution, we observed that the oEPSCs were blocked (Fig. 3.6.C). This suggests that the

synapses from the pInsCx onto principal neurons of the LA are glutamatergic. Additionally,

we observed that adding TTX (1 µM) to the recording solution blocked the oEPSCs, which was

predictable given that TTX prevents the AP-firing in afferent axons by blocking voltage-gated

sodium channels. However, the evoked response was partly recovered (81.5% of the initial

amplitude) when 4-AP (1 mM) was added to the recording solution. This suggests that the

oEPSC evoked by stimulating the pInsCx axons is in part, mono-synaptic. Indeed, 4-AP

allows the direct depolarization by the opsin-induced currents, which in turn recovers the

neurotransmitter release (see Fig. 1.3; Petreanu et al., 2009). TTX and 4-AP were also used in

an another experiment, but the recovery was of only 13.5% of the initial oEPSC amplitude

(data not shown here). In that particular experiment, the delay to the oEPSC was of 4.3 ms

which was on the higher end of recorded values, but would be too short for a poly-synaptic

event.
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Figure 3.6 – Excitatory response of LA VGluT2Cre+ neurons to a pInsCx stimulation. (A) Traces of
an LA VGluT2Cre+ neuron response to different intensities (scale bar on the right) of 1 ms light pulse.
(B) Input-output curve for the same experiment as in (A). (C) oEPSC of an LA VGluT2Cre+ neuron
in response to a pair of maximal light intensity 1 ms pulses before (grey) and after (purple) bath
application of NBQX. (D) oEPSC of an LA VGluT2Cre+ neuron in response to a 10-Hz train of light
stimulations at maximal intensity. (E) oEPSC of the same neuron and stimulation as in (D) when
TTX (blue) and the combination of TTX and 4-AP (red) are applied to the bath. (F) Average traces of
(D) and (E) superimposed for comparison. (G) Average and individual amplitudes for the fast (n=39,
left bar) and slow (n=10, right bar) components of oEPSC in response to a single light stimulation.
Some neurons had escape currents for the maximal intensity of light stimulation, so the crosses
indicate their highest amplitude at a light intensity which did not induce an escape current, these
data points were not included in the average (n=4). Right panel: histogram of the fast component of
oEPSC in response to light stimulation, with the corresponding cumulative frequency. (H) Average
and individual time delays between the start of the light pulse and the 10% of the amplitude of the
oEPSC for both the fast (n=43, left bar) and slow (n=10, right bar) component in response to light
stimulation. (I) Average and individual values of paired pulse ratio of recorded neurons in response
to a pair of light pulses with a 100 ms delay (n=9).
In panels (C-E), darker traces represent the averages of the single traces. Mean ± standard deviation.
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On average, oEPSCs in VGluT2Cre+ cells located in the LA had an amplitude of 460 ± 525 pA

after bi-lateral injection of Chronos in pInsCx (n=39 recordings from N=13 mice). In n=4

cells (N=2), the highest light intensity induced a response with an escape current (due to

a failure of a complete clamping of the cell voltage). For these neurons, we extracted the

maximal amplitude, for a lower light intensity, before the escape current appeared, but we

did not include these amplitudes in the average calculation (Fig. 3.6.G, cross symbols). In 10

cells out of 32, we could differentiate a fast and a slow component in the oEPSCs (Fig. 3.6.C).

In the remaining 11 cells, we could not analyse for a slow component for various reasons.

These two components would likely correspond to a mono-synaptic response followed by a

poly-synaptic response. Indeed, it would be highly unlikely for this slow component to be an

optogenetically-evoked inhibitory PSC (IPSC) given that the potential at which the neurons

were clamped (Vm = -70 mV) was too close to the reversal potential of chloride (ECl = -

71.8 mV). The amplitude of this secondary component was on average of 24.4 ± 31.9 pA

(n=10 recordings from N=8 mice; Fig. 3.6.G right bar).

We were also interested in the delay between the light stimulation and the start of the oEPSC

response. This delay was measured by quantifying the difference between the start time

of the light pulse and the time at which the EPSC reached 10% of its amplitude. We found

that the delay to the fast and slow responses were, respectively, 3.6 ± 0.5 ms and 9.6 ± 3.2 ms

(n=43 recordings from N=13 mice for the fast component; n=10 recordings from N=8 mice

for the slow component; Fig. 3.6.H). This is consistent with the hypothesis that the fast

component results from a direct synaptic release of the pInsCx projection, whereas the slow

component would rather be the result of a poly-synaptic response.

As for the short-term dynamics of the oEPSC, we found that when stimulating the synaptic

connection from the pInsCx onto principal neurons of the LA with two light-pulses with a

100 ms interval, the paired pulse ratio (PPR) was on average of 0.94 ± 0.33 (n=9 recordings

from N=4 mice; Fig. 3.6.I).
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Figure 3.7 – pInsCx input activates VGluT2Cre+ neurons. (A) Trace examples of a VGluT2Cre+ neu-
ron, in response to a 1 ms blue light pulse at different light intensities, during current- (top) and
voltage-clamp (panels). (B) Input-output curves of oEPSC (top) and oEPSP for n=4 neurons (for 1
or 2 repetitions). Dotted lines indicate the current and light intensity at which a neuron had an AP
evoked during one of the repetitions. Cell in (A) is represented in purple here. (C) oEPSP (top) and
oEPSC (bottom) of a VGluT2Cre+ neuron which had evoked APs in response to a pair of 1 ms light
pulses at maximal intensity. (D) oEPSP (top) and oEPSC (bottom) of another VGluT2Cre+ neuron
which did not reach AP-threshold in response to a pair of 1 ms light pulses at maximal intensity. (E)
Expanded response of the neurons shown in (C) following a single light pulse with extracted times of
AP maximum (red crosses). The dotted line indicates the average time of AP maximum. (F) Average
and individual data points of the time to AP maximum for different VGluT2Cre+ neurons (n=5, circles).
Cells which did not have AP evoked are displayed as crosses and were not included in the average
(n=2, crosses).
In panels (C-E), darker traces represent the averages of the single traces. Mean ± standard deviation.

To evaluate whether the excitatory input from the pInsCx can drive AP firing of VGluT2Cre+

neurons in the LA, we performed current-clamp recordings with a potassium intracellular

solution (same method as Fig. 3.5). For these experiments, we wanted to compare the evoked

oEPSC to the evoked membrane potential responses (oEPSP) and thereby assess the EPSC

amplitude at which the threshold for AP firing was crossed (as done by Gjoni et al., 2018).
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For example, in the cell shown in Fig. 3.7.A, for a small change in the intensity of the light

pulse (from 1.33 to 1.67 mW/mm2), although the oEPSC didn’t seem to increase a lot it

was enough for the membrane potential to cross the threshold (purple curve in Fig. 3.7.B).

We were able to compare the voltage and current responses of neurons to increasing light

intensities in n=4 recordings (N=3 mice), in which 3 cells showed AP firing. These neurons

reached the AP-threshold at a light intensity in a range between 1.7 and 7.5 mW/mm2 for an

oEPSC in the range between 235 and 559 pA (Fig. 3.7.B).

In the n=3 recordings mentioned above and in another n=3 recordings (total N=5 mice),

maximal intensity stimulation evoked an AP (Fig. 3.7.C). In n=2 recordings, maximal intensity

stimulation did not evoke an AP (Fig. 3.7.D). In general, the delay to the AP was 6.8 ± 1.1 ms

after light stimulation (n=6 recordings from N=5 mice; Fig. 3.7.E-F).

The pInsCx appears to robustly project to excitatory neurons of the LA with many fibres,

forming direct synaptic connections onto these principal neurons. Inputs from the pInsCx

are likely to evoke AP firing in these neurons. These APs would then evoke an EPSC in the

neurons they project to around 10 ms following the light pulse.

3.4 Feedforward inhibition onto principal neurons of the LA

Previous studies showed, through the electrical stimulation of thalamic and cortical afferents,

that additionally to glutamatergic inputs, sensory input in the LA seem to induce feedforward

inhibition onto principal neurons (see Introduction 1.5). Additionally, given the importance

of feedforward inhibition on behaviour (Wolff et al., 2014; Krabbe et al., 2019), we wanted to

investigate whether pInsCx input also induced feedforward inhibition onto the principal

neurons of the LA.

To measure inhibitory inputs onto VGluT2Cre+ neurons, we used the same methodology as

described in Results 3.3 (see Fig. 3.5.A). To perform these voltage-clamp experiments, we

used an intracellular solution containing cesium, and clamped the neurons at a voltage of

+15 mV which was close to the excitatory signal reversal potential.
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Figure 3.8 – Feedforward inhibitory input onto LA VGluT2Cre+ neurons following light stimula-
tion of pInsCx afferents. (A) oIPSCs of an LA VGluT2Cre+ neuron in response to a pair of 1 ms light
pulses before (grey) and after (cyan) bath application of Gabazine. (B) oIPSCs of an LA VGluT2Cre+
neuron in response to a 10-Hz train of 1 ms light pulses before (grey) and after (purple) bath applica-
tion of NBQX. Expansion of the first stimulation of the train on the right panel. (C) oIPSC of an LA
VGluT2Cre+ neuron in response to a 10-Hz train of light pulses at maximal intensity. (D) oEPSC of
the same neuron and stimulation as in (C) when TTX (blue) and the combination of TTX and 4-AP
(red) are applied to the bath. (E) Average traces of (C) and (D) superimposed for comparison. (F)
Average and individual data points of the oIPSC amplitudes (n=11). (G) Average and individual data
points of the delay between the light pulse and the 10% of the amplitude of the oIPSC in response to
light stimulation (n=11). (H) Average and individual data points of the paired pulse ratio of recorded
neurons in response to a pair of light pulses with 100 ms delay (n=11).
In panels (A-E), darker traces represent the averages of the single traces, for neurons voltage-clamped
at the reversal potential of EPSC. Mean ± standard deviation.

When principal neurons were voltage-clamped at +15 mV, we observed an optogenetically-

evoked outward PSC (Fig. 3.8.A). Given that the chloride reversal potential was -71.8 mV (see

Methods 2.3.2), it was likely that this signal was inhibitory. To verify this, we added Gabazine

to the recording solution and found that the outward PSC disappeared, confirming that this

PSC is a GABAergic inhibitory PSC (IPSC) (Fig. 3.8.A).
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If this optogenetically-evoked IPSC (oIPSC) is the result of feedforward inhibition, it would

require glutamatergic axons from the pInsCx to connect to local inhibitory interneurons in

the LA and evoke APs, which in turn would cause the inhibition of the principal cells. Thus,

such a feedforward inhibitory connection would be sensitive to NBQX. Indeed, when adding

NBQX to the recording solution, the inhibitory signal was blocked (Fig. 3.8.B), supporting

the view of a local poly-synaptic relay in the LA.

Another way to determine the feedforward nature of the inhibitory signal is to first block the

signal with TTX. If the pathway is indeed poly-synaptic, then adding 4-AP in the continued

presence of TTX should not recover the oIPSC. Indeed, 4-AP only allows synaptic release

of axons containing channelrhodopsin, which would not be the case of local interneurons

(Fig 1.3). The finding in our experiment that oIPSC was not rescued by 4-AP (Fig. 3.8.C-E)

is consistent with the view of a feedforward inhibition induced by pInsCx stimulation (see

Introduction 1.4, Fig. 1.3).

We found that the amplitude of the oIPSC was 498.8 ± 374.6 pA (n=11 recordings from N=5

mice; Fig. 3.8.F), with a delay of 9.1 ± 3.2 ms (n=11 recordings from N=5 mice; Fig. 3.8.G).

The delay of the oIPSC was larger than the one of the fast component of the oEPSC, which

would again support the idea of the poly-synaptic nature of the connection. Regarding short

term dynamics, the inhibitory signal appeared to be depressing for a pair of light pulses with

a 100 ms delay. Indeed, we observed an average PPR of 0.53 ± 0.38 (n=11 recordings from

N=5 mice; Fig. 3.8.H).

3.5 pInsCx inputs to VIP interneurons located in the LA

After investigating the responses of VGluT2Cre+ neurons, and given the important role of VIP-

INs in the disinhibition of the LA principal neurons, we wished to investigate whether VIPCre+

INs received a direct long-range excitatory input from the pInsCx. In terms of distribution, as

expected, there are a few VIPCre+ INs, however they are evenly spread across the LA, making

them a potential target of pInsCx projections (Fig. 3.9). Interestingly, the lateral CEA (CeL on

the Fig. 3.9) appears bright, however this fluorescence is the result of VIPCre+ INs projections.
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Figure 3.9 – Distribution of VIPCre+ INs in the LA. Images of thin slices from a VIPCre x
R26_LSL_tdTomato mouse shown rostral to caudal (left to right) prepared and acquired by Palchaud-
huri. Bottom pannels are an expansion of the top pannels focused on the LA regions for better clarity.
Overlays are from Paxinos and Franklin, 2012.
AIP, agranular insular cortex, posterior part; ASt, amygdalostriatal transition area; BLA, basolateral
amygdaloid nucleus, anterior part; BLP, basolateral amygdaloid nucleus, posterior part; CeC, central
amygdaloid nucleus, capsular part; CeL, central amygdaloid nucleus, lateral division; CeM, central
amygdaloid nucleus, medial division; DCl, dorsal part of claustrum; DEn, dorsal endopiriform claus-
trum; DI, dysgranular insular cortex; Ect, ectorhinal cortex; I, intercalated nuclei of the amygdala;
IMG, amygdaloid intramedullary gray; IPAC, interstitial nucleus of the posterior limb of the anterior
commissure; LaDL, lateral amygdaloid nucleus, dorsolateral part; LaVL, lateral amygdaloid nucleus,
ventrolateral part; LaVM, lateral amygdaloid nucleus, ventromedial part; PRh, perirhinal cortex; VCl,
ventral part of claustrum; VEn, ventral endopiriformclaustrum.

In order to test whether VIP-INs receive excitatory inputs from the pInsCx, we performed

injections in VIPCre mice of an AAV vector driving the expression of the opsin Chronos

(AAV8:hsyn:Chronos-GFP) in the pInsCx, and we injected an AAV vector driving the Cre-

dependent expression of tdTomato (AAV8:CAG:DIO:tdTomato) in the LA to visualize the

VIPCre+ neurons as fluorescent cells (Fig. 3.10). In most experiments (4 mice for a total of

7 mice), we used VIPCre x R26_LSL_tdTomato mice to visualise VIPCre+ neurons and only

injected the AAV8 driving the expression of Chronos into the pInsCx.
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Figure 3.10 – Example of injection in a VIPCre mouse. (A) Scheme of the experimental design, injec-
tions were done in VIPCre mice to record long-range inputs from the pInsCx to LA VIPCre+ INs by ap-
plying blue light locally. (B) Widefield images of thick slices, from a single VIPCre x R26_LSL_tdTomato
mouse, which were used for a patch-clamp experiment. Images are shown caudal to rostral (from left
to right) for both hemispheres (top panels are for the left hemisphere and bottom panels are for the
right hemisphere). Bregma coordinates are the ones associated with the overlays from the atlas by
Paxinos and Franklin, 2012.
AIP, agranular insular cortex, posterior part; BLA, basolateral amygdaloid nucleus, anterior part; BLV,
basolateral amygdaloid nucleus, ventral part; CeC, central amygdaloid nucleus, capsular part; CeL,
central amygdaloid nucleus, lateral division; CeM, central amygdaloid nucleus, medial division; DCl,
dorsal part of claustrum; DEn, dorsal endopiriform claustrum; DI, dysgranular insular cortex; GI,
granular insular cortex; I, intercalated nuclei of the amygdala; IM, intercalated amygdaloid nucleus,
main part; La, lateral amygdaloid nucleus; LaDL, lateral amygdaloid nucleus, dorsolateral part; rf,
rhinal fissure; VCl, ventral part of claustrum; VEn, ventral endopiriformclaustrum.

At first, we performed voltage-clamp experiments at -70 mV, close to the resting potential of

neurons and the reversal potential of chloride (ECl = -71.8 mV), with an intracellular solution

containing cesium rather than potassium. To first evaluate the effect of the maximal light

intensity, we recorded the oEPSC amplitude as the light intensity increased. We found that

similarly to the principal neurons, the amplitude of the oEPSC increased without reaching a

clear saturation (Fig. 3.11.A-B). This suggests that the VIPCre+ neurons are targeted by many

fibers and maximal light intensity does not stimulate all pInsCx axons.
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Figure 3.11 – LA VIPCre+ INs receive excitatory inputs following pInsCx afferents optogenetic stim-
ulation. (A) Traces of an LA VIPCre+ IN response to different intensities (scale bar on the right) of
1 ms light pulse. (B) Input-output curve for the same experiment as in (A). (C) oEPSC of an LA
VIPCre+ IN in response to a 1 ms pulse at maximal light intensity before (grey) and after (purple) bath
application of NBQX. (D) oEPSCs of the same neuron as in (C) in response to a pair (100 ms delay) of
light stimulations at maximal intensity. (E) Small oEPSC of an LA VIPCre+ IN in response to a 1 ms
light pulse (left pannel) and increased response (right pannel) when afferents are stimulated at a
higher frequency (10 Hz). (F) Average and individual amplitudes of oEPSC in response to a single
light stimulation, one neuron did not receive an excitatory input (cross, n=1) and was excluded from
the average calculation (n=23). Right panel: histogram of the amplitudes of oEPSC in response to a
light stimulation, with the corresponding cumulative frequency. (G) Average and individual values
of paired pulse ratio of recorded neurons in response to a pair of light pulses with a 100 ms delay
(n=11). Right panel: histogram of the paired pulse ratio of recorded neurons, with the corresponding
cumulative frequency.
In panels (C-E), darker traces represent the averages of the single traces. Arrows indicate slow com-
ponents of the response. Mean ± standard deviation.

To verify the glutamatergic nature of this synaptic connection, we added NBQX to the bath

solution during one recording. We found that the inward current was reduced by 95.1% by

NBQX, which confirms that the EPSC is indeed glutamatergic (Fig. 3.11.C).
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All 24 recorded cells showed a response to the light stimulation, except for 1 cell which

didn’t show any response. This suggests a high connectivity level of around 95.8%. Some

neurons had an oEPSC with a very small amplitude (<5 pA) upon signle stimulation. In

these recordings, repeated stimuli (10 pulses at 10 Hz) nevertheless evoked well-resolved

EPSC (from 2.79 pA to 12.2 pA in Fig. 3.11.E). The general oEPSC amplitude in VIPCre+ INs

was quite moderate, with an average 80.3 ± 97.5 pA, and most amplitudes smaller than 40

pA (n=23 recordings from N=7 mice; Fig. 3.11.F).

As for the short-term dynamics, when stimulating the pInsCx afferent fibers with a 10-Hz

train or pair of light stimulation, we found that VIPCre+ INs received facilitating synaptic

input from the pInsCx, with an average 2-fold increase of the EPSC response (PPR of 2 ± 0.7;

n=11 recordings from N=3 mice; Fig. 3.11.D,G).

We noticed in several recordings that a slower peak appeared in response to a light stimulation

(see arrows in Fig. 3.11). This prompted us to analyze more closely this secondary input

which would most likely be the result of a poly-synaptic input (Fig. 3.12).

First we wanted to investigate the dynamics and amplitude of the fast and slow response

for different light intensities. In the example shown in Fig. 3.12.A-C, we observed that the

fast input appeared for a light intensity of around 0.8 mW/mm2 whereas the slower input

appeared for a light intensity of around 2 mW/mm2, which suggests that the secondary

input requires more light. Additionally, the total oEPSC amplitude appeared to saturate for a

stronger light than the first component amplitude (50% of maximal amplitude reached at a

light intensity of 1.6 mW/mm2 compared with 1 mW/mm2, for respectively the total and

first components; Fig. 3.12.B). As for the delay to the start of oEPSC, the delay to the slow

component appeared to be almost double of that of the fast component (Fig. 3.12.C), while

both delays became shorter with more intense stimulation as shown before (Gjoni et al.,

2018). Taken together, these observations suggest that the secondary component of the

input would rather be the result of a poly-synaptic connection, given that such a feedforward

connection would be dependent on the presynaptic neurons reaching the threshold, which

would vary in time and robustness as the light intensity would increase.

49



Chapter 3. Results

Figure 3.12 – Evoked excitatory response in LA VIPCre+ INs contains a fast and a slow component.
(A) Traces of an LA VIPCre+ IN response to different intensities (scale bar on the right) of 1 ms light
pulse. (B) Input-output curve for the amplitudes of the fast (black) and total (blue) evoked currents in
(A). (C) Input-output curve for the delay to the fast (black) and slow (blue) components of the oEPSC
in (A). (D-E) oEPSC of two VIPCre+ INs in response to a single 1 ms light pulse at maximal intensity.
The inset shows an expansion of the risetime of the response and indicates the delays (red dotted
line) to the fast and slow components. (F) Average and individual amplitudes for the fast component
of oEPSC (left bar) and total oEPSC (right bar) in response to a single light stimulation (n=22). One
neuron (n=1) didn’t receive an excitatory input (cross) and another (n=1) had only a slow component.
Some neurons had their total oEPSC amplitude equal to the amplitude of the fast component. (G)
Histogram of the fast component of the oEPSCs in response to light stimulation shown in the left bar
in (F). (H) Histogram of the total amplitude of the oEPSCs in response to light stimulation shown in
the right bar in (F). (I) Average and individual values of delay to 10% amplitude of the oEPSC for the
fast (left bar) and slow (right bar) components in response to a light pulse (n=23).
In panels (D-E), darker traces represent the averages of the single traces. Mean ± standard deviation.

Interestingly, in the cell showed in Fig. 3.12.A, the oEPSC amplitude appears to saturate as

the light intensity increases, compared to the example showed in Fig. 3.11.A. This could be

linked to the limited number of pInsCx afferents projecting to the neurons. This VIPCre+ IN
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might have less synaptic connections with pInsCx afferents, which leads to smaller EPSC

amplitudes which saturates before maximal intensity. However, if a neuron has a lot of

synaptic connections from pInsCx afferents, there is a higher chance of these fibers not

being activated at the same level of light intensity. Indeed, the cell in Fig. 3.12.A has a smaller

amplitude than the one shown in Fig. 3.11.A.

Of the cells which received an excitatory input from the pInsCx (n=23), 65.2% had a slow

component to the oEPSC (n=15). We show here 2 examples of VIPCre+ INs, in Fig. 3.12.D-E,

which had different dynamics of a secondary component. In 11 of these 15 VIPCre+ INs, the

total amplitude of the oEPSC was increased by the slow component with a stimulation at

maximal light intensity (n=11 recordings from N=6 mice; blue in Fig. 3.12.F). More precisely,

the fast component of the oEPSC alone had an amplitude of 58.6 ± 79.8 pA (n=22 recordings

from N=6 mice), which is lower than the total amplitude of 80.3 ± 97.5 pA (n=23 recordings

from N=6 mice). Note that in one case, a VIPCre+ IN didn’t show a fast response but only

a slow response (traces not shown), which explains the difference in the number of cells

reported.

In terms of delays to the response, the slow component appeared at around 10.3 ± 2.7 ms

compared to around 4 ± 0.7 ms for the fast component (n=23 recordings from N=6 mice;

Fig. 3.12.I). The large delay of the slow response is consistent with the hypothesis of this

secondary signal resulting from a poly-synaptic connection. Such a response could result

from local activity of the principal neurons, which are activated by the light stimulation

(Fig. 3.7).

Would the excitatory input resulting from pInsCx fiber stimulation be enough to trigger

AP-firing in VIP cells? To answer this question, we performed current and voltage clamp

recordings with VIPCre+ INs’ membrane potential set at around -70 mV and using an in-

tracellular solution containing potassium, while applying 10-Hz trains of light stimulation

(Fig. 3.13). Of the 4 recordings we did, 2 neurons didn’t spike in response to light stimulation

(Fig. 3.13.A), 1 neuron had only a few inconsistent APs triggered, and another neuron had an

AP triggered for each light stimulation (Fig. 3.13.B). These recordings would suggest that an

oEPSC amplitude should be larger than 33 pA to activate a VIPCre+ IN, but this experiment
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should be repeated to confirm this observation, ideally with dose-response measurements

as were done in Fig. 3.7.B for VGluT2Cre+ neurons.

When the VIPCre+ IN spiked in response to the first light stimulation of the train, we looked

at the timing of the AP peak and we found that the average time was 12.6 ± 1.2 ms which

shows that, at least in this neuron, the AP occured with a large delay, but also that the timing

of the AP had a lot of jitter (Fig. 3.13.B). However, more recordings should be done to verify if

this was not specific to this neuron.
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Figure 3.13 – Evoked postsynaptic potentials in LA VIPCre+ INs in response to pInsCx afferents
light stimulation. (A) Example of an LA VIPCre+ IN which did not have APs elicited following a 10 Hz
train of light stimulation. (B) Example of an LA VIPCre+ IN which had APs elicited by a 10 Hz train of
light stimulation.

We then wanted to investigate whether VIPCre+ INs also received a feedforward inhibitory

input from a pInsCx stimulation. In order to observe a purely inhibitory signal, we set the

membrane potential to+15 mV, which is close to the reversal potential of EPSCs, and used an

intracellular solution with cesium. When depolarized, we found that there was an outward

current in VIPCre+ INs in response to optogenetic stimulation of pInsCx afferents. This

current was blocked when Gabazine was added to the recording solution, hence proving

that this signal is in fact a GABAergic inhibition (Fig. 3.14.A).
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Figure 3.14 – Feedforward inhibiton input onto LA VIPCre+ INs following pInsCx stimulation. (A)
oIPSCs of an LA VIPCre+ IN in response to a 10 Hz train of light stimulations before (grey) and after
(cyan) bath application of Gabazine. (B) oIPSC of an LA VIPCre+ IN in response to a 1 ms light
stimulation before (grey) and after (purple) bath application of NBQX. (C-D) oIPSC and oEPSC of
two LA VIPCre+ INs in response to a 1 ms light stimulation. Red lines indicate the time at which 10%
of the PSC amplitude is reached. In these examples, the inhibition is delayed in comparison with the
excitation in (C) whereas both excitation and inhibition have the same delay in (D). (E) Average and
individual data points of the oIPSC amplitudes (n=9). (G) Average and individual data points of the
delay between the light pulse and the 10% amplitude of the oEPSC (n=23; left bar) and oIPSC (n=9;
right bar) in response to light stimulation. Right panel: histograms of both the delays to oEPSC (light
grey) and oIPSC (dark grey) and their associated cumulative frequencies. (H) Average and individual
data points of the paired pulse ratio of recorded neurons in response to a pair of light pulses with 100
ms delay (n=11).
In panels (A-D), darker traces represent the averages of the single traces. (A-E) inhibitory responses
were recorded in voltage-clamp at the reversal potential of EPSC. Mean ± standard deviation.
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Additionally, in one experiment in which the oIPSC was delayed (10.5 ms), adding NBQX to

the recording solution reduced the oIPSC by 97.8%, suggesting that the delayed inhibition is

the result of feedforward inhibition (Fig. 3.14.B). This was confirmed in another recording

with a reduction of 93.1%. Indeed, the NBQX blockage proves that this evoked response

relies on a glutamatergic transmission, which is evidence to a disynaptic connection such as

feedforward inhibition.

Most of the cells appeared to have a delayed inhibition compared to the excitatory response

(n=7 recordings from N=3 mice; Fig. 3.14.C and F). In a few cells (n=2 recordings from N=2

mice), the oIPSC appeared to have a similar delay than the oEPSC as shown in Fig. 3.14.D (n=2

with a delay around 3.2 ms). For these 2 VIPCre+ INs, it could be possible that the neurons

actually received a direct synaptic inhibition from pInsCx fibers, but no NBQX had been

added during these experiments to verify the mono-synaptic nature of these connections.

In the example in Fig. 3.14.D, despite the fast component of the oIPSC, a slower component

could be observed, suggesting this neuron received mono- and poly-synaptic inhibitory

inputs from pInsCx fiber stimulation.

On average, the oIPSC amplitude was 390.3 ± 327 pA, which was smaller than the oIPSC

amplitude observed in principal neurons (n=9 recordings from N=3 mice; Fig. 3.14.E). As for

the time of the start of the PSC after the light stimulation, we found that the delay was 7.7 ±

3 ms for the oIPSC compared to 4.3 ± 1.8 ms for the oEPSC, including the neuron which only

received the slow response as mentioned earlier (n=9 recordings from N=3 mice; Fig. 3.14.F).

Regarding the short term dynamics, we found the the inhibitory input onto VIPCre+ INs

resulting from pInsCx stimulation was depressing, with a 0.7-fold decrease of the oIPSC

amplitude for a second light pulse a 100 ms after a light pulse (PPR of 0.7 ± 0.4; n=11

recordings from N=4 mice; Fig. 3.12.G).

We found that the VIPCre+ INs receive an excitatory input with a fast and a slow component,

the latter being of poly-synaptic nature. We also found that the VIPCre+ INs receive a strong

feedforward inhibitory input.
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3.6 pInsCx inputs to SOM interneurons located in the LA

So far we have seen that principal neurons and VIPCre+ INs receive excitatory synapses

from pInsCx afferent fibers. Additionally, most VIPCre+ INs also receive a poly-synaptic

excitation from the pInsCx stimulation. We have also seen that both VGluT2Cre+ neurons

and VIPCre+ INs receive feedforward inhibition in response to the pInsCx stimulation. One

candidate cell type which could be responsible for this local inhibitory signal is the SOM

interneuron (SOM-IN) population, hence we wished to investigate the connectivity between

the pInsCx and SOMCre+ INs.

In terms of their distribution, SOMCre+ INs were fewer than VIPCre+ INs (Fig. 3.15). Although

they appeared to be distributed through the antero-posterior axis, the SOMCre+ INs were

grouped into small clusters rather than evenly spread in the LA. Interestingly, we observed

a high fluorescence in the central amygdala nuclei, as we did for the VIPCre+ INs (see CeL

in Fig. 3.15). Although in the case of VIPCre+ INs this fluorescence was only due to a high

density of projections, for the SOMCre+ INs, the lateral CEA is known to contain a lot of these

cell-types (Li et al., 2013).

To measure pInsCx inputs onto SOMCre+ INs, we injected an AAV vector driving the expres-

sion of the opsin Chronos (AAV8:hsyn:Chronos-GFP) in the pInsCx, and we injected an AAV

vector driving the Cre-dependent expression of tdTomato (AAV8:CAG:DIO:tdTomato) in

the LA to visualize the SOMCre+ INs as fluorescent cells (Fig. 3.16.A). In some experiments

(2 mice out of a total of 4 mice), we used SOMCre x R26_LSL_tdTomato mice to visualize

SOMCre+ INs and only injected the AAV driving the expression of Chronos into the pInsCx.

An example of an injected brain is shown in Fig. 3.16.B for both hemispheres.

After 4 weeks or more following the injections, we performed voltage-clamp recordings

of fluorescent cells while clamping their membrane potential to -70 mV, which is close to

the reversal potential of chloride (ECl = -71.8 mV) and would allow to isolate excitatory

inputs onto SOMCre+ INs. We recorded these neurons while using an intracellular solution

containing cesium (see Methods 2.3.2).
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Figure 3.15 – Distribution of SOMCre+ INs in the LA. Images of thin slices from a SOMCre x
R26_LSL_tdTomato mouse shown rostral to caudal (left to right). Bottom panels are an expansion
of the yellow boxes in the top panels to focus on the LA regions for better clarity. Overlays are from
Paxinos and Franklin, 2012.
BLA, basolateral amygdaloid nucleus, anterior part; BLP, basolateral amygdaloid nucleus, poste-
rior part; CeC, central amygdaloid nucleus, capsular part; CeL, central amygdaloid nucleus, lateral
division; CeM, central amygdaloid nucleus, medial division; LaDL, lateral amygdaloid nucleus, dorso-
lateral part; LaVL, lateral amygdaloid nucleus, ventrolateral part; LaVM, lateral amygdaloid nucleus,
ventromedial part.

When stimulating the pInsCx afferents with an increasing light intensity, we noticed that

the SOMCre+ INs response was less stable than for VGluT2Cre+ neurons and VIPCre+ INs.

Some of the variations were due to the spontaneous activity. Similarly to the VIPCre+ INs, we

noticed that SOMCre+ INs also received a fast and slow component, but with increasing light

intensities, as the slow component appeared, it also seemed to be quite unstable (Fig. 3.17.A-

B). In the cortex, SOM-INs are often associated to low-threshold neurons with facilitatory
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Figure 3.16 – Example of an injection in a SOMCre mouse. (A) Scheme of the experimental design,
injections were done in SOMCre mice to record long-range inputs from the pInsCx to LA VIPCre+
INs by applying blue light locally. (B) Widefield images of thick slices, from a single SOMCre mouse
previously injected as shown in (A), which were used for a patch-clamp experiment. Images are shown
caudal to rostral (from left to right) for both hemispheres (top panels are for the left hemisphere and
bottom panels are for the right hemisphere). Bregma coordinates are the ones associated with the
overlays from the atlas by Paxinos and Franklin, 2012.
AIP, agranular insular cortex, posterior part; BLA, basolateral amygdaloid nucleus, anterior part;
DEn, dorsal endopiriform claustrum; DI, dysgranular insular cortex; GI, granular insular cortex;
I, intercalated nuclei of the amygdala; La, lateral amygdaloid nucleus; LaDL, lateral amygdaloid
nucleus, dorsolateral part; rf, rhinal fissure; VCl, ventral part of claustrum; VEn, ventral endopiriform-
claustrum.

properties and many failures for first PSCs (Wang et al., 2004). SOMCre+ INs located in the

LA might share some of these properties.

All the SOMCre+ INs we recorded from at -70 mV (n=12) responded to light stimulation of

the pInsCx afferents with an inward current. During one recording, we applied NBQX to the

bath which resulted in 96.1% reduction of the input. This suggests that the inward current is

a glutamatergic EPSC (Fig. 3.17.C).

We observed that the excitatory input onto SOMCre+ INs was facilitatory, as shown in

Fig. 3.17.D-G. Interestingly, in the two neurons shown in these figures, the facilitation ap-
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Figure 3.17 – pInsCx stimulation evokes an excitation in SOMCre+ INs composed of a fast and slow
component. (A) Traces of an LA SOMCre+ IN response to different intensities (scale bar on the right)
of 1 ms light pulse. (B) Input-output curve for the same experiment as in (A). (C) oEPSC of an LA
SOMCre+ IN in response to a 1 ms pulse at maximal light intensity before (grey) and after (purple)
bath application of NBQX. (D) oEPSCs of an LA SOMCre+ IN in response to a 10-Hz train of light
stimulations at maximal intensity. (E) Expansion of the first two pulses of the train shown in (D).
(F) Same as (D) but in a different neuron. (G) Expansion of the first two pulses of the train shown
in (F). (H) Average and individual amplitudes of oEPSC in response to a single light stimulation for
the fast component only (n=12; left bar) or the total amplitude (n=12; right bar). (I) Average and
individual delays to 10% of oEPSC in response to a single light stimulation (n=8). In n=3 neurons the
fast component was too small to extract a delay (crosses). The excluded data is plotted as the red star.
Right panel: histogram of the amplitudes of oEPSC in response to a light stimulation, with the
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peared to affect both the fast and slow components of the oEPSC (Fig. 3.17.D-E) or mainly

the fast component of the oEPSC (Fig. 3.17.F-G).

Most SOMCre+ INs we recorded from (72.7%, with n=8 for a total of n=11) received a fast and

slow component to the oEPSC in response to a 1 ms light pulse (n=12 recordings from N=4

mice; Fig. 3.17.H). For all these neurons, the slow component increased the total response

amplitude of the signal. The amplitude of the fast oEPSC was 71.6 ± 124.2 pA whereas the

total oEPSC (including the slow component) had an average amplitude of 126.1 ± 159.4

pA (n=11 recordings from N=4 mice; Fig. 3.17.H). Note that a cell was excluded from the

averages given that it seemed to be an outlier, with a very large oEPSC amplitude (876.8

pA) and a response to train stimulation which was different from the other cells (red star in

Fig. 3.17.H-J).

We also compared the delays to the start of the oEPSC for both the fast and the slow com-

ponents (see example in small inset in Fig. 3.17.C) and found that the average delays were

respectively 3.9 ± 0.3 ms (n=8 recordings from N=4 mice) and 11.8 ± 1.6 ms (n=8 recordings

from N=4 mice). Note that some of the oEPSC amplitudes were too small to be able to

extract the delay to the start of the signal (x marker on Fig. 3.17.I) and were excluded from

the average measurement along the outlier (red star).

To analyze the short time dynamics, we compared the oEPSC amplitudes of the first and

second stimulations in a 10 Hz train of light stimulation, only taking into account the fast

component (see arrows in Fig. 3.17.D-G). We found that on average, most SOMCre+ INs

received a facilitating input from the pInsCx with the second oEPSC 1.4-fold larger on average

than the first oEPSC (PPR of 1.4 ± 0.7; n=9 recordings from N=4 mice; Fig. 3.17.J).

Similarly to the other cell types, we wished to know whether the excitatory input from the

Figure 3.17 – continued. corresponding cumulative frequency. (J) Average and individual values
of paired pulse ratio of recorded neurons in response to a pair of light pulses with a 100 ms delay
(n=11). Right panel: histogram of the paired pulse ratio of recorded neurons, with the corresponding
cumulative frequency.
In panels (C-G), darker traces represent the averages of the single traces. Arrows indicate slow
components of the response. Mean ± standard deviation.
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Figure 3.18 – pInsCx input onto SOMCre+ INs can evoke AP firing. Three examples of SOMCre+ INs
recorded in current clamp. (A) This neuron seem to receive a delay input which crossed the AP
threshold during one sweep only. (B) This neuron had a bigger oEPSC on the second stimulation,
which induced an AP when recording in current-clamp. (C) This neuron had a strong oEPSC which
induced a burst rather than a single AP in response to light stimulation in current-clamp.

pInsCx can drive AP firing in the LA SOMCre+ INs. Hence we did current and voltage-clamp

recordings of SOMCre+ INs while stimulating the pInsCx fibers and using an intracellular

solution containing potassium (Fig. 3.18). We successfully recorded from four different

SOM-INs and found that 1 neuron didn’t have any AP triggered, 1 neuron only had 1 elicited

AP during 1 sweep (Fig. 3.18.A), 1 neuron had APs triggered but not for the first stimulation of

the train (Fig. 3.18.B) and finally another neuron had 2 APs triggered by each light stimulation

with each pair of AP seeming to correspond to the fast and slow component of the EPSCs

(Fig. 3.18.C).

It seemed from these few recordings that the total amplitude of the EPSC should be larger

than around 100 pA in order to elicit an AP in the SOMCre+ INs, however the median of

the oEPSC amplitude is closer to 33 pA when considering only the fast component and 77

pA when considering the total amplitude of oEPSC. These values are below the apparent

"threshold" we can deduce from these few experiments. This experiment should however be

repeated for a more accurate interpretation of these results, with preferably a dose-response

as we previously did for VGluT2Cre+ neurons in Fig. 3.7.B. As for the delay to the peak of the

AP following the first light stimulation of the train, the average time was 4.6 ± 0.4 ms for the

neuron shown in Fig. 3.18.C, but the oEPSC was also quite large (526 pA) compared to the

average oEPSC found in previous recording done with cesium-chloride intracellular solution
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(Fig. 3.17.H). More experiments are necessary to check whether the delay to AP is indeed

short in general for SOMCre+ INs.

Figure 3.19 – pInsCx stimulation evokes a feedforward inhibitory input in SOMCre+ INs. (A) oIP-
SCs of an LA SOMCre+ IN in response to a pair of 1 ms light pulses before (grey) and after (cyan)
bath application of Gabazine. (B) oEPSCs and oIPSCs of an LA SOMCre+ IN in response to a 10-Hz
train of 1 ms light pulses. An expansion of the first stimulation is shown on the right panel to better
show the delays of the PSCs. (C) oEPSCs and oIPSCs of an LA SOMCre+ IN in response to a 10-Hz
train of 1 ms light pulses before (grey) and after (purple) bath application of NBQX. (D) Average and
individual data points of the oIPSC amplitudes (n=10). One neuron did not receive an oIPSC (cross),
and another was considered an outlier (red star). (E) Average and individual data points of the delay
between the light pulse and the 10% of the amplitude of the oIPSC in response to light stimulation
(n=10). The outlier neuron (red star) was not included in the average. (F) Average and individual
data points of the paired pulse ratio of recorded neurons in response to a pair of light pulses with 100
ms delay (n=10). The outlier (red star) was not included in the average.
In panels (A-C), darker traces represent the averages of the single traces. Neurons were voltage-
clamped at the reversal potential of EPSC. Results reported are Mean ± standard deviation.

According to previous studies, we would expect SOMCre+ INs to be inhibited during the

aversive stimulus, in order for the dendrites of principal neurons to be disinhibited (Wolff

et al., 2014; Krabbe et al., 2019). Hence, we wanted to verify whether slice recordings might

reproduce this effect with a putative noxious stimulus from pInsCx.

To investigate inhibitory input onto SOMCre+ INs, we voltage-clamped the neurons to +15

mV, close to the reversal potential of the EPSC, and used cesium intracellular solution. We

found that following light stimulation of pInsCx afferents, an outward current appeared,
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which was reduced by 94.4%, confirming that the signal was in fact GABAergic inhibition

(Fig. 3.19.A).

When comparing the delays of the oEPSC and oIPSC, we could see that the inhibition

appeared to be delayed compared to the excitation, which would suggest that similarly

to VGluT2Cre+ neurons and VIPCre+ INs, the inhibitory signal is a feedforward inhibitory

signal (Fig. 3.19.B). This was supported by the fact the oIPSC was reduced by 93.8% supports

the idea that the inhibitory input was dependent on a glutamatergic synaptic transmission

(Fig. 3.19.C).

On 12 recorded cells, there was only 1 cell which did not receive any inhibition (91.6% of the

neurons showed an oIPSC). On average, the oIPSC amplitude was 94.5 ± 100.1 pA (n=10;

Fig. 3.19.D), however the SOMCre+ INs appeared to be divided into two groups which received

small or strong inhibitory input. Note that the outlier mentioned previously was also not

included in the averages reported for the inhibitory signal. After the light stimulation, we

found that on average the delay to the start of oIPSC was 9.2 ± 2.7 ms which supports the

idea that the oIPSC is the result of a feedforward inhibitory input (n=10; Fig. 3.19.E).

As for the short term dynamics, we found that most SOMCre+ INs received depressing

inhibition as the fibers from pInsCx were stimulated with a 10-Hz train. Indeed, the second

oIPSC was on average 2-fold smaller than the first oIPSC (PPR of 0.5 ± 0.4; n=10; Fig. 3.19.F).

Hence, we found that following the pInsCx afferent stimulation, the SOMCre+ INs received a

moderate excitatory input, as well as a feedforward excitation and inhibition.
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4 | Discussion

In this study, we have applied optogenetically-assisted circuit mapping to study which

neuron types in the LA receive a direct excitatory input from the pInsCx, a cortical area with

a documented role in pain processing (Rodgers et al., 2008). We found that pInsCx afferents

robustly project to the three genetically identified cell types studied here, namely VGluT2Cre+

neurons, VIPCre+ INs and SOMCre+ INs. The results show features expected from a "US-like"

excitatory input, like a strong activation of LA principal neurons. However, other features

of the pInsCx→ LA connection, like a moderate excitation of SOMCre+ INs and the strong

feedforward inhibition onto VIPCre+ INs, is less expected for a "US-like" input.

4.1 VGluT2-expressing neurons in the LA

As stated in the Introduction (Section 1.5), given the Allen Brain Institute images for ISH of

the Slc17a6 gene (which codes for VGluT2), we expected VGluT2 expression to be restricted

to the dorsal tip of the LA, possibly corresponding to neurons which have been shown

earlier to be responsive to both the CS and the US (see Fig. 1.2 and Fig. 3.1.A; Romanski

et al., 1993). We were intrigued by the fact these neurons might have a specific molecular

marker differentiating them from other principal neurons of the LA, which might be linked

to their specific function. However, when we imaged histological sections from VGluT2Cre x

R26_LSL_H2B_mCherry mice (the latter is a Cre-dependent reporter line in which mCherry

expression is directed to the cell’s nucleus), we observed a broader mCherry expression

than expected, notably with a lot of expression in the cortex, hippocampus, piriform cortex

63



Chapter 4. Discussion

and amygdala (Fig. 3.1.B). On the other hand, when Cre-dependent fluorescence resulted

from the injection of an AAV vector in the LA of a VGluT2Cre mouse (see Fig. 3.5.A for the

approach), the fluorescence within the BLA remained restricted to the LA (see Fig. 3.4 and

Fig. 3.5.B). This is likely attributed to the properties of the viral serotype and injection spread.

The Allen Brain Institute provides a large database of ISH images. When we found an

unexpected distribution of the fluorescence, we decided to look further in their database

and found, in their transgenic mice characterization database, the images of ISH performed

in a VGluT2Cre x R26_LSL_tdTomato mouse. In this animal, they performed an ISH for the

expression of Cre (Fig. 4.1.A) and another ISH for the expression of tdTomato (Fig. 4.1.B). The

distributions of the "VGluT2" neurons according to these two images are different, and is

especially striking when comparing the cortex, hippocampus, piriform cortex and amygdala.

In these structures, the distribution of the reporter gene (tdTomato) is very similar to the one

of mCherry in our histology slices from VGluT2Cre x R26_LSL_H2B_mCherry mice (Fig. 3.1.B).

On the other hand, the distribution of Cre expression is similar to the distribution of VGluT2

(Slc17a6 ISH) from the Allen Brain Institute shown in Fig. 3.1.A.

Figure 4.1 – VGluT2Cre x R26_LSL_tdTomato mouse characterization by the Allen Brain Institute.
Publicly available images of the mouse transgenic line characterization as found on the website
of the Allen Brain Institute. These images are for the characterization of the strain VGluT2Cre x
R26_LSL_tdTomato. In situ hybridization (ISH) was done for Cre (A) and for tdTomato (B).

We hypothesize that this difference might be due to the Cre/loxP mechanism. Indeed, the

expression of Cre acts like a genetic switch that induces non-reversible recombination of

the reporter gene in the Cre-dependent transgenic mouse, therefore permanently allowing
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transcription of the Cre-dependent gene (Sauer, 1998). In different regions of the mouse

brain, it was found that following birth, VGluT2 is transiently expressed in some neuronal

populations before VGluT1 expression becomes upregulated. This was shown in the cere-

bellum by Miyazaki et al., 2003 and in the hippocampus by Fremeau et al., 2004a. This

could also be the case in the amygdala and could explain the difference between the images

from the ISH for Cre and for tdTomato (Fig. 4.1). Another possible reason for the difference

might be that the Slc17a6 gene is expressed at very low levels in some neurons, and that

this expression might be sufficient to induce genome recombination, thereby inducing the

expression of the fluorescent marker.

Even if this is indeed the case, it would not change our observation that the reporter gene

mCherry, in the VGluT2Cre x R26_LSL_H2B_mCherry mouse strain, is co-expressed with

CamKIIa. Indeed, in Fig. 3.2, only a few cells (2.1% of the counted neurons) expressed

mCherry alone (mCherry being Cre-dependently expressed in a VGluT2Cre mouse), which

would be higher if the VGluT2 expressing neurons were a distinct population from CamKIIa

neurons. The high overlap between the two populations reported in Fig. 3.2 is consistent

with the view that the VGluT2 locus is active early in development in principal neurons of

the LA (CamKIIa-expressing neurons).

In our experiments, although the injection of Cre-dependent tdTomato seemed to be re-

stricted to the expected VGluT2-expressing population, we preferred remaining conservative

and considered fluorescent cells to be simply excitatory, or principal neurons. This was

consistent with the evidence from electrophysiological recordings (Fig. 3.3), which confirms

that we could consider these neurons as principal neurons (class I neurons as in Sosulina

et al., 2006).

One major difference with previous electrophysiological studies such as the work by Faber

et al. (2001) was their observations of cells in the LA with a very strong accommodation

resulting in a response to somatic current steps injection with only very few action potentials.

In our experiments, we only reported one case of such a behaviour (see Fig. 3.3.C). The lack

of similar neurons might be the result of species differences. Indeed, while we recorded from

mice, Faber et al. (2001) recorded from rats.
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4.2 The pInsCx makes a strong excitatory connection to LA princi-

pal neurons

One of the first questions we had when we started these experiments was whether the pInsCx

provides equal inputs to various cell types in the LA. Hence we performed optogenetically-

assisted circuit mapping in three different cell types: VGluT2Cre+ neurons, VIPCre+ INs and

SOMCre+ INs. We summarized the findings in Fig. 4.2.

Figure 4.2 – Summary scheme of the inputs onto LA neurons following pInsCx stimulation. Sum-
mary of the postsynaptic currents and their delays evoked following the light stimulation of pInsCx
afferents in (A) VGluT2Cre+ neurons, (B) VIPCre+ INs and (C) SOMCre+ INs. Some of these inputs
were concluded to be through a feedforward pathway, as represented here by open cells, given that a
priori the cell type(s) mediating feedforward inhibition and feedforward excitation are not known
(see Discussion for more details). Connectivity rates (blue text), signal amplitudes and delays were
estimated from our recordings.

Using this method, we found that most of the neurons we recorded from within the LA re-

ceived an excitatory input onto them when pInsCx afferents were stimulated with optogenet-

ics. In our experiments, principal neurons received the strongest and fastest glutamatergic

input from the pInsCx (Fig. 4.2.A), compared to the interneurons (Fig. 4.2.B-C); hence, we

will first discuss the connection onto principal neurons.

We were first able to confirm the mono-synaptic nature of this connection given the short

delay between the oEPSC and the light-stimulation (3.6 ms), and also through the use of
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the drugs TTX and 4-AP (Fig. 1.3 and Fig. 3.6.D-F). This is what would be expected from a

US input which should activate many neurons according to single-unit recordings during

footshock done by Romanski et al. (1993) and Johansen et al. (2010a). Additionally, it is

believed that for plasticity to occur, it is important that the US input activates local principal

neurons (Blair et al., 2001).

In in vivo experiments, Johansen et al. (2010b) found that pairing an auditory stimulus with

optogenetic excitation of LA principal neurons could induce fear learning in rats. Although

this learning did not persist in the long-term, it showed that principal neuron excitation

was sufficient to induce a transient learning. In our experiments, when we investigated

whether the 1 ms light stimulation of the pInsCx afferents was sufficient to induce spiking,

we found that 6 out of 8 neurons fired an evoked AP at maximal light intensity (Fig. 3.7).

The optogenetical stimulation we used is quite strong and might not be representative of a

natural activation of the pathway; however, we found that with increasing light intensity,

the strength of the input varied continuously (Fig. 3.6.A-B), suggesting there are many

independent synapses converging onto LA principal neurons (Gjoni et al., 2018). Hence,

assuming that the pInsCx acts as an input for the US information, a strong activation of this

region would be able to strongly depolarize the majority of LA principal neurons, with a

part of the population having an AP evoked. Activation of principal neurons is a necessary

condition for plasticity to occur (Quirk et al., 1997; Repa et al., 2001; LeDoux, 2000).

Given that most recorded neurons had an evoked AP in response to the pInsCx stimulation, if

the principal neurons were highly interconnected in the LA, we would expect a feedforward

excitatory response. However, only 10 out of 32 neurons had an oEPSC with a secondary

component (Fig. 3.6.G-H), suggesting a low local connectivity between principal neurons

within the LA. Additionally, the secondary input was very small compared to the pInsCx

input. This is consistent with the view of an information flow through the amygdala complex

as described by Pitkänen et al. (1997), in which the input enters the LA and is projected

to many other subdivisions for parallel processing, while intra-divisional connections (for

example within LAdl) remain sparse.
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4.3 The pInsCx excitatory synapses onto VIPCre+ and SOMCre+ INs

Both SOMCre+ and VIPCre+ INs also received a glutamatergic input following pInsCx stimu-

lation with a similarly short delay. All recorded neurons of these two populations received

an input from the pInsCx, except one VIPCre+ IN (Fig. 3.11.F, Fig. 3.17.H). Although the

connectivity rate is large, many of these inputs were small, with a median of 37 pA with

full light intensity. In addition, the majority of these interneurons (65% of VIPCre+ INs and

72.7% of SOMCre+ INs; summarized in Fig. 4.2) received a delayed glutamatergic input which

often increased the total amplitude of the oEPSC. As a result, VIPCre+ INs had a total oEPSC

amplitude that was 137% the amplitude of the fast component (Fig. 3.12.F), and SOMCre+ INs

had a total oEPSC amplitude that was 176% larger than the amplitude of the fast component

(Fig. 3.17.H).

Given the delay of the oEPSC slow component of 10.3 ms for VIPCre+ INs and 11.8 ms for

SOMCre+ INs (see Fig. 3.12.I and Fig 3.17.I), we determined that these inputs are most

likely the result of a feedforward excitatory input. Principal neurons often might fire an

AP following the stimulation of pInsCx axons (see above); hence, they are likely to be the

source of this slow component. Indeed, when looking at the current-clamp response of

the principal neurons following pInsCx afferents stimulation, we found that the average

time of AP was 6.8 ms following the light pulse (Fig. 3.7). If we approximate a conduction

time and synaptic delay of 4 ms, this would mean that the interneurons would receive a

feedforward input at around 10.8 ms, which is close to the observed delays in both VIPCre+

INs and SOMCre+ INs (summarized in Fig. 4.2).

The oEPSC in the interneurons was smaller than in the principal neurons, however the

AP threshold of the former would likely be lower than for principal neurons due to their

smaller somata. In a few preliminary recordings, we found that 3 out of 4 VIPCre+ INs and 3

out of 4 SOMCre+ INs had an AP evoked by maximal light stimulation, although APs were

not evoked in each trial or did not occur for the first stimulation in the train of light pulses

(Fig. 3.13, Fig. 3.18). Additionally, Some of the oEPSCs recorded for these interneurons

were not necessarily representative of the values observed in the populations. Hence, these
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preliminary results do not allow us to conclude whether the strength of the EPSCs evoked by

pInsCx inputs is sufficient to evoke AP firing in the interneurons; however, they indicate that

some of them can.

In GAD67-GFP mice, the oEPSCs in LA interneurons reported by Polepalli et al. (2020)

following auditory thalamic and cortical stimulations had an amplitude of, respectively,

191 pA and 167 pA, in almost 90% of recorded interneurons. These amplitudes appear to

be larger than the total responses (including the slow components) to pInsCx stimulation

reported in the current study (80 pA for VIPCre+ INs and 126 pA for SOMCre+ INs); however,

it should be noted that the duration of the light stimulus was of 5 ms in the study by Polepalli

et al., whereas it was 1 ms for our study. In the context of fear learning, there is a CS input

before the US input, hence a prior activation of interneurons might affect their response

upon arrival of the US input. Additional contributions from neuromodulatory systems could

also be at play.

4.4 The pInsCx induces feedforward inhibition onto LA neurons

Given that many sensory inputs to the amygdala induce feedforward inhibition (Bissière

et al., 2003; Wolff et al., 2014; Guthman et al., 2020), we wanted to investigate if that was also

the case for the pInsCx input.

We found that all the recorded cell-types received an inhibitory input which was GABAergic

and depended on glutamatergic synaptic transmission (Fig. 3.8, Fig. 3.14 and Fig. 3.19).

Additionally, given the longer delays for these inhibitory responses compared with the

excitatory responses evoked in these cell types by the pInsCx stimulation, we concluded that

this inhibitory signal was indeed a feedforward input (summarized in Fig. 4.2).

We found feedforward inhibition in the large majority of the neurons we recorded from, at a

membrane potential of +15 mV. Additionally, the feedforward inhibition was high in both

the principal neurons and VIPCre+ INs, whereas it was considerably smaller in SOMCre+ INs

(summarized in Fig. 4.2). This leads us to speculate that the pInsCx robustly and strongly
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connects to an inhibitory neuron population which in turn inhibits these cell-types. Given

the results reported in this study, we believe it is unlikely for this interneuron to be a VIPCre+

IN or a SOMCre+ IN (see Discussion 4.3). Indeed, these neurons receive a rather small

excitatory input following the stimulation of pInsCx axons, which doesn’t seem to induce

AP-firing for small evoked EPSCs. The total oEPSC was larger when considering the slow

component, but the delay to the poly-synaptic excitation appeared to be longer than the

delay at which feedforward inhibition was induced (see Fig. 4.2). This would leave the

possibility that this feedforward inhibitory signal might be caused by either PV-INs, or by

the inhibitory neurons located in the intercalated cell cluster (ITC).

Lucas et al. (2016) showed in slice recordings that PVCre+ INs in the LA, which mediate feed-

forward inhibition onto principal neurons, receive strong inputs upon electrical stimulation

of cortical and thalamic afferents (stimulation of the EC and IC, respectively). Although

during the electrical stimulation of the EC and IC the upstream regions which are stim-

ulated are unknown, it is possible that the pInsCx contributes to this strong input onto

PVCre+ INs after EC stimulation. This would make PVCre+ INs a strong candidate for the

observed feedforward inhibition in our experiments. However, this would conflict with the

in vivo study by Wolff et al. (2014), who concluded that, during fear learning, PV-INs inhibit

SOM-INs and principal neurons during the CS, while also disinhibiting the dendrites of

principal neurons, whereas PV-INs are inhibited during the US. If the pInsCx is the source of

nociceptive information, we would – in principle – expect PV-INs to be inhibited following

pInsCx stimulation. Nevertheless, it is possible that we were limited by the ex vivo technique,

which might not preserve the full circuitry. For example, neuromodulators might affect the

activity of PV-INs following a noxious stimulus in vivo.

Another possibility would be that the pInsCx stimulation recruited interneurons within

the ITC. We cannot exclude this possibility given that with our experimental setup, the

optogenetic stimulation illuminated the slice in a radius of around 200 µm around the

recorded neurons. In many studies, the GABAergic neurons in the ITC were found to induce

feedforward inhibition in BLA neurons (Ehrlich et al., 2009). For example, Marowsky et al.

(2005) showed that interneurons in the lateral ITC induced a feedforward inhibition onto

BLA principal neurons which could be modulated by dopamine. Additionally, Bienvenu
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et al. (2015) showed that large intercalated neurons were activated by noxious stimuli and

projected to the BLA.

A surprising observation was also that in a few recordings, the evoked inhibition onto VIPCre+

INs had a short delay (Fig. 3.14.D), inconsistent with a feedforward nature. Although a direct

inhibitory projection from the pInsCx would be unlikely, a study by Bertero et al. (2019)

proved the existence of SOM long-range projection neurons from the auditory cortex to

principal neurons of the LA. Some GABAergic long-range projection neurons were also

found to project to other interneurons (Melzer et al., 2012). Given that the Chronos in

our virus injection was not Cre-dependent, it is in principle possible that some long-range

inhibitory interneurons were infected and projected to a few VIPCre+ INs. However, the

study by Gehrlach et al. (2020) shows inhibitory projections from the insular cortex are

highely unlikely. Hence, such an observation in our experiments could be explained by an

imprecise injection, which would have infected another region of inhibitory neurons (in the

ITC for example), but the 2 recordings in which we observed this were in 2 different mice,

and images from the injections confirmed the correct target of the injections.

4.5 The pInsCx input onto the LA microcircuit

We found that principal neurons receive a strong and robust excitation from the pInsCx.

However, the pInsCx appears to have unexpected properties as a noxious input to the LA in

comparison to in vivo recordings of interneurons from Wolff et al. (2014) and Krabbe et al.

(2019).

In vivo recordings showed that both PV-INs and SOM-INs appear to be inhibited during

footshock, resulting in a disinhibition of principal neurons (Wolff et al., 2014). VIP-INs

seem to be a good candidate to mediate this disinhibition as this neuron class is often

reported to be involved in disinhibition in the cortex (Pi et al., 2013). Hence the US input

should excite the VIP-IN population, which was indeed shown by Krabbe et al. (2019) using

in vivo microendoscope Ca2+ imaging. However, we observed that following optogenetic

stimulation of the pInsCx axons in the LA, VIPCre+ INs received a small excitation followed by
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a large feedforward inhibition (summarized in Fig. 4.2.B). These results are not necessarily

contradictory, as there might be factors which could explain this difference.

For example, during fear conditioning, prior to the US, the local interneurons might be

activated by the CS, and depending on their activity, these interneurons might be in different

states (inhibited, disinhibited or excited), which would modulate their response to the US.

Indeed, Polepalli et al. (2020) showed that around half of the interneurons they recorded

from in the LA of a GAD67-GFP mouse responded to an optogenetic stimulation of the

auditory thalamus or cortex afferents. This prior activity might prime the interneurons to

respond differently to a US input.

It is also possible that, in vivo, due to conserved neuromodulatory projections, the response

of interneurons is modulated. Unfortunately, it is not possible to reproduce "natural" neuro-

modulation in in vitro recordings, as it would be induced through different pathways. There

is convincing evidence for a contribution of various neuromodulatory systems in fear learn-

ing (see Likhtik and Johansen, 2019 for a review), which makes this a possible explanation

for the observed difference. For example, an in vitro study by Chu et al. (2012) showed that,

in the BLA, dopamine suppressed GABA release specifically at inhibitory synapses between

PVCre+ INs and principal neurons with no effect on the GABA release onto interneurons.

Another study by Letzkus et al. (2011) showed that in the auditory cortex cholinergic modu-

lation induced the activation of interneurons which inhibited PV-INs and resulted in the

disinhibition of principal neurons. Acetylcholine could be a candidate neuromodulator to

increase the response of LA VIP-INs to US input.

Finally, in the study by Krabbe et al. (2019), in vivo Ca2+ imaging of VIPCre+, PVCre+ and

SOMCre+ interneurons during fear learning showed that during CS and US, different cell

types within each groups can have heterogeneous responses (Supplementary Fig. 1 in

Krabbe et al., 2019). This is most likely due to the fact that interneuron groups based on

molecular markers are heterogeneous (see Introduction 1.5). Such a heterogeneity of cell-

types within each genetically-identified interneuron class, might have contributed to some

of the variability of input amplitudes, or mono- versus poly-synaptic inputs that we have

observed in our experiments. Further experiments would be required to verify this.
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Based on our observations, we hypothesize that the strong feedforward inhibitory input

onto the VIPCre+ INs and principal neurons would be the result of PV-INs being activated

by the pInsCx input. This hypothesis is supported by the study from Lucas et al. (2016).

Additionally, in a very few experiments with PVCre+ INs, we found that they received a strong

excitatory input from the pInsCx (ranging from 110 to 611 pA at a delay of 3.5± 0.4 ms in n=9

recordings); however, these recordings were not restricted to the LA but extended to the BA.

Indeed, we observed that PVCre+ INs were of low density in the anterior LA; we targeted the

anterior LA for our recordings, because this region receives a high density of pInsCx axons

(S. Palchaudhuri, unpublished observations).

Figure 4.3 – Hypothesized local circuit response to pInsCx stimulation. This scheme represents
the hypothesized local circuit response to pInsCx stimulation given the observed data. Sizes of lines
indicate the strength of the signal. The dotted line represents a low probability connection. We
hypothesize the large feedforward inhibition observed in both VIPCre+ INs and principal neurons is
through the pInsCx activation of PVCre+ INs.

As for the slow component of the EPSCs observed in our experiments in VIPCre+ and SOMCre+

INs, they are most likely the result of a poly-synaptic input (Fig. 3.12 and Fig. 3.17). We

hypothesize that this delayed input might be the result of the local activation of principal

neurons following the stimulation of the pInsCx afferents. Our hypotheses are summarized

in Fig. 4.3.
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Although this proposed circuit seems to contradict the findings by Krabbe et al. (2019) for

a role of VIP-INs in disinhibition, we believe it suggests the idea that there are additional

factors which promote the activity of VIP-INs in vivo, which we could not control in our in

vitro experiments. Indeed, additional regions might project to VIP-INs in the LA during a

noxious stimulus and promote their activity, whether a neuromodulatory nucleus or another

input region coding for US-information. Despite the high feedforward inhibitory input onto

VIPCre+ INs we observed, a strong activation might allow an AP to be triggered before the

inhibitory signal. There is also evidence that this inhibition could be specifically modulated

by a neuromodulator, as was shown in the cortex through nicotinic activation of VIP-INs

(Alitto and Dan, 2012; Fu et al., 2014).

4.6 Perspectives and future studies

There is a need to leverage new techniques to uncover the functional contributions of long-

range inputs onto the neural coding of the LA, which would allow to better understand

how fear learning occurs (Johansen et al., 2012). This is evidenced by two recent studies

addressing the effect of long-range inputs onto different cell-types of the BLA (Guthman

et al., 2020; Polepalli et al., 2020). However, there are no studies investigating the long-

range inputs from a region involved in the US signal transmission. In this study, we have

systematically studied the inputs from the pInsCx, a putative nociceptive input region, onto

different cell-types of the LA.

One obvious element missing from this study is the investigation of the pInsCx signal onto

PVCre+ INs. Performing these recordings would allow to verify our hypothesis that PV-INs

receive a strong input from the pInsCx and are responsible for the feedforward inhibition

observed in VIP neurons. Indeed, although we observed a low density of PVCre+ INs in the

anterior LA, their role might be important in the circuit and might compensate for their low

density (Lucas et al., 2016).

Other experiments which might yield further insights would be to perform the same ex-

periments with neuromodulators (or agonists) added to the bath. This would allow to test
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whether the local connectivity would be affected by neuromodulators and could explain the

difference in our observations with the previous in vivo studies (Wolff et al., 2014; Krabbe

et al., 2019).

Additional potential experiments include the injection of inhibitory opsins (such as

Halorhodopsin or Archaerhodopsin) in the local circuit, and testing whether the observed

inputs are modified when one of the cell-type is silenced. For example, the injection of an

AAV expressing an excitatory channelrhodopsin in the pInsCx and the injection of an AAV

expressing a Cre-dependent inhibitory channelrhodopsin (with a different excitation light) in

the LA of a VIPCre animal would allow to measure whether the evoked feedforward inhibition

is reduced when a specific interneuron type is silenced. We performed a few experiments

with such a paradigm, but the choice of opsins did not allow for their independent optical

stimulation.

To gain a better understanding of the specific nociceptive properties of the pInsCx input, it

would be valuable to investigate the target cell specificity of a long range synaptic input for

afferents originating from other regions. Such experiments could for example be done for

projections from MGm/PIN, known to carry the auditory input to the LA (McDonald, 1998;

LeDoux, 2000).

Slice recordings combined with optogenetically-assisted circuit mapping, such as performed

in this PhD project, allow to understand how a long-range input differentially recruits differ-

ent cell-types of the local microcircuit. This helps further understand how plasticity might

be induced, and shines light on observed differences between ex vivo and in vivo studies.
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List of Abbreviations

4-AP 4-Aminopyridine
AAV Adeno-associated virus
AMPA α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
AP Action potential
BA Basal amygdala
BLA Basolateral complex
BMA Basal medial amygdala
BSA Bovine serum albumin
Ca2+ Calcium
CamKIIa Ca2+/calmodulin-dependent protein kinase II
CEA Central amygdala
ChR2 Channelrhodopsin–2
CS Conditioned stimulus
EC External capsule
EPSC Excitatory postsynaptic current
EPSP Excitatory postsynaptic potential
GABA γ-aminobutyric acid
IC Internal capsule
IHC Immunohistochemistry
IN Interneuron
IPSC Inhibitory postsynaptic current
IPSP Inhibitory postsynaptic potential
ISH In situ hybridization
ITC Intercalated cell cluster
LA Lateral amygdala
LAdl Dorsolateral area of the lateral amygdala
LEC Lateral entorhinal cortex
LTD Long-term depression
LTP Long-term potentiation
MGm Medial geniculate nucleus
NBQX 2,3-dioxo-6-nitro-7-sulfamoyl-benzo[f ]quinoxaline
oEPSC Optogenetically-evoked excitatory postsynaptic current
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oIPSC Optogenetically-evoked inhibitory postsynaptic current
PAG Periaqueductal gray
PBS Phosphate-buffered saline
PFA Paraformaldehyde
PIN Posterior intralaminar nucleus
pInsCx Posterior insular cortex
PSC Postsynaptic current
PSP Postsynaptic potential
PV Parvalbumin
SOM Somatostatin
TTX Tetrodoxin
US Unconditioned stimulus
VGluT2 Vesicular Glutamate Transporter 2
VIP Vasoactive intestinal peptide
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