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Abstract

Progress in optics technology has enriched our daily lives in many ways. Various types of single-

photon detector technologies have emerged in the last century. Among these, single-photon

avalanche diode (SPAD) technology outperforms other detectors for its room temperature

operation, picosecond timing resolution, manufacturability, and scalability. Since 2003 when

the first complementary-metal-oxide-semiconductor (CMOS)-compatible SPAD array was

demonstrated, the exponential growth of CMOS process technology has served as a driving

force of scaling and miniaturization of SPAD arrays. In 2017, the largest SPAD array size of

512×512 was reported, while the smallest SPAD pixel pitch of 3 µm was demonstrated in the

same year. In parallel to such a continuous scaling, researchers have adopted the SPAD sensors

to diverse application fields. Particularly, SPAD image sensors are considered promising for

single-photon sensitive time-resolved applications, such as time-of-flight (ToF) ranging, fluo-

rescence lifetime imaging microscopy (FLIM), space applications, and Raman spectroscopy,

as well as other scientific imaging applications. Common to these applications is the growing

demand for larger SPAD arrays to enhance spatial resolution, dynamic range, data acquisition

speed, and overall functionality.

Achieving a megapixel array has been one of the most important milestones for SPAD research

for over 10 years, but also one that has proven as elusive. To accomplish this goal, we start

with a theoretical analysis of scaling laws for SPAD performance characteristics to clarify the

underlying tradeoff relations in the SPAD pixels below 10 µm in pitch. To address the severe

degradation of fill factor in the miniaturization, we propose a novel guard-ring-sharing tech-

nique, potentially pushing the limit of pixel miniaturization in conventional SPAD structures.

The proposed concept is verified by extensive characterization in 4×4 test SPAD arrays, where

the world’s smallest pixel pitch of 2.2 µm was achieved.

Next, we propose a new-generation SPAD structure: charge focusing SPAD. The proposed con-

cept is promising for overcoming a fundamental tradeoff between photon detection efficiency

(PDE) and dark count rate (DCR), while suppressing major correlated noise, hot pixel popula-

tion, and SPAD-originated power consumption. A proof-of-concept 128×128 charge focusing

SPAD image sensor is developed for feasibility study towards low-light imaging applications,

and we demonstrate the world’s lowest DCR density of 0.015 cps/µm2 at room temperature.

To open the door to scalable time-resolved SPAD arrays, we propose novel system concepts

of successive approximation ToF and coded time gating. The concepts are implemented in

backside-illuminated (BSI) 3D-stacked SPAD sensors based on 45 nm/22 nm CMOS process
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Abstract

with the resolution up to 0.5 megapixel.

As a highlight of this thesis, we demonstrate the world’s first 1 megapixel SPAD image sen-

sors based on time-gating approach. A proposed readout circuit sharing technique achieves

significant fill factor improvement and orders of magnitude suppression of power consump-

tion under strong illumination. The best-in-class noise characteristics and well-controlled

non-uniformity in the timing performance ensure feasibility of the SPAD sensor towards a

broad range of applications. We showcase the experimental results in 2-dimensional (2D) and

3-dimensional (3D) imaging applications based on the megapixel SPAD image sensor.

Finally, we apply the developed megapixel time-gated SPAD image sensor to the light-in-flight

imaging. Unprecedentedly high spatial resolution and sub-100-picosecond time resolution

enable the observation of an astronomical phenomenon called superluminal motion in the

laboratory scale. We propose a new algorithm to reconstruct extra-dimensional information

from 3D (x,y,t) spatio-temporal dataset, and successfully present 4-dimensional (x,y,z,t) light-

in-flight imaging for the first time.

Key words: Time-of-flight (ToF) ranging, fluorescence lifetime imaging microscopy (FLIM), Ra-

man spectroscopy, light-in-flight imaging, low-light imaging, single-photon avalanche diode

(SPAD), megapixel, time gating, guard-ring sharing, charge focusing, backside illumination

(BSI), 3D stacking, superluminal motion
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Résumé
Les progrès de la technologie optique ont enrichi notre vie quotidienne à bien des égards.

Divers types de technologies de détection à photon unique ont vu le jour au cours du siècle der-

nier. Parmi celles-ci, la technologie de diode à avalanche à photon unique (SPAD) surpasse les

autres détecteurs pour son fonctionnement à température ambiante, sa résolution temporelle

en picosecondes, sa fabricabilité et son évolutivité. Depuis 2003, lorsque la première matrice

SPAD compatible CMOS (complémentaire métal-oxyde complémentaire) a été démontrée, la

croissance exponentielle de la technologie de processus CMOS a servi de moteur à la mise à

l’échelle et à la miniaturisation des matrices SPAD. En 2017, la plus grande taille de matrice

SPAD de 512×512 a été signalée, tandis que le plus petit pas de pixel SPAD de 3 µm a été

démontré la même année. Parallèlement à une telle mise à l’échelle continue, les chercheurs

ont adopté les capteurs SPAD pour divers domaines d’application. En particulier, les capteurs

d’images SPAD sont considérés comme prometteurs pour les applications à résolution tem-

porelle sensibles à un seul photon, telles que la plage de temps de vol (ToF), la microscopie

d’imagerie à vie par fluorescence (FLIM), les applications spatiales et la spectroscopie Raman,

ainsi que d’autres scientifiques applications d’imagerie. La demande croissante de baies SPAD

plus grandes pour améliorer la résolution spatiale, la plage dynamique, la vitesse d’acquisition

des données et la fonctionnalité globale est commune à ces applications.

Atteindre un réseau de mégapixels a été l’un des jalons les plus importants de la recherche sur

les SPAD depuis plus de 10 ans, mais aussi un qui s’est révélé insaisissable. Pour atteindre cet

objectif, nous commençons par une analyse théorique des lois d’échelle pour les caractéris-

tiques de performance SPAD afin de clarifier les relations de compromis sous-jacentes dans

les pixels SPAD en dessous de 10 µm pitch. Pour répondre à la dégradation sévère du facteur

de remplissage dans la miniaturisation, nous proposons une nouvelle technique de partage

d’anneaux de garde, repoussant potentiellement la limite de la miniaturisation des pixels dans

les structures SPAD conventionnelles. Le concept proposé est vérifié par une caractérisation

approfondie dans des matrices SPAD de test 4×4, où le plus petit pas de pixel au monde de 2,2

µm a été atteint.

Ensuite, nous proposons une nouvelle génération de structures SPAD : SPAD à focalisation

de charge. Le concept proposé est prometteur pour surmonter un compromis fondamental

entre l’efficacité de détection de photons (PDE) et le taux de comptage sombre (DCR), tout

en supprimant le bruit corrélé majeur, la population de pixels chauds et la consommation

électrique d’origine SPAD. Un capteur d’image SPAD à focalisation de charge de 128×128 de

preuve de concept est développé pour une étude de faisabilité vers des applications d’ima-
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gerie à faible luminosité, et nous démontrons la plus faible densité DCR du monde de 0,015

cps/µm2 à température ambiante.

Pour ouvrir la porte à des matrices SPAD évolutives à résolution temporelle, nous proposons

de nouveaux concepts de système d’approximation ToF successive et de synchronisation

temporelle codée. Les concepts sont mis en œuvre dans des capteurs SPAD à rétroéclairage

illuminé (BSI) basés sur un processus CMOS 45 nm/22 nm avec une résolution allant jusqu’à

0,5 mégapixels.

Comme point culminant de cette thèse, nous démontrons les premiers capteurs d’image SPAD

1 mégapixels au monde basés sur une approche de synchronisation temporelle. Une technique

de partage de circuits de lecture proposée permet une amélioration significative du facteur de

remplissage et une suppression de l’ordre de grandeur de la consommation d’énergie sous

un fort éclairage. Les meilleures caractéristiques de bruit de sa catégorie et la non-uniformité

bien contrôlée des performances de synchronisation garantissent la faisabilité du capteur

SPAD dans une large gamme d’applications. Nous présentons les résultats expérimentaux

dans des applications d’imagerie bidimensionnelle (2D) et tridimensionnelle (3D) basées sur

le capteur d’image SPAD mégapixels.

Enfin, nous appliquons le capteur d’image SPAD à déclenchement temporel mégapixel dé-

veloppé à l’imagerie de la lumière en vol. Une résolution spatiale sans précédent et une

résolution temporelle inférieure à 100 picosecondes permettent d’observer à l’échelle du labo-

ratoire un phénomène astronomique appelé mouvement supraluminique. Nous proposons

un nouvel algorithme pour reconstruire des informations extra-dimensionnelles à partir d’un

ensemble de données spatio-temporelles 3D (x, y, t), et présentons avec succès l’imagerie en

vol en 4 dimensions (x, y, z, t) pour la première fois .

Mots clefs : Gamme de temps de vol (ToF), microscopie d’imagerie à vie par fluorescence

(FLIM), spectroscopie Raman, imagerie lumière en vol, imagerie à faible luminosité, diode à

avalanche à photon unique (SPAD), mégapixels, déclenchement temporel, anneau de garde

partage, mise au point de la charge, éclairage arrière (BSI), empilement 3D, mouvement

supraluminique
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1 Introduction

Progress in optics technology has revolutionalized our lives in many ways. Recently, techno-

logical advances have made it possible to produce, detect, and manipulate a single photon:

an elementary particle representing a quantum of light. A major driver for such a technology

is a rapid growth of quantum information science [1], where use of quantum superposition

and entanglement enables quantum computing and ensure ultra-secure communications.

In addition to the quantum information fields, single-photon detector technology has at-

tracted attention of a broad range of fields such as spectroscopy, optical communications,

medical and biomedical imaging, and 2-dimensional (2D) and 3-dimensional (3D) imaging.

Single-photon detection capability has been demonstrated in various systems [2]: photo-

multiplier tubes (PMTs) [3], avalanche photodiodes (APDs), superconductive photodetectors

[4], quantum dot-based devices [5], intrinsic defects in semiconductors [6], and complemen-

tary metal-oxide-semiconductor (CMOS)-based quanta image sensors (QISs) [7]. Among

these, single-photon avalanche diode (SPAD), or Geiger-mode APD, is considered a promising

candidate technology towards compact and cost-effective implementation of single-photon

detector systems. Major advantages of SPADs over other approaches are room temperature op-

eration, picosecond timing resolution, manufacturability, and scalability; since 2003 when the

first CMOS-compatible silicon SPAD array was demonstrated [8], research and development

on SPAD arrays have been accelerated along with exponential scaling of the CMOS process

technology. This chapter presents general perspectives for application fields of time-resolved

SPAD arrays, and feasibility of SPADs for photon counting-based intensity imaging, followed

by history of SPAD pixel scaling and its approaches for miniaturization.

1.1 Applications of time-resolved SPAD arrays

Growing demands in scientific and industrial fields for sensing ultrafast phenomena by optical

means have motivated researchers to develop photodetectors with high temporal resolution

up to nanoseconds or picoseconds. Such an optical sensing system often relies on active

approaches; the sensor detects optical signals synchronous to active light illumination applied

to the target. Some of those applications require full acquisition of the spatial distribution of
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Chapter 1. Introduction

physical properties such as structure, depth, material composition, and optical or electrical

parameters for the target. A straightforward solution based on a single photodetector is a

point scanning. However, this could suffer from a long acquisition time to get a high spatial

resolution. An alternative is widefield illumination combined with photodetector arrays. Par-

allel acquisition of optical signals from different positions of the target could reduce total

acquisition time. In addition, elimination of mechanical scanning could simplify the sensing

system, which is critical for some specific applications.

Due to defocused light illumination and consequently limited signal-to-noise ratio, the wide-

field approach necessitates precise detection of weak light signals, often at single-photon level,

in each photodetector. A CMOS-based SPAD array is suitable for the widefield time-resolved

optical sensing systems owing to its single-photon sensitivity, sub-100-picosecond time res-

olution and scalability. The digital nature of SPADs enables to combine with compact and

high speed logic circuits, including digital counters and time-to-digital converters (TDCs), for

pixel-parallel data acquisition and processing.

Fig. 1.1 shows possible application fields of time-resolved SPAD arrays. Time-of-flight (ToF)

imaging and light detection and ranging (LiDAR) are among the most promising applications

of the time-resolved SPAD arrays, where the time of arrival of laser pulses reflected by objects

gives a direct estimation of object distances. In this field, typical SPAD timing jitter below

a hundred picoseconds allows sub-centimeter depth resolution in widefield ranging. SPAD

Time-resolved 
SPAD arrays

Bioimaging

Raman Spectroscopy

3D LiDAR

Space Applications

https://science.nasa.gov/

Figure 1.1 – Application fields of time-resolved SPAD arrays.

2



1.1. Applications of time-resolved SPAD arrays

arrays can also be useful in biomedical imaging, particularly fluorescence lifetime imaging

microscopy (FLIM), where nanosecond-scale decay of fluorescent photons needs to be re-

solved. For those two applications, time-correlated single-photon counting (TCSPC) is often

a technique of choice to reconstruct photon time-stamp histogram synchronized with laser

pulse illumination. Space applications include imaging and ranging for interplanetary ex-

ploration to global scale optical communications. Another attractive direction is the Raman

spectroscopy, which is widely used for analyzing the chemical composition and crystal orien-

tation of specimen. In this particular field, background fluorescent photons can be rejected by

nanosecond global time-gating schemes. This section introduces previously reported SPAD

arrays for each of aforementioned applications and potential motivations for further scaling

of the array size.

1.1.1 3D time-of-flight ranging

3D depth sensing plays an essential role in the era of artificial intelligence (AI), autonomous

vehicles, robots, virtual and augmented reality (VR/AR), and a variety of other emerging

technologies. Depth sensing methods can be classified into passive and active approaches;

stereoscopic vision is a commonly used passive approach, where multiple cameras for visible

light capture scenes from different angles to reconstruct a depth map based on parallax. Active

approaches, in contrast, involve a wave emitter and a detector. The wave can take any forms

including acoustic wave and electromagnetic wave. Active depth sensors based on ultrasonic

wave are often used for observation of atmosphere and underwater environments. Electro-

magnetic waves often used in applications of interest in this thesis include visible-to-infrared

light, ultraviolet (UV) light, terahertz wave, microwave, X-rays and gamma rays. In addition to

its limited interference to human vision, the near-infrared (NIR) light is useful for its abundant

emitters, detectors, and optics components such as lenses, mirrors and filters. NIR-based

depth sensing comprises structured light, ToF ranging, and some other special techniques.

The ToF ranging performs the depth measurement based on the principle of constant speed of

light; object distances can be calculated using time duration from light emission to reception

of reflected light at the object surface. The ToF method comprises two classes: indirect ToF

(i-ToF) and direct ToF (d-ToF). The former estimates depth from relative phase shift of periodic

light emission and detected light signals, while the latter estimates the depth from direct

measurement of the time difference from light emission to detection. The i-ToF method can

be implemented with simpler pixel circuits and it is scalable. The challenge of i-ToF lies in the

impact of ambient light; the maximum measurable range and depth precision are limited by

photon-shot noise of the ambient light. D-ToF, in contrast, requires complex pixel circuits,

thus potentially limiting the scaling of the array. A major advantage of the d-ToF over the i-ToF

is the immunity to ambient light to a greater extent; pulsed light emissions can concentrate the

light energy into nanosecond time scale, and time-of-arrival histogramming enables efficient

separation of time-correlated signals from time-uncorrelated noise caused by the ambient

light.

Fig. 1.2 introduces some of the previously reported SPAD-based ToF sensors. Fig. 1.2(a) is the
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(b)

(c)

(a)

Figure 1.2 – SPAD-based ToF ranging. (a) Conceptual view of ToF ranging system. (b) 3D
images captured by TCSPC-based SPAD-ToF imager [9]. (c) 3D images captured by time-gated
SPAD-ToF imager [10].
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conceptual view of SPAD-ToF camera; pulsed laser is emitted with a wide angle towards an

object, and reflected light is collected to SPAD array using optical lens. The laser and the SPAD

sensor are synchronized for the d-ToF measurement. Fig. 1.2(b) shows 3D images acquired

by a TDC-based 64×64 SPAD image sensor [9]. Here, the 3D images are synthesized with

2D intensity images captured by the same SPAD camera for better visibility. On-chip TDC

circuits enabled precise time stamping of single-photon detection events to generate tem-

poral histograms. Fig. 1.2(c) shows 3D color-coded images captured by 256×256 time-gated

SPAD sensor [10]. 10 ns time-gating window is scanned in time domain to acquire temporal

histograms. Simplified pixel circuit enabled larger pixel arrays, whereas longer acquisition

time of the depth map limits the frame rate.

There are several motivations to increase the size of the SPAD array in ToF ranging applica-

tions. First, large-scale SPAD arrays enable 3D depth mapping with high spatial resolution,

potentially improving detectability of small objects and fine structures in the further distance.

Second, scaling of the SPAD arrays can enhance the field-of-view (FoV) of the ToF camera.

Third, large number of pixels is desirable to perform on-chip ambient light rejection technique

called coincidence detection [11]. In light of these aspects, the large-scale SPAD arrays for ToF

ranging are expected to provide a promising detector solution for next-generation flash LiDAR

systems.

1.1.2 Biomedical imaging

Advances in optical microscopy have brought a powerful tool for observation of micrometer-

to nanometer-scale structures and dynamics in biotechnology fields, as well as microelectron-

ics, mineralogy, nanophysics, etc. In biomedical fields, fluorescence microscopy has enabled

researchers to visualize structures and functions of biological tissues by labeling target com-

ponents with fluorescent probes [12]. Fluorescent molecules, or fluorophores, emit photons

typically within sub-nanosecond to microseconds after absorption of photons with shorter

wavelength. The wavelength difference of the excitation photons and emitted photons enables

selective filtering of background excitation photons from the fluorescent photon signals. In

practical situations, some factors limit the illumination power and hence limiting the amount

of photon emission; photobleaching is an irreversible process caused by excessive incident

light, changing the properties of fluorophores and degrading the efficiency of fluorescence

emission permanently. Typical allowable fluorescence cycles in organic fluorophores are

10,000 to 40,000. Phototoxicity is also an irreversible process caused by excessive light inter-

acting with target organisms and cells that are permanently damaged. Those factors impose

a requirement of single-photon detection capability on detectors for precise observation of

fluorescent signal.

Fluorescence intensity imaging is one of the common approaches to visualize the spatial dis-

tribution of fluorophores based on intensity contrast. This approach sometimes has difficulty

in resolving finer patterns with low intensity contrast. Alternative approach is FLIM; the distri-

bution of fluorophores is recognized based on flurorescence lifetime, enabling highly resolved

imaging for more complex situations, e.g. having multiple different fluorophores in the FoV.
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0
photons

18,000 0.5 1.5
lifetime (ns)

Figure 1.3 – SPAD-based FLIM, comprising of intensity image (left), color image (middle), and
lifetime image (right). Images are reprinted from [13].

FLIM requires single-photon detection in picosecond to nanosecond time resolution, and

hence the SPAD provides a promising solution. FLIM nowadays has a diverse applications in

biomedical imaging thanks to a variety of fluorscence probe molecules developed for different

purposes. Förster Resonance Energy Transfer (FRET), where emitted fluorescent photons are

absorbed by nearby fluorophore with strong distance dependency of energy transfer, is one of

the major applications of FLIM to probe molecular conformation, separation and association

in 1 to 10 nm scale [14].

Fig. 1.3 shows previously reported experiments of fluorescence imaging based on SPAD sen-

sor [13]. Left image is captured based on fluorescence intensity imaging, where number of

detected photons are plotted in gray scale, whereas image in the center shows color imaging

result. Compared to those images, right figure based on FLIM shows richer information on

the finer structures with higher visual contrast. Here, a time-gated 64×4 linear SPAD array is

implemented for scanning approach. The authors claim that the SPAD-based scanning FLIM

demonstrates comparable performance to the conventional PMT-based TCSPC system (not

shown in this figure). Later, SPAD arrays are applied to widefield FLIM; the array size has been

increased from 128×128 [15] to 160×120 [16], 256×256 [17], and 512×512 [18]. Further scaling

of the SPAD array over 1 megapixel for widefield approach enhances spatial resolution and

reduces total acquisition time, thus pushing the limit of the existing FLIM systems.

In biomedical imaging field, researchers have investigated effective methods to overcome

Abbe’s diffraction limit to achieve nanometer-scale spatial resolution. Single molecule super

resolution localization microscopy (SMLM) utilizes switching of the on and off states of fluo-

rescence molecules to estimate the position of fluorophores beyond the optical diffraction

limit. Fig. 1.4 demonstrates the experimental results of super resolution microscopy based

on a 512×128 SPAD array [19]. Fig. 1.4(a) shows a comparison with scientific CMOS (sCMOS)

camera, and Fig. 1.4(b) shows a comparison with electron multiplying charge-coupled device
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(a)

(b)

Figure 1.4 – SPAD-based super resolution microscopy [19]. (a) Comparison with sCMOS
camera. (b) Comparison with EMCCD camera.

(EMCCD) camera. The authors claim that the SPAD array achieved super resolution perfor-

mance close to sCMOS and EMCCD camera. The authors also mention that SPAD arrays with

reduced pixel size, improved photon detection efficiency (PDE) and higher frame rate are

desirable for future implementation of SPAD-based SMLM system competing with the existing

technologies.

1.1.3 Space applications

Space exploration and its relevant applications have been strategically investigated worldwide

for understanding fundamental physics and astronomy, as well as enriching our lives based

on earth observation, satellite-based communication, etc. Space imaging refers to a variety of

approaches including imaging astrological phenomena and celestial bodies from the earth,

imaging from satellite, and imaging from planetary probes. Those imaging techniques may

rely on electromagnetic waves such as UV-to-NIR light, X-ray, and gamma-ray, as well as

various types of cosmic rays. In the last decade, SPAD detectors have drawn attention of

the space imaging community. Fig. 1.5(a) shows conceptual images of SPAD-based gamma

camera for space imaging [20]. The SPAD detector is coupled to low cost plastic scintillating

fibers for compact implementation to fit in the limited space in satellites. In this application,

the authors claim that large-area SPAD detectors are desirable for efficient collection of

scintillating photons. Other requirements are high timing resolution and radiation hardness.

For the latter, the authors demonstrate the proton irradiation dose dependence of dark count

rate (DCR). The measured DCR increased by a factor of 6 after proton irradiation, which is

7



Chapter 1. Introduction

(a)

(b)

Figure 1.5 – SPAD-based space applications. (a) Conceptual schematics of SPAD-based gamma
ray detectors [20] (right image from https://www.bo.imm.cnr.it/unit/projects/fiber-spad-read-
out-scintillating-fibers-single-photon-avalanche-detectors). (b) Conceptual view of global
scale quantum communication system [21].

acceptable for this application.

Long distance optical communications between satellites or ground-to-space have been

studied intensively for recent years. In particular, global scale telecommunication system

based on quantum key distribution (QKD) network is believed to realize a next generation of

ultra-secure communication [21]. Fig. 1.5(b) shows a conceptual view of global scale QKD

network. Here, efficient generation and detection of entangled polarization states of single

photons are major challenges. The authors show the target specification of PDE > 40%, DCR

< 1000 counts per second (cps), timing jitter < 100 ps, afterpulsing < 3%, and maximum

count rate > 100 kHz. Wavelengths of 800 nm and 1550 nm can potentially be used for this

application. Again, radiation hardness of the SPAD detectors is critical for installing on the

satellites to ensure the stable operation for a long time. A large-scale SPAD array coupled

to an optical lens can be a potential solution to boost the communication speed based on
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pixel-parallel signal transmission and detection.

1.1.4 Raman spectroscopy

Spectroscopy is a widely used technique in chemistry, physics and astronomy for investigation

of physical structure, composition, and electronic properties of matter from the atomic to

macroscopic scale. Among various approaches, Raman spectroscopy is a major tool to nonde-

structively identify molecules and minerals by quantifying inelastic scattering of photons at

the specimen. Weak photon signals in Raman spectroscopy are often overwhelmed by back-

ground fluorescence, limiting the signal-to-noise ratio. To address the issue, time-resolved

Raman spectroscopy has been studied for temporal filtering of the fluorescent photons [22].

The concept was verified using a streak camera with picosecond time resolution [22] and a

single SPAD [23], and later extended to a 128×128 SPAD array with 32 ns time gating [22]. The

fluorescence rejection capability in the time-gated SPAD sensor is further refined in 1024×8

linear SPAD arrays achieving 0.7 ns time gating [25]. The authors employed balanced binary

trees for spatially uniform gate and recharge clock distribution, and achieved minimum gate

length of 700 ps with its skew under 100 ps over the entire array. As shown in Fig. 1.6(a), com-

parable Willemite Raman signature to the streak camera approach has been demonstrated

with the linear SPAD array. The authors claim that the proposed SPAD sensor demonstrated

the feasibility not only for Raman spectroscopy but also for laser-induced breakdown spec-

troscopy (LIBS). Fig. 1.6(b) is an artist’s rendering of the LIBS instrument.

An attractive technology direction is a Raman imaging [26], where the system acquires 2D

spatial map of the composition of targets. A large-scale 2D SPAD array, combined with 1D or

2D pulse laser illumination, is useful for evaluating 1D spatial distribution of spectral profile

in a single measurement. Mechanical scanning of the sensing region enables to generate an

image exhibiting the 2D distribution of the matters. In such a system, the SPAD array sizes in

horizontal and vertical directions determine the resolution of Raman shift and vertical spatial

resolution, whereas scanning pitch determines horizontal spatial resolution. The technical

challenge lies in the sensor design to increase the array size without degrading the time-gating

length and uniformity over the array. The large-scale time-gated SPAD array with nanosec-

ond time gating is a promising candidate for high speed and high precision sensor towards

compact and cost-effective Raman imaging camera.

1.1.5 Other scientific applications

Time-resolved SPAD arrays can also be employed for some of unique imaging modalities.

Fig. 1.7(a) shows a demonstration of light-in-flight imaging based on a SPAD array [27]. TDC-

based 32×32 SPAD image sensor is used to acquire time stamps of photons scattered from a

laser beam. Pixel-wise histogramming combined with dedicated signal processing realizes a

visualization of laser beam propagation in the air and reflection at the mirrors. Parallel photon

detection significantly reduces measurement time with respect to previous light-in-flight

works with a streak camera, intensified charge-coupled devices (ICCDs), etc. The spatial
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(a)

(b)

Figure 1.6 – SPAD-based Raman spectroscopy applications. (a) Performance comparison of
Raman shift measurement [25]. (b) Artist’s rendering of the LIBS instrument [25].
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(a)

(b)

Figure 1.7 – SPAD-based scientific imaging applications. (a) SPAD-based light-in-flight imaging
[27]. (b) SPAD-based non-line-of-sight imaging [28].
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resolution of the captured images, however, is still limited, and spatial interpolation makes the

movement of the laser beam rather clumsy in the captured video. Hence, larger SPAD arrays

are promising to potentially improve the accuracy of the light-in-flight observation without

interpolation.

Fig. 1.7(b) shows a schematic view of experimental setup for non-line-of-sight (NLOS) and the

reconstructed image [28]. The focused laser is emitted towards a wall with diffusive surface.

A part of the diffused light propagates towards the hidden target object, and reflected back

to the wall. The light is further reflected by the wall and comes back to the imaging systems,

eventually reaching the SPAD sensor. Essentially, the imaging system can computationally

visualize the shape of the target object placed outside the FoV by utilizing multiple reflection

of the pulsed laser. While the paper demonstrates the confocal approach for NLOS imaging,

the authors also provide a future perspective for employment of 2-dimensional SPAD arrays

with diffused laser source to ultimately achieve high spatial resolution single-shot NLOS

imaging. Obviously, more advanced SPAD arrays are desirable for more precise acquisition of

photon signals, which is critical for the image reconstruction. Larger arrays could make this

reconstruction faster thanks to accelerated acquisition over the whole FoV.

1.2 Quanta image sensors

Apart from time-resolved applications, SPAD arrays enable a photon counting-based intensity

imaging for visible-to-NIR light, thus potentially applicable to specialized imaging fields such

as surveillance, defense, space imaging, endoscopy, and scientific imaging. In 2005, a new con-

cept of image sensor, nowadays known as QIS, was proposed to overcome the limited imaging

performance under aggressive pixel miniaturization [29, 30]. The QIS features spatio-temporal

oversampling where each pixel receives only one to few photons in a single frame. The pixel

could be designed smaller than a diffraction limit of visible wavelength. Integration of a single-

or few-bit oversampled signals over pixels or frames enables to reproduce a nonlinear photore-

sponse characteristics similar to that of silver halide-based film, thereby achieving extended

dynamic range. Applications of the QISs include scientific low-light imaging, professional

and consumer photography, multi-aperture imaging, cryptography, detection of low-energy

charged particles, and others [7].

Among various technologies, CMOS-based approach provides a scalable solution for QIS.

Single-photon resolution in CMOS-based QIS can be achieved by advanced pixel and circuit

design for exceptionally high conversion gain and suppressed readout noise. The pixel size

can be scaled to 1 µm or less by employing well-established CMOS image sensor (CIS) process

technologies. Recently, 1 megapixel QISs with 1.1 µm-pitch pixels are demonstrated in [31, 32].

The developed sensors presented mean temporal noise of 0.21 e-r ms , binary frame rate up to

1040 fps, and quantum efficiency above 70%.

In theory, SPAD-based QISs, or more generally, photon counting SPAD image sensors have

several unique features with respect to the CMOS-based approach. First, in-pixel signal gain

with avalanche multiplication process achieves effectively readout-noise-free operation. Sec-
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Figure 1.8 – Comparison of device structure for CIS and SPAD. (a) Schematic cross-section of
CIS pixels. (b) Schematic cross-section of p+/deep-n-well SPAD. (c) Schematic cross-section
of p-well/deep-n-well SPAD.
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ond, natively digital operation allows pixel-wise signal processing as well as data compression.

Third, global shutter (GS) function can be readily implemented by adding extra memories to

each pixel, enabling parasitic-light-insensitive GS operation. SPAD-based QISs based on both

analog and digital readout have recently been reported [18, 33].

In spite of the aforementioned advantages, SPAD image sensors are yet to be seen in the 2D

camera markets. One of the major issues of SPADs for intensity imaging applications is a low

signal-to-noise ratio, fundamentally limited by the high voltage operation. Fig. 1.8(a) shows a

schematic cross-section of CIS pixels. The pixel contains a pinned photodiode with a surface

P+ region and buried N- photodiode region for charge accumulation, connected to a transistor

to transfer the photocharges to a floating diffusion (N+). Each pixel is separated by isolation

p-well (PW) to suppress electrical crosstalk and blooming. Owing to the electrostatic potential

distribution, the pixel is photosensitive up to the center of the isolation well; photocharges

generated in the middle of the isolation region can travel to a nearby pixel by drift and diffu-

sion, thereby enabling near-100% fill factor (indicated as active area in the figure). Fig. 1.8(b)

shows a schematic cross-section of p+/deep-n-well SPAD pixels [34]. In the SPAD pixel, the

photosensitive area, or active area, is defined by the central p-n junction between P+ and

deep n-well (NW) to build uniform high electric field. The active area is surrounded by lightly

doped PW, known as a guard-ring (GR), to suppress premature edge breakdown. The pixel is

electrically separated from adjacent pixels by NW. Unlike the CIS, photocharges generated

around GR and NW isolation are drained by the electrical contacts without reaching the central

p-n junction. Hence, the fill factor in the SPAD pixel is significantly limited by the GR and

isolations. This is more critical when the pixel size is reduced; widths of GR and isolation are

determined by operation voltage and process limitations, and do not necessarily scale with

the pixel size. Insufficient GR width induces a premature edge breakdown, degrading key

SPAD performance and its uniformity. A similar trend can be expected in a p-well/deep-n-well

SPAD shown in Fig. 1.8(c) [35], where the p-n junction between PW and deep NW forms a

high electric field region to induce avalanche multiplication. In this device, premature edge

breakdown is suppressed by virtual GR with no explicit doping.

In addition to the limited fill factor, SPAD pixels suffer from various noise factors such as DCR,

afterpulsing and avalanche-induced crosstalk. Those factors could degrade overall image

quality, preventing SPAD cameras from replacing CIS or charge-coupled device (CCD) cameras

in the commercial markets. To address those issues in the existing SPADs, innovative concepts

of SPAD device need to be introduced to overcome the fundamental limitations and tradeoffs.

1.3 History of SPAD pixel scaling

Analogous to a great success in the scaling of CISs, SPAD pixel-pitch scaling towards megapixel

array plays a key role for further expansion of its potentials toward the aforementioned indus-

trial and scientific applications. Fig. 1.9 explains the history of scaling in CMOS-compatible

SPAD arrays. Starting from 32 pixels in 2003, the size of pixel arrays in SPAD sensors has contin-

uously boosted by downsizing SPAD and pixel circuit with advanced CMOS technologies. The
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Figure 1.9 – History of CMOS-compatible SPAD development.

record of spatial resolution has been updated in 2017 by time-gated 512×512 SPAD sensor [36]

(as of 2019). Aiming at high resolution widefield FLIM, the authors developed 16.38 µm-pitch

frontside-illuminated (FSI) SPAD in 180 nm CMOS process. To achieved high photon detection

probability (PDP) and low DCR, p-i-n diode-based SPAD is employed [37]. The pixel circuit

consists of nMOS-only 11 transistors used for compact and low-power time-gating circuit and

1-bit dynamic memory.

In the context of pixel-pitch scaling, possibility of miniaturizing SPAD array has been explored

in [38], where 4×4 of test pixels comprise 3 µm-pitch SPADs with all the readout circuit located

external to the array. This work has focused on minimizing distance between neighboring

SPADs in FSI, while performance degradation in DCR and PDP implies that aggressively

miniaturized SPADs suffer from premature edge breakdown.

1.4 Approaches to miniaturize SPAD arrays

Various approaches have been proposed to address the issues. Fig. 1.10(a) shows a conceptual

schematic of on-chip microlenses [39, 40, 41]. In monolithic configuration, SPAD and pixel

circuit components share limited area. Due to the high voltage operation, the well region of the

SPAD needs to be located distant from wells for the pixel circuit to avoid unwanted high electric

field concentration. This requirement further reduces the fill factor. On-chip microlenses

help collecting incident photons to the pixel area into the SPAD active area, improving the

effective fill factor. With optimized design, the concentration factors of microlenses above 10

have been reported [39, 40], whereas the gain is limited for smaller f-numbers of an objective

lens. A secondary effect of on-chip microlens is the reduction of DCR; the DCR often follows
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tation [39, 40, 41]. (b) Well-shared SPAD arrays [42]. (c) 3D-stacked SPAD arrays combined
with other techniques [44, 45, 46, 47].
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proportionally to the active area, and the on-chip microlenses enable reduction of the active

area while avoiding loss of the effective fill factor and PDE.

Fig. 1.10(b) shows a schematic cross-section of a well-shared SPAD array [45]. Adjacent SPADs

are sharing an isolation well (shown in red) to reduce the distance between the active area. In

contrast to Fig. 1.10(a), the pixel circuit can share the well region as well for area efficient layout.

Note that this approach could lose the regularity of pixel array, thus distorting uniformity of

spatial sampling of the photon signal.

Recently, 3D stacking has been adopted for commercial CISs and now the technology enables

pixel-level wafer-to-wafer bonding with pitch below 5 µm [43]. The 3D-integration technology

has been introduced for SPADs [44, 45, 46, 47], and has proven to overcome fundamental

limitations in the monolithically integrated SPAD arrays. Fig. 1.10(c) shows a schematic view

of a 3D-stacked SPAD array combined with other miniaturization techniques. The sensor

consists of two wafers: a SPAD-dedicated wafer and a circuit-dedicated wafer. SPADs can

be densely packed without special care on the electrical breakdown with circuit wells, thus

significantly enhancing the fill factor. Each SPAD is bonded to the pixel circuit in the circuit-

dedicated wafer. Physical separation of SPADs and circuits enable to employ different process

technologies for the two wafers. The SPAD wafer can be optimized for high PDE and low noise

performance, while advanced CMOS processes (e.g. 65 nm, 45 nm, or below) for the circuit

wafer achieve compact, high speed and highly functional pixels.

1.5 Aims of the thesis

This thesis is motivated by the potential demands in diverse scientific and industrial applica-

tion fields for compact and cost-effective megapixel time-resolved SPAD arrays. As described

in the previous sections, time-resolved SPAD arrays have been adopted for various applica-

tions, some of which have shown outstanding performance and unique functionality, whereas

others have shown performance not fully competitive to the established technologies such as

PMT, CIS, EMCCD, sCMOS camera, streak camera, etc. Major limitations of the existing SPAD

image sensors reside in the array size, pixel size, fill factor, PDP, DCR, and timing jitter, as well

as correlated noise such as afterpulsing and crosstalk.

The first objective of this thesis is to formulate the scaling laws of SPAD pixels and exem-

plify fundamental tradeoffs in the miniaturized SPAD arrays below 10 µm pitch. As in any

other semiconductor devices, miniaturization of the SPAD pixel is an everlasting challenge

for researchers and engineers to achieve compact and inexpensive implementation of single-

photon sensing systems. Some of the aforementioned characteristics improve as the pixel size

is reduced, whereas the others are severely degraded due to the miniaturization. Systematic

analysis of the tradeoff relations is of great importance to understand the physical limit of

the miniaturization, and to investigate the possibility to push the limit of performance in the

existing architectures.

The second objective of this thesis is to propose and implement novel concepts to overcome

the tradeoffs in miniaturized SPADs based on insights from semiconductor device physics, fab-
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rication process technology, and integrated-circuit (IC) design methodology. The concepts can

be verified by theoretical analysis, simulations, and experiments. In addition to the sensitivity

and noise characteristics, controlling stochastic variation and pixel-to-pixel non-uniformity

of the performance is critical for robust manufacturing of single-photon detector arrays. The

state-of-the-art comparison provides a useful measure to systematically clarify the advantages

and limitations of the proposed concepts. Those concepts are ultimately targeting the demon-

stration of the world’s first megapixel SPAD image sensors with excellent performance.

The third objective is to employ the large-scale SPAD arrays towards various time-resolved

applications. System design and algorithm development are key for demonstrating the fea-

sibility of the SPAD image sensors in the target applications. In addition to the continuous

performance improvement, the developed large-scale SPAD image sensors are expected to

achieve discontinuous innovations which have never been approached by the existing detec-

tors. Such innovations can pave the way for completely new application fields requiring even

higher level of SPAD array design, potentially inspiring the further research and development

towards the multi-megapixel time-resolved SPAD image sensors.

1.6 Thesis organization

Chapter 2 describes a theoretical analysis of scaling laws for SPAD pixels to clarify the funda-

mental tradeoffs between various performance. In Chapter 3, a novel guard-ring-shared SPAD

device technology is proposed to push the limit of the pixel miniaturization. The proposed

concept is verified with 4×4 SPAD arrays achieving 2.2 µm pitch, the smallest ever reported.

Chapter 4 explains a newly proposed charge focusing SPAD device technology to overcome a

critical tradeoff between PDE and DCR, enabling miniaturized SPAD arrays with near-100% fill

factor and ultralow DCR. A proof-of-concept 128×128 charge focusing SPAD array is developed

to demonstrate the feasibility of the charge focusing SPAD for low-light imaging applications.

In Chapter 5, new approaches for highly functional time-gated SPAD arrays are proposed.

The algorithms are implemented in backside-illuminated (BSI) 3D-stacked SPAD arrays with

the resolution up to 0.5 megapixel. Chapter 6 demonstrate the first megapixel SPAD array,

fabricated in 180 nm CMOS. The megapixel time-gated SPAD image sensor based on new

pixel architecture is applied to 2D and 3D imaging. The developed megapixel SPAD camera

is further utilized for light-in-flight imaging in Chapter 7. Owing to high spatio-temporal

resolution and a newly developed reconstruction algorithm, 4-dimensional light-in-flight

observation is demonstrated for the first time. The conclusion and future perspectives are

summarized in Chapter 8.
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2 Scaling Laws in SPAD Pixels

SPAD pixel scaling leads to the shrinkage of its active area and affects the performance mea-

sures, such as fill factor, PDP, PDE, DCR, correlated noises, and power consumption. To

understand the impact of pixel miniaturization, it is useful to introduce simplified models for

each parameter which take the dimension of the pixel into consideration. In this chapter, a

theoretical study on the scaling laws of the pixel performance is investigated.

2.1 Analysis criteria

To proceed with the theoretical analysis of the scaling laws, some assumptions must be made.

First, SPAD pixel array configuration is assumed to be a square grid, while it is not difficult

to generalize the discussion to other configurations, e.g. honeycomb structure [1]. Second,

circular-shaped SPADs are assumed to simplify the discussion on the curvature change with

scaling. In some prior works, rounded-corner rectangle or square SPADs are also adopted

to improve fill factor [2, 3, 4]. However, these designs are not always suitable for scaling

with geometric similarity preserved, where the electric field concentration at the corners

can induce premature edge breakdown and also change the breakdown voltage. Third, a 3D-

stacked configuration with SPAD-only array in a single plane is assumed. In non-3D-stacked

FSI or BSI configuration, SPAD and pixel circuit coexist in the same plane. In a given pixel

pitch, SPAD and circuit have to share the limited area, and the circuit complexity can affect the

size of SPAD active area and its performance. The main focus of this analysis is to formulate

the scaling laws of SPAD performance, and hence the SPAD array without circuit components

is desired for more systematic and quantitative analysis. Fourth, active-to-active distance

is assumed to be fixed at a certain dimension irrespective of the scaling parameter. This is

justified by the following discussion.

For analysis of the scaling laws in the SPAD pixel, it is natural to assume that the doping

profile along z-axis for each implantation layer is unchanged, and the breakdown voltage of

the p-n junction in the SPAD stays in the same range. This implies that, unlike the scaling in

MOS transistors where the lower supply voltage is adopted for the smaller devices, the power

supply voltage for the SPAD does not scale as a function of its dimension. Another premise
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on the SPAD pixel design is that the guard-ring width has to be sufficiently large to avoid the

premature edge breakdown. Given the fact that the lateral diffusion length of doped ions

cannot readily be controlled, the electrostatic potential distribution around the guard ring

is not much dependent on the active diameter. The optimum guard-ring width ensuring no

edge breakdown in the operating condition is defined with the following equation [5]:

V g r
B (Wg r ) =V p−n

B +V max
ex , (2.1)

where V g r
B (Wg r ) is the breakdown voltage at the guard ring with given guard-ring width Wg r ,

V p−n
B the breakdown voltage at the vertical p-n junction, and V max

ex the maximum excess bias

used in the system. Based on the discussion above, all the terms in the above equation are

not dependent on the pixel size, and the optimum Wg r can be defined regardless of scaling.

These considerations impose a constraint in the pixel scaling that the guard-ring width has

to be unscaled and fixed at a certain value over all the SPAD pixel dimensions to guarantee

the stable Geiger-mode operation without unwanted edge breakdown. The optimum Wg r

should be in the similar range as the depletion width of the main SPAD p-n junction, and is

typically 1 to 2 µm [6]. In addition, the optimum width of an isolation layer, typically formed

with deep-well implantation, is determined by a process design rule for minimum drawing

width, and should not be scaled with the pixel dimension. The pixel pitch Lp , which will be

employed as a scaling parameter in the following discussion, can be expressed as:

Lp = Da +La−a = Da +2 ·Wg r +Wi so , (2.2)

where the well-sharing configuration is assumed, and Da is the active diameter, La−a the

active-to-active distance, and Wi so the isolation width. In the following discussion, Wg r and

Wi so are both assumed to be 1 µm unless otherwise noted, and Lp is assumed solely depen-

dent on Da .

Fig. 2.1 shows the conceptual views depicting the SPAD pixel scaling. Fig. 2.1(a) is the example

of top-view layout for a 2×2 pixel array. As discussed above, the active-to-active distance

La−a is fixed when shrinking the pixel pitch Lp . As a result, the active diameter Da is reduced

proportionally to Lp . This assumption can be applied to any types of existing SPAD device

structures [7, 8]. For example, Fig. 2.1(b) shows the cross-sectional view of p+/NW SPAD. Da is

defined as the diameter of the inner circle of guard-ring p-well, whereas La−a corresponds to

a sum of the NW separation width and twice the width of p-well guard ring. For PW/deep-NW

SPAD or p-i-n SPAD, Da equals to the diameter of p-well, and La−a is a sum of NW separation

width and twice the width of virtual p-epi guard ring. This indicates that the scaling law

analysis can be performed with only three key dimensional parameters, Lp , Da and La−a ,

without losing generality.

In summary, the main assumptions for the analysis of scaling laws are listed below:
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Figure 2.1 – Conceptual views of SPAD pixel scaling; (a) top-view layout examples of pixel
miniaturization, (b) cross-section example of p+/NW SPAD, (c) cross-section example of
PW/deep-NW SPAD or p-i-n SPAD.

• uniform square grid,

• circular shape for active area and inner/outer borders of guard ring,

• 3D-stacked configuration with full separation of SPAD and pixel circuit into different

wafers,

• active-to-active distance unscaled with the SPAD pixel dimension,

• pixel pitch Lp employed as a scaling parameter.

2.2 Fill factor

Fill factor (FF) of the SPAD pixel, defined as the ratio between the drawn active area and the

pixel area, is one of the fundamental parameters determining single-photon sensitivity. FF is a
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purely geometric parameter, and is straightforward to be formulated as a function of the pixel

pitch Lp :

F F = π(Lp −La−a)2

4L2
p

. (2.3)

It is obvious from the above equation that FF goes down to zero when Lp = La−a , and cannot

be defined for Lp < La−a . For sufficiently large Lp , FF converges to π/4×100 = 78.5%.

Fig. 2.2 shows the calculated FF as a function of the pixel pitch for several different active-

to-active distances. FF curves show monotonic increase with the pixel pitch Lp . Relatively

steep increase of FF is observed at smaller Lp , whereas saturating behavior of FF is shown at

larger Lp . Slower saturation for larger La−a indicates that if active-to-active distance is large,

larger pixel pitch is required to get higher FF, e.g. above 50%. Note that in the actual sensor

design, the effective FF can be enhanced by employing on-chip microlenses [9, 10], although

designers should bear in mind that microlenses are less effective for smaller f-numbers of the

objective lens.

La-a=3µm

4
5

Figure 2.2 – Calculated FF as a function of SPAD pixel pitch Lp for active-to-active distances
La−a = 3, 4, 5 µm.
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2.3 PDP and PDE

PDP in the SPAD pixels is defined in the following equation [11]:

PDP =QE ×Pava , (2.4)

where QE is the quantum efficiency and Pava the avalanche triggering probability. In ideal

SPAD device, PDP represents the single-photon sensitivity normalized by the active area, and

it is not scaled with the active diameter and the pixel pitch. In practice, discrepancy between

"drawn" active area and "effective" active area leads to considerable dependencies of PDP

with the scaling parameter Lp [12].

The discrepancy between designed and actual active size stems from two possible reasons:

nonideality in the process fabrication, and nonideality in the device design. One example

of the process nonideality is the lateral diffusion of doped ions [13]. The lateral diffusion

length is determined by type of dopant ion, implantation energy, and thermal annealing

conditions, and is typically in the order of 0.1 to 1 µm for deep well implantation. This lateral

diffusion induces the decrease of doping concentration at the edge of the active area. The

electric field at the edge of active area can be locally reduced with respect to the electric field

at the center of the active area, thus lowering the sensitivity at the border of the active area.

On the other hand, the device design nonideality is caused by lateral electric field near the

guard ring. Photocharges generated in the neutral region of the SPAD randomly move around

due to the thermal diffusion until they reach the nearby depletion region and are drifted to

an electrode. If the photocharges reach the main p-n junction with high electric field, they

induce the avalanche multiplication, thereby generating the photon detection signal. However,

photocharges close to the border of active area can reach the depletion region towards the

guard ring before reaching the main junction. In such a case, the carriers don’t cause avalanche

multiplication, and no photon detection signal is observed. This so-called "border effect"

[14, 15] causes the photon detection loss at the edge of active area, which becomes more

significant in the smaller pixels.

For both process- and device-originated nonidealities, PDP correction can be performed by

introducing inactive radius ri n , representing the effective width of photon-insensitive region

at the edge of active region. The corrected equation for the scaling law of PDP is given by:

PDP = PDPmax × (
Lp −La−a −2ri n

Lp −La−a
)2, (2.5)

where PDPmax is the virtual maximum PDP with sufficiently large active size.

Fig. 2.3 shows the calculated PDP as a function of pixel pitch for different ri n . The curve with

ri n =0 µm corresponding to the ideal case with no border effect shows no dependency with

Lp . For finite ri n , PDP starts from zero at Lp = La−a +2ri n , grows and saturates to PDPmax

with increasing Lp . Similar to the scaling law for FF, slower increase is observed for the larger
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rin=0µm

0.25

0.5

1

Figure 2.3 – Calculated PDP as a function of SPAD pixel pitch Lp for PDPmax = 50%, active-to-
active distance La−a = 3 µm and inactive radius ri n = 0, 0.25, 0.5, 1 µm.

ri n .

PDE is another indicator of single-photon sensitivity. Unlike PDP where the sensitivity is

normalized by the active area, PDE is defined as the single-photon sensitivity normalized by

the pixel area. The following equation holds [11]:

PDE = PDP ×F F. (2.6)

Based on the previous equations, PDE can be explicitly formulated as:

PDE = PDPmax ×
π(Lp −La−a −2ri n)2

4L2
p

. (2.7)

Fig. 2.4 is the calculated PDE as a function of Lp for different ri n . Similar to FF and PDP, the

curves start from zero at smaller Lp , and saturate at larger Lp . The maximum PDE is given by

PDPmax ×78.5% = 39.3%, assuming PDPmax = 50%. Again, introducing on-chip microlenses

will potentially increase overall PDE.
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rin=0µm

1µm

Figure 2.4 – Calculated PDE as a function of SPAD pixel pitch Lp for PDPmax = 50%, active-to-
active distance La−a = 3 µm and inactive radius ri n = 0, 0.25, 0.5, 1 µm.

2.4 DCR

DCR has several different causes, such as band-to-band tunneling, trap-assisted tunneling,

trap-assisted thermal generation and diffusion current [16, 17]. Experimentally, the source

of the DCR can be classified based on an Arrhenius plot [18, 19, 20]. In silicon SPADs, the

activation energies Ea for band-to-band tunneling, trap-assisted tunneling, trap-assisted

thermal generation and diffusion current are known to be approx. 0 eV, 0-0.55 eV, 0.55 eV,

and 1.1 eV, respectively. In practice, the measured Ea can be intermediate values, e.g. 0.8 eV,

indicating the mixture of multiple DCR components.

Based on the assumption that the premature edge breakdown is suppressed, the tunneling

components at the edge of active region can be neglected. Contributions of the thermal

generation and diffusion current are also negligible in the depletion region to the guard ring

due to insufficient electric field for avalanche triggering by the generated carriers. Therefore,

the contribution from the main p-n junction of the SPAD dominates over that from the edge

of the active region. Interestingly, all the aforementioned DCR components are proportional

to the "effective" active area. Tunneling current, regardless of band-to-band or trap-assisted,

is proportional to the total volume of region with highly concentrated electric field, which

is obviously proportional to the active area. Thermal generation and diffusion carriers are

detected only when those carriers are generated in the vicinity of the active region. Assuming

that the thermal generation and diffusion current are spatially uniform around the active

region, those components are also naturally assumed to be proportional to the active area.
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Figure 2.5 – Calculated DCR as a function of SPAD pixel pitch Lp for R0 = 0.2, 0.5, 1 and 2
cps/µm2, active-to-active distance La−a = 3 µm and inactive radius ri n = 0.5 µm.

The scaling law for DCR can be formulated as follows:

DC R = R0 ×
π(Lp −La−a −2ri n)2

4
, (2.8)

where R0 is a DCR per unit active area.

Fig. 2.5 is the calculated DCR as a function of Lp for different DCR per unit area R0. Starting

from 0 cps at Lp = La−a+2ri n , DCR shows parabolic increase with Lp . DCR is highly dependent

on R0, which is a function of excess bias, temperature, and process quality such as trap and

impurity densities. Opposite to FF, PDP and PDE, smaller pixel pitch is desirable to improve

the DCR performance. The designer should consider the best tradeoff between PDE and DCR

to find the optimum Lp to provide reasonable S/N ratio.

DCR density R is defined by DCR normalized by drawn active area, and is often used for

comparison of the SPAD process quality between devices fabricated in different processes

[21]. Just as PDP, nonideality such as the border effect leads to the dependence of R on Lp as

follows:

R = R0 ×
π(Lp −La−a −2ri n)2

4(Lp −La−a)2 . (2.9)
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Figure 2.6 – Calculated DCR density as a function of SPAD pixel pitch Lp for R0 = 0.2, 0.5, 1, 2
cps/µm2, active-to-active distance La−a = 3 µm and inactive radius ri n = 0.5 µm.

At larger Lp , the DCR density saturates to R0. Fig. 2.6 shows the Lp dependence of the DCR

density for various R0. As can be seen from the similarity to the equation for PDP, the DCR

density starts from zero at Lp = La−a +2ri n , rapidly increases and saturates for larger Lp . This

implies that in the actual measurement, the DCR density can be underestimated at the smaller

pixel pitch due to the existence of the photon-insensitive region at the edge of the active region.

Note that the above discussion is based on the assumption that the guard-ring width is

optimized to avoid edge breakdown for entire range of the pixel pitch. In the actual device

design, sometimes abrupt increase of DCR and DCR density is observed at smaller pixel pitch,

even with fixed active-to-active distance. To the author’s knowledge, no systematic analysis

has been conducted for this phenomenon. One possible reason is the enhanced curvature at

the edge of active region inducing the electric field concentration near guard ring. Analogous

to antennas, electric field tends to be concentrated in regions of high curvature, which may

enhance the corner electric field and induce premature edge breakdown when scaling down

the pixel. Another possible explanation is the nonideality in the photoresist formation process.

In most of the SPAD devices, the diffusion regions for p-n junction, guard ring or isolation

are formed by well doping, where high energy doping is employed. In such a process, thicker

photoresist is desired to avoid penetration of accelerated ions through the resist. The opening

size of the photoresist for such a thick resist (typically 3 to 10 µm) requires careful calibration

to match the actual shape and size to the designed layout. The layout for well doping is usually

supported only for 0 or 90 degree lines, whereas SPAD layout often involves circular or ring
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shape having arbitrary angles. This could give the deviation of the actual resist opening size

from the design especially in the smaller pixel dimension, leading to the unwanted edge

breakdown.

2.5 Afterpulsing

Correlated noise, such as afterpulsing and crosstalk, is critical for some applications, where

temporal and spatial correlations of photon detection signals play key roles [22, 23, 24]. Af-

terpulsing is caused by an avalanche-generated carrier captured at deep trap state near the

multiplication region, which is released by thermal activation or tunneling after nanosecond

to microsecond trapping time and induces another avalanche multiplication event. This

mechanism implies that the afterpulsing probability Pa is dependent on the trap density

D tr ap and the total number of avalanche-generated carriers Nava . Higher trap density and

more avalanche carriers result in higher Pa . If Pa is not too large, e.g. smaller than 10%, a

linear relation between Pa and D tr ap ×Nava can be assumed in a first-order approximation

[25].

Assuming the spatially uniform distribution of the deep trap states, D tr ap is independent of

the scaling parameter. Nava , on the other hand, can be dependent on the scaling parameter.

Nava is calculated based on the following:

eNava =Cpar ×Vex = (Cp−n +C0)×Vex , (2.10)

where e is the elementary charge, Vex the excess bias, Cpar the total parasitic capacitance

at the SPAD output node, either cathode or anode which is connected to the quenching

resistor, Cp−n the p-n junction capacitance at active region, C0 the sum of the other parasitic

capacitance contributions from connected metal wires, diffusion regions, gates, etc. Cp−n is

proportional to the active area, whereas C0 does not scale with the pixel size or the active size.

In summary, the scaling law of Pa is given by:

Pa = A×
[
πε(Lp −La−a)2

4We f f
+C0

]
, (2.11)

where A is the temperature-, bias- and process-dependent coefficient, ε the permittivity, and

We f f the effective depletion region width determined by the p-n junction doping profile.

Fig. 2.7 shows the Lp dependence of afterpulsing probability for various We f f and C0 (dashed

lines for C0 = 5 fF, and solid lines for C0 = 30 fF). For all the parameter combinations, the

parabolic increase of Pa is shown with the offset corresponding to A×C0. Larger We f f shows

weaker dependence of Pa on Lp , indicating less contribution of p-n junction capacitance

to the total parasitic capacitance Cpar . In any case, scaling down of the pixel has a positive

impact on the afterpulsing probability thanks to the reduced parasitic capacitance.
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Figure 2.7 – Calculated afterpulsing probability as a function of SPAD pixel pitch Lp for C0 = 5
fF (dashed lines) and 30 fF (solid lines), active-to-active distance La−a = 3 µm, A = 1×1011

F−1, and We f f = 0.5, 1, 2 µm.

Note that the dead time is assumed constant for all Lp in this analysis. In a real device design,

fixed quenching resistance results in the Lp dependence of the dead time. This secondary

effect makes the Pa less sensitive to Lp compared to the case where constant dead time is

assumed. If the dependence of Pa on dead time is strong enough to compensate the trend as

shown in Fig. 2.7, then, it will be possible to flatten or even reverse Pa for larger Lp .

2.6 Crosstalk

Crosstalk is another type of correlated noise in SPAD pixels. Unlike afterpulsing, where only a

single pixel is involved, crosstalk involves two pixels in the noise generation process. When

avalanche multiplication is triggered in a pixel, thousands to millions of electrons and holes

are generated. When those carriers are recombined with counterpart charges, either photons

or phonons can be emitted to preserve the energy conservation law. Silicon is a material with

indirect bandgap, and hence the probability to emit photons is very low. For the photon energy

higher than the silicon bandgap, only several to tens of photons are emitted out of one million

of avalanche-generated carriers [26, 27]. Still, those photons can move towards a neighboring

pixel and be detected.

Similar to afterpulsing, crosstalk probability Pc is dependent on the number of avalanche-

generated carriers Nava . A larger number of carriers leads to the higher Pc . Again, in a first-
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order approximation, Pc is considered to be proportional to Nava . In addition, the distance

between pixels is another important factor for scaling. Given that the emitted secondary

photons decay exponentially with travel length, shorter pixel-to-pixel distance results in higher

crosstalk. The emitter-to-receiver distance dependence of crosstalk can be approximated by

[28]:

Pc = B
e−αr

r 2 , (2.12)

where B is a coefficient that will be explained later, r the distance from one SPAD of interest

to the other, and α the effective decay length of the emitted light. Regarding the crosstalk

between two nearest-neighbor SPAD pixels, r in the above equation corresponds to the pixel

pitch Lp . Note that this equation implicitly assumes that the light emission occurs at the

center of the active region for the emitting SPAD, and the average photon intensity reaching

the active region of receiver is approximated by the photon intensity at the center of the active

region of the receiving SPAD. In reality, the finite size of the active region for both emitter

and receiver may cause slight deviation of measured crosstalk from the above model. For

simplicity, the following analysis will be based on the above model where effect of finite active

size is neglected.

The coefficient B is dependent on both emitter and receiver characteristics. Considering the

emitter, B should depend on the total number of emitted photons which is proportional to

Nava . On the other hand, B should also be correlated with the sensitivity of the receiver. The

probability of detecting an emitted photon is proportional to PDP and the effective active

area, which coincide with PDE by definition. Thus, the crosstalk probability between two

nearest-neighbor SPAD pixels can be expressed as:

Pc = B ′×
[
πε(Lp −La−a)2

4We f f
+C0

]
× e−αLp

L2
p

× (Lp −La−a −2ri n)2

L2
p

, (2.13)

where B ′ is an excess-bias dependent coefficient.

Fig. 2.8 shows the Lp dependence of the calculated crosstalk probability for various α and C0.

All curves show the peak close to Lp = La−a +2ri n , followed by decreasing trend for larger Lp .

The decreasing rate is highly dependent on the combination of parameters: the curve with α=
0.2 µm−1 and C0 = 30 fF shows sharp reduction towards zero, whereas the curve with α= 0.05

µm−1 and C0 = 5 fF shows mild decrease. Note that α= 0.2 µm−1 and 0.05 µm−1 correspond

to the cases with effective light emission wavelengths of 700 nm and 850 nm, respectively.

Except for Lp very close to La−a +2ri n where PDE drops to zero, the scaling of the SPAD pixel

has an adverse effect on the crosstalk probability. This is in contrast with afterpulsing, where

smaller Lp is preferable for suppressing noise.

To deal with the degraded crosstalk at smaller pixel pitch, several countermeasures can be

considered. First, lowering Vex helps suppressing the crosstalk probability at the expense of
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Figure 2.8 – Calculated crosstalk probability as a function of SPAD pixel pitch Lp for C0 = 5 fF
(dashed lines) and 30 fF (solid lines), active-to-active distance La−a = 3 µm, B ′ = 5×1014 m2·
F−1, We f f = 1 µm, ri n= 0.5 µm, and α= 0.05, 0.1, 0.2 µm−1.

PDP and PDE. Vex affects both Nava in the emitter and the sensitivity of the receiver, and hence

the crosstalk probability follows the square law with respect to of Vex . Second, formation of

narrow deep trench isolation (DTI) could suppress the crosstalk. The trench material with

lower refractive index can reflect the emitted photons and eventually confine the photons in

the emitter. This could lead to an order of magnitude improvement of the crosstalk probability.

2.7 Power consumption

Avalanche-originated power consumption in large-scale SPAD arrays is a key parameter as it

grows proportionally to the number of pixels. The total power consumption in the SPAD array

depends on the incident photon flux. For a systematic comparison, the following discussion

focuses on the energy consumption per single avalanche event, Eava , in a single SPAD pixel.

The power consumption at readout circuits is not taken into account here. Eava is a product

of eNava and (Vex +VB ), expressed as the following:

Eava =Cpar ×Vex × (Vex +VB ) = D ×
[
πε(Lp −La−a)2

4We f f
+C0

]
, (2.14)
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Figure 2.9 – Calculated power consumption as a function of SPAD pixel pitch Lp for C0 = 5 fF
(dashed lines) and 30 fF (solid lines), active-to-active distance La−a = 3 µm, VB = 20 V, Vex =
3.3 V, and We f f = 0.5, 1, 2 µm.

where D =Vex × (Vex +VB ) is the bias-dependent coefficient, and VB the breakdown voltage

of the SPAD. Apart from the detail of the coefficient, the equation has the same structure

as that of the afterpulsing probability. Naturally, the calculated trend of single-event power

consumption Eava as a function of Lp in Fig. 2.9 shows the similarity to Fig. 2.7.

2.8 Timing jitter

Timing jitter in the SPAD is determined by multiple factors such as device configuration,

doping profile, detection threshold, excess bias, and temperature, and it is not straightforward

to formulate the scaling law for it. Qualitatively, larger pixel pitch gives higher timing jitter for

several reasons: first, spatial expansion of avalanche multiplication process takes more time

in the larger Lp due to the finite lateral avalanche propagation velocity [29]. Second, larger

Lp requires slower rising of the output voltage due to larger parasitic capacitance, leading to

enhanced statistical variability. Further systematic analysis should be conducted for deeper

understanding of scaling on timing jitter.
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2.9 Conclusion

In the above sections, the scaling laws of the key SPAD characteristics with pixel dimensions

have been investigated. Miniaturization of the SPAD pixel improves DCR, afterpulsing, power

consumption and timing jitter, whereas it has an adverse effect on fill factor, PDP, PDE and

crosstalk. The equations for the scaling laws are summarized in the Table 2.1. Especially, the

degradation of single-photon sensitivity is inevitable in the conventional SPAD pixel when its

pitch becomes smaller than 10 µm. Further technological breakthrough is a prerequisite for

SPAD pixel miniaturization towards multi-megapixel arrays. Some of the novel technologies

to push the limit of miniaturization will be introduced in the following chapters.

*NOTE: The theory for the scaling laws is supported by existing data from our group and

from others in the literature. A systematic comparison of the theoretical and experimental

plots has yet to be performed due to the COVID-19 disruption of our plans, and will be contin-

ued after the submission of this thesis.

Table 2.1 – Summary of scaling laws in the SPAD pixels with the pixel pitch Lp as a scaling
parameter. The coefficient is omitted in the equations.

Characteristics Equation

Fill factor (%)
(Lp−La−a )2

L2
p

PDP (%) (
Lp−La−a−2ri n

Lp−La−a
)2

PDE (%)
(Lp−La−a−2ri n )2

L2
p

DCR (cps) (Lp −La−a −2ri n)2

DCR density (cps/µm2)
(Lp−La−a−2ri n )2

(Lp−La−a )2

Afterpulsing probability (%)
[
πε(Lp−La−a )2

4We f f
+C0

]
,

Crosstalk probability (%)
[
πε(Lp−La−a )2

4We f f
+C0

]
× e−αLp

L2
p

× (Lp−La−a−2ri n )2

L2
p

Power consumption (pJ)
[
πε(Lp−La−a )2

4We f f
+C0

]
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3 Miniaturized SPAD pixel arrays with
guard-ring-sharing technique

Miniaturization of SPAD pixel is fundamentally limited by its high voltage operation; a guard-

ring region is necessary for suppressing unwanted electric field concentration at the edge of

the active area, while pixel isolation region is required for electrical separation of adjacent

pixels. Theoretical analysis in Chapter 2 have shown that, in the SPAD pixels below 10 µm-

pitch, those photon-insensitive regions occupy large portion of pixel area, thus degrading the

fill factor. We address this issue on a basis of principles of semiconductor device physics, and

propose a novel structure to significantly enhance the fill factor in the miniaturized SPADs.

This chapter is based on results presented in, K. Morimoto et al. “High fill-factor miniaturized

SPAD arrays with guard-ring-sharing technique,” Optics Express 28(9), 13068-13080 (2020).

3.1 Status of SPAD pixel scaling

As in conventional CCDs and CISs, pixel array size contributes to signal-to-noise ratio and

dynamic range, ultimately determining image quality. When the sensor format is fixed, larger

array sizes can only be achieved by shrinking pixel pitch. For over 15 years, there has been a

continuous effort to increase the size of SPAD arrays and thus reducing pixel pitch has been

a great part of that effort. The smallest SPAD pixel pitch reported is 6 µm for large-scale

imagers [1] and 3 µm for test structures [2]. Due to the existence of guard-ring structures,

where no photons can be detected, shrinking SPAD pixel pitch below 10 µm could lead to the

reduced fill factor. Several countermeasures to this issue have been proposed recently, such as

well-sharing [3], on-chip microlens [4, 5, 6], and 3D-stacking [7, 8, 9, 10], which enable better

fill factor in small SPAD pixels. Yet, the fundamental limit of SPAD pixel miniaturization lies in

the photon-insensitive guard-ring and pixel isolation structures.

In this chapter, we demonstrate a novel guard-ring-sharing technique to push the limits of

SPAD pixel miniaturization. The SPAD performance has been verified in guard-ring-shared

4×4 arrays of 2.2 µm-pitch SPAD, the smallest pixel pitch ever reported. In addition, signifi-

cant improvement of fill factor, DCR, PDE, and timing jitter performance with respect to the

state-of-the-art small SPAD pixels is observed in the guard-ring-shared 3 µm and 4 µm pixels.

The 2.2 µm-pitch SPAD pixels showed excellent performance in afterpulsing and timing jitter,
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while the DCR and PDP are deviated from larger pixels. Combined with on-chip microlens and

3D-stacking approaches, the proposed technique provides a promising solution to achieve a

compact multi-megapixel SPAD array.

3.2 Physical limit of SPAD pixel miniaturization

To address the physical limit of SPAD pixel miniaturization, the need of pixel circuitry adds

uncertainty to pixel pitch and fill factor, given that the circuit area is highly dependent on tech-

nology node, architecture, and layout. Thanks to recent progress in 3D-stacked technologies

though, this uncertainty is largely removed and SPADs can be assumed to be densely packed,

thus the influence of pixel circuit area is not taken into account in this chapter, unless other-

wise noted. The discussion can be naturally extended to monolithic 1D [11] or small-scale 2D

arrays [12, 13], where pixel circuits are located outside the array.

A schematic cross-section of the p-i-n SPAD [14], combined with well-sharing technique [3], is

shown at the top of Fig. 3.1(a), where the p-well defines the active area of the photosensor.

Key parameters in pixel miniaturization are active diameter Da , active-to-active distance La−a ,

and pixel pitch Lp , where Lp = Da +La−a . Assuming circular active area, the SPAD fill factor is

given as:

F F = πD2
a

4L2
p

= πD2
a

4(Da +La−a)2 . (3.1)

For a given pixel pitch Lp , smaller La−a is desirable to improve fill factor. In the well-shared

SPADs, La−a consists of isolation well (NW) width and twice the guard-ring width. Typically,

the guard-ring width is designed to be at least 1 µm to avoid premature edge breakdown,

whereas the minimum isolation well width is 0.5 µm due to process requirements. Hence,

La−a smaller than 2.5 µm is not practically useful to guarantee reasonable PDP and DCR, as

well as high levels of manufacturability. Under the above assumptions, when targeting 20%

fill factor, the theoretical limit of well-shared SPAD pitch is 5 µm, irrespective of fabrication

technology. Pixel pitch smaller than this limit has been investigated previously [2], whereas

the measured low PDP and high DCR suggest that the device suffered from premature edge

breakdown.

3.3 Device structure, simulation and preliminary test

To overcome the limitations of SPAD miniaturization, we propose a novel guard-ring-sharing

technique. The schematic cross-section of guard-ring-shared SPAD is shown at the bottom of

Fig. 3.1(a). Compared to the conventional well-shared structure, the isolation well between
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neighboring pixels is eliminated. The pixel is virtually isolated by the shared guard-ring region

with a shallow trench isolation (STI). Assuming the shared guard-ring width of 1 µm, the theo-

retical limit of pixel pitch can be reduced to 2 µm for 20% fill factor. In Fig. 3.1(b), the electric

field distribution is extracted by 2D-TCAD simulation. In contrast to well-shared devices (top),

guard-ring-shared devices feature neighboring active regions in close proximity (bottom). The

corresponding simulated electrostatic potential distribution is shown in Fig. 3.1(c). The poten-

tial profiles on the white dashed lines in Fig. 3.1(c) are plotted in Fig. 3.1(d). For well-sharing

(top), potential barrier height between two active area is determined by cathode voltage VC ,

typically in the order of 15 to 30 V.

In contrast, the minimum required potential barrier to operate the SPAD is determined by

excess bias Vex ; when reducing the potential barrier height, an increase in the punch-through

current between neighboring p-wells may induce electrical coupling of output signals, thus

leading to the electrical crosstalk. The punch-through current is maximized when the poten-

tial difference between the p-wells is maximum, i.e. when one SPAD is quenched and the

adjacent SPAD is not quenched. The maximum bias difference is Vex , and hence a potential

barrier higher than Vex is sufficient to block punch-through. For guard-ring sharing (bottom),

the isolation region between p-wells is fully depleted, and the potential barrier is reduced

below 10 V, but it can be higher than Vex , typically 1 to 6 V. Careful design of the potential

barrier by optimizing doping conditions enables the significant reduction of active-to-active

distance without degradation of the crosstalk and other SPAD properties.

To experimentally confirm the feasibility of the guard-ring-sharing technique, preliminary

tests were performed with a 3-terminal two-SPAD device. Fig. 3.2 shows the measured results.

As shown in the inset of Fig. 3.2(a), two guard-ring-shared SPADs are designed, where cathode

voltage VC and anode voltages VA1 and VA2 can be applied externally. In the experiment, VA2

is fixed at 0 V, and VA1 is swept from -8 V to 8 V for several different values of VC (8 to 15 V

with 1 V-step). The breakdown voltage of this SPAD is above 23 V, and no avalanche current is

expected in the measured range. Da and La−a for the measured device were 3 µm and 1 µm,

respectively. As shown in Fig. 3.2(a), no significant current to anode 1 (I A1) is observed for

VA1 < 3 V. Exponential increase of I A1 is observed for positive VA1, indicating punch-through

current. The rising value of I A1 is dependent on VC . The critical voltage for punch-through,

VPT , can be defined as VA1, giving I A1 = 100 pA. Note that the absolute value of current to

anode 2 (I A2) was equivalent to I A1, whereas cathode current (IC ) was below the measurement

limit of 10 pA over the measured range. Fig. 3.2(b) shows the VC dependence of VPT , exhibiting

linear increase of VPT for VC . The result is consistent with our simulations, where potential

barrier height increases with increasing cathode voltage. Linear fitting of the data is shown

as a dashed line, indicating that in the Geiger mode, with VC above 20 V, the potential barrier

is high enough to suppress the punch-through current with Vex at up to 10 V. The results

strongly suggest that in an optimized process and device conditions, adjacent p-wells can be

electrically isolated without isolation well. Note that the proposed structure is distinct from

STI-bounded SPADs [15], where the STI has a direct contact with the multiplication region

and its surface traps degrade the noise performance. In our device, the STI is spatially isolated

from the buried multiplication region to avoid influence on the noise performance. The STI

45



Chapter 3. Miniaturized SPAD pixel arrays with guard-ring-sharing technique

VC=3
(V)

n-w
ell

deep n-well

p+
p-well

n+

Epi

n-w
ellDa La-a

Lp

n-w
ell

deep n-well

p+
p-well

n+

Epi

STI

(a) (b)

(c) (d)

Well sharing

Guard-ring sharing

6
9

12
15
18
21
24
27
30

VC=3
(V)

6
9

12
15
18
21
24
27
30

Da La-a

Lp

Figure 3.1 – Comparison of well-sharing (top) and guard-ring-sharing techniques (bottom). (a)
Cross-sectional views of p-i-n SPADs. (b) Simulated electric field distributions. (c) Simulated
electrostatic potential. (d) 1D potential profile on the white dashed line in (c) for cathode
voltage VC = 3 to 30 V with 3 V-step.
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Figure 3.2 – Results of preliminary test with 3-terminal two-SPAD device. (a) I-V characteristics
for anode 1 with VA2 fixed at 0 V and VC at 8, 9, 10, 11, 12, 13, 14, 15 V. Inset shows a schematic
cross-section of the test device. (b) Punch-through voltage VPT as a function of VC , where VPT

is defined as VA1 giving I A1 = 100 pA. Dashed line is the linear fit.

between p-wells is introduced to suppress punch-through and to enhance VPT . Separate

measurements were carried out with a guard-ring-shared device without the STI isolation (not

shown), which showed a similar trend but with slightly lower VPT .

3.4 Test chip design

4×4 SPAD arrays with selective readout circuits were designed with monolithic 180 nm CMOS

process, which was customized for low noise SPAD, to verify the Geiger-mode operation

of guard-ring-shared SPADs. Fig. 3.3(a) shows a circuit diagram; 8 different types of 4×4

SPAD arrays were designed in a single chip. The anode terminal of each SPAD in an array

is connected to an array of pixel circuits in one-to-one correspondence. The pixel circuit

comprises a quenching and a cascode transistor [16], followed by a level-shifting inverter

and two parallel tristate inverters. Using demultiplexers and multiplexers, pulsed photon

counting signals from two arbitrary SPADs in a single 4×4 array of interest can be streamed out

through OUT1 and OUT2. The two parallel output configuration enables direct measurement

of inter-avalanche time correlation for two SPADs, as well as the parallel measurement of DCR,

PDP, afterpulsing probability and timing jitter for single SPAD.

Fig. 3.3(b) shows the chip micrograph. The size of a single chip is 1.8 mm×1.8 mm, and

four dies with the same format and readout circuit, but with different SPAD structures and

dimensions are designed. A single die contains two sets of devices shown in Fig. 3.3(a). In

total, 64 different types of SPADs are tested. Three pads at the corners of the chip are for the

preliminary test devices discussed in the previous section.
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Figure 3.3 – Architecture of eight 4×4 SPAD arrays. (a) Circuit diagram of 4×4 SPAD arrays with
two parallel selective readout circuits. (b) Chip micrograph with the size of 1.8 mm×1.8 mm.

3.5 Experimental results

3.5.1 Fill factor and PDP

Fig. 3.4(a) shows a geometrical fill factor of designed SPADs. The fill factor is defined as the

drawn active area subtracted by the area of metal layers overlapping the active area. Active

diameters Da = 1.2, 2, and 3 µm are designed in combination with active-to-active distances

La−a = 1, 1.6, 2.2, 2.8, and 3.4 µm. Owing to the guard-ring-sharing technique, fill factors

of up to 19.5%, 32.3% and 42.4% were achieved for the pixel pitches Lp = 2.2, 3, and 4 µm,

respectively. Note that, when adopting this technique to 3D-stacking process, the fill factor

can be further enhanced due to the lack of shadowing effect by metal interconnects.

Fig. 3.4(b) shows the measured PDP as a function of wavelength. The plotted PDP is calculated

as an average of PDPs from two pixels in an array. As in the conventional SPAD without

guard-ring sharing, the PDP increases by increasing the excess bias voltage Vex . For the SPAD

with 3 µm active diameter and 1 µm active-to-active distance, maximum PDP of 33.5% is

obtained with Vex = 6 V at λ = 500 nm. The corresponding PDE, defined as a product of PDP

and fill factor, is 14.2%, which is considerably higher than state-of-the-art miniaturized SPADs.

Relatively broad spectrum is observed, and the PDP with Vex = 6 V at λ = 900 nm is measured

at 3.1%. The trend is consistent with prior art based on the p-i-n SPADs [14], indicating that

the guard-ring sharing has no significant impact on PDP.

Fig. 3.4(c) shows the measured maximum PDP as a function of the active-to-active distance

La−a . Slight increase of the maximum PDP is observed with reducing La−a . This could be

caused by a deformed electric field distribution for smaller La−a , leading to the reduced loss

of photocharge detection around the corner of the active area. Fig. 3.4(d) shows the excess

bias dependence of the maximum PDP for different active diameters. The maximum PDPs

for Da = 1.2 µm and 2 µm are smaller compared to that of Da = 3 µm, likely due to the border
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Figure 3.4 – Fill factor design and PDP measurement results for guard-ring-shared SPADs. (a)
Fill factor of designed SPADs with different active diameters and pixel pitches. (b) Measured
PDP for SPAD with Da = 3 µm and La−a = 1 µm as a function of wavelength. (c) Maximum
PDP as a function of La−a . (d) Maximum PDP as a function of excess bias and Da .

effect for reduced active diameters [17].

3.5.2 DCR

Fig. 3.5 shows the measured room temperature DCR performance. The plotted DCR is median

of 16 pixels in an array. Active-to-active distance dependence of DCR for Da = 3 µm is plotted

in Fig. 3.5(a). For Vex = 3 V, no significant dependency of DCR is observed for smaller La−a . For

Vex = 6 V, the DCR is slightly increased at La−a = 1 µm, whereas the absolute values of the DCR

are still much smaller compared to the prior arts thanks to small active area and low noise

process.

Fig. 3.5(b) shows the excess bias dependence of room temperature DCR for different active

diameters. Smaller DCR for Da = 2 µm is observed with respect to Da = 3 µm due to reduced

active area. Limited increase of DCR is observed up to Vex = 6 V, which implies that tunneling-
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Figure 3.5 – DCR characteristics for guard-ring-shared SPADs. (a) Measured room temperature
median DCR for SPAD with Da = 3 µm as a function of La−a . (b) Median DCR as a function of
excess bias and Da with La−a = 1 µm.

induced DCR component is well-suppressed. The DCR for Da = 1.2 µm is higher than that of

larger active diameters, indicating that the aggressive design of the active area results in the

higher risk of premature edge breakdown.

3.5.3 Crosstalk

As discussed previously, crosstalk is one of the most critical properties in miniaturized SPADs,

which could potentially be influenced by guard-ring sharing. In general, crosstalk in SPADs

can be classified in optical and electrical crosstalk [18, 19]. Optical crosstalk in SPAD is caused

by avalanche-induced light emission, i.e. emitted photons travel towards nearby pixels and

generate secondary electron-hole pairs, thus inducing other avalanche multiplication events.

Electrical crosstalk is caused by avalanche-generated excess charges. One possible mechanism

is an avalanche-induced hot carrier traveling across the pixel isolation to induce the additional

avalanche multiplication event in the adjacent pixels. Another cause is a punch-through

current between adjacent active regions; when a SPAD detects a photon, the voltage at the

anode (or cathode in case of the reversed p-n configuration) swings with an amplitude of

nearly Vex . The punch-through current can pull the anode voltage of the adjacent pixel, which

could go beyond the threshold of pixel circuit and generate an output pulse. The difference

between the two electrical crosstalk mechanisms is whether the secondary output pulse is

generated by avalanche effect or direct macroscopic leakage current. In typical SPAD arrays,

both of the electrical crosstalk components are suppressed due to sufficiently high potential

barrier at the pixel isolation.

Quantitative evaluation of optical and electrical crosstalk was experimentally performed by

comparing well-shared and guard-ring-shared SPAD structures. Fig. 3.6(a) shows the cross-
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Figure 3.6 – Comparison of crosstalk between well sharing and guard-ring sharing. (a) Cross-
sectional views of well-shared SPADs (top) and guard-ring-shared SPADs (bottom) with identi-
cal Da and La−a . (b) Inter-avalanche time histogram for two adjacent pixels with Da = 3 µm
and La−a = 1 µm. Red curve is the exponential fit. (c) Crosstalk map in a 4×4 array with Da = 3
µm and La−a = 3.4 µm. (d) Crosstalk probability as a function of excess bias with Da = 3 µm
and La−a = 3.4 µm.
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Figure 3.7 – Measured crosstalk for guard-ring-shared SPADs. (a) Crosstalk probability for
SPAD with Da = 3 µm as a function of La−a . (b) Crosstalk probability as a function of excess
bias and Da with La−a = 1 µm.

sections of well-shared and guard-ring-shared SPADs with identical pixel dimensions; when

the active diameter and the active-to-active distance are identical for both structures, the

effect of optical crosstalk should be identical because the amount of light emission per single

avalanche event stays the same, and propagation of emitted photons is not affected by the

doping profile of pixel isolation. Thus, differences in crosstalk for the two structures can be

caused solely by electrical crosstalk.

In 4×4 SPAD arrays, crosstalk is measured by inter-avalanche time histogramming [2]. Assum-

ing ideal SPAD array with no correlation of photon detection events between two pixels, an

inter-avalanche time histogram shows exponential decay. The crosstalk component can be

extracted as a deviation from the exponential behavior. Fig. 3.6(b) shows the histogram of

measured inter-avalanche time for two adjacent pixels with Da = 3 µm and La−a = 1 µm, taken

under low light condition. The time bin width for the histogram is set at 2 ns. A central peak

indicates the time-correlated crosstalk events. The tails are fitted with exponential functions

(red lines). Fig. 3.6(c) shows the crosstalk map for a 4×4 guard-ring-shared pixel array with Da

= 3 µm and La−a = 3.4 µm at Vex = 6 V. Each crosstalk probability is independently estimated

from the corresponding inter-avalanche time histogram. The crosstalk probability is higher

for pixels closer to a reference pixel (shown in white). Fig. 3.6(d) shows the calculated crosstalk

probability as a function of the excess bias. The plotted crosstalk is the median of 4 pixels

adjacent to a single reference pixel. No critical difference is observed between the well sharing

and the guard-ring-sharing devices. This result strongly suggests that guard-ring sharing

leads to no significant degradation of electrical crosstalk with respect to the conventional

well-sharing technique. Detailed analysis of the crosstalk in the guard-ring-shared SPAD arrays

is performed. Fig. 3.7(a) shows the active-to-active distance dependence of the measured

crosstalk probability for different excess biases. The crosstalk probability is increased with
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decreasing La−a and increasing Vex . The highest crosstalk probability of 3.57% is smaller

than typical crosstalk probability of 5 to 10% in CISs. The level of crosstalk is acceptable for

most of the applications mentioned in this thesis, while it could limit key performance in

some specific applications, whereever correlated noise has a major impact [20]. Fig. 3.7(b)

shows the crosstalk probability as a function of the excess bias for different active diameters.

Analogous to the trend for DCR, the lowest crosstalk probability is obtained at Da = 2 µm.

Degradation of crosstalk is observed at Da = 1.2 µm. The non-monotonic dependence of the

crosstalk probability on Da is unexpected because it is against the implication of the scaling

laws in Chapter 2. This could be due to a negative impact of the premature edge breakdown

on the crosstalk, in contrast to the scaling law analysis where the premature edge breakdown

is assumed to be suppressed. Quadratic increase of the crosstalk probability stems from two

factors: linear increase of photon emission for Vex , and linear increase of PDP for Vex . Note

that the crosstalk probability can be further suppressed by employing 3D-stacking processes,

where reduction of parasitic capacitance for the anode regulates the avalanche-induced light

emission.

3.5.4 Afterpulsing and timing jitter

Fig. 3.8(a) shows the measured inter-avalanche histogram for a single pixel with Da = 3 µm

and La−a = 1 µm, taken under low light condition. In contrast to the crosstalk measurement,

where inter-avalanche time for two different pixels is extracted, the inter-avalanche time

between two adjacent output pulses in the same SPAD is monitored to evaluate afterpulsing

probability. The SPAD dead time is fixed at 10 ns. The histogram shows exponential decay

in the population. The red line shows the fitting result with the ideal case. Magnified view

for shorter inter-avalanche time is shown in the inset. No positive deviation of the histogram

from the ideal trend indicates that the afterpulsing is suppressed in the measured device. Cal-

culated afterpulsing probability is 0.21%, close to the measurement limit. Similar afterpulsing

probability was observed for different active diameter and active-to-active distance.

Fig. 3.8(b) shows the measured histogram for timing jitter. A 785 nm laser pulsed at 25 MHz

(average power: 5 mW, optical pulse width: 80 ps, ALS GmbH, Berlin, Germany) illuminated

the SPAD array through ND-filter, so as to observe the timing jitter of output pulses. The

obtained histogram was fitted by Gaussian distribution as shown in a red curve. The raw

timing jitter was 147 ps full width at half maximum (FWHM) at Vex = 6 V, which comprises

SPAD jitter and circuit-induced jitter. The latter component can be independently measured

by monitoring an identical SPAD signal through two different paths towards OUT1 and OUT2.

The readout circuits are designed symmetric for the two paths, and the timing jitter between

OUT1 and OUT2 gives
p

2 times the circuit jitter. The circuit jitter component is estimated to

be 117.7 ps. As a result, SPAD timing jitter for Da = 1.2, 2, and 3 µm is calculated to be 72, 70,

and 88 ps, respectively.

The measured afterpulsing probability and timing jitter are similar or better than the state-

of-the-art SPAD devices, suggesting that the guard-ring sharing has no impact on those

performance measures.

53



Chapter 3. Miniaturized SPAD pixel arrays with guard-ring-sharing technique

(b)(a)

Da/La-a =3/1 µm
Vex=6 V

Da/La-a =3/1 µm
Vex=6 V

0 0.1 0.2 0.3 0.4 0.5
Time (µs)

102

103

104

105

Po
pu

la
tio

n

Figure 3.8 – Correlated noise analysis for guard-ring-shared SPAD with Da = 3 µm and La−a =
1 µm. (a) Inter-avalanche histogram for extraction of afterpulsing probability. Red curve is the
exponential fit. (b) Timing jitter histogram. Red curve is the Gaussian fit.

3.6 Conclusion

We proposed a novel guard-ring-sharing technique enabling high fill factor, miniaturized

SPAD pixels, thus paving the way to very large format SPAD imagers. Feasibility of the guard-

ring-sharing technique is verified by device simulation, preliminary I-V test and detailed

measurement of 4×4 SPAD arrays. A pixel pitch of 2.2 µm was demonstrated, the smallest

ever reported for a SPAD. Table 3.1 shows state-of-the-art comparison of performance and

specifications in miniaturized SPAD arrays. In spite of an extremely small pixel pitch of 2.2,

3, and 4 µm, the guard-ring-shared SPAD arrays showed excellent fill factor, PDP, PDE, DCR,

afterpulsing, and timing jitter performance. Crosstalk probability is relatively high due to

aggressive miniaturization of active-to-active distance and much higher excess bias. Note

that the concept of guard-ring sharing is not limited to p-i-n SPAD, but also applicable to

other SPAD structures such as a p+/n-well SPAD, a p-well/buried-n-well SPAD, and a SPAD for

enhanced near-infrared PDP [21, 22, 23].

Note that a large array of guard-ring-shared SPADs could suffer from voltage drop through

a single shared deep-well. One of the scalable solutions for this issue is a hybrid approach:

guard-ring shared in vertical and horizontal directions and not shared in diagonal directions.

In such a case, the SPADs are well-shared in diagonal directions, and thus the cathode contacts

can be placed in every corner between pixels. Another solution is to make a small SPAD

sub-array (e.g. 8×8 pixels) to form a large-scale array, where every small sub-array can be

surrounded by well-ring for cathode contact. This solution effectively reduces the average

pixel pitch, while changing the periodicity of the pixels.

The guard-ring sharing technique is even more effective when combined with other miniatur-

ization techniques, such as on-chip microlens and 3D-stacking. For 3D-stacked SPAD sensors,
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the dimension of pixel circuitry is predicted to be under 1 µm by employing advanced logic

processes, such as 11 nm-CMOS [24], and thus the limiting factor of SPAD pixel scaling is

considered to reside in the SPAD arrays rather than the circuits. In such a small SPAD pixels

whenever implemented in an advanced logic process, a cascode transistor or poly-resistor

could be necessary for level-shifting photon count signals, so as to ensure high excess bias and

low voltage operation of logic circuit. The guard-ring sharing can go beyond the limit of the

conventional SPAD technologies, and could play a critical role for achieving compact multi-

megapixel SPAD sensors, and ultimately 1 µm-pitch SPAD arrays towards a next generation of

quanta image sensors [25] in the near future.

Table 3.1 – State-of-the-art comparison of performance and specifications in miniaturized
SPAD arrays.

[8] [26] [2] This work

Process technology
65/40 nm

3D-BSI CMOS
90 nm
CMOS

130 nm
CIS

180 nm CMOS

Pixel pitch (µm) 7.83 5 3 2.2 3 4

Active diameter (µm) - 2 1 1.2 2 3

Drawn fill factor (%) 45 12.5 14 19.5 32.3 42.4

Sensor resolution 128×120 3×3 4×4 4×4 4×4 4×4

Breakdown voltage (V) 12 10.3 15.8 32.35 23.6 22.1

Max. PDP (%)
27.5

(Vex = 3 V)
36

(Vex = 0.6 V)
15

(Vex = 3.2 V)
10.3

(Vex = 4 V)
17.3

(Vex = 6 V)
33.5

(Vex = 6 V)

Max. PDE (%)
12.4

(Vex = 3 V)
4.5

(Vex = 0.6 V)
2.1

(Vex = 3.2 V)
2.0

(Vex = 4 V)
5.6

(Vex = 6 V)
14.2

(Vex = 6 V)

Median DCR (cps)
11,000

(Vex = 3 V)
250

(Vex = 0.6 V)
150

(Vex = 1 V)
751

(Vex = 4 V)
1.6

(Vex = 6 V)
2.5

(Vex = 6 V)

Crosstalk (%) -
<0.1

(Vex = 0.6 V)
0.13-0.22

(Vex = 1 V)
2.97

(Vex = 4 V)
2.75

(Vex = 6 V)
3.57

(Vex = 6 V)
Afterpulsing

probability (%) - -
0.18

(Vex = 1 V)
<0.20

(Vex = 4 V)
0.2

(Vex = 6 V)
0.21

(Vex = 6 V)

Timing jitter (ps)
136

(Vex = 3 V)
107

(Vex = 0.6 V)
185

(Vex = 3 V)
72

(Vex = 4 V)
70

(Vex = 6 V)
88

(Vex = 6 V)
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4 Charge focusing SPADs for low-light
imaging applications

A number of photon counting image sensors based on SPADs [1, 2], vertical avalanche photo-

diodes (VAPDs) [3, 4], and CMOS-based quanta image sensors [5, 6, 7] have been proposed

to achieve the shot-noise-limited imaging under low light illumination. Those devices are

advantageous to capture images and videos under extremely low-light conditions owing to

their single-photon sensitivity. The SPAD device operating in the Geiger-mode is more robust

to process, voltage and temperature (PVT) variations in comparison with the linear-mode APD,

and is a potential candidate for low cost image sensors in next-generation security cameras, as

well as consumer cameras and camcorders. The digital nature of SPAD pixels eliminates some

of the noise sources dominant in conventional CISs, such as kTC noise and random telegraph

noise (RTN).

In recent years SPAD detectors have appeared in the market for ToF ranging and medical

imaging [8, 9], as well as specialized scientific imaging. However, little attempt has been

made to develop the SPAD-based 2D image sensors to compete with CCDs and CISs of image

quality. Light detection efficiency is limited by relatively low fill factor and PDP in SPADs with

respect to the CISs, where near-100% fill factor and over 70% maximum quantum efficiency

are achieved. In addition, highly concentrated electric field at the p-n junction in the SPAD

induces the excess leakage current, or dark counts, degrading the image quality particularly

under long exposure or high temperature conditions. In this chapter, we propose an image

sensor with a charge focusing SPAD to further reduce DCR and temporal noise so as to detect a

single-photon signal at a standard video frame rate. On-chip color filter array is implemented

on the sensor to demonstrate color imaging under photon-starved conditions.

4.1 Principle of charge focusing SPAD

One of the fundamental issues in SPAD device is a native tradeoff between PDE and DCR. As

discussed in the previous chapters, both PDE and DCR are positively correlated with the active

area: a region where high electric field is formed to induce avalanche multiplication. Smaller

active area is desirable for suppressing DCR while sacrificing the PDE, and vice versa. Fig. 4.1(a)
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Figure 4.1 – Principle of charge focusing SPAD. (a) Schematic cross-section of conventional
SPAD arrays with large pixel pitch (top) and small pixel pitch (bottom). (b) Schematic cross-
section of charge focusing SPAD arrays with large pixel pitch (top) and small pixel pitch
(bottom). Red and yellow regions depict multiplication region and photo-sensitive region,
respectively. Blue arrows show photocharge paths.
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shows a schematic cross-sections of conventional SPAD arrays. The red area indicates the

multiplication region, while the yellow area indicates the photo-sensitive region. The blue

arrows show photocharge paths determined by electrostatic potential distribution. The top

panel in the figure shows the cross-section for larger pixel size. Photoelectrons generated

inside or underneath the multiplication region are attracted to the surface N+, and trigger

avalanche multiplication events. In contrast, photocharges generated underneath or external

to the GR are attracted to the GR region and reach N+ without passing the multiplication

region. Those charges are not detectable in this device configuration. A similar analysis

can be applied to photoholes; the SPAD can only detect photoholes generated just above

the multiplication region. As a result, the photo-sensitive area from the top view is almost

identical to the active area. When considering the pixel miniaturization, the GR width and pixel

isolation region do not scale with the pixel size due to process limitations and the necessity to

suppress premature edge breakdown. As shown in the bottom panel of the figure, the pixel

miniaturization leads to significant reduction of the active area, and hence fill factor and

PDE are severely degraded. An on-chip microlens optically concentrates incident photons to

the active area and can recover part of the fill factor [10, 11, 12]. However, there are several

limitations. First, the microlens is less effective when the active area is too small, or when

the f-number of the objective lens is relatively small, e.g. 5.6 or less. Second, the incident

light angle dependence of PDE can be increased by the microlens, thereby degrading optical

nonideality called vignetting. Third, misalignment and process variation of the microlens can

degrade the photoresponse nonuniformity (PRNU).

Here we propose a novel charge focusing SPAD to overcome the basic tradeoff between PDE

and DCR, and potentially break the lower bound of SPAD pixel size determined by PDE

degradation. Fig. 4.1(b) shows cross-sectional views of the proposed charge focusing SPAD

arrays. The top panel in the figure, again, shows the cross-section for larger pixel. The

essence of the charge focusing SPAD lies in the electrostatic potential design to minimize

the multiplication region, while maximizing the photo-sensitive region. The area of the

surface N+ is designed to be as small as possible, so that the electric field is concentrated

just below the miniaturized N+ region. The N+ region is surrounded by the GR region to

avoid premature edge breakdown. A buried p-type layer below the GR and a p-type isolation

(PW) are designed to create lateral electric field to collect photoelectrons into the central

multiplication region. A concept of detecting photocharges outside its active area using lateral

avalanche propagation has been proposed in [13], where the PDE is increased at the expense

of the DCR performance. In our approach, the optimized layout and doping profile enhance

the PDE by efficiently collecting the photoelectrons from an electrostatically confined deep

photo-conversion region to the multiplication region while further suppressing the DCR.

The bottom panel of the figure indicates that, in contrast to conventional SPADs, the charge

focusing SPAD with proper potential design enables pixel miniaturization without sacrificing

the PDE; theoretically, near-100% fill factor can be achieved at 2 µm-pitch or below. Thus, the

charge focusing SPAD can break the lower limit of SPAD pixel pitch while achieving ultralow

DCR.

In addition to the high PDE, low DCR, and miniaturization possibilities, the charge focusing
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SPAD has a number of additional advantages. First, the extremely small multiplication region

reduces the probability of having defects or traps around the high electric field region. This

significantly reduces the population of hot pixels. Second, the miniaturized area of the

main p-n junction results in small parasitic capacitance for the cathode. This leads to the

reduction of afterpulsing probability, crosstalk probability, dead time, and SPAD-induced

power consumption, all of which are critical for megapixel implementation of SPADs for a wide

range of applications. One concern of the charge focusing SPAD is a reduced PDP for shorter

wavelengths in the FSI configuration; photoelectrons generated by UV to blue light above

the buried p-type layer are absorbed by the N+ region without reaching the multiplication

region. The BSI integration will circumvent this issue by exposing the photo-conversion region

directly to the light incident surface. Another potential question to the charge focusing SPAD

is timing jitter performance. This will be discussed later in this chapter.

Note that the concept of charge focusing has been investigated, although in a different context,

in high-speed CMOS image sensors [14]. Just recently, a similar concept is introduced in SPAD

[15], where the need of a static bias current fundamentally limits its scalability. Moreover, it is

not clear what effect it could have on overall power consumption. In addition, the measured

DCR is the order of 1 Mcps at room temperature, which needs to be greatly improved for

practical implementation.

4.2 Proof-of-concept sensor design

To verify the feasibility of the proposed solution, a proof-of-concept SPAD image sensor was

developed. Fig. 4.2 illustrates a block diagram of the SPAD image sensor. The chip comprises a

128×128 SPAD pixel array, a vertical shift register, a horizontal shift register and a multiplexer.

Each SPAD pixel consists of a Geiger-mode APD with VB = 28.1 V and Vex = 2.5 V, a passive

quenching pMOS transistor, an inverter, a 16-bit digital counter and output selectors. The

pixel pitch is 84 µm, and the photo-sensitive area is 200.96 µm2. The larger pixel size and the

lower fill factor with respect to the typical CIS are due to the FSI monolithic integration, and

can potentially be compensated by employing 3D-stacked BSI configuration. The sensor is

fabricated in 0.18 µm 1P3M CIS process with 3.3 V-analog and 1.8 V-digital power supply. The

on-chip Bayer color filter enables the RGB color imaging down to the single-photon signal

level. Fig. 4.3 is the photograph of the proof-of-concept sensor chip.

Fig. 4.4 shows the simulated electrostatic potential and the electric field distributions, and

the cross-sectional scanning electron microscope (SEM) image of the proof-of-concept SPAD

pixel. The simulated electrostatic potential in Fig. 4.4(a) shows a high gradient at the center

in horizontal direction to induce avalanche multiplication. The lateral gradient seen in the

deeper part of the photodiode is designed for charge collection. The deep photo-conversion

region is mostly surrounded by a potential barrier to suppress the loss of the signal electrons.

Fig. 4.4(b) is the magnified view of the corresponding electric field distribution. The central

part of the region underneath the surface N+ region shows the highest electric field, while

the lateral electric field around the N+ is well-suppressed by the guard ring. Fig. 4.4(c) is the
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Figure 4.2 – Proof-of-concept sensor architecture. Sensor block diagram is shown in left, and
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Figure 4.3 – Chip micrograph of proof-of-concept sensor.
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Single SPAD
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Figure 4.4 – Device simulation and cross-sectional SEM image. (a) 2D cross-section of elec-
trostatic potential profile. Red and blue regions correspond to higher and lower potential,
respectively. (b) 2D cross-section of electric field profile. Red and blue regions correspond to
higher and lower electric field, respectively. (c) SEM image of pixel cross-section.

cross-sectional SEM image of the fabricated SPAD pixel. Central metal and via are connected

to the cathode, while the right and left metal and via supply the anode voltage. Color filter is

formed above the pixel region.

4.3 Experimental results

4.3.1 Photoresponse characteristics

Fig. 4.5 shows a schematic diagram of in-pixel output clipping circuit and the measured

photoresponse characteristics of the SPAD sensors. In the passive quenching SPAD, output

photon counts saturate and then drop with increasing the illumination power due to the

increased count loss of photons impinging during the dead time [16]. In 2D imaging, this

non-monotonic behavior of the photoresponse causes an undesirable phenomenon called

black spot, where extremely bright objects are clipped to black in a captured image. The

black spot observed in CIS, though caused by a different mechanism from that in SPAD, has

been considered as a critical issue in consumer camera applications, and various solutions

have been proposed [17, 18]. In the SPAD sensor, the issue can be avoided by introducing

active recharge, which ensures that a maximum photon flux is reached and maintained at a

saturation level. We developed a novel in-pixel output clipping circuit to address this issue with

minimal side effect to the image quality. Fig. 4.5(a) and (b) are the pixel circuit diagram and
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Figure 4.5 – Principle and measured results for pixel-wise output clipping circuit. (a) Pixel
circuit diagram. (b) Timing chart. (c) Measured photoresponse characteristics, with and
without the output clipping function.

the corresponding timing diagram, respectively. A pulsed output signal from SPAD (PDOUT)

is compared with a reference clock (CCK) to measure the duration of ON-state of the photon

counting. Under low light condition, photon counting pulses are well-separated in time

domain, and the duration of ON-state for each pulse is fixed at a dead time. Under high light

condition, photon counting pulses are observed more frequently, and some of the adjacent

pulses can be merged into a single long pulse. Hence, pixel-wise measurement of the duration

of ON-state gives supportive information on whether the light intensity for the pixel is higher

than a certain threshold or not. When PDOUT is kept ON for N consecutive clock cycles of

CCK (N =2 in the figure), the pixel recognizes that the light intensity is too high to perform

reliable photon counting, and a signal PC LI P is activated to clip the 16-bit pixel output (DOUT)

to all high state corresponding 65,535 counts, so as to indicate that the pixel is “saturated”. As

shown in Fig. 4.5(c), the output signal is clipped to the saturation level when the incident light

power exceeds a certain threshold. When the incident light power is below the threshold, the

pixel performs photon counting based on passive quenching. The measured photoresponse

characteristics shows monotonic behavior with the output clipping enabled (shown in blue).

This result suggests that the proposed output clipping circuit is effective to suppress the black

spot.
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4.3.2 DCR and temporal noise

Fig. 4.6(a) shows the measured cumulative histograms of hot pixels at 60 ◦C for the charge

focusing SPAD and a reference SPAD with conventional n+/p-well junction. For fair compar-

ison, diameters of the inner circle for isolation well are designed to be equivalent for both

structures. The population of hot pixels in the charge focusing SPAD is one to two orders of

magnitude lower than that of the reference SPAD device due to the reduced volume of the

high-electric-field region. Fig. 4.6(b) shows the temperature dependence of the measured

median DCR for the charge focusing SPAD. At room temperature, the measured median DCR

for our SPAD sensor is 3 cps. The corresponding DCR density, defined as the median DCR

divided by photo-sensitive area, is 0.015 cps/µm2. The DCR reduces by 100× at T = -20 ◦C,

corresponding to a DCR density of 0.00015 cps/µm2. The activation energy of the median DCR

is 1 eV over the temperature range from -20 ◦C to 60 ◦C, indicating that the diffusion current

dominates over the trap-assisted generation and tunneling for the majority of the pixels [19].

Unlike CIS where kTC noise and RTN are the major noise factors, the temporal noise in the

SPAD image sensor is determined solely by the dark count shot noise and is strongly tempera-

ture dependent even with short exposure. Fig. 4.7(a) shows the temporal noise as a function of

exposure time. The temporal noise N is calculated as:

N =
√

DC R · texp , (4.1)

where texp is the exposure time. The unit of the temporal noise, e−r ms , depicts the input referred

noise for incident photons (or photo-excited electrons), which is introduced for systematic

noise comparison with that of CISs. The measured temporal noise at room temperature is

0.16 e−r ms at texp = 1/120 second, and is further reduced to 0.05 e−r ms at texp = 1/1000 second.

At texp = 1 second, the temporal noise is still below 2 e−r ms , comparable to or lower than the

typical temporal noise in CISs. Fig. 4.7(b) shows the temperature dependence of the temporal

noise at texp = 1/120 second. In the measured temperature range, the lowest temporal noise

of 0.016 e−r ms is obtained at -20 ◦C, while the exponential behavior without saturation in lower

temperature implies the further reduction towards the temperature below -20 ◦C.

4.3.3 PDP and sensitivity

Fig. 4.8(a) shows the measured PDP as a function of incident light wavelength for the charge

focusing SPAD at Vex = 2.5 V. The maximum PDP of 40% is obtained at λ = 550 nm. The

PDP at λ = 900 nm is measured as 6.4%, which could be further enhanced by introducing

deeper p-well. Relatively low PDP for λ < 500 nm stems from the insensitive region above

the photo-sensitive region. Again, dramatic improvement of the UV to blue light sensitivity

is expected in BSI configurations. Fig. 4.8(b) shows the measured normalized sensitivity as a

function of photodiode size (pixel pitch) for the conventional and the charge focusing SPADs.

The normalized sensitivity is defined, analogously to the sensitivity for CIS, as a number of
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Figure 4.6 – Measured DCR characteristics. (a) Cumulative histogram of DCR for conventional
SPAD and charge focusing SPAD. (b) Temperature dependence of measured DCR for charge
focusing SPAD.

69



Chapter 4. Charge focusing SPADs for low-light imaging applications

(a)

(b)

Figure 4.7 – Measured temporal noise characteristics. (a) Temporal noise at 1/120 second
exposure time as a function of exposure time. (b) Temporal noise as a function of temperature
at 1/120 second.
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Figure 4.8 – Measured PDP and sensitivity characteristics. (a) PDP as a function of wavelength.
(b) Normalized sensitivity under 2850 K for conventional and charge focusing SPADs.
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photoelectrons detected in a unit photo-sensitive area (1 µm2) during 1 second under 2850

K lamp through an IR-cut filter, with illuminance of 1 lux. The conventional SPAD shows a

degradation of normalized sensitivity for smaller pixel size due to the border effect [20]. In

contrast, the normalized sensitivity for charge focusing SPAD shows constant behavior up

to a pitch of 6 µm, indicating the efficient charge collection from the edge of the pixel. The

result demonstrates that the proposed charge focusing SPAD has a potential advantage over

conventional SPAD devices for pixel miniaturization below 10 µm-pitch.

4.3.4 2D imaging

Fig. 4.9 shows captured intensity images of a moving object (fan) and a still color object based

on the pixel-parallel photon counting. In Fig. 4.9(a), the SPAD sensor is operated in two

readout modes: rolling shutter (RS) and global shutter (GS). The rolling shutter distortion

observed in the RS mode is suppressed in the GS mode. In CIS-based GS sensors, significant

portion of a GS pixel area is devoted for a signal storage node, limiting its sensitivity and full

well capacity. In contrast, the SPAD sensor features in-pixel digital memories which do not

consume extra pixel area for GS and are highly immune to parasitic light sensitivity. Fig. 4.9(b)

shows color images acquired under sufficient light condition above 100 lux (left) and extremely

low-light conditions (center and right). For all the color images, raw signals in a 2×2 pixel

block are used to generate a single RGB pixel signal with proper tuning of color tone. This

non-interpolating method is helpful to visualize the color imaging capabilities under low

light conditions with minimal influence of post-processing, while the image resolution is

reduced by a half from the raw data. The color tone is well reproduced to recognize the

objects even under the signal level corresponding to or below a single photon per pixel per

frame, indicating the shot-noise-limited color imaging. No noticeable impact of DSNU, PRNU,

hot pixels, afterpulsing and crosstalk is observed in the obtained images. Those images are

compared with the captured color images by a high sensitivity CIS with temporal noise of 2.1

e−r ms (Fig. 4.9(c)). The image contrast is tuned so as to avoid signal clipping to white and black

caused by the dark noise. When signal levels, image resolution and field-of-view are tuned for

fair comparison, the image quality for the SPAD image sensor is much better than that of the

CIS, where the letters (Canon) on the target and RGB colors of the square boxes are hard to

recognize due to the excessive noise. The results are reasonable because the signal level of 0.5

or 1 photon is sufficiently higher than the temporal noise level (rms) in the charge focusing

SPAD, but considerably lower than that in the CIS.

4.4 State-of-the-art comparison

Table 4.1 presents a summary of the chip specifications and a comparative table of the state-

of-the-art photon counting image sensors. The DCR per unit of photo-sensitive area at room

temperature is 0.015 cps/µm2, considerably lower than the prior art based on the SPAD [21, 22]

and CIS [6]. The temporal noise of 0.16 e−r ms ensures the single-photon-resolved imaging
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(a)

(b)

Rolling shutter Global shutter

RGB Color SPAD

High sensitivity CMOS imager(c)

Highlight Signal = 1 photon Signal = 0.5 photon

Figure 4.9 – 2D images captured with the developed monochrome and RGB-color SPADs.
(a) 2D intensity images captured with the monochrome SPAD sensor in RS mode (left) and
GS mode (right). (b) 2D intensity images with the RGB-color SPAD sensor under sufficient
light above 100 lux (left), signal level corresponding to 1 photon for white part (center), and
signal level corresponding to 0.5 photon for white part (right). (c) 2D intensity images with the
RGB-color CIS under equivalent input signal level to (b).
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at video-rate. The measured afterpulsing probability is less than 1% at 5.3 ns dead time

(not shown in the table). We note that photon-counting-based GS imaging is one of the

striking features of the SPAD-based approach. Another advantage of our approach is the low

PRNU; in the CMOS-based approach, the PRNU is affected by conversion-gain variation. The

variation could be degraded further when increasing the absolute value of the conversion

gain to suppress the temporal noise, potentially limiting the image quality under mid- to

high-illumination. In contrast, the major source of the PRNU in the SPAD image sensor

is a pixel-to-pixel variation of avalanche triggering probability. This can be suppressed by

increasing the excess bias further. With optimized pixel circuit and biasing, the PRNU in our

device is expected to be below 1%.

Table 4.1 – State-of-the-art comparison of performance and specifications in photon counting
image sensors.

This work [2] [3] [7] [5] [23]

Type SPAD SPAD VAPD CMOS CMOS CMOS

Process technology
180 nm

FSI

180 nm

FSI

65 nm

FSI

45/60 nm

BSI

110 nm

FSI

180 nm

FSI

Pixel pitch (µm) 84 16.38 6.0 1.1 11.2×5.6 5.5

Pixel array size (H×V) 128×128 512×512 400×400 1,024×1,024 312×512 360×1,680

Pixel output (bit) 16 1 - 3 - -

Operation voltage (V) 3.3/-26.5 - 3.3/-29 - 3/25 -

Photodiode area (µm2) 200.96 28.2 25.2 1.21 - 14.76

Max. PDP or QE (%) 40 50 - 80 - -

DCR density (cps/µm2) 0.015 0.26 2.77 <0.16 - 14.76

Temporal noise at RT (e−r ms) 0.16 - - 0.21 0.27 0.46

DSNU at RT (e−r ms) 0.2 - - - - -

PRNU (%) 1.7 - - >2.6 - -

Electronic shutter GS/RS GS/RS RS RS RS RS

On-chip color filter w/ w/o w/o w/o w/o w/o

4.5 Conclusion

In this chapter we proposed a novel charge focusing SPAD to overcome the native tradeoff

between PDE and DCR in small pixels, and to push the limit of pixel miniaturization. We

demonstrated the feasibility of the proposed device in the proof-of-concept 128×128 2D

image sensor for low-light imaging applications. We observed the best-in-class performance

in DCR, temporal noise, DSNU, PRNU, and afterpulsing probability. The performance is

confirmed in SPADs with a pitch as low as 6 µm. Relatively larger pixel pitch and lower PDP
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in UV to blue range originate from the FSI monolithic approach, however we expect that it

will be significantly improved by introducing the BSI 3D-stacked configurations combined

with advanced logic processes. The proof-of-concept image sensor featured single-photon-

sensitive GS function and black spot-free image capturing function, as well as RGB color

imaging under photon-starved conditions.

We emphasize that while the charge focusing SPAD concept is studied in this chapter for

low-light imaging applications, this device can be applied to any other applications where

high PDE or low DCR is required. In addition, the unique features of near-100% fill factor and

high PDP up to 80% in miniaturized pixels (< 10 µm) will realize unrivaled sensing capabilities

in the compact sensor size.

One potential question of the charge focusing SPAD is the timing jitter; lateral charge focusing

process could degrade the temporal variation of photon detection. Qualitatively, smaller SPAD

size can reduce the travel path length of photocharges, and is desirable for improved timing

jitter. In a preliminary simulation for 6 µm SPAD size, we confirmed that careful design of 3D

electrostatic potential distribution achieves a timing jitter component from lateral and vertical

drift-diffusion of photocharges below 50 ps FWHM. This indicates that the miniaturized charge

focusing SPAD pixels can achieve timing jitter comparable to that of conventional SPADs, and

can be applied to a wide variety of time-resolved applications requiring sub-100 ps timing

resolution.
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5 45 nm/22 nm CMOS BSI 3D-stacked
SPAD image sensors

In 3D stacking, 2 chips are connected, usually, at wafer level, through hybrid bonding or

equivalent technologies. This solution enables complete separation of SPADs, usually inte-

grated in the top tier, from other circuit components, usually fabricated in the bottom tier. A

photodiode wafer and a circuit wafer can be independently fabricated by dedicated processes,

thus achieving high PDE and low noise SPAD arrays with compact, low power and functional

pixel circuits. This chapter introduces ongoing developments for 3D-stacked BSI SPAD image

sensors. SPAD sensors with several different architectures are all designed and fabricated

based on 3D-integration technology (45 nm CIS process for PD and 22 nm logic process for

circuit).

5.1 3D-stacked SPAD sensors for advanced time-gating approaches

In ToF ranging applications, time-resolved SPAD pixels based on TDC have been intensively

studied so far [1, 2, 3, 4, 5]. The advantages of TDC-based d-ToF methods are: fast acqui-

sition of object distance thanks to single-shot measurement, high depth resolution up to

sub-centimeter, immunity to ambient light, and the capability of detecting multiple reflec-

tions. On the other hand, this method has a difficulty in scaling pixel pitch and expanding

spatial resolution due to area-consuming and power-hungry TDC circuits. Furthermore,

recording and processing all the time stamps of incident photons involve large volumes of

output data, which in particular cases severely limit frame rate. Alternatively, time-gating ap-

proaches are a potential candidate for scalable SPAD-ToF sensor. Time-gated SPAD pixels with

less than 15 pixel transistors have been demonstrated in a monolithic approach [6, 7, 8, 9, 10].

In contrast to TDC-based approaches where time stamps need to be acquired for every photon,

time-gated SPAD sensors directly count the number of photons arriving to each pixel in a

predetermined time-gating window. Thus, in-pixel analog or digital counters help reducing

the total data rate from the pixel array.

Recent advances in 3D-stacked processes have enabled implementation of more sophisticated

pixel circuits. A time-gated SPAD sensor, combined with 3D stacking, has been reported in
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[12], where an in-pixel multi-bit reconfigurable digital counter achieves intensity imaging

mode and i-ToF ranging mode. However, little attempts have been made to enhance the

functionality of time-gated SPADs; one direction is to employ an arbitrarily coded time-gating

window instead of a single pulsed window. Another direction is to optimize the time-gating

window in pixel-wise manner. In the following sections, we propose several time-gated SPAD

architectures based on 45 nm/22 nm 3D-stacked technology.

5.2 Sensor architecture and design

5.2.1 Floor plan

Fig. 5.1 shows a floor plan for SPAD sensor design based on 45 nm/22 nm 3D-stacked technol-

ogy. An area of approximately 11 mm×7.5 mm has been segmented into small regions. Chip

A-1 and A-2 are designed to operate independently, while sharing a single pad ring to deliver a

full-resolution intensity image. Chip B, C, D, and E have pad rings for each, and those sensors

have different pixel architectures, pixel pitches and array sizes. The rest (shown in gray) is

devoted for test structures and other proof-of-concept sensors.

Chip A-1 Chip A-2

Chip 
B

Chip 
C

Chip 
D

Chip 
E

1.21 mm

1.35 mm

1.47 mm 1.59 mm 7.86 mm

7.50 mm

3.93 mm

Figure 5.1 – Floor plan for sensor design based on 45 nm/22 nm 3D-stacked technology.
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5.2.2 0.5 megapixel SPAD array for successive approximation ToF

As discussed above, time gating is a predominant approach towards scalable SPAD-ToF ranging.

Still, there are several issues to be considered. First, this approach suffers from a tradeoff

between distance range, depth resolution, and frame rate. Distance range and depth resolution

are determined by gate scanning range and step, respectively. Fig. 5.2 (a) and (b) show a

conventional pixel architecture for time-gated SPAD and the corresponding timing diagram,

respectively. Relative timing of the gate window is scanned over the range of interest to perform

linear-search of a reflection peak. Assuming fixed distance range, depth resolution is inversely

proportional to frame rate. Similarly, with fixed depth resolution, measurable distance range

(minimum to maximum) is inversely proportional to frame rate. In practice, it is rather difficult

to apply the time-gate scanning method to long-distance and high-precision ranging while

ensuring acceptable frame rate, e.g. ≥10 fps, to measure moving objects. The limited frame

rate in the scanning method stems from its low efficiency of photon detection in time domain;

signal photons are detected only when the time-gating window is aligned to the time-of-arrival

of signal, whereas the signal is completely discarded otherwise.

To boost the frame rate of time-gated ToF, a novel successive approximation (SAR) algorithm

is proposed. In Fig. 5.2 (c), typical circuit diagram for the SAR-ToF algorithm is demonstrated.
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Figure 5.2 – Concept of proposed SAR-ToF. (a) Example circuit diagram. (b) Timing diagram.
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The SPAD is connected to two parallel gate switches, followed by dual digital counters. The

outputs of the two counters are fed to a digital comparator, and the comparison result is stored

in a M-bit memory. Based on the stored data, a gate controller generates two gate pulses.

Fig. 5.2 (d) is the corresponding timing diagram, where the red curve shows the ground-truth

histogram. In the first period, gate 1 and gate 2 are complementary and have exactly the same

time duration. Either one of them encloses the ToF peak. Based on the assumption that the

background noise is time-uncorrelated, photon counts A and B in the repeated measurement

in first period holds A > B if the peak exists in gate 1, and vice versa. Taking the comparison

result into account, timing offsets of gate window 1 and gate window 2 for the next period are

determined pixel-wise. The two gate windows are kept with the same duration, but reduced by

half with respect to the previous frame. By successively iterating the counting and comparison

process, the signal peak position can be estimated. Unlike the scanning approach with the

linear search, the SAR-ToF approach is based on a binary search, which is analogous to the

relationship between slope- and SAR-ADC. In the linear scanning with the N -steps, the time

duration of a single depth frame is proportional to N , whereas in the proposed SAR-ToF the

time duration of a single depth frame is proportional to log2 N . This clearly suggests that the

proposed SAR algorithm brings a remarkable improvement in the frame rate and realizes a

dramatic compression of measured data.

The proposed SAR-ToF pixel has been implemented in chip A-2 in the floor plan. Fig. 5.3 (a)

shows a schematic cross-section of the BSI SPADs with 6.93 µm pixel pitch, forming a half-

megapixel (500×1024) pixel array. The avalanche multiplication junction is defined between

NW and buried p-well (BPW). The SPADs are well-shared to achieve a high fill factor in a

small pitch. The cathodes are connected to the circuit wafer via pixel-level bonding. Fig. 5.3

(b) and (c) are the single pixel layout and schematic in the circuit wafer, respectively. The

pixel circuit consists of 13.86 µm-pitch unit to receive photon counting signals from 2×2

SPAD subpixels. The signals are combined in a coincidence detector, followed by dual gating

circuit, dual counter, digital comparator, 8-bit register, clock and gate generator, and readout

circuits. The coincidence detector, which detects more than one close events of photon

arrival, is implemented to suppress influence of background noise. The background noise

rejection is critical for this algorithm because too high noise level results in a misjudgement

of the comparison process. In the readout process, faster operation is achieved by streaming

out only the data stored in the register. By contrast, full readout of the data stored in the

dual counters and the register provides richer information to estimate reliability of depth

estimation, which is indispensable for constructing a more robust ranging system.

Note that the pitch can be further reduced by sharing components of the clock and gate

generator, optimizing counter bit depth for the target application, and employing more

advanced technology such as 14 nm-CMOS. Compared with the TDC methods, the SAR-

based method is far more simple. Indeed, in the TDC method each pixel generates hundreds

or even thousands of time stamps to get a single depth frame. By contrast, in the SAR method

each pixel gives no more than 24-bit (at minimum 8-bit) information per frame. This data

simplicity is beneficial for area- and power-efficient sensor design, as well as saving resources

for data storage and signal processing.

84



5.2. Sensor architecture and design

13.86 µm

8-bit 
countercontroller

VR

VCAS

VSEL

x16

Bottom-tier pixel circuit

Top-tier SPAD

PI
X_

O
U
T

<0
:1
5>

VPU

VQ Coincidence
detector

8-bit 
countercontroller

x4

Digital
comparator

8-bit 
register

Gate
generator

VSEL

PI
X_

O
U
T

<0
:7
>

VPU

x8

Dual 8-bit digital 
counter & 

comparator

8-bit register

CLK generator

Cascode Trs.

Gate generatorCoincidence
detector

(b) (c)

Clock
generator

VCK1
VCK2
VCK3
VCK4 (Phase-shifted

clock pulses)

P+

PW

BPW

N+

NW

P+

PW

N+

NW

P+

PW

Active area

P-Epi

(a)

Figure 5.3 – 6.93 µm-pitch SPAD pixel design. (a) Schematic cross-section of SPADs. (b) Unit
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circuit.

5.2.3 Miniaturized time-gated SPAD array

Taking advantage of 3D integration, a possible implementation of time gating in a miniaturized

SPAD pixel has been investigated. In chip B shown in the floor plan, we designed 2.97 µm-

pitch time-gated SPAD pixel array, the smallest pitch ever reported in BSI SPADs. Fig. 5.4

(a) is the cross-section of designed SPADs. The avalanche multiplication junction is defined

between PW and buried n-well (BNW). NW is shared with neighboring pixel to minimize the

gap between adjacent active areas. As shown in Fig. 5.4(b) and (c), the pixel circuit consists of

a cascode transistor [13], a quenching and recharge transistor, time-gating circuit (3-terminal

AND), 4-bit asynchronous counter and readout. The cascode transistor helps enhancing the

maximum applicable excess bias. The time-gating window is defined by the duration from

the rising edge of V G1 to the rising edge of V G2. This architecture is suitable for achieving a

sub-nanosecond gate window. The total number of transistors in a single pixel is 116. Thanks

to 3D integration and area-efficient design, 10× transistors are realized with respect to a

previously reported time-gated SPAD array in 180 nm FSI technology [10], while the pixel area

is reduced by a factor of 32.

In the peripheral circuit, the gate pulses V G1, V G2 and the recharge pulse V QR are generated

and homogeneously distributed to each column through balanced binary trees [10, 14, 15].
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SPAD in 45 nm CIS technology, (b) and (c) are the layout and the schematic diagram of pixel
circuit designed in 22 nm CMOS logic process. The red dotted line in (b) corresponds to the
pixel boundary.

Based on circuit simulation the horizontal timing skew of gate rising edge is estimated to be

20 ps, and the vertical skew 40 ps. The 4-bit pixel output lines are connected to 4 sets of D-flip

flop chain, and the digital output is successively transferred to the output pad.

The designed pixel array size is 64×128, but can readily be extended to a megapixel in a

compact sensor format, e.g. 4 mm×4 mm. This sensor can be potentially used for a wide variety

of applications such as time-gated d-ToF ranging and FLIM, as well as Raman spectroscopy.

5.2.4 Dual time-gated SPAD array

A variant of the miniaturized time-gated SPAD sensor has been designed in chip C (see the floor

plan). Fig. 5.5(a) and (b) are the layout and the schematic diagram of the pixel circuit. 4.95 µm-

pitch pixels form a 128×128 array. A major difference with respect to the aforementioned 2.97

µm pixel design is that the pixel in this sensor has a dual parallel 4-bit counters. time-gating

window can be individually defined for both gating circuits to enable the parallel acquisition

of photons in different time duration, thus improving the light detection efficiency.
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5.2.5 Coded time-gating sensor

In addition to ToF ranging application, the time-gating approach is also suitable for FLIM.

Among the various approaches, photon counting-based phasor FLIM is beneficial for intuitive

visualization of complicated FLIM parameters [16, 17]. Fig. 5.6 (a) shows the conventional

approach to estimate phasor parameter g and s, which are formulated as follows:

g = 1

N

N∑
i=1

cos(2πτi /P ), (5.1)

s = 1

N

N∑
i=1

sin(2πτi /P ), (5.2)

where, N is the total number of detected photons, τi is the i -th photon arrival time, and P

is the period of laser pulse excitation. By defining a nanosecond time-gating window and

by scanning its position, a fluorescence lifetime histogram is obtained. Based on the above

equation, sinusoidal and cosinusoidal terms are weighted by photon counts at each gate

position, and g and s are derived by arithmetic processing. However, when implementing

a large-scale pixel array, this arithmetic processing necessitates considerable amount of

memories and computation to achieve reasonable frame rate. Instead of scanning digital gate

pulses, dynamic modulation of SPAD sensitivity is a possible solution for direct observation of
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Figure 5.6 – Comparison between conventional and proposed phasor FLIM measurement
schemes: (a) conventional approach with time-gate scanning; (b) proposed approach to
measure phasor parameters using sinusoidal sensitivity modulation; (c) simplified circuit
architecture for the proposed scheme; (d) timing diagram of digital gate pulses to reproduce
pseudo-sinusoidal gate window.

phasor parameters without complex processing (see Fig. 5.6 (b)). In principle, SPAD sensitivity

is a function of excess bias, and can be analogically modulated by providing dynamic signal to

the SPAD bias. In particular, for the phasor application the sensitivity has to be modulated

as a sinusoidal function in time-domain. In practice, this “analog” approach suffers from

nonidealities such as pixel-to-pixel breakdown voltage variation. Figures 5.6 (c) and (d)

describe more robust “digital” approach to realize pseudo-sinusoidal sensitivity modulation.

The possible pixel configuration is a SPAD connected to a quenching transistor, followed by a

monostable circuit, two parallel switches and dual counters. Switches A and B are turned on

and off in accordance with a predetermined code sequence, which approximates sinusoidal

and cosinusoidal curves in the lower frequency region. Two sets of measurements provide four

different gate patterns with their photon counts A1, A2, B1, and B2, respectively. The phasor

parameters can be estimated with significantly simplified equations:

g = (A1 − A2)

(A1 + A2 +B1 +B2)/2
, (5.3)

s = (B1 −B2)

(A1 + A2 +B1 +B2)/2
. (5.4)
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These equations are much easier to calculate compared to the previous equations for gate

scanning method, and thus a dramatic reduction of computational cost can be achieved.

Targeting the aforementioned phasor FLIM application, a highly functional 9.9 µm-pitch

64×64 SPAD pixel is designed. The single and 4×4 pixel layouts are shown in Fig. 5.7 (a) and

(b), respectively. The corresponding schematic is shown in Fig. 5.7 (c). Similar to the 4.95

µm-pitch pixel in the previous section, the proposed pixel contains two sets of counters with

two parallel gating circuits. The gate pulses for the switches are generated by 64-bit memories

and gate generator, which are implemented in 4×4 pixel unit. During the writing process, a

64-bit code to reproduce time-gating window pattern is stored in a 64-bit looped shift register.

During the sensing process, 4 phase-shifted clock pulses are provided to a local clock generator,

and the local clock with quadrupled frequency is generated. This clock is fed to the 64-bit
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Figure 5.7 – 9.9 µm-pitch SPAD pixel design: (a) single pixel layout; (b) 4×4 pixel layout; (c)
schematic diagram of pixel circuit; (d) conceptual diagram of H-binary-hybrid gate tree.
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looped shift register to the generate a digital pulse sequence tracing the preprogrammed

gating code pattern. When assuming the input clock frequency of 200 MHz, the local clock

frequency goes up to 800 MHz by means of a cascade of two frequency doublers.

To achieve uniform GHz clock generation in each pixel block, it is critical to suppress the clock

timing skew over the whole pixel array. The binary tree approach, as discussed in the previous

section, is advantageous in reducing horizontal gate timing skew, whereas relatively worse

vertical skew is expected due to the long propagation distance. Analogous to digital SiPMs

[18], a full H-tree approach could be effective to improve both horizontal and vertical skew at

the same time, while it suffers from its design complexity in a large-scale array. Here, a novel

H-binary-hybrid approach to achieve reasonably low timing skew is proposed. As in Fig. 5.7

(d), the clock input is first distributed to each 2N column groups using binary trees. The clock

is propagated along the vertical direction towards a buffer placed at the center of each 2N ×2N

pixel block. The buffer generates the local clock pulses, which is distributed to all the pixels

in the block through local H-tree. Compared to the conventional binary tree approach, the

parasitic capacitance of a vertical clock line can be reduced by a factor of 2N , and hence the

propagation delay is suppressed accordingly.

5.3 Conclusion

In this chapter, various concepts of 3D-stacked time-gated SPAD sensors have been proposed.

For ToF-ranging applications, an improvement in data acquisition speed of several orders

of magnitude is expected. For phasor FLIM applications, dramatic simplification of signal

processing can be achieved based on the proposed coded gating approach. The concepts are

implemented in 45 nm/22 nm 3D-stacked BSI SPAD sensors with up to 0.5 megapixel array.

The sensors are under fabrication during the writing of this thesis. Detailed measurement,

analysis and applications will be continued by coauthors in AQUALab, EPFL in the near future.
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6 Megapixel time-resolved SPAD image
sensors

The quest for the first time-resolved megapixel SPAD sensor is not only a core objective of this

thesis, but also a long-awaited goal after 17 years of intensive research and development in

CMOS-compatible SPAD detectors and image sensors [1]. Major challenges lie in the chip

design to optimize the sensor performance while minimizing timing skew, variation, noise,

and power dissipation. This chapter is based on results presented in, K. Morimoto et al.

“Megapixel time-gated SPAD image sensor for 2D and 3D imaging applications,” Optica 7(4),

346–354 (2020), and the corresponding preprint, K. Morimoto et al. “A megapixel time-gated

SPAD image sensor for 2D and 3D imaging applications,” arXiv:1912.12910 (2019).

6.1 Status of large-scale time-resolved SPAD array design

As discussed in Chapter 1, time-resolved image sensors are useful in many imaging applica-

tions. We mentioned VR/AR, LiDAR, FLIM, time-resolved Raman spectroscopy, and so on.

Recently, a new class of applications in imaging has emerged, known collectively as quantum

vision. We recognize as quantum vision techniques, such as ghost immaging, sub-shot-noise

imaging, quantum LiDAR, quantum distillation, etc. [2, 3, 4]. Common to these applications

is the need for single-photon detection and high timing resolution with low noise and high

sensitivity. An important limitation in the majority of the implementations in quantum vision

has been the image sensor, usually made of a single pixel or at most a 1kpixel array. Thus,

a larger format picture requires 1D or 2D scanning, thus curtailing the frame rate, which is

limited by the speed of the scanner. In addition, scanners may be bulky and add another

level of complexity to the imaging system. To address these issues, researchers have recently

created large-format cameras with a SPAD in each pixel and time gating or TDCs on chip

[5, 6, 7, 8, 9]. Though, the crux of a large-format camera remains the pixel pitch and the

amount of functionality per pixel. Researchers have thus resorted to 3D integration using

backside-illuminated SPADs on the top tier and control/processing/readout electronics on

the bottom tier [10, 11, 12, 13].

Recently, a novel photon-counting image sensor called QIS (see Chapter 1) has been demon-

strated [14, 15, 16]. Single-photon sensitivity without avalanche gain is achieved in the QIS
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with pixels having sub-0.5e- rms read noise as a result of a high conversion gain. QISs inherit

several advantages of CISs such as a potentially small pixel size, high spatial resolution, low

dark current, high quantum efficiency and low power consumption. A spatial resolution of

up to 1 megapixel with 1.1 µm pixels has been reported in a QIS [17], enabling low noise and

high dynamic range imaging for scientific, space, and security applications. Later, the first

color-filtered 1 megapixel QIS has been demonstrated [18]. A limitation of the QIS technology,

though, is timing resolution. Indeed, the finite time required for charge transfer in the pixels

and sequential scanning readout prevent QISs from detecting timing information below 1

µs. SPADs, in contrast, enable single-photon detection with a timing resolution of up to few

tens of picoseconds owing to the fast avalanche multiplication process. While a TDC-based

approach enables precise time stamping of the detected photons in a SPAD array, it is not

suited for scaling due to large circuit area and high power dissipation [19, 20, 21, 22, 23]. Our

time-gating approach, in contrast to [5, 6, 7, 8], entails less than 8 transistors, and is promising

for scalable photon counting image sensors towards sub-100-picosecond timing resolution

and megapixel sensor resolution. In this chapter, we advocate the use of this approach to

achieve large-format time-gated SPAD sensors capable of high timing resolution and small

pixel pitch.

6.2 In-pixel time gating

In-pixel time gating approaches involve compact pixel circuits. They are therefore well-suited

for the implementation of large-scale time-resolved SPAD sensors with low power dissipation.

Fig. 6.1(a) illustrates the operation principle of time-gated ToF ranging. Laser pulses are

repeatedly sent towards the target; the reflected photons are detected at the sensor with

a delay of ∆t . Typical time-gating measurements involve consecutive frames with a finely

shifted gate window, each of which performs photon counting integrated over N sub-frames.

Finer gate scanning improves timing resolution, while sacrificing depth measurement rate

or range. From these measurements, a histogram may be derived, as shown in Fig. 6.1(b).

Photon counts in a histogram bin include background photon counts and dark counts when

the reflected laser pulse is outside of the gate window, whereas the photon counts are offset

by the reflected laser signal when the reflected pulse is captured in the gate window. When

the peak intensity of the reflected signal is higher than the background photon counts, the

resulting photon count profile for each pixel forms a rectangular distribution with its width

corresponding to the gate window length. The delay time ∆t can be extracted from either

rising or falling edge of this profile, while distance L from the detector to the target is estimated

by:

L = c∆t

2
, (6.1)
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6.2. In-pixel time gating
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Figure 6.1 – Conceptual views of time-gated ToF ranging. (a) Timing diagram of ToF ranging
based on time gate scanning, where N is the number of repeated measurement in a single
period. (b) Expected photon count distribution as a function of gate position. (c) Pixel circuit
architecture of time-gated SPAD sensor. (d) Schematic views of gating window profile, photon
distribution and measured intensity over time with single reflective object (top) and double
reflective objects (bottom).

where c is the speed of light. Fig. 6.1(c) shows a simplified schematic of a time-gated SPAD

pixel. The SPAD is connected to a quenching transistor to limit self-sustained avalanche

breakdown, and its output signal is selectively fed to an in-pixel memory when a global gate

switch is activated. The gate control pulse can be as short as a few nanoseconds, and is

synchronized with repetitive laser pulse emissions towards target objects. The stored signal is

read out through a fast data I/O circuit.

More generally, the detected intensity profile h(t) in a given measurement time frame is

formulated by the convolution of two functions:

h(t ) = f (t )∗ g (t ), (6.2)

where f (t ) is the gating window profile, and g (t ) the photon probability density function. Note

that h(t ) yields a, when integrated from −∞ to +∞, where a is the total detected photon count

in the measurement time frame. Fig. 6.1(d) shows the detected intensity profile of photons

captured by the detector characterized by f (t ). When the photon probability density function
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can be approximated by a single Gaussian distribution with a sufficiently small standard

deviation, if compared to the gate length, the intensity profile can be expressed as:

h(t ) ≈ f (t )∗aδ(t −∆t ) = a f (t −∆t ), (6.3)

where a and ∆t are the photon count and delay time of the Gaussian peak, respectively, and

δ the Dirac delta function as an approximated form of a narrow Gaussian distribution. In

practice, the detected intensity profile can take more complicated forms. For instance, when

the target object is imaged through semi-transparent (semi-reflective) materials such as glass,

plastics or liquids, the photon distribution can be expressed as a superposition of multiple

Gaussian functions with different peak heights and positions. Assuming again negligible

standard deviation, the detected intensity profile is:

h(t ) ≈ f (t )∗ [
∑

i
aiδ(t −∆ti )] =∑

i
ai f (t −∆ti ), (6.4)

where ai and ∆ti are the photon count and delay time of the i -th Gaussian peak, respectively.

Eq. (6.4) suggests that the multiple reflection results in a superposition of multiple gating

window functions, each having different height and delay. An example with two reflective

peaks in the photon distribution is shown in the bottom of Fig. 6.1(d).

Note that when h(t ) is measured and f (t ) is known, a full profile of g (t ) can thus be obtained

by deconvolution. In a real situation, h(t) can be distorted by non-ideal effects such as

photon-shot noise, ambient light, dark counts, afterpulsing, crosstalk, timing jitter, etc. Those

effects can introduce noise in the deconvolution. In ToF ranging, however, the assumption for

reflected laser pulses to have negligibly narrow widths is valid in most cases. This assumption

simplifies the process of distance calculation, where the time-of-arrival information can be

readily extracted by finding the rising or falling edges in the measured intensity profile.

6.3 Sensor architecture and simulation

For the 1 Mpixel camera based on the SPAD pixel described above, with a pitch of 9.4 µm,

we propose two pixel architectures: 7T (7 transistors per pixel) for pixel A and 5.75T (5.75

transistors per pixel on average) for pixel B without and with readout transistor sharing,

respectively. The pixels achieve a fill factor of 7.0% and 13.4%, respectively; both pixels use

a dynamic memory to store single-photon events generated by the SPAD. Binary photon

counting images are captured and streamed out at 24,000 fps (maximum), corresponding to a

total data rate of 25 Gbps.

Fig. 6.2(a) and (b) show the schematics and timing diagrams of both pixels. Upon detection

of a photon, the SPAD generates an avalanche current pulse that is converted to a voltage

through quenching transistor MQ , which is controlled by VQR . In pixel A, the voltage pulse

is transferred to the gate of a transistor acting as memory through a gating transistor MG ,
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Figure 6.2 – Schematic views of designed SPAD pixels. (a) Pixel circuit schematics for pixel A
and pixel B. Pixel A consists of thick- and thin-oxide transistors, whereas pixel B consists only
of thick-oxide transistors. (b) Timing charts for pixel circuit operation.

controlled by gating signal VG , and follower MF , with a loss of 1 VT H . MRS , controlled by VRES ,

is used to reset the dynamic memory, implemented by MR AM , to GND. In pixel B, the voltage

pulse is transferred to a pulldown transistor MPD via gating transistor MG , which is controlled

by gating signal VG . As a result, feedback transistor MF B is set OFF, thus disconnecting the

source of MQ and disabling quenching in the SPAD. The voltage at the drain of MP D is kept

near GND for a sufficiently long time until the entire chip is read out and the node is charged

again to VDD H -VT H -VDS AT for the next detection, thus turning MF B back ON. Transistor MSW,

controlled by VSW , connects the drain of MP D to the source of MR S, which is pre-charged

to VDD -VT H via signal VRES . In both pixel types, transistor MPDO is used to pull down the

entire column when MSEL is turned ON by VSEL , i.e. the row is selected in a sequential fashion.

The difference is that in pixel B MPDO–MSEL are shared among a 2×2-pixel array, while in

pixel A the dynamic memory and the readout transistors are thin-oxide devices. All the other

transistors are thick-oxide devices to enable operation at 3.3 V. VDD H , VDD , and all the controls

(when high) are 3.3 V. The feedback loop in pixel B prevents any subsequent avalanches within

a frame; this is advantageous in very large arrays, since it reduces the current drawn from the

cathode voltage node VOP and thus the power dissipation from that node, which, given the
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Figure 6.3 – Cross-section and TCAD simulation results of the SPAD. (a) Schematic cross-
section. (b) Simulated electric field distribution. (c) Simulated Electrostatic potential distribu-
tion. The device dimension is set for pixel B.

high voltages used, can be significant for pixel counts above 100,000. In our chip, under strong

illumination, the current drawn from VOP by pixel A is over 400× that drawn from pixel B.

The SPAD, whose cross-section is shown in Fig. 6.3(a), was implemented as a p-i-n structure

[24], whereas the avalanche region is surrounded by a buried implant at the bottom, to enable

uniform field, and a circular guard ring on the sides, to suppress premature edge breakdown,

as shown in the cross-section in the figure. All the layers employed in this design are standard

in the 180 nm CIS process we used in the chip. A simulation of the electric field and of

the potential is shown in Fig. 6.3(b) and (c), demonstrating the location of the avalanche

region under the drawn active area, wherever the electric field exceeds the critical field for

sustained impact ionization in silicon. The wider depletion region in z-direction with respect

to other SPAD structures [25, 26] leads to the lower tunneling-induced DCR. The crosstalk was

measured in both pixels reaching a mean of 0.17% for pixel A and 0.39% for pixel B. A higher

crosstalk in pixel B is expected due to higher proximity to neighbors.

The measured maximum PDP for pixel A was lower than that of pixel B because the impact of

the border effect is more significant when the active area is smaller. Based on the comparison

with measured PDP for different active diameters in the same device structure, we estimated

that the inactive distance from the border of the active area is around 0.6 µm. The camera

block diagram is shown in Fig. 6.4(a); it comprises two independent sections of 1024×500

pixels, where the bottom half array is based on pixel A and the top half on pixel B. A dual binary

tree controls the time gate, which reaches a minimum length of 3.8 ns (tunable up to 9.6 ns),

and its variation of 120 ps (FWHM). Each row is read out in 83 ns and stored in a 1024-bit

and a 512-bit output register for pixel A and pixel B, respectively, at the chip bottom and top.

A multiplexer (MUX) scans it in 128-bit words, which are then transferred off-chip via 128

I/O pins (each half) by way of a dual parallel bus, thus achieving a frame rate of 24 kfps. The

micrograph of the image sensor is shown in Fig. 6.4(b). The active area is drawn circular, and
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Figure 6.4 – 1 Mpixel time-gated SPAD image sensor architecture. (a) Sensor block diagram.
(b) Chip micrograph and magnified views of pixel arrays.
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the drawn active diameters for pixel A and B are 2.8 µm and 3.88 µm, respectively.

Unless otherwise noted, all following experiments are performed in GS mode with 42 µs

readout per binary frame.

6.4 Camera system

Fig. 6.5(a) shows photographs of the developed 1 megapixel SPAD camera system. The boards

consist of three layers; a sensor die is glued to the daughter board. A motherboard sup-

plies power and biases to the sensor die, and interfaces the daughter board and two field-

programmable gate array (FPGA) boards mounted on the backside. A 3D-printed lens mount,

designed to attach C-mount lenses, is fixed on the daughter board. Fig. 6.5(b) is a photograph

of chip-on-board bonded sensor die. The sensor has more than 700 pads for wire bonding;

256 pads are used for data output, and others for power, biasing, digital/analog inputs, and

testing. The pads are arrayed with 50 µm-pitch in the top and bottom sides, and 70 µm-pitch

in the right and left sides. Each pad on the die is wire-bonded to the corresponding pad on the

daughter board. The pad positions are designed so that the Wire length does not exceed 5 mm

to meet the requirement for the bonding process.

(a) (b)

Figure 6.5 – Camera system of 1 Mpixel time-gated SPAD image sensor. (a) Photograph of 1
megapixel SPAD camera system. (b) Photograph of a chip-on-board bonded sensor die.
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6.5 Experimental results

6.5.1 DCR and PDP

Fig. 6.6(a) shows the room temperature cumulative DCR probability distribution of the SPADs

throughout the chip, with a median of 0.4 cps (pixel A) and 2.0 cps (pixel B) at an excess bias of

3.3 V. The corresponding DCR per unit drawn active area is 0.065 cps/µm2 for pixel A and 0.17

cps/µm2 for pixel B. These DCR density metrics are equal to or better than state-of-the-art

SPAD devices [24, 29]. Fig. 6.6(b) shows the measured median DCR as a function of excess

bias at room temperature. Fig. 6.6(c) shows the measured PDP as a function of wavelength. A

maximum PDP of 10.5% (pixel A) and 26.7% (pixel B) is reached at 520 nm at the same excess

bias of 3.3 V, while the PDP non-uniformity is better than 1.4% (pixel A) and 3.2% (pixel B) at

room temperature. Lower PDP compared to the previous work based on p-i-n SPAD [24] is
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Figure 6.6 – Measured DCR and PDP for pixel A and B. (a) Room temperature cumulative
histogram of DCR at excess bias of 3.3 V. (b) Excess bias dependence of median DCR at room
temperature. (c) Wavelength dependence of PDP at an excess bias of 3.3 V. (d) Excess bias
dependence of maximum PDP at room temperature.
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(b) Activation energy distribution in pixel A, where horizontal axis shows pixel population in
ascending order of DCR.
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caused by typical border effects [30]. The border effects are more significant when the active

diameter is smaller than 5 µm. Fig. 6.6(d) shows the maximum PDP as a function of the excess

bias, whereas the dotted lines are guides for the eye.

Fig. 6.7(a) shows the temperature dependence of DCR for pixel A and B. Based on the tempera-

ture dependence of breakdown voltage shown in the inset, VOP is adjusted to keep Vex = 3.3 V

over measured temperature range. Median DCR for both pixels shows almost no temperature

dependence at T < 10 °C, whereas it increases exponentially at T > 30 °C. For both pixels,

the activation energy for T > 30 °C is extracted to be 1.1 eV, equivalent to the band gap of

silicon. The result indicates that DCR in the majority of pixels is dominated by tunneling at

low temperature and by diffusion current at high temperature [27, 28].

Fig. 6.7(b) is the distribution of the activation energy for pixel A, where the horizontal axis

corresponds to that of Fig. 4(a) in the main text. Approximately 80% of the pixels in the array

show an activation energy of 1.1 eV, whereas the remaining 20% with higher DCR exhibits

between 1.1 eV and 0.55 eV. This indicates that those ‘hot’ pixels have mixed DCR sources from

diffusion current and Schockley-Read-Hall (SRH) generation-recombination, which typically

lead to the activation energies of 1.1 eV and 0.55 eV, respectively.

6.5.2 Time-gating performance

The timing performance of pixel A was characterized in Fig. 6.8. A 785 nm laser pulsed at 25

MHz (average power: 5 mW, optical pulse width: 80 ps FWHM, ALS GmbH, Berlin, Germany)

illuminates the whole array, while the time gate window is continuously shifted with respect

to the laser trigger by steps of 36 ps over a range of 10 ns. For each gate position, 255 binary

frames are acquired and summed in a Kintex™ 7 FPGA (Xilinx Inc., San Jose, CA) to generate

an 8-bit image. Fig. 6.8(a) shows the gate window profiles for 160 pixels uniformly sampled

from the bottom-left to the top-right of the pixel array. Broadening of rising and falling edges

indicates the non-uniformity of gate signal propagation over the pixel array. Figs. 6.8(b) and

(c) demonstrate the spatial uniformity of gate position and gate length. The gate and recharge

signals injected from the bottom side of the array require more time to propagate and activate

the gate of the pixels in the top of the array. Horizontal skew of the gate position in the top

side of the array stems from the asymmetry of power routing where the power and ground

are supplied from the left, right and bottom side, but not from the top side of the array. The

gate length distribution shows better uniformity than the gate position distribution. Note that

white pixels in the color plots indicate that the measured timing is out of range with respect to

the color bar. Fig. 6.8(d) shows the histograms of gate position, gate length, rise time and fall

time. The gate position skews and variation in gate length were measured as 410 ps and 120

ps (FWHM), respectively, while an average gate length of 3.8 ns was achieved. These values

include the laser pulse width of 80 ps FWHM.
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Figure 6.8 – Measured time-gating performance for pixel A. (a) Gate window profiles for
uniformly sampled 160 pixels. (b) Color plot of gate position distribution over 1024×500 pixels.
(c) Color plot of gate length distribution over 1024×500 pixels. (d) Histograms for gate position,
gate length, rise time and fall time.
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6.5.3 Power consumption analysis

Fig. 6.9 shows the measured power consumption of the megapixel SPAD sensor as a function

of incident photon flux. Fig. 6.9(a) is the power consumption for pixel A consisting of VOP, 3.3

V core, 1.8 V core and 3.3 V I/O components, respectively. The power consumption at VOP

is dominated by avalanche-induced current, and it proportionally increases to the incident

photon counts. The power consumption component at VOP becomes dominant in the total

power consumption under high light condition and reaches 9.118 W with SPAD saturation,

where every gate/recharge cycle in all the pixels detects a photon. The power consumption is

saturated at higher incident photon counts because no more than one photon detection event

can take place in a single detection cycle. 3.3 V core component is dominated by generation of

pixel control signals for VG and VR, and is independent of incident light intensity. 1.8 V core

originates from pull-up and pull-down of vertical signal lines in the pixel array. The power

consumption at 1.8 V core is proportional to the average number of photon detection events

over pixel array, and hence it increases linearly in the lower light and saturates at higher light

intensity. 3.3 V I/O increases when output binary signal switches frequently between ‘0’ and

‘1’. It shows the peak at intermediate light intensity where the output binary signal varies

randomly. The total power consumption, shown in black curve, exhibits complex behavior

due to the mixture of multiple components with different behavior.

Fig. 6.9(b) is the power consumption for pixel B. Critical difference with respect to pixel A is

observed in VOP. In pixel B, the power consumption through VOP saturates at the intermediate

incident photon counts and the maximum consumption reaches only 0.021 W, approximately

400 times smaller than in pixel A. This stems from the fact that the feedback loop in pixel B

closes the recharging path once first photon is detected. This suppresses any extra avalanche

multiplication for photons which do not contribute to actual photon counting signal, whereas

those extra photons can trigger an avalanche in pixel A due to the different pixel architecture.

Another difference is the reversed behavior of 1.8 V core caused by the inverted signal output

scheme from the pixels. In contrast to pixel A, the power consumption at 1.8 V core in pixel B

is proportional to the ratio of ‘0’ in output data stream, which shows monotonic decrease as a

function of incident photon counts.

6.5.4 2D imaging

The chip was tested as an intensity image sensor with a standard chart. Fig. 6.10(a) shows a

schematic view of the experimental setup. Fig. 6.10(b) shows a 1 Mpixel monochrome image

obtained at 24 kfps with a uniform illumination of 50 lux (indoors). For each half, 16,320 binary

images are taken in RS mode and are summed to acquire a 14-bit intensity image. Exposure

time is set at 2 s to compensate the smaller aperture size for wide depth of field. The image

contrast for top and bottom half is tuned independently to compensate the difference in the

PDE. On the right side of Fig. 6.10(b), the magnified images show that the line patterns are

well-resolved, up to number 10 in the chart, indicating the spatial resolution of 1000 dots

within the horizontal and vertical field of view.
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Figure 6.9 – Measured power consumption as a function of incident photon counts per frame.
(a) Power consumption for pixel A. (b) Power consumption for pixel B.
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Figure 6.10 – A 2D intensity imaging of standard test chart with 1 Mpixel resolution. (a)
Experimental setup. (b) A 14-bit image obtained by summing 16,320 binary images. Magnified
views of two small areas, indicated by blue and red squares are shown on the right.
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The dynamic range of a 2D image sensor is critical for a wide range of applications. Recently, a

method to extend the dynamic range by mixing multiple different exposure times in a single

frame has been proposed and analyzed for CMOS-based QIS [31], and reported for SPAD-

based binary image sensors [32]. Compared to the case with fixed single exposure time for all

the binary frames, mixing multiple exposure times results in slower saturation of the output

counts when increasing the incident photon flux, giving richer tones for high illumination

conditions. Yet, dynamic range extension based on interleaved multiple exposures in a SPAD

sensor is reported only for a limited sensor resolution of 96×40 pixels. In addition, incident

photon count dependencies of output signal, noise and SNR have not yet been systematically

compared between single and multiple exposure modes under equalized total exposure

conditions.

Fig. 6.11(a) shows the timing sequences of single and dual exposure modes in a time-gated

SPAD sensor. The sensor is operated in GS mode; each shaded region in the figure represents

a global exposure, followed by sequential readout of a full-resolution binary frame. A set of

streamed binary frames is integrated in the FPGA to construct one N -bit image. In single

exposure mode, the global exposure time is fixed over one N -bit frame. In dual exposure mode,

short and long global exposures are staggered to form one N -bit image. In this experiment, the

ratio between short exposure time τS and long exposure time τL for dual exposure mode is set

at 1 to 8, whereas the exposure time τM for single exposure mode is set at 4.5τS . For systematic

comparison of the two operation modes, maximum photon counts and total exposure time in

a single N -bit frame are set equal for the two modes; 2τM = τS + τL .

Fig. 6.11(b) shows the measured output photon counts as a function of incident photon counts

for single and dual exposure modes. 4080 binary frames are summed to form a 12-bit image.

τS is set to 121 µs, whereas the readout of a binary frame takes 42 µs. The total exposure time

is 2.2 s for both single and dual exposure modes. Dotted lines are the fitted curves for each

mode based on the following equations:

N S
OU T = Nsat × (1−e−

Ni n
Nsat ), (6.5)

N D
OU T = Nsat

2
× [(1−e

− 2τL
(τL+τS ) ·

Ni n
Nsat )+ (1−e

− 2τS
(τL+τS ) ·

Ni n
Nsat )], (6.6)

where N S
out and N D

out are the output counts in the single and dual exposure modes, respectively,

Nsat is 4080, and Ni n is the incident photon count per one N -bit frame. The fitted curves are

in good agreement with the trends of measured output counts. The output counts of dual

exposure mode saturate later than those of single exposure mode, indicating the extended

dynamic range.

Fig. 6.11(c) shows the standard deviation of measured outputs as a function of incident photon

counts. Raw output counts of 100 pixels in the center of the array are used to calculate

the standard deviation, whereas the photon-shot noise limit is also shown. In the lower
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Figure 6.11 – Conceptual view and measured or simulated results for the dynamic range
extension technique. (a) Timing diagrams of single and dual exposure modes. (b) Measured
(markers) and fitted (dotted lines) output photon counts as a function of incident photon
counts for pixel A. (c) Measured (markers) and Monte Carlo-simulated (dotted lines) standard
deviation. (d) Measured and simulated standard deviation after linearity correction. (e)
Measured and simulated SNR. Green lines indicate the photon-shot noise limit.
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(a)

(b)

Figure 6.12 – 2D images of a real-life scene captured with pixel A: (a) 18-bit image taken in
single exposure mode; (b) 18-bit image taken in dual exposure mode.
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incident photon counts, the measured standard deviation is higher than the shot noise limit

due to the contribution from DCR non-uniformity. Under intermediate photon counts, the

measured standard deviation follows the shot noise limit. For higher incident photon counts,

the measured standard deviation is lower than the shot noise limit due to the compression of

the output signal when a saturation of 4080 counts is reached [33]. To reproduce the output

characteristics, a Monte Carlo simulation was performed based on Poissonian statistics of

the incident photons and dark counts for each binary frame. The simulation results for two

modes are shown as dotted curves, which are highly consistent with the measured trends.

In real situations, nonlinear output characteristics in Fig. 6.11(b) has to be corrected to ensure

the natural contrast for human eyes. Fig. 6.11(d) shows the measured standard deviation based

on corrected output counts. Similar to the trends in Fig. 6.11(c), the deviation from photon-

shot noise limit is observed in the lower incident photons due to the DCR non-uniformity,

and the deviation is suppressed for intermediate photon counts. For the higher incident

photons, the measured trends go above the shot noise limit. The difference with respect to the

uncorrected curves of Fig. 6.11(c) arises from the amplification of photon-shot noise in the

linearity correction process. Again, Monte Carlo simulations (dotted lines) precisely reproduce

the measured results for both operation modes. The noise increase in the dual exposure mode

is observed later than that of the single exposure mode, which is a direct consequence of

dynamic range extension.

Fig. 6.11(e) shows the measured SNR plots for the two exposure modes. The dynamic range,

defined as a ratio of input-referred photon counts for 99% of saturation counts to dark counts,

was measured at 96.3 dB for single exposure and 108.1 dB for dual exposure. A 11.8 dB

improvement is demonstrated with equal maximum counts and total exposure time. The

highest SNR for single and dual exposure is 33.3 dB and 30.5 dB, respectively.

In Fig. 6.12, the effect of the dynamic range extension is investigated in a real-life scene. In

single exposure mode, the background scene is overexposed (Fig. 6.12(a)), while the gray-scale

tone of the scene is clearly visible in dual exposure mode (Fig. 6.12(b)). The difference in the

maximum SNR is too small to be recognized.

6.5.5 3D imaging

Fig. 6.13(a) and (b) show a 2D and a color-coded 3D pictures obtained by illuminating a scene

with a 637 nm-laser pulsed at 40 MHz (average power: 2 mW, optical pulse width: 80 ps FWHM,

ALS GmbH, Berlin, Germany) and captured on the half-resolution image sensor (pixel A). The

gate window with its length of 3.8 ns is shifted from 0.6 ns to 13.2 ns by steps of 36 ps to

acquire full photon intensity profiles as a function of the gate position. The distance LSB in

this measurement corresponds to 5.4 mm. The intensity profile for each pixel is smoothed

by taking the moving average over gate positions to suppress the effect of photon-shot noise.

The depth information is reconstructed by detecting the rising edge position of the smoothed

intensity profile for each pixel, corresponding to the time-of-arrival of the reflected laser

pulse. The gate timing skew over the array is compensated by subtracting the background

distribution shown in Fig. 6.8(b) from the measured time-of-arrival distribution. In Fig. 6.13(b),
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Figure 6.13 – Measured results for time-gated ToF ranging: (a) real-life 2D intensity image; (b)
color-coded 3D image of the same scene obtained with time-gated ToF; (c) measured distance
vs actual distance; (d) measured distance accuracy vs actual distance; (e) measured distance
precision vs actual distance.
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red color denotes higher proximity to the SPAD camera, whereas blue color corresponds to

higher distance. The maximum depth range for this measurement was set to 2 m, but it can be

extended to tens of meters by lowering the laser repetition frequency and increasing the gate

step. Note that some pixels in the scene show “no data” (black) due to laser speckle patterns,

leading to locally insufficient photon counts for distance estimation. The fine gate scanning

pitch and long exposure are used to achieve high depth precision, and the resulting data

acquisition time for this measurement was few tens of seconds. This is considerably longer

than that of other ranging methods such as i-ToF, but it can be readily reduced by increasing

the gate scanning pitch, reducing the scanning range, and increasing the laser power to reduce

the exposure time. In addition, further improvement is expected by implementing on-chip

microlens to boost the sensitivity.

Fig. 6.13(c) shows the measured distance as a function of the actual object distance. In

Fig. 6.13(c), (d) and (e), a flat object covered with white paper (reflectance around 60%) is

used to evaluate the measured distance, accuracy and precision. In Fig. 6.13(c), the measured

distance is extracted by taking the average of the single pixel distance over 20×20 pixels at

the center of the array. A very good agreement with the actual distance is observed within the

measured range from 0.2 to 1.6 m. In Fig. 6.13(d), the distance accuracy is calculated as the

averaged measured distance subtracted by the actual distance. For the measured distance

range, the accuracy is always better than 1cm. In Fig. 6.13(e), distance precision is exploited as

a standard deviation of the single pixel distance over 20×20 pixels in the center of the array.

The precision is better than 7.8 mm (rms) for all the measured points up to 1.6 m.

6.5.6 Multi-object 3D imaging

Compared to i-ToF [34, 35, 36], d-ToF has the advantage that spatially overlapped multiple

reflective objects can be imaged individually and accurately. Multi-object detection has been

experimentally demonstrated in SPAD-based d-ToF sensors [37, 38], where power- and area-

consuming TDC circuits and large computational cost for histogramming severely limited

the size of the detector. Multi-object detection has also been demonstrated by either coding

temporal illumination or exposure patterns [39, 40], which involves a large computational

cost to recover 3D images.

A time-gated ToF sensor provides an alternative, scalable solution by means of compact pixel

circuitry and less complicated computation. A CMOS-based time-gating scheme has been

adopted for multi-object detection in a 160×120-pixel array [41], where, however, the read-

out noise limits the lower bound of detectable signal level for each pixel. The readout noise

represents a critical issue for scaling the array size because smaller pixel size and larger pixel

array size result in the reduced number of reflected photons per pixel, severely limiting SNR.

Our gated SPAD pixel enables scalable and readout-noise-free single-photon time gating for

multi-object detection.

Fig. 6.14(a) shows the experimental setup: 510 nm-laser beam pulsed at 40 MHz (average

power: 2 mW, optical pulse width: 130 ps FWHM, PicoQuant GmbH, Berlin, Germany) is

spread by a diffuser and used to illuminate a spherical target. The SPAD camera is synchro-
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Figure 6.14 – Experimental setup and measured results for time-gated ToF under multiple
reflections. (a) Experimental setup to perform the multi-object detection. (b) Captured 2D
images with and without plastic plate. (c) Measured photon count profiles for three different
pixels, with and without plastic plate.
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Figure 6.15 – Reconstructed 3D images in the multi-object detection experiment. (a) 3D images
reconstructed based on the distance range of 0.3-0.6 m (central 700×500 pixels cropped).
Black color indicates that no laser reflection is detected in the measured range. (b) 3D images
reconstructed based on the distance range of 0.6-0.9 m.

nized with the laser triggering signal, and a transparent plastic plate is inserted between the

camera and the object. The distances from the camera to the plastic plate and the object are

0.45 m, and 0.75 m, respectively. Fig. 6.14(b) shows 2D intensity images under indoor lighting

with and without the plastic plate inserted. Since the plate is almost transparent, no significant

difference is observed in the 2D images for those two cases.

The measured time-gating profiles for three representative points (A, B and C) are plotted in

Fig. 6.14(c). Without the plate, the time-gating profiles for point A and B show only a single

smoothed rectangular function waveform with its rising edge around gate position 100 (one

step of the position corresponding to 36 ps). For point C, the photon count stays close to zero

over the measured gate position range, indicating no reflective object is detected at this pixel.

With the plastic plate, by contrast, the profile at point A shows two-step rising edges around

gate positions 40 and 100. Given that the measured profile of photon counts is a convolution

of a single smoothed rectangular function and the reflected photon intensity distribution, the

two-step profile is a convincing evidence of double reflection from the plastic plate and the

spherical object. Similar behavior is observed at point B, where the slope of the first rising

edge around gate position 40 is milder than that of point A. The profile at point C shows only

single rising edge around gate position 40, corresponding to the reflection from the plastic

plate. The variation of the slope for the rising edge around gate position 40 between different

115



Chapter 6. Megapixel time-resolved SPAD image sensors

points is induced by the non-uniform reflection from the surface of the plastic plate.

Fig. 6.15 shows the reconstructed 3D images based on time-gated ToF. The photon counting

profile for each pixel is analyzed to extract the position of rising edges. The rising edge is

searched by defining a virtual gate window containing 60 data points of the measured intensity

profile. The window is scanned over the whole gate position in a non-overlapping fashion, and

the existence or non-existence of a rising edge in the virtual window is determined for each

scanning position. Fig. 6.15(a) shows the estimated local distance within the range of 0.3 to 0.6

m. Black pixels represent no object detected within the range. Without plastic plate, the vast

majority of the pixels shows no detection (black), while the majority of the pixels indicates a

reflection at 0.45 m (dark red) with the plastic plate, which is consistent with its actual position.

Fig. 6.15(b) shows the estimated distance within the range of 0.6 to 0.9 m. For both cases, the

distance map of the spherical target object is reconstructed precisely. The measured target

object distance is approximately 0.75 m, which is also consistent with the actual distance.

The results demonstrate the capability of our time-gated SPAD camera to perform spatially

overlapped multi-object detection. Note that the proposed scheme can be applied to the

detection of more than two reflection peaks. Finer scanning of the virtual gate window in

post-processing enables systematic detection of multiple peaks. The minimum resolvable

distance between two neighboring reflective materials is fundamentally limited by the finite

rising or falling time of the gate window profile, corresponding to 5-10 cm in this SPAD sensor.

6.6 Conclusion

In this chapter, a 1 Mpixel time-gated SPAD image sensor is reported for the first time. The

sensor is applied to high dynamic range 2D imaging and high spatio-temporal resolution 3D

imaging. To the best of our knowledge, the spatially overlapped multi-object detection with

single-photon time-gating scheme has been experimentally demonstrated for the first time.

Fig. 6.16 shows a state-of-the-art comparison of SPAD pixel pitch and array size. The array

size of our sensor is the largest, almost 4 times higher than that of the state-of-the-art sensor

[5], while the pixel pitch is one of the smallest. A more detailed comparison is summarized in

Table 6.1. Median DCR is the lowest among other works thanks to the optimized process and

miniaturized active size. The lower fill factor and PDE compared to the prior art and other

single-photon detector technologies (EMCCD, ICCD, QIS) are due to the FSI configuration;

these figures of merit can be further improved, typically by a factor of 2 to 10, by introducing

on-chip microlenses [42, 43, 44]. Owing to its noise and dynamic range performance, the

proposed sensor will be useful in a wide variety of industrial applications such as security,

automotive, robotic, biomedical, and scientific applications, including quantum imaging and

ultra-high-speed imaging.
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Figure 6.16 – State-of-the-art comparison of pixel array size and pixel pitch in SPAD sensors,
based on published works as of December, 2019.
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Table 6.1 – State-of-the-art comparison of performance and specifications in large-scale SPAD
arrays, based on published works as of December, 2019.

[6] [5] [13] [9] [8] This work (pixel A/B)

Process technology
350 nm

HV CMOS

130 nm

CIS

40/90 nm

3D-BSI

180 nm

CMOS

65 nm

CIS

180 nm

CMOS

Chip size (mm2) 3.42×3.55 3.4×3.1 - 9.5×9.6 - 11×11

Sensor resolution 160×120 320×240 256×256 512×512 400×400 1024×1000

Pixel pitch (µm) 15 8 9.2 16.38 6 9.4

Fill factor (%) 21 26.8 51 10.5 70 7.0/13.4

Pixel output bit depth 5.4b 1b 14b 1b 1b 1b

No. of pixel transistors 8 9 >600 11 4 7/5.75

Median DCR (cps)
580

(Vex = 3 V)

47

(Vex = 1.5 V)

20

(Vex = 1.5 V)

7.5

(Vex = 6.5 V)

100

(-)

0.4/2.0

(Vex = 3.3 V)

Max. PDP (%) -
39.5

(Vex = 1.5 V)

23

(Vex = 3 V)

50

(Vex = 6.5 V)
-

10.5/26.7

(Vex = 3.3 V)

Max. PDE (%) -
10.6

(Vex = 1.5 V)

11.7

(Vex = 3 V)

5.25

(Vex = 6.5 V)
-

0.7/3.6

(Vex = 3.3 V)

Crosstalk (%) - - - - -
0.17/0.39

(Vex = 3.3 V)

Min. gate length (ns) 0.75 - - 5.75 - 3.8

Frame rate (fps) 486 (5.4b) 16,000 (1b) - 97,700 (1b) 60 (-) 24,000 (1b)

Power dissipation (W) 0.1567 - 0.0776 0.0267 - 0.284/0.535
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7 4-dimensional light-in-flight imag-
ing based on megapixel time-gated
single-photon camera

Light-in-flight imaging is one of the attractive applications of time-resolved SPAD image

sensors. Previous works have demonstrated the light-in-flight observation based on SPAD

cameras with up to 1000 pixels. Such a low resolution camera requires complex data processing

and spatial interpolation to get acceptable image quality, and is not suitable for precise tracking

of spatio-temporal light propagation as well as fast acquisition and rendering of the light-

in-flight videos. To address this issue, we employed the megapixel time-gated SPAD image

sensor presented in Chapter 6 to achieve extremely high spatio-temporal resolution in this

application. This chapter is based on results presented in, K. Morimoto et al. “Superluminal

motion-assisted 4-dimensional light-in-flight imaging,” Submitted to Light Sci. Appl. (2020).

7.1 Challenges in light-in-flight imaging

Progress in high speed imaging techniques has enabled observation and recording of light

propagation dynamics in free space as well as in transparent, translucent and scattering media.

Various approaches for capturing the light-in-flight have been demonstrated: holographic

techniques [1, 2, 3], photonic mixers [4], time-encoded amplified imaging [5], streak cameras

[6, 7] CCDs [8] and silicon CISs [9]. In recent years, 1- and 2-dimensional arrays of SPAD have

been adopted for the light-in-flight imaging systems [10, 11, 12, 13, 14, 15]. These sensors

boost data acquisition speed by employing pixel-parallel detection of time stamping with

picosecond time resolution and single-photon sensitivity. However, the sensors are capable

of sampling only 3-dimensional spatio-temporal information (x, y , t ) of the target light, and

hence the tracking of light-in-flight breaking outside a x y-plane is a challenge.

A method to reconstruct an extra-dimensional position information, z, from measured spatio-

temporal information has been recently investigated by researchers [11]. The authors remark

that different propagation angle with respect to x y-plane results in the different apparent

velocity of light. Thus, comparing the measured spatio-temporal data set with this theory

could give an estimation of z-component in the light propagation vector. Yet, the analysis is
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limited to a simplified case with single straight light paths within xz-plane passing a fixed

point, and complete 4-dimensional reconstruction of light-in-flight in arbitrary paths remains

to be verified. In addition, spatial resolution of the detector array is critical for accurate recon-

struction of the 4-dimensional trace; the reported SPAD sensor resolutions, e.g. 64×32 [15],

32×32 [10] and 256×1 [13] pixels, are not sufficient, whereas significant improvement of the

estimation error for (x, y , z, t) is expected with orders of magnitude larger arrays, typically

in the megapixels. CISs routinely achieve megapixel resolutions, e.g. 0.3 Mpixel resolution is

reported for high speed imaging [9], however the necessary timing resolution is not reached

and it is limited to 10 nanoseconds.

In this chapter we demonstrate the 4-dimensional light-in-flight imaging based on the first

time-gated megapixel SPAD camera [17]. In contrast to conventional TCSPC approaches,

where power- and area-consuming TDC circuits restrict the scaling of the pixel array [18, 19,

20], our time-gating approach [17] achieves a much more compact pixel circuit, suitable for

large-scale arrays. Our camera achieves a megapixel format, while, at the same time ensuring

a time resolution comparable to that of a TDC. We introduce a theoretical equation to fit the

measured data set in 3-dimensional space. 4-dimensional point cloud is computationally

reproduced without prior knowledge, exhibiting a good agreement with the actual light propa-

gation vectors.

7.2 Principle and experimental setup

To illustrate our method, we introduce a Minkowski space that is describing the spatio-

temporal propagation of a laser pulse and scattered photons towards fixed observation points.

Fig. 7.1(a) shows a schematic illustration of light-in-flight observation in the Minkowski space

at y = 0. A straight light propagation along x-axis is depicted as (x, y , z) = (ct , 0, 0), where c is

the speed of light. In the Minkowski space, this equation corresponds to a single tilted line

crossing the origin (purple arrow in Fig. 7.1(a)). A camera is located at the position Ci (i =

1,2,. . . ,5). The observation of the light-in-flight at the camera is mediated by scattered light at

each point on the path (colored dots on the purple arrow). The propagation of the scattered

light from the points are described as light cones. Here we define t as the time at which the

light propagating from a laser source reaches a point (x, y , z), called scattering point on the

light path, and t ′ as a time at which the light scattered by the medium at (x, y , z) reaches

the camera. Due to the finite speed of light, a time difference from t to t ′ is proportional

to the spatial distance between the scattering point and the camera location. In Minkowski

space, the observation time t ′ can be visualized as an intersection point of the light cone and

a vertical line L passing Ci (dotted line). The relation between the light position x and the

corresponding observation time t ′ is shown in Fig. 7.1(b). The behavior is highly dependent

on the camera position with respect to the scattering point, i.e. at certain points it appears

to be faster than in others. For example, at C1 where the light is coming towards the camera,

the scattering light from all the points on the light path reaches the camera at the same time.
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Figure 7.1 – Principe and experimental setup for 4-dimensional light-in-flight imaging. (a)
Schematic illustration of light propagation and scattering in Minkowski space. Propagating
light is depicted as a purple dashed arrow, and scattered light is shown as a light cone. (b)
Schematic plot of t ′ dependence of x. Slope of the dashed line indicates the apparent velocity.
(c) Experimental setup for light-in-flight imaging. Picosecond laser and SPAD camera are both
controlled by a pulse generator. When performing the light-in-flight measurements, all the
mirrors are confined by a large transparent acrylic box (not shown), and a fog generator forms
a small amount of mist in the box to enhance the scattering of the laser in air. The origin of the
Cartesian coordinate is set at the optical center of the lens of the SPAD camera.

The corresponding apparent velocity, defined as vap = d x/d t ′, is infinite, or t ′ appears not

to change irrespective of the distance of the scattering point (x, y , z) from the camera. At

C5, in contrast, the light propagating away from the camera is observed with the apparent

velocity of c/2. For other scattering points corresponding to relative camera positions C2, C3,

and C4, one observes intermediate apparent velocities, depending on the relative position and

angle of the line of sight between scattering point and camera. Hence, analyzing the apparent

velocity provides an estimated light propagation vector with extra-dimensional information.

The discussion can be generalized for higher dimensions; the detailed analysis of measured

(x, y , t ) data set and its local apparent velocity would enable a 4-dimensional reconstruction

of the light-in-flight history. Note that angle-dependent apparent velocity of light can be

seen in nature, for instance in a well-known astronomical phenomenon called superluminal

motion. In this case, relativistic jets of matter are emitted from radio galaxies, quasars, and

other celestial objects, appearing to travel faster than light to the observer. Light echoes are

also known to produce superluminal motion [21, 22].

Fig. 7.1(c) is the experimental setup to verify the 4-dimensional light-in-flight imaging. A 510

nm-laser (average power: 2 mW, frequency: 40 MHz, optical pulse width: 130 ps, PicoQuant

GmbH, Berlin, Germany) and the megapixel SPAD camera are synchronized by a pulse gen-

erator. The emitted laser pulses are reflected by four mirrors to construct a 3-dimensional
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trajectory. The megapixel SPAD camera can be operated in intensity imaging mode to capture

the background scene and in time gating mode to capture laser propagation [17].

7.3 Experimental results

7.3.1 3-dimensional light-in-flight imaging

Fig. 7.2(a) describes the principle of time gate scanning method. A 3.8 ns global gate window

is synchronized to a pulsed laser source. The pixels detect only photons impinging during

the gate window. The gate position can be scanned with a gate shift of 36 ps relative to the

laser pulse. At each gate position, 255 binary photon-counting frames are summed to form an

8-bit image. 250 slices of 8-bit images with the scanned time-gating window position over 9 ns

range are used to extract the timing information of impinging photons. The gate window is

defined by sending a short electrical pulse to the gate switch in the pixels. The data acquisition

time for full gate scanning (250 slices) is 15 to 30 seconds, much shorter than in previous works

(e.g. hours [6, 7] to 10 minutes [10]). This can be potentially reduced further by introducing a

higher power laser.

Fig. 7.2(b) shows the procedure to generate a 3-dimensional light-in-flight video. The captured

250 slices of time-gating images form a photon intensity distribution for each pixel as a

function of gate position. A rising edge position τ′ and “high” level of photon intensity I in

the intensity profile can be extracted for each pixel. Time-of-arrival information t ′ over the

array is obtained by subtracting independently measured pixel-position-dependent timing

skew from τ′. The intensity profile is given as a convolution of the arriving photon distribution

and the gating profile, and the laser pulse width appears to be elongated by 3.8 ns in the raw

intensity profile. Analogously to a previously reported temporal deconvolution technique

[10], the laser pulse width can be narrowed to the picosecond scale by replacing the intensity

profile with a Gaussian distribution having a mean value of t ′, standard deviation of 150 ps

(corresponding to the combined jitter of laser and detector), and integrated photon counts

of I . Fig. 7.2(c) shows the selected frames of a reconstructed 3-dimensional light-in-flight

video, where each frame is superimposed with a 2-dimensional intensity image independently

captured by the same SPAD camera. A laser pulse starts to be observed around t ′ = 0 ns, is

reflected by multiple mirrors, and goes out of sight around t ′ = 5.832 ns. The laser beam at

t ′ = 5.112 ns appears to be stretched compared to the beam at t ′ = 2.232 ns. This implies an

enhanced apparent velocity of the beam coming towards the camera at t ′ = 5.112 ns. Note that

our system requires no mechanical laser scanning, spatial interpolation and dark noise image

subtraction owing to its high spatial resolution array and low dark count rate [17].
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Figure 7.2 – Video frames of 3-dimensional light-in-flight imaging. (a) Principle of time gate
scanning method for acquiring time-of-arrival τ′ of impinging photons. (b) Data processing
flow for generation of light-in-flight video. (c) Laser pulse propagates over time along the
dashed line in the top-left image. The light-in-flight video is taken under dark condition, and
each frame is superimposed with a 12-bit 2-dimensional intensity image independently taken
with the same SPAD camera under room light. The image resolution is 1024×500.
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7.3.2 Algorithm

Fig. 7.3(a) shows a color-coded plot of the observation time t ′ for the propagating light. To

reconstruct 4-dimensional light path, the data set needs to be subdivided into straight paths.

We adopted the 2D Gaussian mixture model (GMM) fitting for data clustering, which is a com-

mon unsupervised machine learning technique. Fig. 7.3(b) shows the data points separated

into five clusters. Note that the data clustering is performed based on 2-dimensional spatial

information (x and y), whereas the time information t ′ is not taken into account.

Fig. 7.3(c) depicts the coordinate system for the light-in-flight analysis. Here we derive a theo-

retical formula to perform the least square regression for estimation of 4-dimensional light tra-

jectory. Time evolution of laser pulse position~r (t ) can be described as~r (t ) = (x(t ), y(t ), z(t )) =
~r0+ct ·~n, where~r0 = (x0, y0, z0) is the time-independent constant vector, c the speed of light in

vacuum, and~n = (nx ,ny ,nz ) the normalized vector representing the direction of light propaga-

tion. Note that t is the time when the laser pulse reaches position~r (t ), and has an offset from

Cluster 1

Cluster 2
Cluster 3

Cluster 4

Cluster 5

0

1

2

3

4

5
t´ (ns)(a)

(b)

(d) (e)

t´
(n

s)

xp (mm) yp (mm)
(c)

Light path
Origin





Image sensor
Lens

0 0 0 0( , , )r x y z


sin cos
sin sin
cos

x

y

z

n
n n

n

 
 


   
       
   
   

n
( )r t

( , , )p p px y z
x

y
z

( )pz z

Figure 7.3 – Analysis of extracted spatio-temporal data set. (a) Color-coded plot of observation
time for the light path. Red parts are observed earlier, and blue parts are observed later. Dark
part has no timing data. (b) The light path data is subdivided into five data clusters of straight
paths using 2D GMM fitting. (c) Observation time t ′ as a function of xp , the x-position on the
focal plane. Each data cluster is individually fitted using a theoretical formula. Dashed lines
are the fitting curves. (d) t ′ as a function of yp .
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t ′, the time when the laser pulse at~r (t) is observed at the camera position. The laser pulse

position projected to the image sensor plane (focal plane) is~rp (t) = (xp , yp , zp ) =α(t) ·~r (t),

where α(t ) is the time-dependent coefficient, and −zp the focal length (12.5 mm). Given that

zp is time-independent, α(t ) can be written as α(t ) = zp /(z0 +ct ·nz ). The movement of the

laser pulse projected to the image sensor is described as:

xp (t ) = zp

z0 + ct ·nz
· (x0 + ct ·nx ), yp (t ) = zp

z0 + ct ·nz
· (y0 + ct ·ny ). (7.1)

Considering the light propagation time from~r (t ) to the camera, the observation time t ′ can

be written as:

t ′ = t + |~r (t )|
c

= t + 1

c
·
√
|~r0|2 +2ct (~r0 ·~n)+ c2t 2. (7.2)

Solving this equation will give the following:

t = f (t ′) = 1

2
· c2t ′2 −|~r0|2

c2t ′+ c(~r0 ·~n)
. (7.3)

By substituting Eq. (7.3) to Eq. (7.1), the projected laser pulse position as a function of the

observation time t ′ is expressed as:

xp (t ′) = zp

z0 + c · f (t ′) ·nz
· (x0 + c · f (t ′) ·nx ), yp (t ′) = zp

z0 + c · f (t ′) ·nz
· (y0 + c · f (t ′) ·ny ).(7.4)

From the time-resolved measurement, N sets of 3-dimensional data points (xi
p , y i

p , t ′i ) are ob-

tained (i = 1,2, . . . , N). To reconstruct 4-dimensional light-in-flight history, the six parameters

x0, y0, z0, nx , ny , nz have to be determined by solving the following optimization problem:

(~r0,~n) = arg min
~r0,~n

[
N∑
i

{xi
p − zp

z0 + c · f (t ′i ) ·nz
· (x0 + c · f (t ′i ) ·nx )}

+
N∑
i

{y i
p − zp

z0 + c · f (t ′i ) ·nz
· (y0 + c · f (t ′i ) ·ny )}], (7.5)

Now the following equations for optimization can be derived by converting Eq. (7.5) and Eq.

(7.3), respectively, to a polar coordinate system, where ~n = (sinθcosφ, sinθ sinφ,cosθ).

(~r0,θ,φ) = arg min
~r0,θ,φ

[
N∑
i

{xi
p − zp

z0 + c · f (t ′i ) ·cosθ
· (x0 + c · f (t ′i ) · sinθcosφ)}

+
N∑
i

{y i
p − zp

z0 + c · f (t ′i ) ·cosθ
· (y0 + c · f (t ′i ) · sinθ sinφ)}], (7.6)
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f (t ′) = 1

2
· c2t ′2 − (x2

0 + y2
0 + z2

0)

c2t ′+ c(x0 sinθcosφ+ y0 sinθ sinφ+ z0 cosθ)
. (7.7)

A single straight light trajectory can be expressed as~r = ~r0 + ct ·~n, defined by five fitting pa-

rameters, x0, y0, z0, θ, φ. Those parameters are estimated by solving the above optimization

problem for each data cluster.

Note that data cluster comprising of smaller number of data points could have a convergence

problem during the least square regression. This can be avoided by taking a continuity as-

sumption for the light path into consideration; starting point of the target data cluster should

coincide with the end point of the previous data cluster. In practice, this assumption can be

implemented by adding an extra cost function λ · {(xc − x0 − ctc ·nx )2 + (yc − y0 − ctc ·ny )2 +
(zc − z0 − ctc ·nz )2} to Eq. (7.5), where (xc , yc , zc , tc ) is the 4-dimensional coordinate for the

end point of the previous data cluster, and λ the positive coefficient.

Fig. 7.3(d) and (e) show the measured observation time t ′ as a function of xp and yp , where

(xp , yp ) is the position of the pixel on the focal plane. Different colors of the data points

correspond to the different data clusters. The result of fitting for each data cluster is shown as

a dashed line, exhibiting a good agreement with the measured points for both xp and yp . Note

that the fitting involves five independent parameters and is sensitive to the variation of the

data. Hence, the spatio-temporal resolution of the camera is a critical factor determining the

accuracy of the 4-dimensional reconstruction.

7.3.3 4-dimensional reconstruction of light-in-flight

As shown in Fig. 7.4(a), the 4-dimensional point cloud is reconstructed without prior knowl-

edge. The time evolution t of the beam is shown as colors of points, having a certain offset from

the observation time t ′ due to the finite traveling time from the scattering point to the camera.

The fully-recovered 4-dimensional information for each point enables the visualization of the

point cloud from arbitrary viewpoint apart from the actual location of the SPAD camera. In

contrast to the 3-dimensional light-in-flight video where the apparent velocity of light changes

as a function of propagation angle, the 4-dimensional point cloud indicates the uniform speed

of light irrespective of the beam position and angle. Relatively larger variation of the data

points is observed for cluster 4 and 5. This originates from the enhanced apparent velocity

of light coming towards the camera, leading to the reduced fitting accuracy and increased

deviation.

The accuracy of the reconstruction is evaluated in Fig. 7.4(b) and (c). The figures show the

fitted light propagation angles θ and φ as a function of the actual geometrical angles. Five dots

correspond to the fitting results of the five data clusters. All the dots are along with the ideal

trend (dashed line), indicating that the fitting results are in good agreement with the actual

light propagation vectors.
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Figure 7.4 – Reconstructed 4-dimensional light-in-flight observation. (a) 4-dimensional point
cloud reproduced from the measured 3-dimensional spatio-temporal data. The origin of
the Cartesian coordinate system is defined at the optical center of the lens for the SPAD
camera. (x, y , z, t) of each data point is reproduced using obtained fitting parameters for
the corresponding data cluster. (b) (c) Comparison of fitted light propagation angles θ and φ,
respectively, with the actual angles for five data clusters, showing a very good agreement with
each other.

7.3.4 Monte Carlo simulation

For more detailed performance analysis of our approach, Monte Carlo simulations were

performed. Fig. 7.5(a) shows the virtual setup for the Monte Carlo simulation. For simplicity,

the light path is assumed to belong to xz-plane at y = 0 and the beam is assumed to be

crossing point (x, z) = (0, L) at t = 0, regardless of propagation angle θ. The horizontal sensor

resolution is defined as NH , whereas the focal length −zp is set at 25 mm to evaluate the

reconstruction performance for a wide range of θ. The sensor size in horizontal direction is

fixed at 9.6256 mm, equivalent to the actual dimension of the developed SPAD sensor, and

L is fixed at 1 m, so as to reproduce a comparable time scale to the experiment. Fig. 7.5(b)

shows examples of simulated spatio-temporal data set for NH = 32, and θ = nπ/8 (n=1,2,3,...,7).

The observation time t ′ is calculated for each pixel position xp based on a simple geometrical

calculation, where the temporal variation of t ′ is added by generating random variables

following a normal distribution with the standard deviation σ = 30 ps (rms), thereby emulating

the error of measurement. Fig. 7.5(c) shows the simulated spatio-temporal data set for NH =

1024, corresponding to the megapixel resolution.

A cycle of Monte Carlo-based data generation and numerical fitting is repeated for 500 times

to estimate the accuracy and precision of the fitting for various combinations of parameters.
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Figure 7.5 – Monte Carlo simulation setting. (a) Schematic illustration of virtual setup for
Monte Carlo simulation of 4-dimensional light-in-flight imaging. The laser beam is assumed
to pass a fixed point (0, L) at t = 0. (b) Simulated xp dependence of t ′ for NH = 32, and θ =
nπ/8 (n=1,2,3,...,7). Temporal variation is assumed to be σ = 30 ps (rms) for all the simulated
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Figure 7.6 – Monte Carlo simulation results. (a) Propagation angle dependence of the median
of fitted angle θ (top) and its estimation error (bottom) for NH = 32, 64, 128, 256, 512, 1024,
based on 500 cycles of data generation and fitting. (b) Propagation angle dependence of the
median of fitted x0 (top) and its estimation error (bottom). (c) Propagation angle dependence
of the median of fitted z0 (top) and the corresponding estimation error (bottom).
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Fig. 7.6(a) shows the propagation angle dependence of the median of fitted angle θ (top) and

its estimation error (bottom) for NH = 32, 64, 128, 256, 512, 1024. The fitting is performed

based on the equations shown in the main text, which are down-converted to 2-dimensional

expressions in xz-plane. Three fitting parameters, θ, x0, and z0, are estimated based on the

least-square regression. To avoid instability of the fitting, the fitting parameter θ is constrained

between 0.06π and 0.94π. The median of the fitted angle shows a good agreement with the

actual angle except for slight deviation at θ = 7π/8. This is due to the potential instability of

the algorithm for the angle close to θ = π, giving a singular point where the apparent velocity

becomes infinite. For all NH in the bottom figure, the angle estimation error shows positive

correlation to the actual angle θ. This stems from the fact that the light coming towards

the camera leads to higher apparent velocity, and hence the effectively smaller change of

the observation time makes the fitting process more noise-sensitive. For smaller NH , the

estimation error is saturated towards the maximum possible value of 0.25π corresponding to

the standard deviation of the uniform distribution, where the fitting gives a totally random

estimation of the parameter. For NH = 1024, the estimation error is improved by factor of 6 with

respect to NH = 32 for unsaturated regions (θ ≤4π/8). For NH = 1024, the estimation error of

the angle below ±0.06π, or ±11° is guaranteed for a whole range of θ (π/8≤ θ ≤7π/8), whereas

for NH = 32, the equivalent level of error is only guaranteed for a range π/8≤ θ ≤3π/8. This

result suggests that the previously reported SPAD cameras with 32×32 resolution [10, 16] could

suffer from the large angle estimation error, while justifying the necessity of the megapixel

resolution for high precision 4-dimensional light-in-flight imaging. At larger values of θ, a

smaller camera will be inherently inaccurate, thus requiring the use of multiple exposure and

complex scanning systems, whereas a larger format camera is more reliable and can ensure a

larger field of view in a reduced number of required shots.

Fig. 7.6(b) shows the propagation angle dependence of the median of fitted x0 (top) and its

estimation error (bottom) for NH = 32, 64, 128, 256, 512, 1024. Similar to the fitted angle

in Fig. 7.6(a), the median of fitted x0 shows a slight deviation from the actual value x0 = 0

(m) at larger angle θ. The corresponding estimation error of x0 shows consistent trend with

the estimation error of θ, the estimation error for NH = 1024 is improved by factor of 6 with

respect to NH = 32 for unsaturated region (θ ≤4π/8). Fig. 7.6(c) shows the propagation angle

dependence of the median of fitted z0 (top) and the corresponding estimation error (bottom).

In the top figure, the fitted z0 shows a good agreement with the actual value z0 = 1 (m). The

estimation error for NH = 1024 shows improvement by factor of 9 at θ = 7π/8 with respect to

the error for NH = 32.

The above simulation focuses on the light path confined in xz-plane, while the discussion

can be naturally extended to the full three-dimensional space. Note that the actual imaging

system for 4-dimensional light-in-flight can be affected by various factors which are not taken

into consideration in the Monte Carlo simulation. The estimation error could potentially

be influenced by number of impinging photons, finite width and length of observed laser

beam, timing non-uniformity over the SPAD array, dark counts, ambient light, hot pixels,

and aberration of objective lens. The development of a more comprehensive simulation

model could help understanding the performance limitation of the proposed approach, which

135



Chapter 7. 4-dimensional light-in-flight imaging based on megapixel time-gated
single-photon camera

is essential for further improvement of the SPAD camera system and the reconstruction

algorithm.

The above results obtained from Monte Carlo simulations suggest that a further increase

of NH could have a non-negligible impact on the stability and accuracy of light-in-flight

measurements, along with the potential of further expansion of the measurement in distance

and field-of-view.

7.4 Conclusion

Our approach of reconstructing extra-dimensional light-in-flight information with high spatio-

temporal resolution single-photon camera can be applied to a wide range of high speed imag-

ing techniques. One of the promising applications is the NLOS imaging [23, 24, 25, 26, 27]; by

extending our approach for concentrated linear beam towards a diffused light, hidden objects

can potentially be imaged with more simplified setup. The technique could also be used for

estimating additional information of the hidden objects based on the currently used setup. An-

other potential application is the combination with optical tomography technique [28, 29, 30];

generalization of our theory can be useful for non-invasive 3-dimensional monitoring inside a

target object structure as well as non-destructive measurement of 3-dimensional distribution

of physical parameters such as refractive index and transmittance.
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8 Conclusion

Since 2003, researchers have pioneered new application possibilities of SPAD detectors along

with successful scaling of the SPAD arrays. To reach the important milestone of 1 megapixel

SPAD, we have investigated various possibilities of further miniaturization and scaling of

SPAD image sensors towards time-resolved applications. In this concluding chapter, the main

findings and scientific contributions presented in this thesis are summarized. In addition, a

technical perspective of the research and development for the future-generation SPAD image

sensors is provided.

8.1 Summary

Three objectives of this thesis were defined in Chapter 1:

1. formulate the scaling laws of SPAD pixels and exemplify fundamental tradeoffs in the

miniaturized SPAD arrays below 10 µm pitch;

2. propose and implement novel concepts to overcome the tradeoffs in the miniatur-

ized SPADs based on insights from semiconductor device physics, fabrication process

technology, and IC design methodology;

3. employ the large-scale SPAD arrays towards various time-resolved applications.

The first objective is addressed in Chapter 2, where the scaling laws of miniaturized SPAD

arrays for fill factor, PDP, PDE, DCR, afterpulsing, crosstalk, power consumption, and timing

jitter are investigated based on the theoretical analysis. The second objective is fulfilled in

Chapter 3, 4, 5 and 6; we proposed and implemented device-level concepts including guard-

ring sharing technique and charge focusing SPAD, circuit-level concepts including readout

circuit sharing, system-level concepts including SAR-ToF and coded time gating, and process-

level concepts including 3D-stacked configurations, all of which are of great importance to

overcome the fundamental tradeoffs in the miniaturization. The third objective is achieved
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in Chapter 6 and 7, where the megapixel time-gated SPAD cameras demonstrated versatility

towards 2D, 3D and even 4D imaging applications.

8.2 Scientific contributions

Towards the megapixel SPAD implementation for time-resolved applications, we have investi-

gated the novel technologies from diversified standpoints: theoretical analysis, conceptual

proposals, implementation to ICs, performance characterization, and demonstration towards

applications. Major scientific contributions of this thesis are listed in the following:

• Fundamental tradeoff relations in the SPAD pixel scaling are clarified based on theoreti-

cal analysis.

• A novel guard-ring-sharing technique is proposed to push the limit of SPAD pixel scaling,

and SPAD operation with 2.2µm-pitch, the world’s smallest SPAD pitch is experimentally

demonstrated in 4×4 test SPAD arrays.

• A novel charge focusing SPAD is proposed to overcome a fundamental tradeoff between

PDE and DCR, and the proof-of-concept image sensor achieved the world’s lowest DCR

density, while on-chip color filter is implemented in the SPAD image sensor for the first

time.

• Novel pixel-wise/region-wise time-gating approaches are proposed, providing high

speed and scalable solutions for ToF ranging and FLIM applications.

• A 1 megapixel SPAD image sensor is demonstrated for the first time.

• A novel algorithm for 4-dimensional light-in-flight reconstruction is developed, and the

4-dimensional light-in-flight imaging is experimentally demonstrated for the first time,

based on the 1 megapixel SPAD image sensor.

In Chapter 2, theoretical analysis of scaling laws in SPAD pixel was conducted by Kazuhiro

Morimoto (KM), and directed by Prof. Edoardo Charbon (EC). In Chapter 3, the concept of

guard-ring sharing was conceived by KM. The chip design and experiment were conducted by

KM, and directed by EC. In Chapter 4, the concept of charge focusing SPAD was conceived

by KM and Mahito Shinohara (MS). The chip design and experiment were conducted by KM

and the colleagues in Canon Inc. The device and process optimization was conducted by Junji

Iwata (JI), MS, KM, and the colleagues in Canon Inc. The project was directed by Shunsuke

Inoue (SI) and Takeshi Ichikawa (TI). In Chapter 5, the concepts of SAR-ToF and coded time

gating were conceived by KM. The design of the 3D-stacked chips was conducted by KM,

Myung-Jae Lee (MJ), and Andrei Ardelean (AA), and directed by EC. In Chapter 6, the pixel

architectures were conceived by KM and EC. The chip design was conducted by KM. The

design of PCB and FPGA firmware was conducted by KM, AA, and Arin Can Ulku (AU). The

142



8.3. Future perspective

experiment and data analysis were conducted by KM, Ming-Lo Wu (MW), and AA, and directed

by EC. In Chapter 7, the concept of 4-dimensional light-in-flight reconstruction was conceived

by KM and MW. The theoretical formulation was conducted by KM and AA. The experiment

was conducted by KM, MW, and AA, and directed by EC.

8.3 Future perspective

The aforementioned contributions are made in individual sub-projects, but the underlying

key technical concepts are complementary to each other. Further miniaturization and scaling

of the SPAD image sensors can be realized by combining these concepts into a single chip

together with established techniques, potentially achieving multi-megapixel time-resolved

SPAD cameras to open up a new dimension of applications. Finally, we give some perspectives

in technology directions of SPAD imagers, hopefully to provide inspiration for research and

development of future-generation SPAD cameras.

8.3.1 10 megapixel SPAD arrays

We demonstrated a megapixel SPAD, which has been considered one of the most important

milestones for over 10 years. Exponential scaling trends of SPAD array size in recent years gives

a prediction towards 10 megapixel SPAD arrays achieved within the next 10 years. Further

scaling will confront several technical challenges. First, SPAD-originated power consumption

needs to be managed properly. Assuming passive quenching architecture with the quenching

resistance Rq = 200 kOhm, the excess bias Vex = 3.3 V, and the breakdown voltage VB = 22 V,

the worst-case power consumption per pixel is calculated as:

P =V · I = (Vex +VB ) · Vex

Rq
= 0.42 (mW). (8.1)

This indicates that a 10 megapixel SPAD sensor will theoretically consume more than 4 kW

under strong illumination, which is not practical due to heat dissipation, voltage drop at power

lines, etc. A possible countermeasure is to introduce active quenching and/or recharging.

For example, the megapixel SPAD array in Chapter 6 operates in active recharging mode.

From the measurement result, the worst-case SPAD-originated power consumption with a

megapixel array (pixel B) is 41 mW, whereas passive quenching operation with the same array

would consume 420 W. In this specific case, the active recharging can suppress the power

consumption by a factor of 104. Note that the worst-case power consumption in the active

recharging operation is proportional to a maximum allowable photon count rate, indicating a

tradeoff with dynamic range.

Further reduction of the power consumption can be realized by reducing Vex , VB , and parasitic

capacitance at the SPAD output node. For high level integration towards potential applications,

care must be taken to the underlying tradeoffs between power consumption and PDE, DCR,
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dynamic range, pixel functionality, readout speed, chip size, cost, robust manufacturability, etc.

In addition, power consumption from pixel circuits such as quenching and recharging, digital

counters, signal processing logic circuits, and TDCs should also be taken into consideration

for scaling of the SPAD array size.

Second, non-uniformity is a critical issue towards 10 megapixel SPADs. In addition to the

non-uniformity of basic characteristics such as breakdown voltage, PDE and DCR, the non-

uniformity of timing performance must be strictly controlled for time-resolved applications.

As the array size increases, longer signal lines and larger parasitics hinder uniform distribution

of clock signals over the array. For the time-gating approach, balanced binary trees are

proven to be feasible for clock distribution in 1 megapixel SPADs, whereas more advanced

approaches need to be investigated for 10 megapixels to ensure the comparable timing skew

to the megapixel SPAD sensors.

Third, innovation is required for boosting readout speed in 10 megapixel SPAD image sensors.

To achieve a comparable frame rate to the current megapixel SPAD imagers, designers have to

deal with an amount of output data 10 times larger. Developing new algorithms for on-chip

data compression would help efficiently reducing the bit rate. 3D-stacked approaches with

advanced CMOS technology node for circuit wafer are a promising direction to implement

compact and highly functional processing circuits.

8.3.2 1µm-pitch SPAD pixels

Despite the demonstration of the world’s smallest 2.2 µm-pitch SPAD arrays in this thesis,

the pixel size of SPAD imagers still falls behind that of CISs, where 1 µm or smaller pixels are

already employed for commercial products. Further innovations and continuous efforts on

the miniaturization could potentially enable 1 µm-pitch SPAD arrays in the future. To target

this, the 3D-stacked approach combined with advanced technology node is indispensable.

In addition, the charge focusing approach and guard-ring sharing technique could play key

roles to ensure the high PDE and low DCR. In such a super-miniaturized SPAD device, electric

field distribution must be carefully designed to avoid premature edge breakdown. In addition,

optical and electrical crosstalk components could become major limiting factors for the

aggressive miniaturization. For both aspects, further breakthrough in the device, process, and

optics technology is a key requirement to push the physical limit of current SPAD devices.
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Chip Gallery

Guard-ring-shared 4×4 SPAD arrays, Chapter 3

128×128 charge focusing SPAD imager, Chapter 4
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BSI 3D-stacked megapixel SPAD imager, Chapter 5

FSI megapixel time-gated SPAD imager, Chapter 6
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