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A B S T R A C T   

The utilization of evaporative cooling in the gas diffusion layers (GDLs) of fuel cells or electrolyzers can effec-
tively dissipate the heat produced by high power density operation, thus leading to economically more 
competitive electrochemical cells. The highly porous GDLs offer a large surface area, allowing to cope with larger 
heat fluxes and leading to larger evaporation rates. The understanding of the best GDL structure and cell 
operating conditions for optimized cooling is difficult to determine, given the complexity of the multi-physical 
processes involved. A direct pore-level numerical modeling framework was developed to analyze the heat and 
mass transport phenomena occurring within GDLs with integrated evaporative cooling. A three-dimensional 
model was developed that solves the Navier-Stokes equations, species transport and energy conservation 
equations in the gas domain, and energy conservation equations in the stagnant fluid phase and solid phase. 
Evaporation at the liquid-vapor interface was modeled using kinetic theory. The GDL geometry was approxi-
mated by an artificial lattice so as to enable the analysis of the effect of a systematic change in the geometry on 
the transport and evaporation characteristics. A parametric study indicated that increasing the GDL’s porosity 
from 0.8 to 0.9 and the operating temperature from 60 ◦C to 80 ◦C led to an increase of the evaporation rate of 
19.9% and 197%, respectively. Changing the thermophysical properties of the carrier gas (air to hydrogen) 
enhanced the evaporation rate, and therefore the cooling of the GDL, by a factor 2.7. The decrease of the amount 
of vapor in the carrier gas at the water-gas interface impacted positively the evaporative cooling in the GDL.   

1. Introduction 

Fuel cells and electrolyzers will be an important asset in a future, 
more sustainable energy economy. Proton exchange membrane (PEM) 
electrochemical cells are particularly interesting as they seem to better 
deal with dynamic load profiles [1,2]. For economical reasons, they are 
designed for high power density operation, which results in larger heat 
generated and, correspondingly, increased temperature of the PEM cell. 
Cooling techniques are required to efficiently dissipate waste heat and to 
ensure operation at optimal temperature. Conventional PEM electro-
chemical cells utilize heat exchangers for cooling and water recircula-
tion loops for reactant gas humidification. These complex and costly 
auxiliary components [3,4] can be replaced altogether by implementing 
evaporative cooling in gas diffusion layers (GDLs), which may simulta-
neously provide the functionality of efficient cell cooling and gas hu-
midification, thus making the electrochemical cells more cost-effective. 

Evaporative cooling exploits the dissipation of the latent heat during 
the evaporation of the liquid, thus providing more efficient cooling than 
single-phase convection [5] and it enables removing the produced water 
in the form of vapor. In addition to electrochemical cells, evaporative 
cooling in porous media has many applications in energy engineering 
such as geothermal energy [6], soil science [7], building heat manage-
ment [8,9] or solar thermochemistry [10]. In PEM cells, the GDLs play 
an important role in the formation and transport of liquid water and gas. 
GDLs are porous structures connecting the catalyst layer, current col-
lectors and gas flow channel. GDLs are specifically designed to facilitate 
the transport of molecules (be it reacting fuel or electrochemically- 
produced water), heat, and electrons. GDLs are thin porous media 
(typical thickness ⩽200μm), with a porosity in the range of 65 to 90% 
[11–14], pore sizes in the order of 10 − 40μm, and typically made of 
carbon fibers with diameters in the range of 6 − 8μm [15,16]. The fibers 
in the GDLs offer solid struts for conductive heat transfer, a large surface 
area for convective heat transfer and an unsaturated pore space 
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enhancing the evaporation rate [17], all benefiting the overall heat 
transfer [18,19]. 

Water evaporation in GDLs has been investigated to understand the 
key driving mechanisms. General evaporation modeling approaches 
assume evaporation driven by the gradient of pressure or concentration 
of water vapor dissolved in the gas phase [20–23]. He et al. [24] pro-
posed a macroscopic model based on continuum mechanics for the 
specific case of evaporation in porous materials for PEM fuel cells 
(PEMFCs), utilizing effective properties to describe the heat and mass 
transport characteristics and a pressure gradient-driven evaporation 
rate. The kinetic theory of gases, which leads to the Hertz-Knudsen- 
Schrage (HKS) relation to evaluate the rate of phase-change at a liq-
uid–vapor interface according to the local pressures and temperatures 
[25], has been used in general evaporation models [26,27] and also in 
porous structures such as GDLs [28]. Safi et al. [15] utilized it within a 
numerical model for water evaporation in GDLs, with the vapor molar 
fraction at the evaporating interface acting as variable. However, their 
model was isothermal and the local temperature variations due to the 
cooling were not taken into account. 

As implementing pore-scale models of real partially saturated GDLs 
based on experimental data is numerically and computationally chal-
lenging, Inoue et al. [29] designed an idealized geometrical model based 
on an artificial lattice to replace the actual porous media. The distance 
between each fiber, their diameter and the porosity were fixed to match 
actual GDL materials (specifically their pore size distribution). They 
showed that the evaporation rate depended on the GDL morphology, as 
the GDL morphology generated a specific topology of the liquid–gas 
interface area, where evaporation takes place. 

A few studies focused on the optimization of the performance of the 
GDLs, i.e. to achieve efficient removal of heat and liquid water. The 
effects of operating conditions on phase-change were studied in a 
macroscopic model by Basu et al. [30]. They found that the relative 
humidity in the carrier gas flowing through the channel was key for the 
phase-change, as the amount of vapor in the channel and GDL limited 
the evaporation or condensation. Lal et al. [31] conducted experiments 
investigating the influence of temperature, carrier gas flow velocity, and 
carrier gas type on the evaporation rate. They reported that the velocity 

of the carrier gas had a small effect on evaporation, whereas increasing 
the temperature showed an exponential increase in the evaporation rate. 
They also pointed out that gas diffusivity alone, examined by modifying 
the carrier gas, could not explain the observed change in evaporation 
rate. Safi et al. [15,32] utilized a combined experimental and numerical 
approach to test the influence of the carrier gas velocity in the channel 
on the evaporation rate. They showed that increasing the temperature 
promotes evaporation. Also, they observed that the evaporation rate of 
water in hydrogen carrier gas was higher than in air and was not limited 
by diffusion. However, the carrier gas speed they analyzed, ranging from 
0.4m/s to 1.6m/s, were low compared to the 6m/s velocity chosen by 
Lal et al. [31] for their reference case or compared to realistic operating 
conditions of PEM electrochemical cells. 

As the majority of studies are based on in situ, thereby stochastic, 
GDL structures, systematic investigations of the geometrical character-
istics on the transport characteristics are not possible, hindering a more 
fundamental understanding and optimization of the evaporative cooling 
in porous structures. In this work, an actual GDL morphology was 
replicated by building a three-dimensional artificial lattice structure 
with the same porosity, average fiber size and pores size. The results of 
an analysis of the impact of several geometrical parameters on the 
evaporative cooling process within a porous media are presented, such 
as the porosity, the fiber size and the water saturation in the GDL, 
providing valuable guidelines to optimize the performance of GDLs in 
PEM-based electrochemical cells. In addition, many of the phase-change 
models considered isothermal approaches for modeling evaporative 
cooling in GDLs, overseeing the local temperature variations due to 
cooling in the GDL. In this study, evaporation at the liquid–vapor 
interface was modeled using kinetic theory, where the local pressures 
and temperatures at the interface were considered to calculate the 
interfacial mass transfer. 

2. Numerical model 

2.1. Fluid–solid model 

A three-dimensional porous GDL sample was considered, inspired by 

Nomenclature 

English symbols 
ṁ′′ mass flux kg/(m2 s)
u velocity m/s 
A area m2 

cp specific heat J/(kg K)

D mass diffusion coefficient m2/s 
FS fiber size m 
h latent heat J/kg 
j flux kg/(m2 s)
k heat conductivity W/(m K)

kB Boltzmann constant (m2 kg)/(sK)

L characteristic length m 
M molecular weight g/mol 
m mass kg 
P, p pressure Pa 
PS pore size m 
T temperature K, ◦C 
t time s 
V volume m3 

WS water saturation – 
X mole fraction – 
Y mass fraction – 

Greek Symbols 
δ interfacial area per volume m2/m3 

μ dynamic viscosity Pa s 
ρ density kg/m3 

ε porosity – 

Subscripts 
amb ambient 
c condensation 
e evaporation 
f fiber 
g carrier gas 
I interface 
i inlet 
lv liquid-vapor 
l liquid 
max maximum 
min minimum 
ref reference 
sat saturation 
v water vapor 
w water  
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a common GDL such as SGL 24BA as used, for example, by Safi et al. [15] 
(schematic in Fig. 1). The macroscopic properties of the structure 
(porosity, fiber diameter and pore size) were used as guidelines to 
construct a lattice structure approximating real GDLs providing the 
opportunity for a more systematic investigation. 

The GDL is composed of carbon fibers, whose bulk properties are 
defined as density ρf , specific heat cp,f and thermal conductivity kf . 
Liquid water is injected from the bottom of the GDL and therefore a 
water–gas interface forms within the GDL pores. At the water–gas 
interface evaporation takes place and, while water turns into steam, new 
water is introduced within the GDL to maintain a constant water level. 
The local evaporation rate, in terms of mass of vapor generated per unit 
time and interface area, is denoted as ṁ′′

lv. The top of the GDL is open to a 
channel where a controlled flow rate of gas is introduced. This carrier 
gas carries away the vapor generated within the GDL. At the channel 
outlet, a mixture of carrier gas and vapor exits the flow domain. This 
mixture is characterized by the mass fraction of the vapor (Yv) and of the 
carrier gas (1 − Yv). In in situ experiments, the water level in the GDL can 
be maintained constant and therefore at steady conditions the water–gas 
interface is static [15,31]. The water region was modeled as a pseudo- 
solid that is separated from the gas region by a stationary and flat 
interface (Fig. 1). The density, specific heat and thermal conductivity of 
the water are ρw, cp,w and kw, respectively. 

2.2. Governing equations 

The numerical model is based on the solution of the transient 
Navier–Stokes, species transport and energy conservation equations in 
the gaseous domain (carrier gas and steam mixture), and of the transient 
energy conservation equation in the solid domain (water and fibers). 
The properties of the carrier gas and water vapor mixture are defined as 
mass-averaged quantities. The mass conservation equation, solved in the 
fluid domain, is written as [33]: 

∂ρ
∂t

+▿⋅(ρu) = ṁ′′
lvδ (1)  

where u denotes the velocity, t the time, and ṁ′′
lv the evaporation flux (in 

kg/(m2 s)). The vapor generation is treated as a mass source term. In 
order for the source term to be non-zero in computational cells adjacent 
to the water–gas interface only, the evaporation flux is multiplied by a 
δ-function which represents the area of the interface divided by the 
volume of the cell (see Eq. (11)), and is different from zero only in cells 
next to the interface. This procedure is standard in interface-resolved 
simulations of flows with phase-change [18]. The remaining equations 
governing momentum conservation, species transport and energy con-
servation in the fluid domain are [33,34]: 

∂(ρu)
∂t

+▿⋅(ρuu) = − ▿p+▿⋅[μ(▿u+▿uT)] (2)  

where p is the pressure and μ the dynamic viscosity of the mixture, 

∂
∂t
(ρYv)+▿⋅(ρuYv) = − ▿⋅( − ρD▿Yv)+ ṁ′′

lvδ (3)  

where D is the diffusion coefficient of the water vapor in the carrier gas, 
and: 

∂(ρcpT)
∂t

+▿⋅(ρcpTu) = ▿⋅(k▿T)+ cp(T − Tref)ṁ′′
lvδ (4)  

where cp is the constant pressure specific heat, T the temperature, and k 
the mass-averaged thermal conductivity of the mixture. The energy 
source term cp(T − Tref)ṁ′′

lvδ accounts for the enthalpy of the vapor 
generated by evaporation, where Tref represents the reference temper-
ature at which the vapor has zero enthalpy (Tref = 298.15K) [33]. 

For the water pseudo-solid domain, the energy conservation equa-
tion is solved with a negative source term that accounts for the removal 
of the latent heat resulting from water vaporization [33]: 

∂(ρwcp,wT)
∂t

= ▿⋅(kw▿T) − hlvṁ′′
lvδ (5)  

with hlv being the latent heat of vaporization. The same equation, 
without evaporation source term, is solved in the fiber solid domain: 

∂(ρfcp,fT)
∂t

= ▿⋅(kf▿T) (6)  

where the bulk fiber properties are considered. 

2.3. Evaporation model 

In kinetic gas theory, the Maxwell–Boltzmann velocity distribution is 
adopted to express the speed of molecules in the gas and this can be 
utilised to estimate the flux of molecules through a flat surface per unit 
time and area [35]: 

j =
(

m
2πkBT

)1/2

Psat(T) (7)  

where kB is the Boltzmann constant, Psat is the equilibrium saturation 
pressure at the temperature T, and m is the mass of one molecule. From 
the equation above, the net evaporation flux can be derived as the dif-
ference between the evaporation flux, i.e. the flux of molecules entering 
from the liquid into the vapor region, and the condensation flux, i.e. the 
flux of molecules transiting in the opposite direction. Knudsen revised 
this equation by introducing the phase-change coefficients, σe and σc for 
evaporation and condensation, respectively. Finally, the Hertz-Knudsen- 
Schrage equation was derived under the assumption that the values of 
the evaporation and condensation coefficients were equal [25]: 

ṁ′′
lv =

2σ
2 − σ

̅̅̅̅̅̅̅̅̅̅
m

2πkB

√
⎛

⎜
⎝

Psat(T l
I)̅̅̅̅̅

T l
I

√ −
Pv

I̅̅̅̅̅
Tv

I

√

⎞

⎟
⎠ (8)  

where Tl
I and Tv

I are the temperatures on the liquid and vapor sides of the 
interface, respectively, Psat(Tl

I) is the equilibrium saturation pressure at 
Tl

I, and Pv
I is the partial pressure of vapor at the interface. Psat(Tl

I),T
l
I and 

Tv
I are calculated at the water–gas interface at each time-step, see the 

schematic in Fig. 2. Pv
I is the partial pressure of vapor and is therefore 

calculated as a function of the mole fraction of water vapor in the gas 
phase Xv at the water–gas interface [15]: 

Pv
I = XvPamb (9) 

Fig. 1. Illustration of the partially saturated GDL and channel on top. The 
carrier gas enters, sweeps the evaporated water away and exits as a mixture. 
The close-up look on the bottom-right shows the artificial GDL lattice consid-
ered in this work, partially saturated with water, with the properties to consider 
for each material. 
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where Xv is calculated based on the local vapor mass fraction: 

Xv =
Yv/Mv

Yv
/

Mv + (1 − Yv)
/

Mg
(10)  

where Mv and Mg are the molecular weights of the vapor and carrier gas. 
In this study, the evaporation coefficient σ is taken as 0.37 following the 
work of Safi et al. [15], as they observed an optimal fit between their 
numerical model and experimental data with that evaporation coeffi-
cient. They considered thermophysical fluid properties and boundary 
conditions similar to the ones chosen in this study, thus motivating the 
choice of adopting their evaporation coefficient σ. Pamb is the atmo-
spheric pressure. The interfacial area per cell volume [18] is estimated 
geometrically as (see Fig. 2): 

δ =
Aint

Vcell
(11)  

2.4. Discretization schemes 

The governing equations introduced in Section 2.2 were solved in 
ANSYS Fluent and all the source terms related to evaporation (Section 
2.3) were implemented using user-defined functions, similarly as 
described in [36,18]. ANSYS Fluent adopts a finite-volume discretization 
of the flow equations, in a co-located grid arrangement. Pressur-
e–velocity coupling is handled using the built-in ANSYS Fluent method 
[37], where the pressure is incorporated in the continuity equation by 
using the pressure–velocity relation obtained from the momentum 
equation. This pressure-based solver allows to solve the flow problem in 
either a segregated or coupled manner. The coupled approach was used, 
which solves the mass and momentum conservation equations implicitly, 
as it enables a pseudo transient formulation for time dependence, leading 
to a steady-state solution (regardless of the transient behaviour). The 
pseudo transient solution is an under-relaxation method, where the time 
dependence is controlled through a pseudo time step size, used to limit 
the evaporation source term per time step. The spatial derivatives in the 
energy, species, mass and momentum equations were discretized using a 
third-order monotone upstream-centered scheme for conservation law 
(MUSCL) [38]. The built-in PRESTO option (Pressure Staggering Op-
tion), which solves the pressure correction equation for a staggered 
control volume, was adopted. ANSYS Fluent uses iterative methods to 
solve the systems of linear equations resulting from discretization and the 
convergence criteria were based on the residuals thresholds of 10− 6 for 
mass and momentum conservation and species transport equations, and 
10− 12 for the energy conservation equation. The residuals thresholds 
were selected after an iteration convergence study. The pseudo time-step 
was set to 10− 5 s. This value was chosen after a preliminary test of the 
results sensitivity to different time-step values. 

2.5. Model geometry and boundary conditions 

The simulation domain is a model of the experimental setup in Safi 
et al. [15,32], where the authors extracted the GDL (SGL 24BA, with a 
porosity of 85% [12]) from a PEMFC and simplified the distribution of 
water by maintaining a constant water layer at the bottom of the GDL. 
The size of the GDL in the experiment (see Fig. 1) was (length × width ×
height) 3.9mm× 3mm× 0.175mm. The top of the GDL was open to a 

channel of height 0.7mm. The domain modeled in the simulations is 
shown in Fig. 3. To describe the geometry, a Cartesian reference frame is 
adopted where the coordinate x denotes the streamwise direction, y the 
transversal direction, and z the vertical direction, with the z-axis ori-
ented downward. The origin of the axes is located at the top-left corner 
of the GDL. To reduce the computational cost, the transversal extension 
of the GDL was reduced from 3mm to a value that described a unit cell’s 
width, denoted as yGDL, and depended on the fiber and pore size (defined 
below). Symmetry boundary conditions are used on the two lateral 
boundaries. 

To replace the real GDL fiber structure, which is computationally 
challenging to reproduce in a full, representative pore-scale model, an 
artificial lattice structure was generated (see close-up view at bottom- 
left of Fig. 3). This enabled a more systematic investigation of the 
structural effects on the performance and operation. For meshing 
simplicity, the fibers are modeled as rods with square cross-section of 
size FS (fiber size). On a x − z plane, the artificial GDL model consists of 
rows of fibers (colored in red and blue in Fig. 3), each fiber oriented 
along the y direction, where the rows are vertically staggered to increase 
the tortuosity of the GDL. The horizontal distance between the fibers of 
each row is denoted as PS (pore size). In order for the fibers to be in 
contact, and thus allow internal heat conduction, adjacent rows of fibers 
are in contact via longitudinally-oriented fibers (green in Fig. 3). From 
this lattice, the porosity ε of the GDL domain can be calculated. PS is 
calculated as a function of ε and FS. yGDL is given by 12(PS + FS). 

Water is considered to occupy the space among the fibers at the 
bottom of the GDL, with a horizontal flat water–gas interface. The 
amount of water in the GDL is quantified by the water saturation (WS), 
which is calculated as the percentage of the pore volume occupied by 
water. The geometrical and operational parameters FS,PS, ε and WS will 
be changed as part of our sensitivity analysis in order to quantify their 
impact on the heat and mass transport processes within the GDL (see 
Section 4). 

The top of the GDL is connected to a channel of height 0.7mm and 
total length of 37.9mm, the latter arbitrarily chosen to avoid placing the 
inlet/outlet sections too close to the GDL. As boundary conditions at the 
inlet of the channel, the operating inlet velocity magnitude Ui and 
temperature Ti are imposed for the carrier gas with Yv = 0, and a zero- 
gradient condition for the pressure. At the outlet, zero-gradient condi-
tions are set for velocity, temperature and vapor mass fraction, while the 
pressure is set to a constant reference value (1 atm). At the bottom 
boundary surface of the GDL, water is set at a constant temperature (Tw) 
to reproduce a uniform temperature as imposed to the system in the 
experiments [15,32]. No-slip conditions are set on the fibers surfaces. All 
the other boundaries of the domain are treated as walls and as such no- 
slip and adiabatic conditions are set. The fluid properties for the carrier 
gas (either air or hydrogen) are considered at 1 atm [40]. The vapor 
properties are calculated for saturation conditions [41]. The diffusion 
constants for the binary mixture of vapor and carrier gas are calculated 
based on the Chapman-Enskog theory [39] and they are displayed in 
Table 1. The Chapman-Enskog theory is only valid for dilute cases while 
Stefan-Maxwell equations could give a more accurate approximation of 
the binary diffusion coefficient, as they do not require the designation of 
one species as a solvent. The Chapman-Enskog theory was chosen for 
simplicity. 

The properties of bulk fiber and water are evaluated at a constant 
temperature of 60 ◦C, as preliminary tests suggested that their temper-

Fig. 2. Illustration of the cells at the water–gas interface, where the liquid 
(water) and gas (vapor plus carrier gas) phases are in contact through the 
interfacial area Aint. The evaporation rate is evaluated in every gas cell next to 
the interface by knowledge of the local vapor mole fraction Xv, temperature Tv

I 

and volume of the cell Vcell, and of the liquid temperature Tl
I in the liquid 

adjacent cell. 
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ature had a negligible impact on the results, especially in the tempera-
ture range of relevance here. The bulk conductivity for carbon fiber in 
GDLs can vary in the range of 25 − 470W/(mK) [42–44]. Average bulk 
thermal properties are considered, interpolated at 60 ◦C from available 
literature data [45], i.e. k = 106.86W/(m K), ρ = 1760kg/m3 and cp =

795.4 J/(kg K). The latent heat of vaporization for water is taken as hlv =

2.26⋅106 J/kg [46]. 
The computational domain is meshed with structured hexahedra 

cells. A mesh convergence study suggested mesh cell sizes of 2μm in the 
GDL domain and in the section of the channel above it, and cell sizes of 
5μm in the inlet and outlet portions of the channel, were needed. The 
total number of cells ranges from 7 to 27 million, depending on yGDL. 

3. Validation 

The results obtained with the present numerical model are compared 
to the experimental data and simulation results (with an isothermal 
model) of Safi et al. [15] for a SGL 24BA GDL. The real GDL is 
approximated by an artificial lattice represented with ε = 0.85,FS =

8μm,PS = 40.5μm, and WS = 20%, values typical for SGL 24BA [12]. 
The models and experiments were conducted at Ti = 30 ◦C and inlet air 
velocities ranged between 40cm/s and 160cm/s, values lower than 
typical PEMFC conditions [31]. The comparison is reported in Fig. 4, 
where the average evaporation rate obtained is shown for different ve-
locities of the carrier gas, here air. The average evaporation rate is ob-
tained by dividing the total evaporation rate by the projected GDL 
surface area, here calculated as the product of the streamwise GDL 
length (3.9mm) and yGDL. Our model captures well the monotonic in-
crease of the evaporation rate with the velocity, and the decrease of the 
slope of the curve after 80cm/s. The model underestimates by 47% the 
experimental data. This can be attributed to the simplified liquid–gas 
interface configuration assumed in the present model, whereas the 
water profile in the GDL considered in Safi et al. [15] consists of the 

combination of different patterns, such as a layer of water and 
agglomeration of droplet patterns, which increases the interface surface 
area and therefore yields a higher evaporation rate. Different values of 
the evaporation coefficient σ were also tested, but these did not impact 
significantly the evaporation rate. Given the complexity of the multi- 
physics processes involved and the potential sources of deviation be-
tween experiments and simulations, our numerical model captures the 
experimental trends and magnitudes of the evaporation rate, and 
therefore it was concluded that the governing mechanisms are correctly 
represented. 

4. Results 

A parametric analysis was performed by varying three groups of 
parameters: the morphology of the GDL (ε and FS), the operating con-
ditions (Ui, Ti, with Tw = Ti, and WS), and the material properties 
(carrier gas type and bulk fiber conductivity kf). A list of the parameters 
varied and their values is provided in Table 2. The analysis focused on 
the evaporation rate, as the removal of the latent heat resulting from 
water evaporation (and leading to the cooling of the GDL) is propor-
tional to the evaporation rate. 

Fig. 3. Schematic representation of the reference simulation domain, with partially saturated artificial lattice GDL (water saturation (WS) of 20%, represented in 
dark blue, shown in the close-up view on the bottom right). The close-up view on the bottom left illustrates the staggered disposition of the fibers in the artificial 
lattice. FS and PS stand for fiber and pore sizes, respectively. yGDL denotes the width of the GDL considered in the simulations. 

Table 1 
Temperature-dependent binary mass diffusion coefficients for air-vapor and 
hydrogen-vapor calculated with Chapman-Enskog theory [39].  

Temperature T (
◦C) Diffusion coefficient D (cm2/s)

air - vapor hydrogen - vapor 

30 0.2165 0.7874 
60 0.2659 0.9452 
80 0.2972 1.0560  

Fig. 4. Comparison between computed and reported [15] evaporation rates as 
a function of carrier gas inlet velocities for SGL 24AB GDL and its artificial 
morphology equivalent (with macroscopic properties: ε = 0.85,FS = 8μm,PS =

40.5μm,WS = 20%) for a fixed temperature Ti = Tw = 30 ◦C. 
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4.1. Reference case 

The reference case is run with an artificial GDL of ε = 0.8, FS = 8μm 
and PS = 28.5μm, air as carrier gas entering the channel at Ui = 6m/s 
and Tw = 60 ◦C (with Tw = Ti = 60 ◦C), and WS = 20%. The GDL 
thickness yGDL is 18.3 μm and the bulk thermal conductivity of the fiber 
is kf = 106W/(m K). 

The velocity contours within the gas channel and the GDL region are 
depicted in Fig. 5, where they are extracted on a x − z cross-section 
located at yGDL/2. The flow is laminar under the entire set of carrier 
gas velocities tested in this work [47] (i.e. Re = UD/ν= 400, where U is 
the mean velocity of the carrier gas, D the diameter of the channel and ν 
the kinematic viscosity of the carrier gas), and a parabolic velocity 
profile develops within the gas channel as the flow proceeds down-
stream. Water evaporates at the water–gas interface in the GDL and 
vapor penetrates through the porous region until it reaches the top of the 
GDL and is then swept away by the gas. The vapor velocity in the GDL is 
of about 0.05m/s, thus two orders of magnitude smaller than the gas 
velocity in the channel. The evaporation of water is limited by the hu-
midity (amount of vapor in the carrier gas) of the gas above the 
water–gas interface, as this impacts the vapor pressure which enters Eq. 
(8), and therefore the transport mode of vapor removal from the GDL is 
of interest. The Péclet number of the vapor flow in the GDL (i.e. Pe =

UL/D≪1, with U being the vapor velocity, L the pore size and D the 
diffusion coefficient of water vapor in air) suggests that diffusion dom-
inates over convection. 

A thermal analysis of the GDL is presented in Fig. 6, where the 
temperature contours on a x − z slice located at yGDL/2 are reported at 
the water–gas interface, along with the temperature of the water–gas 
interface and the vapor source term (averaged along the width (y) di-
rection). The vertical profiles of temperature within the GDL at selected 
streamwise locations are also represented in Fig. 6. The temperature 
field reveals the cooling effect of the evaporation at the water–gas 
interface, with the temperature decreasing by about 1.4 ◦C from the 

boundary value of 60 ◦C. The oscillations in both the temperature and 
vapor source term are due to the presence of the fibers in the y direction. 
The vapor source term decreases along x as the vapor molar fraction of 
the gas increases due to generation of vapor. This reduces the rate of 
latent heat removed by the evaporation process and, therefore, the 
temperature of the interface increases along x, emphasizing a reduction 
of the cooling effect (see also the vertical temperature profiles in Fig. 6 
(c)). 

This reference case suggests that the GDL morphology, operational 
flow rates and temperatures, and fluid/solid properties may all influence 
the evaporation dynamics and cooling effect. 

4.2. Effect of the morphology 

The porosity is varied from 0.65 to 0.9, while maintaining the fiber 
size at 8μm and the water saturation at 20%. For each value of the 
porosity analyzed, the carrier gas velocity is changed between Ui =

0.1m/s and 12m/s. All the other conditions are kept at reference con-
ditions. The evaporation rates obtained in these conditions are displayed 
in Fig. 7. The evaporation rate decreases by 22.3% when decreasing 
porosity from 0.8 to 0.65, and increases by 19.9% when increasing 
porosity from 0.8 to 0.9. As the evaporation rate is calculated by taking 
the total evaporation rate divided by the projected GDL area, the in-
crease of evaporation rate with porosity is directly linked to the 
increasing water–gas interface area when porosity increases. The inset in 
Fig. 7 shows the evaporation rate at a fixed Ui, rescaled with both, the 
projected GDL area and the actual water–gas interface area, for ε =

0.65 − 0.9. Indeed, the evaporation rate rescaled with the actual inter-
face area is constant for ε = 0.65 − 0.8 and increases only at ε = 0.9. It is 
hypothesized that this increase is related to the increase in the perme-
ability of the artificial porous structure. As the permeability increases 
non-linearly with the porosity [48], this effect becomes more prominent 
for very large porosities. A larger permeability allows for the vapor to 
escape the GDL more easily, thus leading to a lower vapor molar fraction 
near the interface and, therefore, resulting in a higher evaporation rate. 

Increasing the fiber size from 8μm to 16μm at constant porosity of 
0.8 while increasing the carrier gas inlet velocity did show a minor effect 
on the evaporation rate (see Fig. 8). An increase in fiber size by a factor 
of two instigated a 3.5% increase in the evaporation rate only. Keeping a 
constant reference porosity but increasing the fiber size leads to a larger 
distance between the fibers PS (from 28.5μm to 56.2μm). Since the 
water–gas interface area is the same, this effect is related to the 
enhanced permeability resulting from a larger distance between the fi-
bers (i.e. larger pore size), which reduces the vapor molar fraction of the 
gas above the interface. 

Table 2 
Summary of the operating conditions investigated in Section 4.  

GDL morphology Porosity ε: 0.65, 0.7, 0.8, 0.9   
Fiber size FS: 8, 16 μm   
Pore size PS: 12.9, 16.3, 28.5, 56.2, 65.4 μm   

Operating conditions Carrier gas inlet velocity Ui: 0.1, 0.5, 2, 6, 10, 12 m/s   

Temperature Ti and Tw: 30, 40, 50, 60, 70, 80 ◦C   
Water saturation WS: 20, 50, 80 %  

Material properties Carrier gas: air, H2   

Bulk fiber conductivity kf : 10.6, 106, 1060W/(mK)

Fig. 5. Velocity contours and vectors in the (a) gas channel and (b) GDL, extracted on a x − z slice located at yGDL/2, for the reference case. In (b), the velocity is 
rescaled to better illustrate the velocity field in the GDL. The region occupied by the water can be identified as the region where the velocity is zero (colored in 
dark blue). 
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4.3. Effect of the operating conditions 

The impact of the water saturation was tested by varying the satu-
ration from 20% to 80% while maintaining all other conditions at 
reference level. Fig. 8 displays the evaporation rate obtained as a 
function of the carrier gas velocity and WS. The evaporation rate in-
creases with WS. Increasing the water saturation by a factor 4 yields an 
increase of the evaporation rate by a factor 1.88 (or 88%). Indeed, as the 
water–gas interface moves closer to the channel, the distance for the 
vapor to travel in order to leave the GDL domain is greatly reduced. Thus 
the outflow of vapor is facilitated and the humidity of the gas in the GDL 
reduced, increasing the driving force for evaporation. When inspecting 
the influence of the carrier gas velocity (Fig. 8), the evaporation rate was 
observed to increase monotonically with Ui and this increase saturated 
at larger velocities. The diffusion of vapor across the GDL and its 
removal by convection by the carrier gas at the top of the GDL can be 
thought as two processes that occur in series, each with its own resis-
tance. When the carrier gas speed is increased from very low values, the 
resistance associated to the convective process drops, thus yielding a 
significant increase of the evaporation rate. However, at larger values of 
Ui, the convective resistance becomes negligible compared to that 
associated to the mass diffusion in the GDL, which is independent of Ui, 
and therefore the evaporation rate reaches an asymptotic limit. By heat 
transfer analogy, the resistance to mass diffusion in the GDL is inversely 
proportional to the water level (i.e. the distance between the water–gas 
interface and the top of the GDL), and therefore the saturation of the 
evaporation rate occurs at higher Ui for larger WS. 

In order to investigate the impact of the operational temperature, the 
gas inlet and water temperatures were varied between Ti = Tw = 30 ◦C 
and Ti = Tw = 80 ◦C, while keeping all the other parameters at reference 
conditions. 

Fig. 9 indicates that the evaporation rate follows an exponential 
trend with the temperature, and when increasing the temperature from 
60 ◦C to 80 ◦C, the evaporation rate increases with a factor 2.97 (or by 
197%). Although the increase of the temperatures Tl

I and Tv
I should lead 

to a decrease of the evaporation rate ṁ′′
lv as they are in the denominator 

of Eq. (8), the saturation pressure Psat(Tl
I) increases by a factor 11 when 

increasing the temperatures from 303K to 353K, thus driving the in-
crease of the evaporation rate. 

4.4. Effect of the material properties 

Figs. 8 and 9 show the effect of the change of the carrier gas (i.e. its 
thermophysical properties) on the evaporation rate. Specifically, air was 
exchanged by hydrogen. 

Fig. 6. (a) Temperature contours in the GDL extracted on a x − z slice located at yGDL/2. The dashed horizontal line locates the water–gas interface, which is also 
indicated in (c) with a dashed line. The solid horizontal line indicates the transition between the GDL and the channel. (b) Temperature and vapor source term at the 
water–gas interface (z = 0.14mm) versus the streamwise direction x. (c) Temperature profiles in the GDL extracted over the black dashed vertical lines indicated in 
(b). The vapor source term in (b) and the temperature profiles in (b) and (c) are averaged along the width (y) direction. The results are shown for the reference case. 

Fig. 7. Analysis of the effect of GDL porosity on the average evaporation rate, 
normalized by the projected GDL surface area. The inset compares the evapo-
ration rates at Ui = 6m/s, normalized with the projected GDL surface area and 
with the actual water–gas interfacial area. Simulation conditions are from the 
reference case except for: ε = 0.65 − 0.9 and Ui = 0.1 − 12m/s. 

Fig. 8. Influence of FS,WS and the carrier gas type on the evaporation rate for 
Ui = 0.1 − 12m/s. The simulation conditions are varied from the reference case. 
The increase of FS, and consequently PS, shows a minor influence on the 
evaporation rate, while the rising water saturation WS and the type of carrier 
gas significantly affect the evaporation rate. 
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Generally, hydrogen leads to significantly higher evaporation rates 
than air, and this increase is more pronounced at lower velocities Ui, 
where mass diffusion dominates, and with increasing Ti. At 60 ◦C and 
6m/s, the evaporation rate increases by a factor 2.7 when exchanging air 
by hydrogen as carrier gas. The better performance of hydrogen can be 
directly linked to the larger diffusion coefficient of vapor in hydrogen, 
with D = 0.9452cm2/s at 60 ◦C, as opposed to D = 0.2659cm2/s at 60 ◦C 
of vapor in air. This facilitates the diffusion of vapor away from the 
interface, enabling the reduction of the humidity in the interface cells, 
thus leading to a higher evaporation rate. Furthermore, the molecular 
weight of hydrogen is much smaller than that of air. This impacts the 
humidity of the gas, see Eq. (10), where a lower Mg leads to a lower Xv 

for same Mv and Yv, i.e. hydrogen can absorb more vapor due to its lower 
molecular density, thus promoting water evaporation. The larger 
evaporation rate induced by hydrogen is reflected on the distribution of 
the vapor within the gas channel. Fig. 10 depicts the contours of the 
relative humidity of the carrier gas in the flow domain and it can be seen 
that a wet boundary layer develops in the channel above the GDL, as 
effect of the introduction of vapor, and this boundary layer is 2 times 
thicker in the presence of hydrogen. 

The conductivity of the bulk fibers was varied by two orders of 

magnitude (from 10.6W/(m K) to 1060W/(m K)). The carrier gas ve-
locity was maintained at Ui = 6m/s, with Ti and Tw varied between 
30 ◦C and 80 ◦C. The results of this analysis indicated that the fiber 
conductivity has a negligible influence on the evaporation rate, i.e. the 
evaporation rates varied by less than 0.2%. As the heat conductivity of 
the fibers is orders of magnitude larger than that of the water–gas 
mixture, the diffusion of heat in the GDL is always limited by diffusion in 
the fluid region. The heat flux was observed to be directed towards the 
water–gas interface, both from the bottom surface of the GDL and the 
top surface of the GDL (i.e. the surface in contact with the channel). The 
heat is transported to the water–gas interface, where it is absorbed by 
the heat sink due to evaporation. Thus, the heat flux is defined by the 
magnitude of the evaporation sink term. The temperature at the 
water–gas interface decreases (see Fig. 6) as a result of this heat flux. For 
the reference case, the heat is mostly conducted through the fibers (i.e. 
79% of the total flux at the channel-GDL interface is transported through 
the fibers), given their relatively large thermal conductivity and the 
temperature gradient in the various phases of the GDL is similar. Indeed, 
if the temperature gradient is the same for all three phases (fibers, water, 
gas), the heat flux only depends on the value of the thermal 
conductivity. 

5. Conclusions and future work 

A coupled heat and mass transfer numerical model with evaporation 
is developed to analyze the main parameters influencing the evaporative 
cooling capability in a GDL. The GDL’s geometry is approximated by an 
artificial lattice, which allows to systematically investigate the effect of 
geometrical characteristics on the GDL’s transport and evaporation. 

Overall, the effect of the GDL geometry on the evaporative cooling 
was small. Increasing the porosity from 0.8 to 0.9 enhanced the evap-
oration by 19.9%, which could be explained by the increase of the 
water–gas interface area and the non-linear augmentation of perme-
ability with porosity. Applying a factor 2 to the fiber size while main-
taining a constant porosity led to a 3.5% enhancement of evaporation 
rate, due to the larger distance between fibers and thus higher 
permeability. 

The operating conditions induced a much larger impact on the 
evaporation rate, which showed to be mostly limited by the diffusion of 
the water vapor in the carrier gas. Increasing the water saturation from 
20% to 80% led to a 88% enhancement in evaporation, due to the 
reduction of the distance between water–gas interface and channel, 

Fig. 9. Influence of Ti and the carrier gas type (air or hydrogen) on the evap-
oration rate, with other conditions at reference. For the tested range of tem-
peratures (Ti = 30 − 80 ◦C), the evaporation rate increases exponentially. H2 as 
carrier gas increased the evaporation compared to air. 

Fig. 10. Contour of the relative humidity of the carrier gas. The relative humidity is extracted on a slice located at yGDL/2 for (a) air and (b) hydrogen as carrier gas. 
The simulation conditions are at reference conditions. 
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therefore facilitating the transport of vapor into the channel and its 
removal by advection. Evaporation was enhanced by 197% when 
increasing the GDL bottom temperature from 60 ◦C to 80 ◦C, as a higher 
temperature allows for a larger mass fraction of vapor in the gas mixture. 
Changing the carrier gas properties resulted in the largest impact on 
evaporation, i.e. an increase by a factor 2.7 when changing from air to 
H2. The binary coefficient for diffusion of the gas mixture is a key 
parameter for increasing the evaporation rate. Helium would also be an 
interesting carrier gas choice, as the binary diffusion coefficient is even 
higher than what was tested in the present model (i.e. DHe/H2O =

1.028cm2/s at 60 ◦C). 
The developed pore-level model allows for the quantification of the 

variability in temperature, velocity, species concentration, and evapo-
ration rate within the porous media and highlights that these variations 
are significant. Consequently, reported macroscopic evaporation rates 
need to be carefully interpreted. Furthermore, electrochemical devices 
(such as fuel cells or electrolyzers) typically have channel-rib structures 
in their flow field, introducing additional heterogeneity that might be 
superimposed on top of the pore-level variations, further exacerbating 
local variations in the evaporation rate. In order to investigate this, the 
developed pore-level evaporation model can be incorporated in a full 
device model (for example PEMFC model) in order to analyze the effect 
of the local conditions under the rib or in the channel, and their effect on 
the evaporation rate. In turn, such an analysis can be used to design the 
optimal GDL structure (potentially varying under the rib and in the 
channel) that allows for a better removal of the vapor in order to 
maximize the evaporative cooling. Furthermore, our numerical simu-
lations assumed a flat water interface thus neglecting a more realistic 
distribution of the water. In the future, the numerical model could be 
applied to realistic geometries of partially saturated GDLs obtained from 
in situ and in-operando tomography scans and provide specific guide-
lines for a particular GDL and saturation state. With the model at hand, 
we deconvoluted the effect of geometry, operating condition, and ma-
terial characteristics on the evaporation in porous structures and pro-
vided a first, simplified design tool for GDL’s and, more broadly, porous 
structures used in evaporative cooling applications. 
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