
Acceptée sur proposition du jury

pour l’obtention du grade de Docteur ès Sciences

par

Growth and characterisation of earth-abundant 
semiconductor nanostructures for solar energy 
harvesting

Simon Robert ESCOBAR STEINVALL

Thèse n° 8213

2020

Présentée le 16 décembre 2020

Dr Y. Leterrier, président du jury
Prof. A. Fontcuberta i Morral, Dr R. Zamani, directeurs de thèse
Prof. P. C. McIntyre, rapporteur
Prof. E. Alarcon-Llado, rapporteuse
Dr A. Hessler-Wyser, rapporteuse

à la Faculté des sciences et techniques de l’ingénieur
Laboratoire des matériaux semiconducteurs
Programme doctoral en science et génie des matériaux 



 

v 

Acknowledgements 
The work presented in this thesis would not have been possible without the support of many individuals, both inside 
and outside the lab, be it friends, family, supervisors, colleagues, or collaborators, and my time during the PhD has been 
significantly enriched by their presence. I am incredibly grateful for everyone involved, and I want to thank them for 
helping me reach this stage. This short section will hardly give enough credit to many of the people involved, but here 
we go. 

First and foremost I would like to thank Anna Fontcuberta i Morral for giving me this opportunity and supporting me 
throughout this journey. In addition to Anna’s vast breadth of experience helping guide her students’ scientific endeav-
ours; she is very compassionate, kind and passionate about the well-being of her students. For me this was particularly 
noticeable with the slow start of the project and the (at the time) seemingly impossible task of getting the new molec-
ular beam epitaxy system up and running (may it rest in pieces). Her attitude and mentoring has made this project 
possible, and has helped foster an amazingly supportive and pleasant atmosphere that is LMSC. This has helped me 
grow to the person and scientist I am today, and for this I thank you Anna. 

While having joined later on in my PhD, I must also thank my co-supervisor Reza R. Zamani for his guidance in electron 
microscopy (I started that sentence with a “while” on purpose Reza). Reza is an expert electron microscopist, and has 
helped me delve deeper into my scientific endeavours and better understanding the materials we are working with 
through his expertise. I also thank him for invaluable insight and discussions regarding academia in Sweden. 

I would also like to extend my gratitude to Yves Leterrier, Paul C. McIntyre, Esther Alarcón Lladó, and Aïcha Hessler-
Wyser for their participation in my defence and taking the time to go through the thesis. I look forward to our discussion 
about it and your invaluable feedback that it will undoubtedly result in. 

Next I would like to thank Jean-Baptiste Leran. Together we spent countless hours together working on getting the 
molecular beam epitaxy system working, and I have no doubt that if it had not been for Jean-Baptiste it would never 
have reached an operational status. I would also like to thank my colleagues working on earth-abundant semiconductors 
(+magnetic MBE): Elias Z. Stuts, Rajrupa Paul, Mahdi Zamani and Anna Kúkol’ová. Your input in this work has been 
invaluable, and it has been a pleasure to have you as colleagues both during and outside of work. I would also like to 
thank the undergraduate students who have contributed to my work here at EPFL: Virginie de Mestral, Calixe Bénier, 
Alexandre Looten, Leonardo Pires, and Gregoire de Jerphanion. 

While my work was part of a budding project mainly carried out in our own lab, I would like to thank the collaborators 
who have helped us so far. I would like to thank Masoomeh Ghasemi and Nelson Y. Dzade for their help in modelling 
zinc phosphide related aspects, and Fredrik S. Hage and Quentin M. Ramasse for allowing me to come and do some 
experiments using their incredible electron microscopy facilties. I would also like to acknowledge Milo Y. Swinkels and 
Ilaria Zardo for a fruitful collaboration to explore the optical properties of our nanostructures. Finally, I also want to 
thank the staff at CIME and CMi who have made a lot of this work possible, in particular Thomas LaGrange, Zdenek 
Benez, Duncan T. L. Alexander, and Marco Cantoni. 

I want to thank all members from LMSC, past and present, for making my time here such a pleasure. I would like to 
thank the “old guard” who were here when I first arrived (Gözde, Heidi, Francesca, Marco, Eleonora, Pranit, Jelena, 
Dmitry, Pablo, Andres, Luca, Andreana and Martin). You all helped me settle in and enjoy it here in Lausanne and in 
LMSC. Gözde and Andreana made sure that no one missed (or could refuse) an opportunity for drinks. Heidi was my 
first call when learning to work the Talos, and showed how to be organised in a working environment (an ideal I am yet 
to reach, by a long shot). Dmitry and Pablo were the experts on nanowire photovoltaics (and Counter-Strike), and I 
learnt a lot from them. Marco for trying to explain to me why it is an atrocity to eat risotto with a spoon, among other 



Acknowledgements 

vi 

Italian food related knowledge. Luca for teaching about and how to use various setups for optical spectroscopy. Martin 
is an amazing person to have had as a colleague, who at the same time is one of the most practical people when it 
comes to making and programming new setups, and a brilliant and kind man through and through. He always made 
time when someone needed his help, almost to a fault, and your help we would not have been able to achieve nearly 
as much when it came to selective area epitaxy. The gatherings at your place (and of course Irene and Kiwi’s as well) 
were always a pleasure. Maybe not the time I brought surströmming, but that one is on me. 

 

I am also very grateful for the scientific and social intercourse with the current members of LMSC. In addition to the 
earth-abundant sub-group, the people who I have worked alongside throughout are Lea, Wonjong, Nico (the CL god), 
Nick, Andrea, Lucas, Akshay, Mintae and Didem. Work wise I want to thank Nico for all the help with everything CL 
related, as well as organising several excellent excursions around Switzerland (and bringing along Tosca). I would like to 
thank Lea for an interesting collaboration on figuring out the formation of zigzag nanowires, and for increasing my 
knowledge of cursing in Italian when you wrote up your master thesis. I am also indebted to Nick, Didem and Wonjong 
for their support when starting with selective area epitaxy as well as for their drive to arrange and participate in social 
activities. It was a pleasure showing you around Colombia Nick, next we will have to do Texas. The environment around 
the lab would not be the same without Akshay, Mintae, Andrea, and Lucas. For once I might admit that you are not the 
worst Andrea, but don’t get used to it. While my overlap in LMSC with the newest members, Santhanu, Valerio and 
Mirjana, has been relatively short, we am very thankful for our discussions on fellowship applications among various 
topics. 

In my time in Lausanne I have also had the pleasure to get to know many people outside of LMSC who have made this 
time more memorable. I would like to thank the people from LMGN: Sho, Maria Carmen, Korbinian, and Ping. In partic-
ularly Sho for the unofficial language exchange helping me retain my Japanese; there is never a dull moment with you 
around. Then there are the people down the hall in PBL: Eva, Alice, Hale (and Jose), Giacomo, and Filippo. Procrastina-
tion breaks were much improved by strolling over and complaining about experiments not working, and it was always 
fun to go for a drink at Sat at the end of a long day. I have also had some great times here with a long list of people who 
I have met through EPFL, French courses, Sat, EDMX, and THEOS, and I could go on. 

Finally I want to thank my family, without whom none of this would be possible. I am forever thankful for the love and 
support from my wife, Meg, who makes every day much more enjoyable. I would also not be the person I am today 
without the support of my parents, Lina and Robert, and my brother, Martin. They have helped me realise my dreams 
and encourage me to go and do whatever I want. 

Lausanne, 28th September 2020 

 



 

vii 

Abstract 
Zinc phosphide (Zn3P2) is a compound semiconductor based on earth-abundant elements with functional properties ideal for solar 
cell applications. Cheap, abundant, and renewable energy sources are increasingly imperative due to the imminent threat posed by 
climate change. So far, zinc phosphide has not been exploited due to limitations in the fabrication of a high-quality material as a 
consequence of challenges in growth, controllable doping, and heterostructure formation. The maximum conversion efficiency (~6%) 
was obtained 40 years ago. One route with potential to circumvent or minimise the impact of the limiting factors is the growth of 
zinc phosphide in the form of nanostructures. By growing the material into nanoscale objects one opens up new elastic strain relax-
ation mechanisms, minimise the interface area, and loosen the lattice-matching constraints for high-quality epitaxial growth. This 
thesis focuses on the growth and characterisation with electron microscopy of (i) zinc phosphide nanowires grown through a vapour-
liquid-solid approach, and (ii) nanopyramids and thin films grown through selective area epitaxy and lateral epitaxial overgrowth. 

The first part of this thesis will introduce the reader to the motivation behind the research with regards to renewable energy and a 
review of zinc phosphide (Chapter 1), the growth of nanostructures (Chapter 2) with focus on molecular beam epitaxy and nanowires, 
and then the use of electron microscopy for characterisation of these structures (Chapter 3).  

The second part of this thesis will focus on the scientific results from the investigations into the growth of zinc phosphide nanostruc-
tures. First, the epitaxial growth of zinc phosphide nanowires using an indium-catalysed vapour-liquid-solid approach was investi-
gated (Chapter 4). The growth parameters and mechanism were explored, as well as their impact on the functional properties of the 
material. Four different nanowire morphologies were achieved, and a followup study focused on the structure and formation of the 
zigzag ones (Chapter 5). The structure of the zigzag nanowires was found to be analogous to the twin superlattices found in e.g. III-V 
nanowires, with one exception. Instead of the standard twin, the zinc phosphide nanowires were found to contain a heterotwin 
based on a ~monolayer thick inclusion of indium at the mirror plane. It was shown that they did not influence the optoelectronic 
properties. A more general model for the superlattice formation was also developed, taking into account the non-polar nature of zinc 
phosphide. The last study explored zinc phosphide growth by selective area epitaxy (Chapter 6). The growth was limited to nanoscale 
holes using a nanopatterned oxide mask, where it proceeds through a vapour-solid mechanism. Zinc phosphide then forms nano-
pyramids enclosed by (101) facets, its most energetically stable configuration. If allowed to grow for long enough, the pyramids would 
coalesce into a thin film, via so-called lateral epitaxial overgrowth. This approach constitutes a step forward in the quest of high-
quality, reproducible, and tunable growth of zinc phosphide, and offers a new pathway for its use as an earth-abundant photovoltaic 
material. 

Finally, the work is summarised at the end alongside an outlook of future research building on the findings presented in this thesis 
(Chapter 7). The supplementary information to the different chapters can be found in appendices at the end of the thesis. 

Keywords 
Zinc phosphide, earth-abundant, photovoltaics, compound semiconductor, growth, molecular beam epitaxy, nanowires, vapour-liq-
uid-solid, heterotwins, superlattices, nanopyramids, selective area epitaxy, lateral epitaxial overgrowth, characterisation, electron 
microscopy 
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Résumé 
Le phosphure de zinc (Zn3P2) est un semi-conducteur à base d'éléments abondants dans la croûte terrestre et possédant des proprié-
tés fonctionnelles idéales pour des applications dans le photovoltaïque. Des sources d'énergie bon marché, abondantes et renouve-
lables sont de plus en plus nécessaires en raison de la menace imminente posée par la crise climatique. Jusqu'à présent, le phosphure 
de zinc n'a pas beaucoup été exploité, en raison de limitations rendant difficile la fabrication d'un matériau de haute qualité. Ces 
défis sont le contrôle de la croissance et du dopage ainsi que la formation d'hétérostructures. La cellule solaire à base de phosphure 
de zinc avec le record d’efficacité énergétique (~ 6%) a été obtenue il y a 40 ans. La croissance du phosphure de zinc sous forme de 
nanostructures est une voie susceptible de contourner ou de minimiser l'impact des facteurs limitants. En faisant croître le matériau 
en structures d’échelle nanométrique, on obtient accès à de nouveaux mécanismes de relaxation de la déformation élastique, mini-
mise la zone d'interface et assouplit les contraintes de correspondance des réseaux cristallins pour une croissance épitaxiale de haute 
qualité. Cette thèse traite de la croissance et la caractérisation par microscopie électronique de (i) nanofils de phosphure de zinc crûs 
par une approche vapeur-liquide-solide, et (ii) de nanopyramides et de couches minces obtenues par croissance sélective épitaxiale 
et surcroissance latérale épitaxiale. 

La première partie de cette thèse présentera au lecteur la motivation derrière la recherche en discutant d’énergie renouvelable et 
en présentant un examen de la littérature sur le phosphure de zinc (Chapitre 1), la croissance des nanostructures (Chapitre 2) en 
mettant l'accent sur l'épitaxie par jets moléculaires et les nanofils, et la caractérisation de ces structures par microscopie électronique 
(Chapitre 3). 

La deuxième partie de cette thèse portera sur les résultats scientifiques des recherches sur la croissance des nanostructures de phos-
phure de zinc. Tout d'abord, la croissance épitaxiale de nanofils de phosphure de zinc par une approche vapeur-liquide-solide cata-
lysée par de l'indium a été étudiée (Chapitre 4). Les paramètres et mécanismes de croissance ont été explorés, ainsi que leur impact 
sur les propriétés fonctionnelles du matériau. Quatre morphologies de nanofils différentes ont été réalisées, suivi par une étude 
approfondie de la structure et la formation des nanofils zigzag (Chapitre 5). La structure des nanofils en zigzag s'est avérée être 
analogue aux super-réseaux maclés observés par exemple dans des nanofils III-V, à une exception près. Au lieu de contenir des macles 
standards, les nanofils de phosphure de zinc contiennent des hétéro-macles formées par une inclusion d’indium dans la monocouche 
atomique au plan miroir qui n'a pas d'impact sur les propriétés optoélectroniques. Un modèle plus général de la formation du super-
réseau a également été développé, en tenant compte de la nature apolaire du phosphure de zinc. La dernière étude a exploré la 
croissance du phosphure de zinc par croissance sélective épitaxiale (Chapitre 6). La croissance a été limitée à des trous nanométriques 
en utilisant un masque d'oxyde, où elle se déroule par un mécanisme vapeur-solide. Le phosphure de zinc forme alors des nano-
pyramides entourées de facettes (101), la configuration la plus stable sur le plan énergétique. En les laissant croître suffisamment 
longtemps, les pyramides finissent par fusionner en un film mince par surcroissance latérale épitaxiale. Cette approche constitue un 
pas en avant vers la croissance de phosphure de zinc reproductible, ajustable et de haute qualité et offre une nouvelle voie pour son 
utilisation comme matériau photovoltaïque abondant dans la croûte terrestre. 

Finalement, les travaux sont résumés avec une perspective de recherche future s'appuyant sur les résultats présentés dans cette 
thèse (Chapitre 7). Les informations complémentaires aux différents chapitres se trouvent dans les annexes à la fin de la thèse. 

Mots-clés 
Phosphure de zinc, abondant dans la croûte terrestre, photovoltaïque, semi-conducteur composé, croissance, épitaxie par jets mo-
léculaires, nanofils, vapeur-liquide-solide, hétéro-macle, super-réseau, nano-pyramides, croissance sélective épitaxiale, surcrois-
sance latérale épitaxiale, caractérisation, microscopie électronique 
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 Introduction – Motivation and Lit-
erature Review 
1.1 Renewable Energy 
The energy consumption in today’s society is constantly increasing, and historically we have relied on expendable fossil fuels to cover 
our energy needs. The technologies related to the extraction, processing, and conversion are all very mature and used on a global 
scale. Whilst this has allowed us to easily achieve a very comfortable standard of living in the West, the detrimental effects of fossil 
fuels on the environment have long been known, and can manifest on smaller and larger scales. One example of a small-scale effect 
is the Great Smog of London, which lasted five days and killed an estimated 12,000 people.1 Climate change due to a change in the 
atmospheric composition is impacting humanity on a global scale. The direct impact of climate change is difficult to quantify, but a 
long-term analysis predicts an increase in the average global temperature, which in turn affects the local ecosystems.2–4 The impact 
is seldom beneficial, and is affecting the habitability of various regions of the world. This has also been linked to an increase in extreme 
weather conditions, such as hurricane severity and numbers in the Atlantic, and forest fires in Australia.5–7 Climate change was first 
predicted back in the 19th century, with the first detailed model being presented by Svante Arrhenius in 1896.2,3 However, the topic 
of climate change has been a controversial issue, initially due to uncertainties in early models of this complex phenomenon, but with 
more supporting evidence amassing, the misinformation pushed by people with a vested interest in fossil fuels increased.3,8 Another 
drawback is the finite nature of the fossil fuel reserves, which cannot be replenished. To help mitigate and eventually counteract our 
detrimental effect on the planet there is currently a drive for renewable energy sources. 

Renewable energy sources rely on plentiful natural phenomena which are widely accessible, such as water flow, wind, sun, and 
geothermal energy. There are some geographical limitations to the availability, but countries such as Norway utilises its rivers to 
cover a majority of its electricity production through hydropower.9 These sources are all promising, however, the one source with 
the greatest potential is solar energy due to its widespread availability and essentially unlimited supply.10,11 There are four main ways 
to harvest the solar energy, namely photovoltaics, direct heating, water splitting, and hydrocarbon production. Photovoltaic devices 
convert the incoming light straight to electricity, which will be covered in more detail below. The direct heating approach uses the 
incoming light to heat water and buildings without any intermediate steps. The last two approaches, water splitting and hydrocarbon 
production, rely on photocatalytic effects, utilising the incoming light and a catalyst to facilitate chemical reactions.12–14 The products 
of both cases, hydrogen and hydrocarbons, can be stored as fuels for later conversion to energy, and the hydrocarbons have the 
potential to be used for other applications as well. All of these approaches show promise, and a combination of various renewable 
energy harvesting techniques will likely be used to effectively cover our future energy needs. 

In 2017, the yearly global power consumption was 23 696 TWh according to the International Energy Agency (IEA), whilst the amount 
of energy the Earth receives through sunlight is approximately 460 EWh per year (assuming 1000 W/m2 reaching ground level for an 
area of the Earth’s cross section), which is four orders of magnitude higher.11,15 Whilst this fact paints a pretty picture, there are still 
challenges with harnessing it. First, some of the areas with highest levels of insolation, such as the Sahara Desert and the Australian 
inlands, are scarcely populated and the generated electricity would have to be transported to areas where it would be used. Then 
there are areas such as oceans, making up roughly 71% of the surface, which are not particularly suitable either. Furthermore, the 
power generation and consumption rates throughout the day do not always match, with the peak power generation being at noon, 
while the peak consumption being in the evening, in addition to the consumption during the night when there is no generation. This 
creates a need for large-scale and high efficiency energy storage. Research into this is pursued in the form of batteries, hydrogen 
evolution or hydrocarbon generation.12,14 Finally, the implementation of solar energy has been limited by the cost, set by production 
and installation alongside limited efficiency of industrial-scale modules.11 However, with the increasing demand for renewable energy 
and intense research efforts, the price is now down below 1 Euro cent per kWh, making them industrially viable.16,17  

The photovoltaic modules used today for large-scale applications are mainly based on silicon. The material availability alongside the 
knowledge of how to process silicon from the electronics industry has helped propel this material to its current leading position. 
Unfortunately, silicon’s indirect bandgap forces the use of thicker absorber layers, increasing associated costs of the overall device.11 
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Current research into photovoltaics to improve the applicability is split into two main paths: investigating new device structures/im-
plementation for light management and new materials. A brief overview of new devices will be given next, with a more detailed 
explanation of nanowire for photovoltaics in the next chapter, whilst the materials perspective will be covered later in this chapter. 

1.2 Solar Cells 
Solar cells rely on the photovoltaic effect, which allows for the direct conversion of light to electricity. To generate useful power a 
couple of requirements have to be met, namely that (i) the charge carriers can be separated to create a photocurrent and (ii) there 
being a potential difference between the holes and electrons exiting the device, allowing for them to perform work.11,18 The materials 
ideal for this application are semiconductors, which have an electronic structure with a bandgap in the order of a few eV, compatible 
with the incoming solar spectrum.11,18 Furthermore, semiconductor devices can be designed to provide mechanisms, such as internal 
electric fields or charge selective contacts, to separate the charges. When a valence band electron in a semiconductor absorbs a 
photon with an energy greater than that of the bandgap, it is promoted to the conduction band and a positively charged hole is left 
in its place, as illustrated in Figure 1.1a. The oppositely charged particles can then be separated and forced to do work before recom-
bining to the low-energy state. In Figure 1.1a the charges are separated by the internal electric field generated by the p-n homojunc-
tion. The internal electric field can also be generated by joining two dissimilar semiconductors, forming a heterojunction, allowing 
efficient charge separation. Figure 1.1b on the other hand illustrates the use of charge selective contacts, which is another common 
approach to separate the charges. Finding the best material combinations for these processes is a highly active area of research. 

  

 

Figure 1.1. (a) Band diagram of the charge separation mechanism of a p-n junction including the steps 1. photon absorption 2. electron 
excitation and 3. charge separation. (b) Charge separation through charge selective contacts. 

The performance of photovoltaic devices is characterised by their conversion efficiency, which can be defined as the electrical power 
output over the incident light power as a percentage.11 The maximum theoretical efficiency is defined by the Shockley-Queisser 
limit.11,19 This model takes into account losses due to photons with an energy below the bandgap, which thus cannot be absorbed, 
and the energy loss due to the thermal relaxation of electrons which have been excited above the bandgap. Current estimates of the 
optimum value of the bandgap for a single junction solar cell based on this model is 1.34 eV, resulting in a maximum conversion 
efficiency of roughly 33.7%.11 This efficiency has not been achieved in real devices, which can be attributed to defects resulting in 
leakage currents, charge recombination, series resistance, among other limiting factors.11 So far, the highest efficiencies achieved in 
single layer photovoltaics (without concentrators), is 29.1% in gallium arsenide-based devices and 26.7% in silicon-based devices.20–

22 Combining materials with different bandgap into one device, a so-called tandem cell, allows one to reach even higher efficien-
cies.11,23 Tandem cells can be made by either stacking several non-interacting and separately contacted devices (multi-terminal), or 
by having several lattice and current matched layers integrated monolithically (two-terminal).11,23 While the theoretical efficiencies 
in this case can reach up to 72% for an infinite number of layers, the highest achieved efficiency in a tandem cell is 47.1%.11,24 Unfor-
tunately, the fabrication becomes increasingly complex with each additional layer and the associated costs have limited their appli-
cation.  

The presence of defects in devices is often detrimental to their performance, and there are multiple origins of defects in semicon-
ductors. These defects include vacancies, interstitials, dislocations, grain boundaries, precipitates, and so forth.11,18,25 One of the ways 
they can affect the performance is by acting as scattering centres for the electrons, reducing their mobility and in turn lowering the 
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probability of a separated charge being successfully extracted. They can also act as non-radiative recombination centres, which re-
duce the lifetime of the separated charges and again hinder their successful extraction. Whilst these defects occur anywhere in the 
device to a certain extent, the regions with the highest prevalence tends to be the interfaces between different layers. Misfit dislo-
cations due to lattice mismatch and incoherent boundaries have hindered the successful application of more than one material sys-
tem combination. Nonetheless, there are ways to get around this, or at least mitigate its influence, as will be discussed in more detail 
in the next chapter. 

In addition to improving the materials and finding better combinations, multiple approaches are currently being investigated to im-
prove light management in devices. A more detailed review at the current state of this field was recently published by Garnett et al.26 
The most prominent approach is the texturing of the front surface of the photovoltaic and antireflective coatings, which can bring 
down the light lost due to reflection from ~35% down to 2%.11 Furthermore, light management can be used to increase the optical 
pathlength in a layer, allowing for higher absorption in thinner layers, which reduces losses, or allowing it to access different parts of 
the solar spectrum. Currently, there are multiple approaches proposed to improve the light management in photovoltaics, some of 
them being plasmonics, photon down/upconversion, and light trapping with photonic crystals, as illustrated in Figure 1.2. Plasmonic 
nanoparticles, as shown in Figure 1.2a, have been used to trap parts of the incoming light in the regions best suited to absorb it, and 
for resonant energy transfer into the absorber material.27 Photon conversion relies on rare-earth or organic nanoparticles capable of 
either splitting a high-energy photon into two (down), reducing the energy wasted through thermal relaxation, or by combining 
multiple sub-bandgap photons into one with the capability to excite over the bandgap (up).28,29 The upconversion is illustrated in 
Figure 1.2b, where two low-energy photons (red) are combined to form a high-energy photon (blue).28 Photonic crystals, on the other 
hand, can be used to supress bandgap emission by trapping photons of the emission wavelength inside the device.30,31 Whilst they 
all show promise in increasing device performances, they are still in the research stage. Another area of intense research in the 
photovoltaic community is new materials systems suitable for photovoltaics, which will be covered next. 

 

Figure 1.2 Examples of the working principles of (a) plasmonic light trapping in solar cells (reproduced from [27] with permission from Springer Na-
ture), (b) photon up-conversion in rare-earth nanoparticles, and (c) photonic crystal light trapping in solar cells (reproduced from [30] with permis-

sion from American Institute of Physics Publishing). 

 

 

1.3 Emerging Material Systems for Photovoltaics 
This section will briefly highlight and compare the different material systems actively investigated for their potential in photovoltaic 
applications. The materials can loosely be split into two categories: mature and emerging materials. The first one includes silicon and 
III-V materials such as gallium arsenide and indium phosphide. Whilst there is still research into how to further optimise these mate-
rials, efficiencies comparable to their respective Shockley-Queisser limit and long device lifetimes have been achieved. Hence we 
have lately seen a great increase in the deployment of silicon photovoltaics for terrestrial applications, whilst III-V based systems, 
often tandem ones, have been used for space applications due to their superior efficiency to weight ratio. The limitations related to 
these technologies is the poor optical absorption of silicon due to its indirect bandgap, increasing the associated processing cost of 
sufficiently thick and efficient layers, and the reliance on scarce elements in III-V systems, resulting in high material costs.17 

The emerging technologies are heavily researched as they show promise for low-cost and large scale application, however, may 
struggle with either achieving high conversion efficiencies or sufficiently long lifetimes to become industrially viable. The main mate-
rial systems in this category are “thin-film materials”, kesterites, oxides, organics, and hybrids. This list is by no means exhaustive, 
and there is a plethora of materials currently explored, such as zinc phosphide, and new systems are emerging with the help of studies 
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such as the Materials Project based on computational screening.32 For brevity, we will limit ourselves to giving a brief overview of the 
ones listed above. Example device cross-sections of the previously listed above are shown in Figure 1.3, and more detailed descrip-
tions will be provided next. 

 

Figure 1.3 Example cross section designs of solar cells based on absorber layers made from (a) CIGS33, (b) kesterites34, (c) oxides35, (d) organic36, (e) 
DSSC37, and (f) hybrid lead-halide perovskites38. 

The main thin-film materials, namely copper indium gallium selenide (CIGS) and cadmium telluride, have both achieved lab scale 
efficiencies above 20% and decent lifetimes (10-15 years), which would make them the most mature of the emerging materials (and 
one could argue that they already are mature). Unfortunately, they still suffer from the use of scarce materials, or in the case of 
cadmium telluride, suffers from fears due to the toxicity of cadmium.22,39,40 There is already commercial production of these cells, 
however, it is less than 2% of the total market, and they are having difficulties competing with silicon with their comparably lower 
efficiency, or poor publicity due to toxicity.40 The cross section of a CIGS-based device is shown in Figure 1.3a. The thickness is in the 
order of a few micrometres, which is a fraction of that of a standard silicon cell.33 

Kesterites are one of the most heavily researched earth-abundant photovoltaic material systems and derive their name from the 
mineral on which their crystal structure is based.41 Kesterites used in photovoltaics are generally based on copper zinc tin selenide 
(CZTS – Cu2ZnSnSe4).41 All the constituent elements are earth-abundant, and the product is a stable inorganic material with a bandgap 
of 1.4-1.5 eV, ideal for photovoltaic applications. To date, the highest verified efficiency of these cells is 12.6%, achieved by IBM in 
2014.34 A cross-section of the record device is shown in Figure 1.3b, where the black CZTS layer is the kesterite absorber.34 Similar to 
CIGS, the thickness of the full device is in the order of a few micrometres. Whilst promising for earth-abundant thin film applications, 
kesterites are limited by various factors including deep defects, composition inhomogeneities, cation disorder, among other factors.41 
There is plenty of research into solving these issues by groups around the world, hoping to enable them for large-scale commercial 
application.  

The last of the fully inorganic systems covered in this section are the oxide-based photovoltaics. Whilst most systems tend to utilise 
at least one oxide component, in the form of indium tin oxide (ITO – In2O3:Sn) as the transparent top contact, there is also research 
done into completely oxide-based photovoltaics.35,42–44 These systems are attractive due to their inherent stability towards oxidation, 
however, this is still an issue for copper oxide based modules. The ideal stoichiometry for copper oxide-based photovoltaics is cupric 
oxide (CuO), which has a direct bandgap of 1.4 eV (and indirect at 1.2 eV), however, it readily changes oxidation state, forming 
cuprous oxide (Cu2O), shifting the bandgap to the less ideal region of 2.1 eV. Furthermore, the existence of two phases that usually 
occurs at this stage creates a multitude of non-radiative recombination paths, effectively killing any devices. Solar cells based on only 
cuprous oxide have been more stable and successful, reaching conversion efficiencies of 8.10%.43 While the maximum conversion 
efficiency is capped at ~20%, the abundance and low cost makes this an interesting material system. Photoferroelectrics on the other 
hand have started to garner interest due to the anomalous photovoltaic effect because of their polar non-centrosymmetric struc-
ture.35,45 The anomalous photovoltaic effect facilitates the charge separation through its spontaneous internal electric field, which 
can be up to four orders of magnitude higher than that generated in a standard semiconductor device.45 The anomalous photovoltaic 
effect in photoferroelectrics results in large open-circuit voltages, and potentially allowing for high-efficiency devices.45 However, the 
carrier diffusion length is limited in these materials (<100 nm), reducing the short circuit current. The maximum conversion efficiency 
achieved so far is 8.1% in Bi2FeCrO6 (BFCO).35,44 The structure of the highest efficiency BFCO photovoltaic device is illustrated in Figure 
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1.3c, where all the layers are oxide based (strontium titanate (STO – SrTiO3), strontium ruthenate (SRO – SrRuO3), and ITO). The 
thickness of the active layer is in the order of ~100 nm to allow for the efficient charge extraction, resulting in very thin devices.  

Organic photovoltaics have attracted a lot of attention because of the high availability of carbon, and their potential to be solution 
processed, resulting in low production costs.46 The vast number of organic semiconducting compounds allow for a wide range of 
material combinations. However, organic semiconductors produce Frenkel excitons under illumination, as compared to the Mott-
Wannier excitons in inorganic semiconductors, which are characterised by their high binding energy (𝐸𝐸𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹~0.5 − 1.0 𝑒𝑒𝑒𝑒 >
𝐸𝐸𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀−𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊~0.1 𝑒𝑒𝑒𝑒). As such, they cannot be separated as easily. The excitons thus have to diffuse to an interface to fully disso-
ciate with the help of charge-selective layers or Schottky barriers. These layers are referred to as the electron-transport layer or hole-
transport layer depending on their charge selectivity. The example device shown in Figure 1.3d used P3HT:PCBM as the absorber 
layer, fluorinated titania as the electron-transport layer, and PEDOT:PSS-CFS31 as the hole-transport layer.36 The vision behind or-
ganic photovoltaics has been to achieve low-cost solar cells in a spray can, or printable photovoltaics.46 However, the limitations of 
organic photovoltaics are the difficulty to achieve efficient charge separation without using expensive hole-transport layers, and the 
stability of some of the layers limiting its lifetime.46 Commercial utilisation of organic photovoltaics is attractive as working devices, 
albeit low conversion efficiencies, can be readily achieved at a low production cost, and is commonly found in small and portable 
devices such as calculators. Organic light emitting diodes (OLEDs) have also shown great promise, and in the last decade has been 
applied on industrial scales in flat-screen TVs and mobile phones. 

The last category discussed, the hybrid cells, utilise a combination of inorganic and organic components, and are made up of two 
main systems: dye-sensitised solar cells (DSSC) and lead-halide hybrid perovskite solar cells. A cross section of a DSSC is shown in 
Figure 1.3e.37 DSSCs rely on an organic dye (black layer coating the spheres) to efficiently absorb the incoming light, coated onto a 
porous inorganic layer (green spheres, initially made from titania) and then encapsulated by an ionic liquid (blue, initially an 𝐼𝐼3−/𝐼𝐼− 
electrolyte).37,47 The dye is optimised to absorb the light, however, as it is only a monolayer thick, several passes are required to 
capture all the light.37,47 Multiple passes are achieved by utilising a porous support structure. The charges can be separated without 
the movement of the exciton due to its monolayer thickness, and the electron goes into the titania while the hole is transported by 
the liquid electrolyte. By using dyes which only capture part of the solar spectrum it is possible to make coloured solar panels using 
DSSCs, which was used at the SwissTech Convention Center where they covered one side of the building with an ornate solar panel 
display to honour Michael Grätzel who invented the DSSCs at EPFL in the early 1990’s. At their invention, they were heavily researched 
due to their low production cost and high initial conversion efficiency. Similar to organic photovoltaics, the processing of DSSCs can 
be done at very low costs and using high-throughput methods.47 Unfortunately, due to the thermodynamics involved and the voltage 
drop at the required charge transfer steps, the efficiency is capped at ~12%, and the lifetimes of commercially produced cells are also 
limited.22,47 

One technology with similarities to DSSC technology, and often considered to be a continuation of DSSCs, is the hybrid lead-halide 
perovskite solar cells.48 Perovskite is a crystal structure based on the ABX3 stoichiometry, where A and B are in two cubic sublattices 

displaced by (1
2
1
2
1
2
), and the X species in an octahedral geometry around the B species. The standard hybrid lead-halide perovskite 

has three main components: methylammonium (A), lead (B), and halides (X).48 Hybrid perovskite cells for solar cells were first re-
ported in 2009, with an efficiency of 3.5%, and was essentially a DSSC but with a hybrid lead-halide perovskite as the dye.49 Since 
then the structure has changed significantly, with modern versions looking more like the version in Figure 1.3f, exhibiting a geometry 
more similar to traditional thin-film photovoltaics. Through intense research, hybrid lead-halide perovskite-based solar cells have 
now reached record efficiencies above 25%.22,38,48,50 Furthermore, the relatively high bandgap of the hybrid perovskite (1.8-2.3 eV 
depending on exact composition), makes it an excellent tandem cell companion to silicon photovoltaics, and these modules have 
currently reached maximum conversion efficiencies of 29.1%.50,51 Consequently, hybrid perovskites have garnered great interest from 
researchers all around the world, and are by far the most researched photovoltaic materials today. However, despite their impressive 
efficiency, there are still a few limitations. First, the lead content is a concern, due to its inherent toxicity, and as it can separate from 
the compound easily.48 Researchers have tried to exchange it for tin, however, this resulted in a decrease in efficiency, and the 
product sometimes forms precipitates due to the multiple oxidation states of tin.52 The thermodynamics stability of the system is 
also a point of active research. For example, they have been shown to segregate into two less optimal phases upon illumination, 
which is undesirable for long-term photovoltaic applications.53,54 Solutions are being actively searched for with the prospect of making 
hybrid perovskites an option for cheap and efficient photovoltaics for industrial scale applications. 

To summarise, research into the next commercially viable material system for photovoltaics is well underway in all corners of the 
world. Multiple promising systems have been identified, with the capacity to reach high conversion efficiencies or low production 
costs, or a combination of the two, which would have a significant positive impact on the renewable energy generation which is 
imperative to sustain our climate. 



Introduction – Motivation and Literature Review 

6 

1.4 Zinc Phosphide 

1.4.1 Overview 
One material system which was only briefly mentioned above was zinc phosphide (Zn3P2), which will now be described in more detail 
as it is the focus of this thesis. Zinc phosphide is an earth-abundant semiconductor, and in the stoichiometry mentioned above, 
studies have found a direct bandgap of 1.5 eV, long carrier diffusion lengths (5-10 μm), and high absorption in the optical range (>104 
cm-1), making it ideal for photovoltaic devices.55–62 Both zinc and phosphorus are mined on industrial scales, and their extraction is 
well known, which would simplify any industrial-scale application of the material.63,64 However, zinc mining is the largest source of 
cadmium, a heavy metal, and if not handled properly, phosphorus poses a danger due to its neurotoxicity and flammability.63,65 
Furthermore, the only industrial scale application of zinc phosphide is its use as a rodent toxin.66 While posing a challenge, proper 
encapsulation during production can readily be achieved, and as a direct bandgap semiconductor the material needed can be mini-
mised, making it a viable platform for large-scale photovoltaic applications.  

As can be seen from the zinc-phosphorus phase diagram in Figure 1.4, there is a second stable stoichiometry, zinc diphosphide (ZnP2), 
which has a bandgap of 1.8 eV.67 Whilst less ideal for single-junction photovoltaics, this stoichiometry could potentially be useful for 
tandem cells with silicon or for water-splitting applications. However, this stoichiometry has not been actively investigated in this 
project, and will only be mentioned in passing.  

The earliest characterisation of zinc phosphide was reported in 1935, investigating the synthesis by sublimation and its crystal struc-
ture through x-ray diffraction experiments.68 To the best of my knowledge, no research was published concerning its semiconducting 
properties until late 1953, when Lagrenaudie brought attention to it.69 The first significant study of zinc phosphide as a potential 
photovoltaic material was carried out at the University of Delaware on a government contract in the late 1970’s, where they reported 
on the synthesis through mass transport, doping, contacting, electrical properties, and optical properties of bulk crystals.56,61,70–72 
Using magnesium as a dopant/Schottky contact (later proved to generate a heterojunction forming ternary phase) a maximum con-
version efficiency of 5.96% was achieved.62 The challenges with the material, whilst described in more detail below, can be summa-
rised to three main factors. First, zinc phosphide lacks a lattice matched growth substrate. Growth on lattice mismatched substrates 
results in detrimental defects at the interface or strain build up, which in turn inhibits high-performance devices. Moreover, its high 
thermal expansion coefficient compared to other semiconductors further complicates defect-free growth of zinc phosphide.73,74 High 
temperature synthesis techniques which were initially investigated resulted in the build-up of internal strains and defect for-
mation.73,74 Finally, control of the intrinsic doping, mainly p-type through phosphorus interstitials, and stable extrinsic doping re-
quired for efficient charge separation and extraction has been challenging.71,75–78 Heterojunction alternatives have also shown limited 
success, most likely due to the mismatch. The highest achieved conversion efficiency for a heterojunction device published to date 
used ITO as a partner material, achieving 2.1% conversion efficiency.79 

Whilst it was never a mainstream material with a multitude of research into it, the initial research at the University of Delaware did 
spark some research interest by other groups. The main investigations into zinc phosphide during the following decades were carried 
out at two institutes, namely Wroclaw University of Technology, by Pawlikowski and Misiewicz, and Polytechnic University of Japan 
by Suda. Researchers at Wroclaw University focused on the optical characterisation of the material57,59,78,80–84, whilst the group in 
Japan investigated different growth methods.79,85–99 One of the main outcomes from the research in Japan is that they managed to 
achieve n-type zinc phosphide by growing at low phosphorus fluxes using molecular beam epitaxy (MBE).89 However, devices with 
improved conversion efficiencies were never demonstrated. In the 2000’s the first nanostructures from zinc phosphide were reported 
at the National Institute for Materials Science (NIMS) in Tsukuba, Japan, by the group of Golberg.100 They grew zinc phosphide in the 
form of nanowires, nanotrumpets and nanoribbons using chemical vapour deposition.100–103 The next reported devices based on zinc 
phosphide were produced at the California Institute of Technology in the Atwater group, where they were investigating the synthesis, 
doping, and heterojunctions based on sublimation grown ingots and thin films grown by MBE.55,75,75,104–110 They produced thin film 
devices reaching a maximum efficiency of 4.50%, which is the current record for this configuration based on zinc phosphide.75 

Zinc phosphide colloids have also been of interest for the use in quantum dot-based photovoltaics.111 The only device in this field was 
reported in 2014 by the Buriak group at the University of Alberta.112–114 Colloid synthesis allows for a low-cost, low-temperature, and 
high-throughput synthesis method, however, the reported devices exhibited a short-circuit current density of 0 A cm-2.112 Nonethe-
less, there are groups continuing this research, such as the Corrigan group at the University of Western Ontario115 and the Cossairt 
group at the University of Washington.116–118 
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Currently, I am aware of three other groups investigating zinc phosphide for photovoltaic applications. Besides our group, the other 
experimental lab is the Nose group at Kyoto University.76,119–122 They work on the doping and heterostructure growth based on ingot 
solidification and vapour-transport. The investigations at Kyoto University have shown how magnesium in high concentrations does 
not act as a dopant, but forms a ternary alloy with zinc phosphide, and they have done interesting research investigating possible 
dopants, such as indium, in bulk structures.76,119 Nonetheless, the materials grown using physical deposition methods show greater 
promise. Finally, the one group investigating zinc phosphide through computational means is based in Cardiff, the Dzade group, 
where they conduct density functional theory (DFT) modelling to elucidate the surface behaviour of zinc phosphide.123,124 They are 
investigating the stability of different surfaces to oxidation, and possible passivation routes through DFT. Whilst there are many 
hurdles left to overcome before commercial production becomes viable, the material is still of great interest and warrants continued 
research. 

1.4.2 Compositional and Structural Properties 
Figure 1.4a depicts the zinc-phosphorus binary phase diagram, and as can be seen there are two stable stoichiometries, namely zinc 
phosphide (Zn3P2) and zinc disphosphide (ZnP2).67,68 The crystal structure of room temperature zinc phosphide, as illustrated in Figure 
1.4b, has a tetragonal unit cell with the P42/nmc crystal symmetry (space group). The lattice parameters are a=b=8.097Å and 
c=11.45Å.68 This structure is referred to as α-Zn3P2, which is essentially a pseudo-fluoritic crystal structure with 25% of the cubic 
sublattice empty in an ordered fashion. N.B. The ordered vacant sites should not be confused with vacancies, as there is not supposed 
to be any atoms in these positions in the stoichiometric compound. The high availability of vacant sites has been investigated as a 
potential asset in battery electrode applications, where lithium or sodium would go into the vacant sites.125–127 To the best of my 
knowledge, no significant breakthrough has yet been published. These sites have also been of interest when it comes to the doping 
of the material, as will be explained in more detail below. There is a high-temperature phase of zinc phosphide (β-Zn3P2), which has 
a cubic crystal structure (a=5.82 Å), however, it is only stable above ~880 °C.67 Similarly, zinc diphosphide also has a low and high 
temperature phase, which are α-ZnP2 (tetragonal) and β-ZnP2 (monoclinic) respectively.67 There are also a few metastable high-pres-
sure phases, of which a comprehensive list can be found in Ghasemi et al.67 The focus of this thesis is on α-Zn3P2, which hereon 
forward will be referred to simply as zinc phosphide. The structural properties of zinc phosphide have led to challenges in its synthesis 
in the form of lattice mismatch, self-interstitial formation, and thermal expansion coefficient, which will be covered next. 

One consequence of zinc phosphide’s large lattice parameter is that it complicates epitaxial growth. Most commercially available 
substrates for epitaxial growth have lattice parameters in the range of 5.4-6.0 Å, making them incompatible, and would in theory 
result in incoherent or heavily defective growth. However, the large lattice parameters observed in α-zinc phosphide is related to the 
ordering of the vacant sites. It is possible to construct a pseudo-cubic unit cell for the material, which is shown in Figure 1.4c. This 
pseudo-cubic cell has a lattice parameter of 5.72 Å, which shows that it can be grown pseudomorphically on commercial substrates, 
such as gallium arsenide.87,106,107 Furthermore, the face-centred cubic (FCC) sublattice of the phosphorus has been shown to match 
well with that of indium phosphide, which also has a ~2.3% lattice mismatch with the pseudo-cubic cell (aInP = 5.87 Å).128–130 Whilst 
the III-V substrates do not benefit from the earth-abundant advantages of zinc phosphide, they provide an excellent platform for 
initial studies to better understand the growth of the material.  

 

Figure 1.4 (a) Zinc-phosphorus binary phase diagram simulated through the CALPHAD method by Ghasemi et al.67 (b) Visualisation of the zinc phos-
phide unit cell (COD ID: 1010287 from Crystallography Open Database) and (c) a diagram of how the standard unit cell (red) compares to the 

pseudo-cubic unit cell (black). 
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The empty sites in the lattice create a low-energy pathway for interstitial formation. Whilst some attempt to exploit this for storage 
purposes, it can also result in the formation of self-interstitials if the synthesis occurs in phosphorus- or zinc-rich conditions. These 
extra atoms may incorporate in the lattice, resulting in off-stoichiometry composition, which in turn has been shown to affect the 
electrical properties of the material, and will likely impact other functional properties as well.71 

The last notable factor which has complicated the application of zinc phosphide is its high coefficient of thermal expansion compared 
to other semiconductors.73,74 For example, it is approximately an order of magnitude higher than that of indium phosphide, silicon, 
and gallium arsenide. Therefore, there will be high levels of residual strain in the zinc phosphide if the growth transpires at elevated 
temperatures, which can lead to cracking and/or defect formation. The material with the best matching thermal expansion coefficient 
is steel, which has been demonstrated as a possible substrate for growth, however, the electrical and epitaxial compatibility is far 
from ideal.73 A more practical solution is to synthesise the material at lower temperatures, for which MBE has been shown to be a 
promising technique.89,106,107  

1.4.3 Optoelectronic Properties 
The first studies of the semiconductor properties of zinc phosphide were published in 1953 and 1955 by Lagrenaudie, and an optical 
bandgap of 1.1 eV was reported.69,131 Later studies have shown a larger bandgap value. An indirect transition at a slightly lower energy 
than the direct transition has also been reported. The experimental techniques used to quantify the bandgap include optical absorp-
tion, photoluminescence spectroscopy (PL), and reflectivity among others.55,56,58,60,78,80,82,132 The results are consistent with a direct 
transition in the range between 1.3-1.8 eV, and the indirect in the range 1.3-1.4 eV. More recent studies, based on PL, narrowed it 
down to 1.38 eV for the indirect bandgap and 1.50 eV for the direct one, the latter one agreeing well with values calculated through 
DFT.55,123,124  

However, unless the material is of very high quality, the recombination observed in PL is due to defect-related pair-transitions.86 
Although counterintuitive when compared to other materials, the defect transitions dominate the optical response when lowering 
the temperature, whilst bandgap transitions are more pronounced at room temperature.55,86 The defect-related transitions were 
investigated using a range of optical techniques, and the defect type and density were shown to be a function of growth technique 
and post-treatments. The different defect levels in the material have also been investigated using photovoltaic spectroscopy and 
deep level transient spectroscopy, among other techniques. A summary of the reported defect energy levels in zinc phosphide is 
presented in Table 1.1. The listed defects are all acceptor-like defects, as no donor-like defects have been reported to the best of my 
knowledge. While some defect levels are consistently observed, there are significant differences between studies using different 
synthesis methods. Although they cannot all be attributed with high accuracy, the main defect formation has been attributed to the 
formation of phosphorus self-interstitials sitting in the vacant sites in the zinc sublattice. 

 

Table 1.1 List of energy levels of acceptor-like defects and how they were measured. The energies below 0.8 eV are with respect ot the valence 
band, while the ones above correspond to the defect level to conduction band transition. 

Technique Energy (eV) Ref 

σ(T), optical absorption 0.05 0.17 0.28 0.36 0.55 0.66 0.85 
 

133 

Photovoltaic spectroscopy 
 

0.19 0.29 
     

78 

Optical Absorption 
 

0.17 0.26 0.36 0.55 0.65 0.87 1.28 134 

σ(T) 
    

0.51 
   

135 

Cathodoluminescence spectroscopy 0.034 
       

136 

Optical absorption and σ(T) 
 

0.18 
  

0.40 
   

137 

σ(T) and Hall effect 0.02, 0.034 0.15 0.25 
 

0.47 
   

138 

σ(T) 0.045 0.14 
   

0.6 
  

139 

σ(T) 0.0034 
 

0.27 
     

140 

DLTS 
 

0.20 
 

0.36 0.48 0.73 
  

86 

DLTS 
 

0.13*,0.20 
 

0.36 0.49 
   

88 

σ(T) and Hall effect 
    

0.59 
   

71 

* Defect level observed only after significant hydrogen annealing. 
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Studies going back to the 1980’s have shown that different post-treatments, such as polishing and chemical passivation, may improve 
the optoelectronic properties of the material. These treatments influence the defect density of materials, reducing their influence on 
the optoelectronic properties. For example, a study by Muñoz et al. showed that by polishing bulk crystals they observed a substantial 
increase in photoconductivity, indicating that by producing a smoother surface they reduced the number of recombination sites, 
resulting in higher performance devices.141 Chemical passivation has been achieved using a bromine-methanol etching and atomic 
hydrogen.79,88 Both of these techniques show promise in improving the performance of the material.  

Zinc phosphide has shown optical properties promising for photovoltaic applications. For example, it has a relatively high optical 
absorption in the visible range (>104 cm-1), measured at the University of Delaware. The excellent absorption was similarly demon-
strated for zinc phosphide nanowires, which showed absorption levels an order of magnitude higher than gallium arsenide nanowires 
investigated in the same study.142 Studies of zinc phosphide determined a refractive index of ~3.3.55,56 The record devices fabricated 
at the University of Delaware minimised the reflective losses due to the high refractive index through a silicon dioxide antireflective 
coating as it has an intermediate refractive index (1.5), which results in a significant improvement in the device performance.62 A top 
contact of ITO would have the same antireflective properties whilst acting as a transparent contact, which brings reflective losses 
down significantly. The combination of optoelectronic properties described above makes zinc phosphide a promising earth-abundant 
absorber material for photovoltaic applications. 

1.4.4 Electrical Properties 
Lagrenaudie described the inherent p-type conductivity of zinc phosphide in his early publications, where he also reported a room 
temperature mobility of 10 cm2V-1s-1, and resistance of 103 Ω in a 1 mm crystal.69,131 More recent estimates however have achieved 
values up to 1000 cm2V-1s-1, which in turn allows for minority carrier diffusion lengths in the order of 7-10 μm.55 Whilst this makes 
charge extraction out of thin films feasible, the difficulty in controlling the intrinsic doping has complicated the fabrication of high-
quality devices. The work carried out at the University of Delaware attributed the p-type behaviour to phosphorus interstitials.71 The 
phosphorus interstitials act as shallow acceptors, with a low energy of formation, and would readily form when there is an excess of 
phosphorus in the material.71,77 The phosphorus-rich zinc phosphide was also observed through other growth methods, such as 
metalloorganic vapour phase epitaxy (MOVPE) and close space vapour transport (CSVT).73,87,143 The only reported method for achiev-
ing n-type zinc phosphide is MBE by the relative increase of the zinc partial pressures.89  

Various studies have addressed the extrinsic doping of zinc phosphide. The main elements investigated are magnesium, indium, 
silver, and cadmium.62,75,76,79,81,109,122,144–146 Magnesium was initially thought to only act as an n-type dopant and was used in the 
highest efficiency device to date.62 However, recent studies from the Nose group in Kyoto showed that magnesium actually forms a 
ternary alloy with zinc phosphide, providing an n-type heterojunction.76,122 The formation of the ternary occurs mainly through inter-
diffusion, and thus magnesium could still act as a dopant if introduced at low enough concentrations homogeneously throughout. 
Indium has also been proposed as an n-type dopant by the Nose group, however, the achievable carrier concentration (1010–1013 cm-

3) is too low for device applications.119 Both silver and cadmium, on the other hand, were shown to act as p-type dopants.79,81,146 
Whilst p-type doping itself has not been difficult to achieve in zinc phosphide, these elements would provide a more controlled 
approach to doping.  

Another important area for the fabrication of devices is the contacts. There are two main types of metal-semiconductor contacts, 
namely ohmic and Schottky contacts.18 Ohmic contacts are generally preferred in solar cells as they form when there is no energy 
barrier for charge transfer, and the contact resistance should be minimal.11,18 Schottky contacts occur when there is an energy barrier 
for charge transfer.18 These have been used to generate charge selective contacts and through the contacts introduce the asymmetry 
needed to separate charges in solar cells.11,18 The barrier heights of different metals with zinc phosphide were reported by the Dela-
ware group, and are presented in Figure 1.5.72 They identified zinc, silver, copper, gold and nickel as potential ohmic contact metals, 
as seen by their placement on top of the horizontal axis in the graph. Magnesium, beryllium, indium, manganese, aluminium, chro-
mium and iron formed Schottky contacts, and the respective heights can be seen in Figure 1.5. More recent studies also showed that 
titanium-gold and gold-platinum contacts can work as potential ohmic contacts.128,147  
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Figure 1.5 Barrier height of evaporated contacts on zinc phosphide as measured by N. Convers Wyeth and A. Catalano in [72], repro-
duced with permission from American Institute of Physics Publishing. 

The most common photovoltaic devices utilise p- and n-doped homojunctions of the same material.11 This has not been achieved yet 
with zinc phosphide due to the complexity and lack of controlled doping. Instead, the explored routes have mainly been heterostruc-
tures with other materials and Schottky devices. In this section I will briefly review the different semiconductor heterostructures 
which have been explored, and how they compare between themselves and against Schottky-based devices. 

When fabricating heterostructures there are two main factors which decide the suitability, namely the band alignment and lattice 
mismatch of the interface. When two dissimilar materials are put in contact, the bands will align such that the Fermi level is constant 
throughout.18 This causes the movement of charge carriers across the junction, and results in the internal electric field necessary for 
the charge separation inside a photovoltaic device.11,18 Depending on the bandgap, the electron affinity, the doping level, and how 
the bands have moved in relation to each other to align themselves there are a few different types of heterojunctions. The ideal one 
for photovoltaics is the type II staggered junction, which allows for charge separation and is the case illustrated in Figure 1.1a.11,18 
Other cases include staddling gap (type I), where both charges are swept in to the same side of the junction which has a much smaller 
bandgap, and broken gap (type III), where the gaps do not overlap and direct charge transfer between the n-type conduction band 
and p-type valence band is possible.11,18 Furthermore, discontinuities can be formed in the band during the alignment, which can act 
as traps and hinder efficient charge transport across the junction, which is undesired in photovoltaics. The second aspect mentioned 
is the lattice mismatch. Coherent interfaces with no or a small mismatch allow for lossless charge transfer, however, this is not the 
case if the mismatch is large enough to yield an incoherent interface, misfit dislocations or other defects at the interface.11,18 The 
defects may create interface states in the middle of the bandgap, which provide a recombination pathway for the charge carriers, 
and greatly reduce the efficiency of the devices.  

While defective interfaces complicate the material selection, a few systems have been explored as heterojunction partners, namely 
zinc selenide (ZnSe)95,106,148,149, zinc sulphide (ZnS)103,105,150, zinc oxide (ZnO)151–153, ITO79, magnesium-zinc-phosphide (Mg(MgxZn1-

x)2P2)76,109,122, and cadmium sulphide (CdS)154. A list of the best devices based on these heterojunctions is presented in Table 1.2. The 
ones which have garnered the most interest are zinc selenide, ITO, and magnesium-zinc-phosphide. Zinc selenide has a cubic 
zincblende crystal structure with a lattice parameter similar to the pseudocubic one of zinc phosphide (5.68 Å and 5.72 Å respectively), 
and a bandgap of 2.82 eV, with a modelled type II alignment.104 This combination was investigated initially at the University of Dela-
ware, but subsequently was also investigated by Suda in Japan, and then in the Atwater group at the California Institute of Technol-
ogy.95,104,148 However, the maximum efficiency of these devices have only reached 0.81%, with the limiting factor being the high 
resistivity and low charge extraction efficiency resulting in a low short-circuit current. ITO based heterojunctions, on the other hand, 
have reached higher values, up to 2.1% efficiency in a study by Suda et al., and is attractive as the ITO will simultaneously act as a 
transparent top contact and anti-reflective coating.79 However, the lattice match is not ideal, and the resulting interface may limit 
the potential efficiency. The last, and so far the most impactful, combination is based on magnesium. Initial studies at the University 
of Delaware used magnesium to create devices based on the Schottky contact it produces with the zinc phosphide, reaching a maxi-
mum efficiency of 5.96%.62 However, based on their observations of annealed samples, they also claimed that the magnesium would 
diffuse into the material and act as an n-type dopant, and they also reported on an interface layer of magnesium phosphide (Mg3P2), 
which would aid the charge separation.144 Whilst magnesium is still believed to act as a dopant, the nature of the interface was 
investigated using higher resolution techniques at Kyoto University, and they proposed that a ternary phase of the composition 
Mg(MgxZn1-x)2P2 was formed instead of the doping/alloy as previously reported.76,122 This alloy exhibits a good epitaxial relationship 
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with zinc phosphide, and the junction provides the internal electric field for charge separation. However, the Fermi-level of the ter-
nary phase does not lie close to the conduction band, resulting in a severely limited potential open-circuit voltage (0.58 V as compared 
to the theoretical maximum of 1.2 V).76,122 Hence they concluded that magnesium-based heterostructures or Schottky devices expe-
rience severe limitations for practical applications, but its potential as a dopant may still be the key to homojunction devices if an 
improved doping route can be developed. 

Table 1.2 List of material combinations used for zinc phosphide based photovoltaics, highlighting the performance and fabrication method achieved 
by record devices. 

Partner Material Efficiency (%) VOC(mV) JSC(mA cm-2) Fill Factor Growth* 
Mg 5.96 492 14.93 0.71 PVT62 
ITO 2.1 280 18.4 0.4 PVT79 
ZnO 1.97 260 11 0.59 PVT152 
CdS 1.6 300 11.1 0.35 Evaporation154 

ZnSe 0.81 810 1.55 0.5 CSS148** 
ZnS 0.01 780 0.05 0.35 MBE105 

* Growth method abbreviations: physical vapour transport (PVT), close-space sublimation (CSS), and molecular beam epitaxy (MBE). 

**Under AM1.0 

1.5 Outlook 
Photovoltaics show great potential as one of the main sustainable energy technologies, and zinc phosphide is one of the material 
systems which could facilitate this happening. Challenges related to zinc phosphide’s lattice parameter, thermal expansion coeffi-
cient, and doping need to be addressed to achieve its potential. There is still plenty left to explore regarding zinc phosphide. The 
areas of highest priority are defect-free growth, controlled doping, passivation and heterojunction combinations. The work in this 
thesis will focus on the first part, and in the following chapters I will present some background pertaining to the growth and charac-
terisation of semiconductor nanostructures.  
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 Introduction – Nanomaterials: 
Growth and Properties 
2.1 Growth 
The origin of nanotechnology and nanoscience is often attributed to the 1959 talk by Richard Feynman, titled "There’s Plenty of Room 
at the Bottom”.155 However, the field did not take off until the late 1990’s, when advances in characterisation technologies allowed 
us to elucidate all phenomena and material properties down at the nano and atomic scales (some of which will be covered in Chapter 
3). The main advantages of nanomaterials can roughly be broken down into two main categories: enabling new functionalities not 
observed in bulk, or circumventing the factors limiting the application of bulk materials. This has generated interest for applications 
of nanomaterials in medicine156–160, electronics161–163, lighting164,165, energy production and storage126,166–169, catalysis, and so forth. 
An example of the first case is transition metal dichalcogenides, such as molybdenum disulphide (MoS2). As a bulk material it exhibits 
an indirect bandgap of 1.23 eV. If it is exfoliated into monolayers however, it changes to a direct bandgap of 1.8 eV.170 The second 
case can be exemplified by the enhanced permeability and retention (EPR) effect of nanoparticles in cancerous cells.158,159 The EPR 
effect essentially acts to concentrate any injected nanoparticles in cancerous cells. Thus, if they are functionalised with chemotherapy 
drugs, EPR can be used to concentrate the delivery to the tumours and reduce the potential side effects on healthy tissue.158,159 The 
reduction of the side effects allows for the re-exploration of drugs which when applied on their own had too severe side effects. In 
short, nanomaterials are a vibrant research topic with many potential applications spanning a wide variety of areas, and a large part 
of it is focusing on different ways to synthesise the materials and its effect on the properties of the end product. 

The techniques to create nanomaterials can be broadly split into two categories: top-down and bottom-up, as illustrated in Figure 
2.1.171–174 In the top-down approach, Figure 2.1a, one starts with a bulk material and breaks it down, through mechanical or chemical 
means, until the structural dimensions reach the nanoscale. Top-down methods are currently the dominating type in industry, as the 
large-scale reproducibility and throughput are well established. The most generic example is the use of lithography and etching tech-
niques in the fabrication of computer chips by companies such as Intel. The bottom-up approach, Figure 2.1b, relies on the synthesis 
of materials through atomic or molecular precursors that self-assemble into the desired nanomaterial through a combination of 
thermodynamic and kinetic effects. This allows for the creation of complex heterostructures, shapes and functionalities not achieva-
ble through top-down manufacturing.171,173 Nonetheless, they both offer their advantages for different applications, and hybrid ap-
proaches are also of great interest to try and combine the best of both paradigms.175,176 One such approach is selective area epitaxy, 
as will be discussed later in this chapter. 

 

Figure 2.1 Illustrations of (a) top-down manufacturing of nanowires and (b) bottom-up growth of nanowires. 

One of the main types of techniques used for nanomaterial creation are the so-called physical deposition techniques. As the name 
suggests, these techniques employ physical phenomena to generate the nanomaterials, some examples being evaporation, sputter-
ing, and spark discharge.177–179 Many of these techniques, such as the first two, were initially developed for the growth of thin films 
and are very versatile. The evaporation route to form nanoparticles utilises an intermediate thin film, which is subsequently annealed 
to form the nanoparticles.177 Sputtering, on the other hand, can be combined with a size-selective magnetic filter to deposit nano-
particles of controlled size.179 The last technique, spark discharge, relies on the ablation by the rapid discharge of a sufficiently high 
amount of energy to disintegrate the material close to the surface and generate nanoparticles.178 A final route to mention, which has 
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been extensively used for semiconductor nanoparticles, is the strain induced Stranski-Krastanov (SK) growth of nanoparticles, cov-
ered in more detail below.177 The advantages of these approaches are the achievable purity and cleanliness of the surface in com-
parison to chemically derived nanoparticles. If combined with lithographic approaches, one can also achieve site-controlled synthesis, 
which is more challenging for chemically derived nanoparticles.  

Chemical synthesis relies on precursors reacting to form the desired material, in combination of a surfactant that stabilises the re-
sulting product in the form of nanoparticles.180,181 Using metal nanoparticles as an example, the stabilisation can occur through either 
steric or charge stabilisation, as illustrated in Figure 2.2.180,181 The steric case utilises organic ligands which physically separate nano-
particles to avoid agglomeration, whilst the charge-based ones exploit Coulomb interactions. It is possible to finely tune the size of 
the nanoparticles by controlling the relative concentration of the surfactant and precursors. Furthermore, the affinity of a surfactant 
can differ between crystal facets of the nanoparticles, and can thus be used to stabilise differently shaped nanoparticles.180,181 This 
is particularly desirable in catalyst nanoparticles, where some crystal surfaces show enhanced catalytic activity and product selectivity 
compared to others, as observed in the generation of different hydrocarbons from the electrocatalytic carbon dioxide (CO2) reduction 
reaction using copper nanoparticle catalysts.182 The advantage of chemically derived nanoparticles is the ease of fabrication, facili-
tating highly controlled, cheap, and high-throughput fabrication of well-defined nanoparticles, which can subsequently be transferred 
through for example drop casting. The main disadvantage of this technique is that the ligands themselves may affect the functionality 
of the particles, and removal or modification before application may be necessary. Similar to the top-down/bottom-up classification, 
there are methods such as electrochemical deposition and molecular beam epitaxy (MBE) that can be a combination of physical and 
chemical synthesis routes, of which the latter will be covered in more detail in the next section. 

 

Figure 2.2 Illustrations of (a) steric stabilisation and (b) charge stabilisation of chemically derived nanoparticles. 

One last aspect to note is the epitaxial relationship when growing one material on another. Epitaxy concerns the crystalline relation-
ship between the growth substrate and the new material, the epilayer. This affects the nature of the interface, which in turn influ-
ences the structural and functional properties of the epilayer. For ideal epitaxial growth, the growing material adopts the crystal 
structure of the substrate. This is generally the case if the grown material has a crystal structure and lattice constant similar to that 
of the substrate, of which there are two possible scenarios. The first scenario is homoepitaxy, when the epilayer exhibits a similar 
chemistry to the substrate but a slight lattice misfit (e.g. doped silicon on silicon).183 Another scenario is heteroepitaxy, in which the 
main difference is the chemistry of the different layers rather than the lattice parameter (e.g. indium gallium arsenide on indium 
phosphide).183 If the grown material has a different crystal structure, but there is one combination of facets which have a similar 
lattice structure and spacing, so called pseudomorphic growth can be achieved, which is illustrated in Figure 2.3a. In this scenario, 
the crystal structure shifts between the layers but a high-quality interface is formed.  

If the mismatch between the substrate and grown material is too large (~>4%), the mismatch will not be able to be accommodated 
through elastic relaxation mechanisms.177,183 Instead it will have to be accommodated plastically through e.g. misfit dislocations, as 
illustrated in Figure 2.3b. These dislocations occur at regular intervals, depending on the lattice parameters, and are essentially extra 
or missing planes of atoms depending on whether the new layer is in compressive or tensile strain, respectively. These defects usually 
stay at the interface, but in for example gallium nitride they are known to migrate to form low-energy threading dislocations.184,185 
The dislocations are undesirable as they tend to be detrimental to optoelectronic properties, which was one of the challenges when 
developing blue gallium nitride-based light-emitting diodes (LEDs).184,185 New areas of research are investigating epitaxy on weakly 
interacting surfaces to decouple the influence of the substrate on the grown material, such as the case in Figure 2.3c. The surfaces 
used, e.g. graphene and mica, do not form covalent bonds with the grown material, but only interact through van der Waals’ inter-
actions, hence the technique is commonly referred to as van der Waals’ epitaxy.186 
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Figure 2.3 Illustrations of (a) pseudomorphic growth, (b) misfit dislocation at an interface and (c) van der Waal’s epitaxy. 

The level of mismatch also influences the epitaxial growth mechanism in combination with interface energies. With reference to thin 
films there are three main growth mechanisms, namely layer-by-layer (Frank-van der Merwe, Figure 2.4a) 187–190, island (Volmer-
Weber, Figure 2.4b)191, and mixed (Stranski-Krastanov – SK, Figure 2.4c)192.177,183 The first mechanism, layer-by-layer, is in a sense the 
simplest. It occurs when the growing layer has a high chemical affinity for growing on the underlying substrate, usually with a closely 
matching crystal structure. This results in a monocrystalline thin film, which is often desired due to their low level of defects and 
therefore ideal functional properties. If, on the other hand, the material prefers to grow on itself rather than on the substrate, it will 
start to grow as islands instead of a film as shown in Figure 2.4b. The islands are not necessarily well aligned, and when they coalesce, 
they form grain boundaries, anti-phase boundaries or other types of defects. The last growth mode, SK growth, occurs when there is 
an affinity, however, the mismatch is too large to accommodate the strain elastically after more than a few monolayers of the new 
material is grown. Consequently, the growth mode transitions to an island forming mechanism to accommodate the strain, as illus-
trated in Figure 2.4c. SK growth has been extensively researched as a method to generate quantum-dots in mismatched systems, 
such as indium arsenide quantum-dots on gallium arsenide. SK quantum-dots are interesting for their optoelectronic and electrical 
properties, suitable in e.g. single-photon emission applications.193,194  

 

Figure 2.4 Illustrations of (a) layer-by-layer growth, (b) island growth, and (c) mixed growth. 

Finally, a factor which is of vital importance to epitaxy is the temperature at which the process occurs, as it will determine the affinity, 
kinetics, and mobility of the incoming species. For example, if the temperature is too low, the incoming atoms will not have enough 
thermal energy to diffuse to low-energy locations. They will instead stay (stick) where they land. Layer-by-layer growth cannot occur 
under these conditions, and island growth based on multiple nuclei tends to dominate. Furthermore, if molecular (e.g. metalorganic) 
precursors are used, there might not be enough energy to break them down to initiate the reaction, and no growth can occur. On 
the other hand, if the temperature is too high, there are issues with re-evaporation of the species before they can contribute to the 
growth. The temperature ranges for these processes are material dependent, and vary between systems. With an overview of the 
growth of nanomaterials I will now shift to the techniques used in the growth of semiconductor nanostructures, with focus on MBE, 
the main technique used in this thesis. 

2.2 Molecular Beam Epitaxy 
MBE is an ultra-high vacuum (UHV) method to deposit materials and grow compound semiconductors, known for its high levels of 
material purity, high degree of control of all parameters, and compatibility with in situ characterisation tools. The pioneering work 
on MBE was carried out in the 1960’s and early 1970’s. The work which lead to the expanded interest in MBE in its current form 
originated from Bell Labs (currently Nokia Bell Labs), carried out by Alfred Y. Cho and John Arthur.195–199 Cho and Arthur demonstrated 
the usefulness of MBE through the growth of high-quality III-V semiconductor structures with previously unachievable precision.  The 
precise level of control it allows for has made it one of the foremost techniques currently used to investigate the fundamentals of 
semiconductor growth and to grow crystals of the highest possible quality. In this section, I will describe the operating principles and 
requirements, as well as contrast it against other techniques and highlight areas where MBE is of interest. 



Introduction – Nanomaterials: Growth and Properties 

16 

2.2.1 Operating Principles and Requirements 
MBE is achieved by depositing or reacting one or multiple incoming particle fluxes, either elemental or molecular, on a substrate in 
UHV. The main parameters one can control are the precursor sources, precursor fluxes, and substrate temperature. In this section 
we will look at how it is achieved, and the potential implications. A picture of the system used in my work, a Veeco GENxplor manual 
MBE system, and an illustration of the growth chamber is presented in Figure 2.5. The relevance of the components will be discussed 
further down this section. 

 

Figure 2.5 (a) picture of the Veeco GENxplor MBE system highlighting the main components/sections (phosphorus cell and recovery system not 
visible). (b) illustration of the growth chamber. 

To achieve the desired UHV and cleanliness level, the growth chamber in an MBE system is constantly kept pumped down, and 
substrates are introduced through a multi-stage system, each with its own set of vacuum pumps. In our system this included ion 
pumps, titanium sublimation pumps, cryopanels, cryopumps, turbomolecular, and scroll pumps. The only section in our system which 
was regularly vented to atmospheric pressure (using argon gas) was the load-lock. The load-lock was degassed after every loading 
using quartz lamps at 150 °C for at least two hours to remove any humidity or other potential pollutants introduced into the system 
when it was open, so that they were not outgassed in later stages. Subsequently, the substrates were stored in the buffer module, 
where they were also degassed for a second time at higher temperatures, ranging from 300-600 °C depending on the material. Finally, 
the substrates were introduced into the growth module, which in our case had an operational background pressure in the order of 
1.5 × 10−10 Torr, and placed on a substrate manipulator which can rotate to improve deposition homogeneity. Before the growth 
occurs, there is usually a surface preparation step in situ, which is materials dependent. In some cases, the materials were pre-treated 
before insertion, and less stringent steps are necessary. The temperature of the substrate was adjusted through a back heating radi-
ative graphite heater (T = 20-1200 °C), and the temperature was measured through three methods: a thermocouple at the manipu-
lator, a pyrometer (only applicable at T > 500 °C), and an infrared (IR) camera. The setup allowed for temperature control down to 
±0.1 °C. The combination of multiple in situ cleaning steps and temperature control facilitates the extreme control of the growth 
surface characteristic of MBE.  

The material fluxes for growth come from cells, in our case they were placed at the bottom of the growth chamber facing the sub-
strate at an angle of ~45° (this can vary between different system configurations). The cells are filled using ultra-pure raw materials 
to minimise potential contamination during growth. There are a few different source configurations depending on the material in 
question, summarised in Figure 2.6. The most common types of solid-state cells are the Knudsen/effusion cells (Figure 2.6a), cracker 
cells (Figure 2.6b), sublimation cells (Figure 2.6c), and electron-beam (e-beam) evaporation cells (Figure 2.6d).196 In a Knudsen cell, 
the material is placed in a crucible which is heated until the vapour pressure reaches the desired levels for growth. This type of cells 
is generally used for materials which produce atomic precursors on evaporation. Molecular precursors, however, may need to be 
broken down (cracked) before they reach the substrate to effectively contribute to the growth, and thus utilise so-called cracker cells. 
One example of such a cell are the arsenic cells used in III-V MBE, which have an additional heated section to the cell. By controlling 
the temperature of the cracker one can then generate As4 (low temperature) or As2 molecular beams, with the desired one depending 
on the growth application. Sublimation cells rely on the heating of the material until it spontaneously evaporates by driving high-
current pulses through a filament such that the Joule heating causes the material to sublimate. The final type of cell, e-beam evapo-
ration cells, use an electron beam which is steered onto the source material and locally heat a small region until it starts to evaporate. 
This sort of cells is advantageous when the material has a low vapour pressure, as the local temperature can reach the high values 
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necessary to achieve the desired fluxes without affecting the integrity of nearby components. Furthermore, for some cells, such as 
cracker and Knudsen cells, it is possible to have a valve at the end of the cell that allows for control of the flux without adjusting the 
temperature. The precise control of the flux by these valves is greater than that achieved simply by controlling the temperature. 
Moreover, it is relatively instantaneous as the changing of the flux does not include a ramping and stabilisation of the temperature. 
While the valve significantly improves the control over the flux, it does make the cell itself bulkier and makes maintenance, such as 
refilling of material, much more cumbersome. However, the increased control is often worth the effort for the main growth compo-
nents. 

MBE can also utilise gaseous sources, as shown in Figure 2.6e. Gaseous-MBEs are commonly used in the growth of oxides and nitrides. 
The growth is achieved by injecting e.g. ozone, oxygen, nitrogen, or ammonia through a gas outlet placed next to the substrate. 
Ammonia can be cracked simply by the temperature of the growth substrate, while the other components may require the use of a 
plasma source (e.g. electron cyclotron resonant plasma source) to crack them. Gaseous-MBEs generally require higher levels of 
pumping to maintain UHV conditions. Furthermore, the oxide environment complicates the use of some materials, such as molyb-
denum in substrate holders, which are commonly used in conventional MBE. These components have to be replaced by oxidation 
compatible/resistant versions manufactured from, for example, stainless steel.198 

 

Figure 2.6 Schematics of different cell types commonly used in MBE, depicting (a) Knudsen/effusion cells, (b) cracker cells, (c) sublimation cells, (d) 
electron-beam cells, and (e) gaseous cells. 

Having described how the fluxes are generated, the next vital components are the ones used to calibrate them. The most common 
tools for calibration purposes are beam flux monitors (BFMs), quartz crystal monitors/microbalances (QCMs), and reflective high-
energy electron diffraction (RHEED). The first method, BFM, uses a hot cathode gauge on an extendable arm which can be placed in 
front of the flux. The ionisation rate, and thus the current, through the gauge can be used to estimate the quantity of incident atoms, 
giving a measure of the flux. The disadvantage of this technique is that it cannot be used in situ, as it blocks the beam, and it does 
not take into account the varying sticking coefficients or ionisation rates of different incoming fluxes. Its advantages on the other 
hand is that it is easy to implement and calibrate, and it works for all materials. The second method, QCM, utilises a quartz crystal 
which oscillates under an applied bias. The frequency of oscillation is a function of the mass of the crystal. Hence, by depositing on 
the QCM one can measure the change in frequency, and by taking into account the deposited material density, it can be converted 
into a deposition rate. In techniques such as evaporation and sputtering, the QCM can be placed next to the sample and measure the 
rate in situ. In MBE, however, it has to be introduced into the flux beam to measure the deposition rate and thus has to be used ex-
situ. Furthermore, the QCM is usually kept at a low temperature to maximise the sticking, which will then not match that of normal 
growth conditions and it will be less accurate for materials which readily desorb at elevated temperatures. The final technique, 
RHEED, is by far the most complex of the techniques but can provide the most information. RHEED relies on an electron beam incident 
on the substrate surface at a gracing angle (<5°), which are then diffracted by the surface layer. First, by looking at the diffraction one 
can deduce the crystal structure of the material and the growth mode, as shown in Figure 2.7a. For example, if lines are observed it 
indicates a 2D layer-by-layer growth, as the compression of one dimension in real space results in the elongation of the dots into 
lines in reciprocal space. However, a dot pattern indicates diffraction from a 3D surface, and island growth will be the dominating 
growth mode. Randomly ordered polycrystalline growth results in ring patterns. Furthermore, during layer-by-layer growth the dif-
fracted intensity will be a function of the step density on the surface, as illustrated in Figure 2.7b. When a layer is complete there will 
be a maximum of the diffracted intensity, however, when a new monolayer is nucleated steps will be created on the surface. The 
steps act as scattering centres, and thus lower the diffracted intensity. The step density, and thus the scattering, will be at a maximum 
when the monolayer is half formed, in turn causing a minimum in the diffracted intensity. As the layer starts to complete the dif-
fracted intensity will start to recover, resulting in an oscillation in the RHEED signal. This oscillation can be used to measure the layer-
by-layer growth rate in situ, and has proven useful for calibrations and the growth of superlattice structures with monolayer precision. 
The disadvantages with RHEED are that it is not always straightforward to align, and it requires UHV conditions for the electron mean 
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free path to be high enough to reach the screen, making it suitable for a limited number of growth techniques only. Finally, to accu-
rately observe the intensity oscillations the sample has to remain stationary. The lack of rotation creates an inhomogeneous thickness 
distribution over the substrate. These three techniques all have their advantages and disadvantages, however, in this project we 
found BFM calibrations to be the most reliable for our intended applications. 

 

Figure 2.7 (a) Illustration of the observed RHEED patterns for different growth configurations and (b) of the signal oscillation as a function of surface 
step density. 

2.2.2 Competing Techniques 
MBE has successfully been applied in a range of cases, such as semiconductor superlattices200, high Tc superconductors201,202, and 
topological insulators203. Its precise control of all parameters and purity has produced some of the highest quality materials and 
heterostructures to date, allowing for studies of the fundamental science of material growth, making it ideal for research purposes. 
However, MBE has a very low throughput of samples due to all the stringent requirements. It is thus less suitable for industrial scale 
applications. Some of the other growth techniques competing with MBE in the growth of compound semiconductors are metalor-
ganic vapour phase epitaxy (MOVPE), pulsed laser deposition (PLD), sputtering, and evaporation. Simplistic diagrams of the setups 
needed for these techniques are shown in Figure 2.8. In this section I will briefly outline the different techniques and how they 
compare to MBE.  

 

Figure 2.8 Diagrams of setups for (a) MOVPE, (b) PLD, (c) sputtering, and (d) evaporation. 
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MOVPE (sometimes referred to as metalorganic chemical vapour deposition –  MOCVD) relies on gaseous precursors, metalorganics, 
being transported by a carrier gas at controlled concentrations to the substrate, under controlled temperature, where they decom-
pose and react to form the desired material.204 The setup is shown in Figure 2.8a. This technique usually operates under rough vac-
uum conditions (>10 Torr), making the vacuum requirements less stringent than MBE. Furthermore, while still allowing for great 
levels of control, the growth rate and sample throughput achievable in MOVPE are much greater than those of MBE. MOVPE is thus 
the preferred method for industrial scale applications. Drawbacks of MOVPE include it not being as compatible with in situ charac-
terisation as MBE. While for example in situ scanning tunnelling microscopy has been demonstrated in MOVPE, it can be greatly 
complicated by the atmosphere.205 For example, RHEED is not MOVPE compatible. The precursors used in MOVPE of e.g. III-V semi-
conductors, such as arsine and phosphine, also have to be handled and stored with great care due to their potentially dangerous 
nature. The gas outlet after growth has to be equipped with a scrubber in order to neutralise any unused precursors, and assure the 
safety of the expunged gas. Finally, there are concerns that the organic components of the precursor gasses may influence the growth 
negatively, and in worst case scenarios act as contaminants, reducing the quality of the final product.204 If the precursor is not a 
metalorganic the technique is simply referred to as chemical vapour deposition (CVD). 

PLD utilises laser ablation of a target and the subsequent transportation of the ablated material to a growth substrate.206,207 The 
chamber itself, shown in Figure 2.8b, can generally be kept at UHV conditions, making it compatible with in situ characterisation 
techniques. It is commonly used jointly with RHEED. The ablation process makes this technique ideal for congruent deposition of 
compound targets and has been widely applied in the deposition of oxides.207 The laser beam and ablated plume can also be used to 
ionise a gas, such as oxygen/ozone or nitrogen, generating a reactive atmosphere for deposition. These two factors have made PLD 
the main competitor to MBE in the highly controlled growth of complex oxides. However, drawbacks of PLD include limitations on 
the potential target, as high reflectance materials will not readily ablate. Moreover, homogeneous deposition is limited by the plume 
area, and is thus not suitable for large scale applications. Finally, as the ablation plume can contain larger particles breaking off from 
the surface, a common issue in PLD is particle inclusion causing inhomogeneities in the deposited films. Rastered PLD has been pro-
posed to circumvent the area limitation issue, and techniques such as off-axis deposition have been demonstrated to reduce particle 
inclusion, but PLD is still mainly used for research applications.208 

Sputtering is a technique widely used in industry for the deposition of coatings or metal contacts. A target of the desired material is 
sputtered by bombarding it with argon ions, generated by a plasma just above the target and then accelerated using an electric field, 
as shown in Figure 2.8c. The sputtered atoms then travel to a substrate where they form a film. This technique allows for high depo-
sition rate and high throughput, and the diffuse transport of the deposited material facilitates high step coverage over uneven sur-
faces. Multiple materials can be deposited (co-sputtered) using either a compound target, or by using multiple separate plasmas and 
targets simultaneously. Standard sputtering setups require the targets to be conductive, as otherwise they will accumulate charge at 
the surface from the incoming ions, and eventually start to repel them. This is solved by using radio frequency (RF) sputtering. RF 
sputtering switches the polarity of the target and substrate at set intervals, using the electrons from the plasma to neutralise the 
target surface and allow for continued deposition. Disadvantages of sputtering compared to MBE are that the degree of control over 
growth rate, composition or crystal structure are much reduced. Although it may be a fringe application, the growth of monolayer 
thin superlattices for example cannot be achieved through sputtering. Furthermore, the gas used for the plasma generation can also 
be implanted in the material, acting as defects. 

The final technique mentioned is evaporation, as shown in Figure 2.8d. It has many similarities to MBE, as the Knudsen cells are 
essentially directed evaporators. However, the main difference is the beamlike nature of MBE, and the increased control by using for 
example valved cells, allowing for the creation of more complex structures. While evaporation has shown itself as a possible high-
throughput technique for the production of compound semiconductors such as cadmium telluride, it is mainly used to deposit high-
quality metal contacts and films in industry today. If compared to sputtered contacts, evaporated contacts tend to be of higher 
quality, however, the step coverage of evaporated films are not as good on rough surfaces. 

To summarise, there are various techniques which are currently used in the growth of compound semiconductors other than MBE. 
The advantage of MBE is its high degree of control over all the parameters controlling growth and its cleanliness through UHV condi-
tions and ultra-pure precursors, making it ideal for fundamental studies of the growth of compound semiconductors. However, other 
techniques, such as MOVPE and sputtering, allow for higher throughput of samples, and are thus more desirable for industrial scale 
production.  
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2.3 Nanowires 
One morphology which has received significant attention in the scientific community is the nanowire. Nanowires are 1D filament 
crystals, and they have garnered interest because of their mechanical, optical and electrical properties, which have shown promise 
for applications such as sensing, photovoltaic, lasing, solid-state lighting, energy storage, and quantum computing.164–166,168,169,172–

175,177,185,209–216 There are various books and review papers which cover nanowires in general or specific aspects in great de-
tail.171,172,174,177,211–213,215,217,218 This section will briefly cover their origin, advantages, and potential application in photovoltaic tech-
nologies, while the following sections will focus on their growth. 

Nanowires can track their origin to a study by Wagner and Ellis published in 1964, where they discovered that gold particles could 
act as a catalyst for one dimensional growth of silicon “microwhiskers”.219 They, and other scientists such as Givargizov and Chernov, 
then carried out further studies to understand their formation and properties.220,221 However, due to limited applicability, research 
into microwhiskers waned, and limitations of the available characterisation techniques at the time hindered the investigation of these 
filament crystals down at the nanoscale. Research interest into compound semiconductor nanowires increased again in the late 
1990’s and early 2000’s, aided by improved characterisation tools. Early works include that of the Lieber group at Harvard University, 
demonstrating their suitability for compound semiconductor heterostructures and applications in sensing among other areas.161–

163,222,223 Other prominent researchers involved in the revitalisation of the field include Samuelsson at Lund University224–227, Yang at 
University of California, Berkeley228–230, Glas and Harmand at CNRS231–234, Bakkers at Eindhoven University of Technology209,235,236 and 
Jagadish at the Australian National University165,237,238 to name a few. Currently there are various groups all over the world investi-
gating nanowire-related topics, ranging from the fundamentals of growth and their functional properties, to their applications in new 
technologies and new material systems. 

2.3.1 Properties 
There are two main factors which have propelled the interest in nanowires, namely their elastic strain relaxation and nanophotonic 
properties. The elastic strain relaxation has been successfully used in the epitaxial growth of nanowires on substrates in which the 
lattice mismatch is greater than that needed to form misfit dislocations in planar growth, and the growth of both axial and radial 
heterostructures of material combinations not readily achieved in a planar configuration.177,222,224,231,239 The elastic strain relaxation 
is facilitated by the constant proximity of surfaces, allowing the accommodation of stress, and the restricted interface area.231 Be-
cause of the small interface area, the mismatch energy penalty is smaller than that relaxed through plastic relaxation, and the elastic 
mechanisms dominate.231 This was proven in a seminal paper by Glas in 2006, and has also been shown experimentally since.231 The 
three types of heterostructures, shown in Figure 2.9, include nanowire/substrate junctions, axial junctions, and radial junctions. The 
substrate heterojunctions, Figure 2.9a, are conceptually the simplest. They are achieved by growing nanowires of a different material 
than the substrate. It is actively pursued in e.g. the integration of III-V optoelectronics on silicon.240 Axial heterostructures, Figure 
2.9b, are achieved by switching the material during axial growth.222,226 However, sharp interfaces are complicated by the reservoir 
effect, causing intermixing between successive layers due to remnant precursors in the catalyst.241 Axial heterostructures have also 
been achieved by playing with the crystal structure of the materials, as observed in twin superlattice nanowires and wurtz-
ite/zincblende polytypic superlattices in III-V nanowires.101,236,242,243 Twin superlattices from zinc phosphide will be the focus of Chap-
ter 5, and are described in more detail later on. The final heterostructure are the radial ones as shown in Figure 2.9c. They are 
generally achieved in a second growth step after either removing the catalyst, making axial growth impossible, or by changing the 
growth conditions to favour radial growth over axial, generally achieved by lowering the temperature.239 Radial heterostructures can 
also accommodate high levels of elastic strain in the core in lattice-mismatched core-shell systems. They are a promising new plat-
form for the development of direct bandgap group IV semiconductors through core-shell structures, such as germanium-tin alloys or 
hexagonal germanium and silicon-germanium.235,244,245 Furthermore, radial heterostructures of higher order alloys can be used to 
generate quantum dots through selective segregation, which show promise in single-photon emission for quantum communica-
tion.246,247 While there are still many material combinations left to explore, this is a possible route to facilitate the application of zinc 
phosphide. The increased elastic strain relaxation and less stringent requirement on lattice-matched substrates allow for reduced 
defect density during epitaxial growth and possible accommodation of any thermally related strains. 
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Figure 2.9 Visualisation of (a) substrate heterojunctions, (b) axial heterojunctions, and (c) radial heterostructures. The black material is the sub-
strate, green is material X, and blue is material Y. 

The second aspect, nanowire nanophotonics, arise as the nanowire dimensions are in the same order of magnitude as the wavelength 
of visible light, and in combination with their aspect ratio result in a myriad of interesting phenomena.213,248 The first noticeable 
phenomenon is the enhanced light-absorption cross-section of nanowires.249–252 If a photon approaches a nanowire at a normal 
incidence it is possible for it to couple to a weakly guided (evanescent) electromagnetic resonance mode.249 Due to its weakly guided 
nature, it may couple even if it is not directly impinging on the nanowire. Therefore, by utilising a correctly spaced array of nanowires, 
it is possible to absorb as much light as if though a thick film had been used.167,251 The anisotropic shape of the nanowires also affects 
the emission from the nanowire through a property called the directivity.167 Due to the directivity, photons generated in the nan-
owires through stimulated or spontaneous emission are more likely to be emitted along the long axis of the nanowire. Furthermore, 
if the array is ordered properly it may also act as a 2D photonic crystal, further supressing any in-plane emission.31  

The combination of these properties has made nanowires a promising platform for photovoltaics.166–168,225,251,253–255 First, loosening 
of lattice matching restrictions faced in 2D systems allows for growth of new materials which previously were limited by substrate 
availability. Furthermore, it allows for new heterojunction combinations, and even nanowire based tandem cells, which have the 
possibility to increase the suitable materials in our arsenal and their conversion efficiencies. Secondly, photovoltaic devices based on 
radial heterostructures have light absorption and charge separation occurring in perpendicular directions. This implies that the charge 
separating region is always within a few nanometres from where the charges are generated, allowing for a more efficient charge 
separation by supressing recombination, and increases the output current.252 While currently the most efficient nanowire photovol-
taics are still based on axial nanowires, this is still an active area of research.225,253,256 Thirdly, by spacing nanowires appropriately the 
material quantity needed to absorb all the incoming light can be reduced several orders of magnitude. The reduced quantity makes 
material combinations based on scarce elements a more viable option. While the coupling with guided modes has a wavelength, 
radius, and pitch dependence, this can be circumvented by either using tapered nanowires or a combination of wires with different 
radius and aspect ratio.257,258 Very sparse arrays of embedded nanowires have been proposed as a platform transparent photovoltaics 
working at reduced efficiencies. Fourthly, due to the directivity, the balance in the Schokley-Queisser limit changes as the charge 
generation and recombination changes, which results in a higher theoretical maximum efficiency in nanowire photovoltaics.167 This 
effect is further enhanced in structured arrays of nanowires. Finally, nanowire photovoltaics have also shown promise as a platform 
for space applications. Nanowire photovoltaics have shown performance retention under irradiation significantly higher than that of 
planar alternatives.259 Furthermore, cost reduction of sending these panels into space due to the decrease in material and mass 
needed is desirable. While the maximum conversion efficiencies (15.3%256 for bottom-up and 17.8%253 for top-down nanowires) is 
yet to reach that of their planar competitors, it is a thriving area of research with room to reach further heights. 

Zinc phosphide is a material which stands to benefit from the advantages of nanowires. Utilising the radial strain relaxation, and the 
possibility to grow materials epitaxially despite large lattice mismatches provides a route for high-quality growth of zinc phosphide 
and associated homo/heterostructures, possibly circumventing the limits it has so far experienced in bulk and planar applications. 
Powders of non-epitaxial nanowire-like bundles have been reported as early as 2006 by Shen et al., and depending on the catalyst it 
has been shown to result in different morphologies.100,102,103 For example, studies by Lombardi et al.143 and Im et al.128 grew gold-
catalysed zinc phosphide nanowires, which resulted in straight nanowires. However, indium or tin-catalysed nanowires, such as in 
the studies by Shen et al.101, Im et al.128, Kim et al.130, and Choi et al.260, resulted in zigzag nanowires. These nanowires exhibit a similar 
morphology as the III-V twin superlattices, and selective area electron diffraction patterns support their similarity. However, as will 
be demonstrated in Chapter 5, their formation in zinc phosphide is fundamentally different. Other nano-morphologies, such as na-
notrumpets and nanoribbons have been demonstrated trough bottom-up growth. To date, there have been no photovoltaic devices 
demonstrated using nanostructured zinc phosphide. 

2.3.2 Nanowire Growth 
Nanowires have been achieved using a wide range of methods, which as mentioned previously can be widely split up into top-down 
and bottom-up.171–173 Top-down nanowires rely on selective or directional etching of a planar material. These methods are easily 
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scalable, and to an extent are already applied for different purposes in lithography for semiconductor processing. The processes are 
mature, and the highest efficiency nanowire photovoltaic was based on top-down nanowires.253 Some of the drawbacks of top-down 
nanowires relate to the rough and defective surfaces formed during the etching, and the strain relaxation mechanisms discussed 
above will not have been active during the initial growth.261,262 Hence the interfaces may be riddled with defects in cases where 
bottom-up would have produced pristine ones, and the same variety of material combinations cannot be achieved. Furthermore, 
bottom-up approaches allow for the growth of metastable phases, such as wurtzite gallium arsenide and high tin-content germanium-
tin alloys.243–245,263 However, top-down nanowires can be produced with a high degree of reproducibility and homogeneity across 
large area devices, which is a challenge for bottom-up nanowires. In short, while top-down nanowire can be readily implemented as 
they are based on mature technologies, bottom-up nanowires provide a more versatile platform for exploring new material systems, 
and with further development could provide an excellent platform for various applications. 

Bottom-up nanowires can be grown through various means, such as liquid phase synthesis and vapour-based approaches, of which 
the latter is covered in greater detail in the next sections. Liquid phase synthesis of nanowires has been extensively studied for 
metallic nanowires and compound semiconductors such as zinc oxide.180,264–267 Hydrothermal and polyol reduction growth methods 
are commonly utilised and rely on surfactants stabilising one set of planes preferentially, forcing the growth to occur in a 1D fash-
ion.180,181,266 For example, in the hydrothermal growth of zinc oxide one can use acetate ions to stabilise the non-polar prismal planes 
in favour for the polar basal planes of the wurtzite unit cell, resulting in the growth of hexagonal nanowires.267 The aspect ratio of 
these structures can be further tuned by adding potassium chloride in controlled concentrations.266 These methods show great prom-
ise as they can be used to produce large batches in a quick, cheap, and scalable way, and are currently used for industrial production 
of metallic or semiconductor nanowires. However, if compared to the vapour approaches, the products tend to have more impurities 
originating from the growth solution, resulting in nanowires with inferior properties. Furthermore, the precise control and hetero-
structure formation is not achievable, limiting the possible material combinations. 

2.3.2.1 Vapour-Liquid-Solid Growth 
The vapour-liquid-solid (VLS) approach is currently the dominant approach to nanowire growth, and has been the go-to technique 
for the growth of group IV219,268, III-V269–272, II-VI273, and II-V101,130 (compound) semiconductor nanowires, and have also been utilised 
for metal and oxide nanowires274,275. VLS, as illustrated in Figure 2.10, uses a metal nanoparticle catalyst that selectively absorbs the 
precursors from a vapour phase, then subsequently precipitates a solid at the interface of the catalyst and the growth substrate. A 
1D growth is achieved as the precipitation will preferentially form at the interface with the solid. The important factors in VLS growth 
are the precursor types, the catalyst, and the epitaxial relationship between the grown material and the substrate. 

 

Figure 2.10 Illustration of the VLS process, highlighting the contact angle and triple phase line of the droplet with the nanowire. 

The most common growth methods for VLS nanowires are MBE, MOVPE, and CVD, which rely on different ways to provide the pre-
cursors to the droplet. In MBE, most of the precursors arrive in either an atomic flux (e.g. gallium and zinc), while some species arrive 
as bound species (e.g. phosphorus (P2/P4) and arsenic (As2/As4)), albeit compositionally pure. These are then selectively absorbed in 
the droplet, which acts as a sink for the precursors to diffuse to before forming the solid product. While the droplet does not chemi-
cally catalyse a reaction, the naming has still stuck. To note is that not all species diffuse well on the surface. For example, models 
describing III-V growth assume arsenic to be immobile on the surface, and only contribute by direct impingement on the droplet.177 
On the other hand, MOVPE and CVD requires the precursors to be broken down before they can contribute to the growth. MOVPE 
makes use of gaseous metalorganic precursors, such as trimethylgallium (TMA, Ga(CH3)3), while CVD utilises precursors such as ger-
mane (GeH4) or silicon tetrachloride (SiCl4). The droplet acts as a catalyst and aids in the breaking down of the precursor, and then 



Introduction – Nanomaterials: Growth and Properties 

23 

subsequently absorbs the precursor species for growth. The non-growth species may contribute both positively and negatively to the 
growth. There are concerns that the organic part of the precursors may be incorporated in the growing nanowires to the detriment 
of their functional properties, however, the hydrogen in germane-based growth has been shown to help passivating the surface of 
the as-grown nanowires.276 Furthermore, the precursors are provided using a carrier gas, and the systems operate at much higher 
pressures compared to MBE. This allows for higher growth rates and higher throughput. There are also investigations into supplying 
the precursors through a liquid phase, and a liquid-liquid-solid (LLS) growth mode analogous to the VLS has been demonstrated.277 
However, the control and crystal quality are yet to rival that of VLS grown nanowires. 

The second aspect, and arguably the most important one, in VLS growth is the catalyst. Initial studies used gold, and it has remained 
the most popular material due to its catalytic properties, compatibility with various systems, and as it does not readily oxidise, allow-
ing it to be pre-deposited ex-situ.177,217,219,271,278–281 Some catalyst preparation methods include drop-casting, electron-beam lithog-
raphy (allowing for controlled nanowire positions), and thin-film deposition and subsequent annealing to break it down into nano-
particles.281 The last technique is easily applied in MBE, while the films would need to be pre-deposited for MOVPE or CVD. However, 
while the gold usually remains in the catalyst, depending on the material it can be incorporated in the wire itself. In the case of silicon, 
this creates detrimental deep defect states in the bandgap, making it incompatible with CMOS (complimentary metal-oxide-semi-
conductor) technology.282,283 Plenty of other metals have been trialled as potential catalysts for VLS growth, such as copper284, sil-
ver285, palladium286, gallium269,270, indium128,130, tin260, and so forth.217 One example of particular interest is self-catalysed III-V nan-
owires, e.g. gallium for gallium arsenide nanowires.240,269,270 In this case, one of the main components of the semiconductor is the 
catalyst, which will have to be replenished continuously as it is being consumed during growth. Self-catalysed growth is advantageous 
as it inhibits the incorporation of foreign elements, and it is possible to regulate the size of the catalyst through the flux in situ, which 
allows for control over the wire diameter and the contact angle. The initial contact angle of the catalyst with the substrate, and 
subsequently with the nanowire during growth at the triple phase line, is a parameter found ubiquitously in nanowire literature, as 
it plays a role in almost all aspects, and is illustrated in Figure 2.10.233,240,279,287–289 While there is still plenty to further elucidate 
regarding the exact workings of the droplets, it is worth noting that the contact angle is thought, or has been proven, to control 
important aspects such as the crystal phase (polytypism), growth direction, nanowire morphology, nucleation mechanism, and nan-
owire yield.232,240,263 Moreover, there are also other analogous growth methods which utilise a solid catalyst, referred to as vapour-
solid-solid (VSS) growth.290 In VSS the catalyst usually acts to decompose the precursors, which are then transported to the growth 
front through surface diffusion, and generally results in much lower growth rates compared to VLS growth. There are methods 
through which nanowires grow without the use of a catalyst, such as strain induced methods291, template assisted methods (e.g. 
template-assisted selective epitaxy (TASE)292 and anodised alumina templates293), and selective area epitaxy, which is covered in 
greater detail in the next section. 

The last factor relates to the substrate and its relationship with the grown material. An epitaxial interface results in the best structural 
and functional properties. Hence it is advantageous to grow on a substrate with a matching lattice constant. However, as previously 
mentioned, one of the advantages of nanowire growth is its capability to elastically accommodate strains, allowing for high quality 
epitaxy even at large lattice mismatch.231 Nanowires have thus been explored in e.g. III-V integration on silicon for CMOS compatible 
optoelectronics.240,294 One factor which can complicate the formation of a good epitaxial interface is the state of the surface. If the 
oxide is improperly removed or if there are contaminants present it may have detrimental effects on the epitaxial relationship and 
whether the nanowires grow.268,295,296 Furthermore, depending on the surface diffusion of precursor species and thermal properties, 
one will have to tweak the growth conditions depending on substrate material and doping to find the optimum range. There are 
methods, such as aerotaxy, which do not use a substrate.297 The nanowires nucleate from catalysts suspended in a gaseous phase in 
aerotaxy, and will spontaneously grow into nanowires without interacting with a substrate. This allows for high-throughput produc-
tion of nanowires, which subsequently need to be properly aligned on a substrate for potential device applications. While companies 
such as SolVoltaic AB have worked out methods to readily align nanowires over a large area with a high yield, it is not commonly 
achievable. As a result, techniques which result in random bundles of nanowires tend to be less desirable for photovoltaic applica-
tions. Thus, some techniques may yield high throughput, but due to the additional requirements are not viable for large-scale pho-
tovoltaic production, or they do not take advantage of the enhanced light absorption properties of nanowires. Nanowires grown by 
VLS on the right substrate allow for devices which fully take advantage of the structural and photonic properties of nanowires. 

2.3.2.2 Selective Area Epitaxy 
Selective area epitaxy (SAE), sometimes known as selective area growth (SAG), is one of the most prominent catalyst-free growth 
methods of nanowires.175,176,294,298–304 Ideally, SAE is achieved by covering the growth substrate with an amorphous dielectric mask, 
and then selectively exposing parts to allow for epitaxial growth in these regions. Using for example electron-beam lithography it is 
thus possible to deterministically choose the location of nanowire growth, and in the case of horizontal nanowires it is possible to 
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create bottom-up nanowire networks. This technique is being increasingly researched, and this section will cover the mask require-
ments and fabrication, growth mode, and applications in III-V growth and lateral epitaxial overgrowth (LEO).300,305–307  

The ideal properties for a mask are that it is easily deposited, processed, good selectivity during growth, chemically inert, and stability 
at the temperature range used for growth. The main type of materials suitable for this purpose are oxides, with silicon dioxide being 
the dominant one as it is a mature material which fulfils all the criteria for an ideal mask. Silicon dioxide has been extensively devel-
oped due to its integral part in CMOS and other technologies. It does not readily react or form bond with other materials, and it is 
stable at elevated temperatures. Other oxides, such as alumina, and materials such as silicon nitride or carbide are also possible mask 
materials, and depending on their compatibility with the substrate might be the preferred choice. 

The mask fabrication for SAE requires multiple cleanroom steps to assure a high-quality surface and well-defined pattern. There are 
growth substrates, such as silicon, which readily form oxides suitable for SAE masks. However, other substrates such as III-Vs will 
need to have a mask material deposited. For the most commonly used oxides, such silicon dioxide, techniques such as plasma-en-
hanced (PE) CVD can be used for deposition on various types of substrate. There are substrates (e.g. graphene) that are sensitive to 
the plasma in PECVD. Consequently, atomic layer deposition (ALD) or sol-gel deposition are more suitable in these cases. The oxides 
are subsequently patterned using lithography and etching. Standard photolithography does not result in feature sizes small enough 
to produce nanowires. Instead, electron-beam lithography, nanoimprint lithography, or deep-ultraviolet (DUV) stepper-lithography 
are commonly used. Electron-beam lithography is based on the rastering of an electron beam over the areas which you want to 
expose, and allows for high accuracy and adaptability of the resist pattern. This technique is commonly found in research facilities as 
it is easy to tune the pattern between iterations, however, the low throughput makes it less ideal for industrial scale applications. 
Nanoimprint relies on the mechanical imprint of a nanopatterned mask on the resist, which is high throughput and scalable, but the 
mask is not readily altered. Similarly, DUV steppers can be used for high-throughput and high-resolution manufacturing. The draw-
backs of DUV steppers are that they can be incredibly expensive, and the process of tweaking the pattern is not as simple as in 
electron-beam lithography as it requires the fabrication of a new mask for each iteration. This is also the case for nanoimprint lithog-
raphy. 

Once the resist is patterned and developed, the substrates are ready to be selectively etched. Common etching methods of silicon 
dioxide masks include fluorine plasma etching, reactive ion etching, or etching using hydrogen fluoride (HF), either as a liquid or a 
gas. While all can be used, the fluorine plasma has shown better results and reproducibility when working with III-V substrates. The 
etch will essentially stop once it reaches the native oxide, and thus result in a high-quality surface in the etched holes. The native 
oxide is generally desorbed in situ or can be removed through a separate etching step if desired. HF-based etches are desired when 
working with silicon substrates as they will passivate the exposed surface, and if the substrate is promptly introduced into a vacuum 
environment (such as the growth systems) directly afterwards one can avoid any re-oxidisation. If all the steps have been properly 
optimised, the surface will at this point be ready for growth. SAE epitaxy is classified as a hybrid top-down/bottom-up due to the top-
down nature of the mask fabrication. 

While the mask may be used to selectively nucleate droplets for self-catalysed VLS growth in situ240, it generally occurs through a 
vapour-solid (VS) mechanism, as shown in Figure 2.11. The mask material will ideally inhibit the nucleation and growth on it, and the 
holes will act as low energy sites for these processes instead. As the vapour phase precursors impinge on the surface, there are three 
possible scenarios: they contribute to the creation of a solid, diffuse, or re-evaporate, as shown in Figure 2.11b. First, if the incident 
flux hits an exposed area it will directly contribute to the nucleation and growth (except at too high temperatures when it may desorb 
before contributing). However, if the atoms arrive on the mask, they will either diffuse to the holes, acting as sinks, or if the holes are 
too far away, they will desorb from the surface. Some species, such as arsenic, are assumed to be immobile on the surface, and will 
thus only contribute to the growth if they impinge directly on the growth area, or as a secondary flux if by chance they desorb and 
travel in a direction where it enocunters a growing structure.177 These processess assume that the growth occurs at a suitable growth 
temperature, the scenarios when this is not the case are detailed at the end of this section. 

 

Figure 2.11 Illustration of (a) growth ready substrate, (b) surface processes during growth, and (c) grown sample. 
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The material starts to grow from the predetermined pattern, and the resulting nanostructure grows to a shape defined by the sym-
metry of the lowest energy facets, the crystalline relationship with the substrate and kinetic factors. First, crystals grown under ther-
modynamic equilibrium conditions grow as to maximise its coverage by low surface energy facets to minimise the Gibb’s free energy 
of the system. If the crystal is in free space its shape can be defined by the Wulff construct308, or the Winterbottom309 construct if a 
substrate is present, as illustrated in Figure 2.12. In the Wulff construct, Figure 2.12a, planes are plotted on a polar plot as a function 
of their plane normal and surface energy.183,308 A lower surface energy results in the plane being further from the centre, and if it is 
the uttermost facet on the plot it means that it will be the most thermodynamically stable, and thus part of the equilibrium crystal 
shape. The surface energy is determined by the number of dangling bonds of the facet, which tends to be higher for higher index 
facets. Consequently, the Wulff construct tends to be made up of low-index facets. However, this scenario is no longer valid in the 
presence of a substrate, which is taken into account by the Winterbottom construction in Figure 2.12b.183,309 The main difference in 
the plot is the inclusion of the substrate, as the final crystal shape will depend on the angle and distance from the centre at which it 
lies. In a similar approach to the effect of the substrate, the surface energies (and the resulting equilibrium crystal shape) can be 
changed by changes in the environment, such as the inclusion of surfactants which selectively stabilise certain planes. Unfortunately, 
in real systems this is seldom sufficient to predict the final shape of the crystal or nanostructure as kinetics play a significant role. 
Kinetics tend to be of particular importance in defining the shape during the initial stages of growth and when the growth is carried 
out at high growth rates, as the atoms do not have the time to fully settle down in the lowest energy position that would result in 
the thermodynamic shape.310,311 The growth rate of different facets can depend on how close-packed a growth direction is (more 
close-packed required more atoms to grow the same “distance”), how easily atoms are incorporated into the facets, and how much 
of the incident flux impinges on them, which depends on their relative inclination. The final crystal shape is thus a function of how 
long the growth has been allowed to proceed and the growth conditions, and can be predicted by modelling methods such as the 
phase-field approach.311 

 

Figure 2.12 (a) Diagram of the Wulff diagram which is symmetric around the Wulff point (0) in free space. (b) shows the inclusion of a substrate in 
the Winterbottom construct and how it alters the thermodynamic crystal shape. 

Different growth modes may also be achieved by the shape of the selectively opened areas. Pinhole shapes have been shown to act 
as the nucleation point of vertical nanowires302, however, it is similarly possible to make slit like openings, which results in the growth 
of horizontal nanowires175. Vertical nanowires growth by SAE is a common approach for gallium nitride, and has also been demon-
strated for gallium arsenide and other III-V materials.238,302,312,313 While this allows for the creation of nanowires without the use of 
catalysts, SAE vertical nanowires tend to have a higher density of stacking faults, resulting in inferior properties.177 The optimisation 
of SAE nanowires and elucidation of the defect formation is an unresolved topic still under active investigation. Horizontal nanowires 
grown using the SAE approach have been shown to produce high-quality crystals, and allows for the growth of high-quality hetero-
structures. Nanowire networks grown based on this approach are currently investigated as a potential platform for Majorana physics 
in III-V material, with potential as a fault tolerant topological quantum computing platform, and for III-V integration on silicon for 
optoelectronic applications. 175,294 

Furthermore, when the material emerges from the confinement of the hole it can grow laterally, overgrowing the mask as illustrated 
in Figure 2.13. This process was first explored for silicon in the early 1960’s.314–316 By spacing holes appropriately, it is possible for the 
overgrown material to join with crystals from other holes to form a thin film. This approach, called either lateral epitaxial overgrowth 
(LEO) or epitaxial lateral overgrowth (ELO), allows for the growth of thin films with reduced interactions with the substrate, which 
has been used to improve the quality of the grown film in various lattice-mismatched material combinations.300,305–307,317,318 This 
approach does come with its own challenges and limitations. While the parts which overgrow the oxide tend to be defect free, it is 
possible for the parts just above the hole to have a high defect density, although this is less likely if nanoscale holes are used. Fur-
thermore, the interface formed by the coalescence of two overgrown crystals can also possess a high density of defects, as it is 
essentially a grain boundary. A minimum defect density can be achieved if the holes are spaced at an integer multiple of the unit cell 
apart, or if the lattice mismatch between the two substrates is small. 
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Figure 2.13 Illustration of LEO, showing cross sections of (a) the initial substrate, (b) the early stages of growth, and (c) the coalescence of the struc-
tures into a film. 

One complication in the SAE approach is that nucleation on the oxide masks can occur if precautions are not taken, and selectivity is 
lost. Some examples of scenarios where this can be the case is if either the temperature is too low, the fluxes are too high, if there 
are nucleation sites due to an improperly prepared surface, or if the growth time is too long.176 If the temperature is too low during 
growth, the diffusion distance of the species may be too short to reach the holes, and their thermal energy is too low to desorb. 
Consequently, nucleation starts to occur on the oxide as the concentration builds up. When the fluxes are too high, the steady-state 
concentration of atoms on the surface becomes high enough to make nucleation probable outside of the holes. Furthermore, a poorly 
processed mask may have excessive roughness which facilitates heterogeneous nucleation, or it may have pinholes which can cause 
selective growth in undesired locations. Finally, as whether nucleation occurs or not is a question of probability, it is still possible to 
get nucleation simply because the growth time is too long. Higher relative growth temperatures should allow for longer growth times 
without parasitic growth, however, simply interrupting the growth at regular intervals to desorb material or etch it in situ from the 
oxide has also proven successful.319,320 If the temperature is too high, on the other hand, it will instead result in the species desorbing 
before they can contribute to the growth. 

2.4 Summary and Outlook 
Nanomaterials present a vibrant area of science and have the possibility to avoid limitations faced in bulk versions, and sometimes 
even exhibit new properties. Nanoscience and nanotechnology are impacting medicine, electronics, solid-state lighting, energy pro-
duction, and multiple other areas. There are various ways of fabricating these nanomaterials, be it top-down, bottom-up, vapour-
phase or liquid-phase synthesis. Vapour-phase methods, such as MBE and MOVPE, have been behind the production of the highest 
crystalline quality compound semiconductors, and in combination with techniques such as VLS or SAE they can be used to grow high 
quality nanowires and other nanostructures. Nanowires are interesting for their stress relaxation mechanisms, facilitating growth on 
mismatched substrates and heterostructure formation, and their nanophotonic properties, making them suitable for photovoltaic 
applications, among others. 

Zinc phosphide is a material which stands to benefit from some of the advantages of nanomaterials, and the nanowire morphology 
in particular. The enhanced elastic strain relaxation facilitates the growth on lattice mismatched substrates and allows for higher 
quality interfaces for potential heterojunction combinations. In addition, it also helps accommodate strain induced from a mismatch 
in the thermal expansion coefficient. The benefits for photovoltaic applications are further improved by the enhanced light absorp-
tion and directivity of nanowire arrays. While nanostructures of zinc phosphide have been grown previously using amongst other the 
VLS method, it has never been achieved in an epitaxial fashion to produce vertical nanowires, which is ideal for photovoltaic applica-
tions. To the best of my knowledge, there are no previous reports of SAE of zinc phosphide. In short, nanostructured zinc phosphide 
is an area with plenty left to explore, and can lead to the material reaching its full potential for renewable energy applications.  
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 Introduction – Characterisation 
The first way materials were characterised, which still is a very convenient and useful method for qualitative characterisation, is to 
use our eyes and look at an object. However, we require more specialised tools if an object becomes too small or if we are looking at 
properties not readily determined simply by sight. We use microscopy to observe and quantify objects smaller than the eye can see, 
spectroscopy to characterise how it interacts with electromagnetic radiation, mechanical tests to determine its structural properties, 
as well as observing how charge carriers behave in the material to determine its electrical properties. The most suitable techniques 
for the experimental circumstances are chosen according to the material and the intended application, as it defines what properties 
are of greatest interest. Being able to fully understand the properties, and wherefrom they stem, is key to optimising a material and 
discovering new ones with even greater properties. Materials development is based on an iterative feedback loop, which is heavily 
reliant on characterisation. It is presented in Figure 3.1 and is currently propelling materials performance to new heights. 

In the case of nanotechnology and nanoscience, incredibly high magnification and resolution levels are required to observe features 
down to the atomic scale to accurately determine their structure, and sensitivity to the minute signals that indicate their functional 
properties. These types of characterisation have only been made available relatively recently through advances in detectors and 
experimental setups. Various techniques, such as electron microscopy321–327, scanning probe microscopy328,329, secondary-ion mass 
spectroscopy (SIMS)330, micro-photoluminescence spectroscopy (PL)55,331, atom probe tomography (APT)332–334, and nanoindenta-
tion335 to name a few, have helped pave way for significant advances in material science. Furthermore, by contacting nanostructures 
it is also possible to analyse their electrical properties in various configurations, allowing for the determination of charge carrier type, 
conductivity, in addition to other electrical characteristics.210,224,336,337 In the work carried out in this project, investigating inorganic 
nanomaterials for photovoltaic applications, the majority of the characterisation has been carried out through electron microscopy-
based techniques, which will be the focus of this chapter.  

3.1 Electron Microscopy  
Before nanomaterials were investigated, the characterisation of the microstructure could readily be achieved using optical micro-
scopes. However, the diffraction limit based on the Rayleigh criterion allows for a maximum resolution in the order of a few hundred 
nanometres for visible light. An alternative to resolve even smaller features is to use electrons, where standard acceleration voltages 
(in transmission electron microscopy ~60-300 kV) allow for wavelengths down to 2.3-5 picometres. At this point, any visualisation 

Figure 3.1 Iterative and interdependent feedback loop which is the basis of current material science development. 
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down to the atomic scale are no longer diffraction limited, however, aberrations in the beam generation and focusing systems will 
limit the performance, as explained in subsection 3.5. The idea to build electron-based microscopes was first realised by Ernst Ruska 
in 1931 based on his work in collaboration with Max Knoll, for which he received the 1986 Nobel Prize in physics.338–340 Throughout 
the following decades, the resolution of high-end microscopes has increased following improvements in electron microscopy com-
ponents, and with the invention of aberration correctors it is now possible to reach down to sub-Ångström resolution levels.325,327 
This chapter will aim to describe the fundamentals of electron microscopy and how it is useful in materials characterisation. 

While this chapter’s goal is to highlight the main methods used throughout this thesis, it is far from comprehensive. For more detailed 
explanations I would recommend the books by Goldstein et al. for scanning electron microscopy (SEM)341, Egerton342, Williams and 
Carter343, and Reimer and Kohl344 for general scanning/conventional transmission electron microscopy (S/C-TEM), Orloff et al. and 
Hawkes and Kasper for electron optics345,346, Brydson et al.347 for aberration correction analytical microscopy, Egerton for a compre-
hensive work on electron energy-loss spectroscopy (EELS)348, and finally Yacobi and Holt for cathodoluminescence (CL)349. If no ref-
erence is given in later parts of the chapter it is based on these references. 

The world of electron microscopy goes beyond the techniques discussed below, and approaches such as electron beam induced 
current (EBIC) measurements350,351, photoemission electron microscopy (PEEM)352,353, and Lorentz microscopy354,355 can be used to 
investigate electrical properties, ferroelectric domain structure and magnetic properties, to name a few. However, they are beyond 
the scope of this chapter, which I will limit to the main techniques used in this thesis. 

3.2 Electron-Matter Interactions  
When an electron is incident on a material, it can interact in a plethora of different ways, as summarised in Figure 3.2a. The types of 
interactions can be split into two main categories, namely elastic and inelastic interactions. In elastic interactions the kinetic energy 
and momentum are conserved, and they generally occur between the incoming electron beam and the atomic nuclei in the material 
through Coulomb scattering. The most common scattering configurations are incoherent Rutherford scattering or coherent diffrac-
tion. On the other hand, inelastic interactions result in a conversion of part of the energy into an atomic or electronic excitation. This 
can result in the production of photons such as characteristic x-rays through atomic orbital excitation/relaxation processes, and visi-
ble light by bandgap relaxation (CL). Electrons can also be emitted through knock-on effects (secondary electrons), or through the 
Auger effect when excited atoms relax. The emission of characteristic x-rays and Auger electrons occur simultaneously, however, x-
ray emission dominates in heavier elements while Auger electrons is observed for lighter elements. The inelastic interactions can also 
result in Bremsstrahlung, or breaking radiation, which produces a broadband x-ray emission background which generally is not used 
for any characterisation of the materials. By examining these different signals, it is possible to gain information about the structure, 
composition, and optoelectronic properties. Furthermore, analysing the energy lost by the primary electron beam is also a powerful 
technique, known as EELS, which will be discussed later on. 

There are two main configurations which are used in electron microscopy, namely SEM and TEM. The first method generally relies 
on backscattered or secondary electrons to image a sample in a “reflective” geometry. The electrons will act in an area called the 
interaction volume, as shown in Figure 3.2b. Different forms of signal come from different parts of the interaction volume, and its 
size is often the resolution limiting factor. As shown in the diagram, secondary electrons have the smallest emission volume, allowing 
for the highest spatial resolution. Secondary electron emission is mainly sensitive to the topography of the samples, while backscat-
tered electron-based imaging is more sensitive to the composition of the material. As the name implies for the second configuration, 
TEM, the electrons pass through the sample and the image is formed in “transmission”. The interaction volume in TEM is usually 

Figure 3.2 (a) Illustration of the electron-matter interactions in a TEM configuration and (b) the interaction volume in a SEM configuration. 
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greater than the sample thickness as it utilises higher acceleration voltages and thinner samples. Furthermore, the targeted interac-
tions are generally different, and the resolution limitations dictated by the interaction volume does not apply. Although there is some 
spreading of the electron beam due to electron-matter interactions, for a sufficiently thin sample the limiting factors are generally 
due to the optics, detectors or the environment.  

3.3 Sample Requirements and Preparation 
In electron microscopy it is important to avoid charge build-up on the surface, as it prevents any further interactions between the 
electron beam and the sample. This issue is more prevalent in SEM as larger fraction of the electron beam is absorbed by the sample. 
The easiest way to avoid charging is to image a conductive sample which is grounded. Unfortunately, many samples in need of char-
acterisation are not good conductors. The techniques most commonly used for such samples are the deposition of a thin surface 
layer of a conductive material, such as carbon or gold through evaporation or sputtering, an electron flood gun which constantly 
neutralises the charge on the surface, or by balancing the charge injection by the electron beam and the emission of backscattered 
and secondary electrons. The final approach is achieved by working at a critical beam energy, which is materials dependent. While 
tricky, it is possible to achieve critical energy imaging through optimisation. Finally, for the electron beam to propagate, the column 
has to be under vacuum to assure a high mean free path for the electrons. As such, the samples have to be vacuum compatible, and 
many biological and liquid-based samples have to be frozen, usually by using liquid nitrogen. Cryo-EM, in both SEM and TEM, is a 
large field in its own right, and the 2017 Nobel Prize in chemistry was awarded to Dubochet, Frank, and Henderson for its develop-
ment. 356–358 Another approach is the use of environmental electron microscopes utilising differential pumping.359 

In TEM, on the other hand, most of the electrons transverse the sample and less charge is deposited and accumulated. Consequently, 
(while still of importance) the conductivity of the sample is less vital. However, for the electrons to transverse the sample it must be 
electron transparent, which limits the sample thickness. Depending on the characterisation technique and sample material, this limit 
can vary from ~20 nm to ~500 nm, the general trend being that thinner samples result in higher resolution. Many nanomaterials 
already have dimensions in this range, and are simply transferred to a TEM grid as is for analysis. For vertical nanowires one simply 
has to put a TEM grid on the as-grown substrate, and by pressing down with a cotton swab and gently moving it around it is possible 
to get hundreds, if not thousands of nanowires on the grid. Unfortunately, it is not always this easy. Non-freestanding nanowires 
need to be cut out into electron transparent lamellae and transferred to the desired grid. This process is most commonly achieved 
using a focused ion beam (FIB) method. While the processing can induce damage, and potentially amorphise the lamella if not per-
formed correctly, it allows one to specifically choose the region to turn into a lamella and facilitates the analysis in specific regions of 
interest. This approach also allows for the creation of nanowire cross-section samples. Another approach for cross-sectional sample 
preparation is ultramicrotomy. By embedding and transferring the nanowires to a resin, it is possible to then use a diamond knife to 
cut the nanowires into slices which are 50-200 nm thick for cross sectional analysis. This approach, in combination with cryogenic 
cooling, is commonly used for preparation of biological samples. Other techniques for preparing TEM samples from other sources 
include wedge polishing, ion milling, and cleaving to obtain parts/corners of the sample which are electron transparent.   
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3.4 Electron Microscope Components 
Electron microscopes rely on four main components: electron guns, apertures, lenses, and detectors. This subsection will focus on 
the operation and functions of the different parts, and how they are used to produce images. Stigmators and aberration correctors 
also play an important role in producing the highest quality images, and will be covered in the next section. Examples of standard 
SEM, TEM, and STEM columns are shown in Figure 3.3, which will be described in more detail below. 

The electron guns, often referred to as the cathodes, utilise one of three main electron emission process: thermionic, Schottky, or 
field effect emission. The ideal properties for high signal-to-noise measurements and high spatial resolution are high current densi-
ties, the geometry of the source being as close to a point as possible, and minimal energy spread of the emitted electrons. Thermionic 
emission occurs through the simple phenomenon where electrons are emitted from a material if it is heated up sufficiently. At these 
elevated temperatures the kinetic energy of the electrons will be high enough to escape into the vacuum level. This was initially 
achieved using a tungsten wire which was heated by running a current through it until temperatures in the range 2200-2700 °C were 
reached. The high melting point, low vapour pressure, high work function to thermal energy ratio at operating conditions, and cheap 
manufacturing make tungsten a viable cathode material. Another suitable material for thermionic emission is lanthanum hexaboride 
(LaB6), usually in the shape of a rod with one end sharpened into a tip. It has a much lower work function (2.7 eV compared to 4.5 
eV), allowing for a much lower operating temperature (1100-1700 °C). Furthermore, the electrons are emitted from a much smaller 
area, which facilitates the focusing of the beam and allows for higher current densities. Drawbacks of lanthanum hexaboride include 
the increased manufacturing cost, and although lifetimes can be higher if handled correctly, they are more susceptible to poising 
from potential reactions with the environment. Consequently, higher vacuums are needed to operate the gun for sustained periods 
of time. Applying an electrostatic field to the tip of the gun further facilitates the extraction of electrons, which brings us to Schottky 
emission guns (also referred to as Schottky field emission guns) that are capable of achieving current densities several orders of 
magnitude higher than purely thermionic ones.342 These guns are manufactured by coating a sharp tungsten tip with zirconia (ZrO). 
The electric field will act at a greater extent at the tip, meaning that the effective source size is significantly decreased compared to 
that of thermionic emitters. Schottky emission guns operate around 1500 °C in combination with an applied electric field. Overall the 
performance is much better than that of thermionic emitters, however, manufacturing costs and vacuum requirements to maintain 

Figure 3.3 Diagrams of the major components of the columns of (a) a SEM, (b) a conventional TEM, and (c) a STEM. Note that in a dedi-
cated STEM setup the gun will be at the base, and the configuration will be flipped. 
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functionality are more stringent. The last type of electron guns is the field emission guns (FEGs). As for manufacturing, they are very 
simple and can be achieved by producing sharp tipped tungsten wires through electrocatalytical dissolution, achieving high radius of 
curvature tips. FEGs can operate at room temperature, and rely on the quantum-mechanical tunnelling of electrons from the cathode 
into free space under high applied electric fields. FEGs have the highest emission current density, smallest effective source diameter, 
and lowest energy spread of all electron gun types, making them the most attractive type for high performance equipment. However, 
they require ultra-high vacuum levels to operate, and any surface contaminations will inhibit the tunnelling and subsequently degrade 
the performance. To avoid deterioration in the performance, the tips are regularly flashed, i.e. heated to clean them of any surface 
contamination through degassing. A summary of the different types of electron guns and some of their distinguishing properties are 
presented in Table 3.1. Once the electrons are extracted, they are accelerated by an electric field to the desired speed, which is 
roughly 0.1-30 kV in SEMs and 60-300 kV in TEMs, although there are setups capable of working up in the low MV range.360 The gun 
usually goes on the top of the electron microscope columns, as shown in Figure 3.3, with the exception of dedicated STEM setups, 
where they are put at the bottom for the improved stability and as they require fewer post specimen lenses. 

Table 3.1 Summary of different types of electron guns and their properties. Values based on Egerton, Physical Principles of Electron 
Microscopy.342 

Type of source Thermionic Schottky FEG 
Material W LaB6 W/ZrO W 

Operating temperature (°C) 2200-2700 1100-1700 ~1500 20 
Current density (A/m2) ~104 ~106 ~107 ~109 
Source diameter (µm) ~40 ~10 ~0.02 ~0.01 

Vacuum (Pa) <10-2 <10-4 <10-7 ~10-8 
Lifetime (h) ~102 ~103 ~104 ~104 

Energy spread (eV) 1.5 1.0 0.5 0.3 
 

The next part of the columns is the condenser section, whose purpose is to properly align and focus the beam. The first set of lenses 
are the magnetic condenser lenses, generally referred to as C1 and C2. The lenses operate by having coils placed in a symmetric 
pattern around the electron beam, and by running a current through them they generate a magnetic field. The field acts on the 
electrons through the Lorentz force to focus the beam. C1 produces a strong magnetic field to generate a cross-over and magnifica-
tion effect, while the C2 lens is weaker, and is used to achieve the correct focus of the beam onto the sample. However, the electron 
lenses are not perfect, and introduce astigmatism into the beam as different parts may have different focal lengths. Condenser sig-
mators are used to compensate for this effect and act to minimize the difference in focal length of electrons passing at different 
azimuthal angles through the lens. The next component in a standard condenser section is the condenser aperture, generally placed 
just below the C2 lens. The aperture is a metal diaphragm with a small hole in it (10s to 100s µm diameter). First, the size of the 
aperture dictates how much of the beam passes through. This controls the beam current and the convergence angle of illumination, 
affecting the final intensity and depth of field. Furthermore, by cutting out the electrons with the highest deviation from the optical 
axis it reduces spherical aberrations. To help align the electron beam with the optical axis of the microscope, there are also two pairs 
of coils in this section, the first applying uniform fields to align the beam in the horizontal directions with respect to the beam prop-
agation, and the second one making sure the angle of incidence of the beam, or its tilt from the optical axis, is minimised. At this 
stage however, the different setups start to vary significantly. SEM and STEM also have scanning coils to raster the focused electron 
beam across the sample to provide position dependent information, while TEM utilises parallel illumination of the whole area under 
investigation.  

The next part is the objective lens, a strong magnetic lens. In SEM it is placed just before the sample, which is the end of the column. 
The objective lens is responsible for the final focusing into a nanoprobe of the electron beam onto the sample. Furthermore, to 
achieve the high resolution even at lower acceleration voltages (which are more sensitive to aberration and the environment) modern 
SEMs generally operate at higher voltages throughout the column, using so called beam boosters, and the final velocity is adjusted 
at the end. Some systems also use a combined electrostatic/magnetic lens doublet at the end. 

On the other hand, modern transmission-based electron microscopes usually use magnetic immersion lenses, where the sample is 
situated inside of the lens itself. In this setup, the upper part of the lens, the “pre-field” region, is used to either focus the beam into 
the final nanoprobe in STEM, or to make the incoming electrons travel in a parallel beam in the case of TEM. The lower part of the 
lens only acts as a transfer lens in STEM setups, helping align the beam with the detectors. In TEM, however, the post-field of the 
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objective lens acts as the first imaging lens, producing a cross over at the back-focal plane and a magnification of the image. Both 
systems have an objective stigmator after the objective lens to correct for any astigmatism it introduces. 

After this stage, the only essential components for STEM are the detectors, however, additional transfer lenses which help aligning 
the signals with the detectors facilitate operation. TEM, on the other hand, has a set of apertures at this stage, namely the objective 
aperture in the back-focal plane and the selective area aperture in the image plane of the objective lens. These are used to access 
different imaging modes, as described in more detail below. This is followed by a set of intermediate lenses, which serve two pur-
poses. First, they increase the image magnification by stepwise changing the focal length. Furthermore, they act in combination with 
the objective/SA apertures to make either the image or diffraction project onto the detectors/screen. The last of these lenses is called 
the projector lens, as it is the one which projects the final image on the screen or the camera. 

There is a multitude of different detectors used in electron microscopy depending on which signal and configuration is used. In SEM, 
the most common imaging detectors are scintillators and silicon detectors for backscattered electrons, and Everhart-Thornley detec-
tors for secondary electrons.361 Scintillators rely on optically active materials, which generate photons when hit by a high-energy 
electron. The photons are then transported to a photomultiplier, which amplifies the signal and converts it to an electrical signal. 
Semiconductor detectors, on the other hand, use the excitation of free charge carriers through inelastic scattering by the backscat-
tered electron, and measuring the change in current under an applied bias. These detectors are generally positioned around the end 
of the electron column. The Everhart-Thornley detectors also utilise scintillators, however, to predominantly attract low-energy sec-
ondary electrons they are placed to the side of the chambers and attracts the electrons by an applied bias in the order of a few 
hundred volts.361 The low applied bias does not significantly influence the high-energy backscattered electrons or the primary elec-
tron beam. However, this configuration is sensitive to secondary electrons generated in other regions, and backscattered electrons 
incident on it through randomised scattering. Higher selectivity can be achieved through the in-lens detector configuration, as shown 
in Figure 3.4. This configuration relies on the magnetic field of the objective lens extending into the region close to the specimen, 
which then guides the emitted secondary electrons back through the lens, where they are then collected by an Everhart-Thornley 
detector. This removes the influence of secondary electrons generated at the chamber walls, away from the electron probe, and 
backscattered electrons randomly hitting the detector.  

Imaging in TEM is achieved using two main detector types, namely fluorescent screens for viewing, and cameras for recording, which 
most commonly are either charge-coupled devices (CCD) or an active-pixel sensors. The fluorescent screens usually use zinc sulphide 
(sometimes combined with cadmium sulphide) powder on a screen, which emit green light when hit by the high-energy electrons. 
This allows the operator to view the image in real time, however, it is not the most suitable for recording the image. Initially, the 
recording was done using imaging plates or photographic emulsions, however, modern TEMs rely on cameras. While both systems 
are based on complimentary metal-oxide-semiconductor (CMOS) components, the active-pixel sensors are generally referred to as 
“CMOS cameras”. Both cameras have two main components: a thin scintillator and an array of silicon photodiodes. The first part is 
necessary as the high fluence and energy of the incoming electrons would create defects in the silicon detector, degrading it quickly. 
By sequentially looking at the signal of each pixel in the array it is possible to construct images, and the manner at which this is 
achieved is what differs between the cameras. Read-out is achieved in a “column-by-column” fashion in traditional CCDs, while CMOS 
cameras can do it at an individual pixel level. The advantage of CMOS sensors is their comparably lower cost, higher read-out rates, 

Figure 3.4 Comparison of the in-lens and standard secondary electron detector configuration. 
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higher dynamic ranges, and lower sensitivity to oversaturation and blooming. Their main disadvantage was the rolling-shutter effect, 
resulting in different parts of the image corresponding to slightly different times due to the pixels read-out sequence. However, with 
the development of global shutters and increased read-out rate this is becoming less of an obstacle, and they are becoming increas-
ingly more common. To achieve the highest signal-to-noise acquisition, the cameras are cooled using Peltier elements, which de-
creases the background dark current and allows for longer read-out times. The camera can be used either to image the fluorescent 
screen itself, or to directly detect the electron beam. Newer microscopes tend to use the camera for both purposes, as it allows for 
the observation of the fluorescent screen on the same computer screen where the imaging and alignments are carried out.  

STEM imaging, on the other hand, relies on similar detector methods, but mainly in annular configuration. One of the advantages of 
annular detectors is that depending on the collection angle and camera length it is possible to probe different signals, such as Ruth-
erford scattered electrons at high angles/short camera lengths (used in high-angle annular dark-field (HAADF)), or diffracted electrons 
(in ADF), and if the angle is sufficiently low (or camera length sufficiently long), it is possible to observe the direct beam (annular/con-
ventional bright-field (BF)). The different imaging modes are explained in more detail in Section 3.6. 

In addition to the image detectors described above, analytical detectors are commonly applied to modern microscopes to increase 
the information they provide. The most common detectors are x-ray detectors for energy dispersive x-ray spectroscopy  
(SEM/TEM/STEM), optical detectors for CL (SEM/STEM), and finally the detector setup for EELS (TEM/STEM). The standard detector 
used in modern EDX setups is the silicon drift detector (SDD). Similar to the semiconductor detectors described above, they rely on 
the generation of charge carriers in silicon by the x-ray. To make it selective to x-rays it is equipped with an x-ray transparent window 
in front of the detector, typically made from beryllium. The contacts are on the backside of the detector, characterised by a central 
anode and electrodes surrounding it in a spaced-out circular pattern. The most common artefact in SDDs come from x-ray interactions 
with the silicon not resulting in the generation of charge carriers, such as silicon x-ray fluorescence resulting in false silicon peaks in 
the final spectrum. Another common artefact is escape peaks, which are observed as peaks an integer value of the silicon x-ray energy 
below the initial signal. This occurs when some of the energy is converted to silicon fluorescence and then escapes the detector, 
resulting in part of the energy being missing when it is read. The EDX detectors are usually placed above the sample at an angle in 
both SEM and TEM/STEM setups.  

CL analysis relies on the detection of photons in the ultraviolet-infrared range. To detect these photons, they are usually coupled out 
of the vacuum main column using either a set of lenses or an optical fibre (depending on the available space around the sample). The 
restrictions are more stringent in the case of TEM/STEM setups compared to SEMs as there is less space for the optics around the 
sample. The photons coming out of the microscope are then dispersed using either a prism or a diffraction grating to be analysed 
spectroscopically. It is then possible to use a semiconductor detector to analyse the electrons and attribute how many are generated 
by each wavelength to produce the CL spectra. The semiconductor used in this case depends on the spectral range investigated, 
which in the Attolight Rosa setup at EPFL are indium gallium arsenide for the infrared region (for wavelengths between 1000-1700 
nm) and silicon for the visible to ultraviolet region (for wavelengths between 200 – 1000 nm). A detailed description of the setup is 
given in ref. [362]. EELS similarly relies on a section which disperses the electrons depending on their energy, namely a magnetic prism. 
After the prism it is possible to create a spectrum of the relative energies using a CCD by measuring the intensity at each position. 
The EELS detector setup is generally placed at the end of the column. Furthermore, the incoming electrons have to be incident on 
the prism at the correct angle (usually calibrated to be the optical axis of the setup) to provide an accurate signal. 

In summary, this section has described all the elements required to generate an electron beam, the optics needed to properly ma-
nipulate it, and how the signals generated from electron-matter interactions can be detected for imaging and analytical purposes by 
different detectors. 

3.5 Aberrations and their Correction in Electron Microscopes 
Aberrations are a consequence of non-perfect electron emission by the gun and focusing by the lenses. With the small wavelengths 
achievable in STEM/TEM, aberrations are the main factor limiting the achievable resolution instead of diffraction. The ability to over-
come them is what has been driving the improvement of electron microscopes in the last few decades. The most common forms of 
aberrations in electron microscopes are chromatic, spherical, and comatic aberrations, in addition to the previously mentioned astig-
matism, which are illustrated in Figure 3.5. In this section I will describe them in brief, and introduce the most common methods 
applied to deal with them.  

The chromatic aberrations (Figure 3.5a) mainly originate in the electron energy dispersion from the electron guns. Electrons with 
slightly varying energy will experience forces of different magnitude from the lenses, and thus have different focal lengths. This 
complicates the focusing of the beam into a point, while also broadening the zero-loss peak and lowering the energy resolution in 
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EELS. There are two main ways to improve this. The first option is to use FEGs which have the smallest native energy spread. However, 
to achieve even better energy resolution and further minimise the chromatic aberrations a monochromator is necessary. A common 
location to monochromate the electron beam is just after the electron gun, and before they have been accelerated to their final 
voltage. The energy spread is reduced using e.g. Wien filters, which rely on orthogonal electric and magnetic fields. If the velocity/en-
ergy of the electron passing through the filter is the correct one it will be deflected and discarded. A potential drawback of mono-
chromators is that they reduce the beam current. With modern FEGs, the final current is still sufficient for high quality imaging and 
analytical electron microscopy. It is possible for the lenses to introduce chromatic aberrations and correct them. However, this ap-
proach for correction is less straight forward to apply and not generally utilised. 

Spherical aberrations arise when lenses have different focal lengths for electrons passing through the lens at different distances from 
the optical axis. The correction of spherical aberrations to a high order took a long time to develop, and is essentially achieved by an 
extra set of lenses, the aberration corrector, which introduces negative aberrations with respect to the other components to reduce 
the overall abberations of the beam. The most commonly applied approach to this extent is to use systems which are not rotationally 
symmetric. Other potential approaches could rely on either time varying lenses or the absence of charges on the optical axis. The 
breaking of rotational symmetry is achieved by a combination of multipole lenses, the most common combinations being quadrupole-
octupole or multiple hexapole correctors. The location of the corrector varies between TEM and STEM setups. TEMs use image cor-
rectors, located after the sample. STEM setups use probe correctors, which are located between the condenser and objective lenses. 
Some setups are equipped with both image and probe correctors, referred to as double-corrected, and are capable of both aberration 
corrected TEM and STEM. The operation of these correctors is usually aided by a software in order to achieve the fine level of tuning 
necessary.  

Comatic aberration, also simply referred to as coma, stems from the incident electrons passing through a lens at an angle to the 
optical axis. In general, it is not the most prevalent of aberrations as most of the electron beam only deviates from the optical axis 
by small angles, and is simply accounted for by having the beam well aligned with the optical axis. However, coma can be prevalent 
in aberration correctors which utilise off-axis actions to tune the aberrations, and can be compounded by the different lenses in the 

Figure 3.5 Illustrations of (a) chromatic aberrations, (b) spherical aberrations, (c) comatic aberrations, and (d) astigmatism. 
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correctors. It is possible to adjust for this in aberration correctors by including an additional dipole lens to control the relative orien-
tation of the lenses in the corrector.347  

Astigmatism occurs when a lens it not perfectly radially symmetric. Due to imperfections in the focusing, the focusing power varies 
with the azimuthal angle (θ) as illustrated in Figure 3.5d. This was the first aberrations commonly corrected, and it is commonly 
achieved using a so-called stigmator, which is a weak quadrupole lens. These lenses need to be adjusted during operation, which is 
done by either rotating the quadrupole, or by adjusting the relative strength of the different components. 

3.6 Imaging Modes 

Imaging in SEM is achieved through the rastering of the electron beam and reading the signal of the detectors at each step to con-
struct an image. Backscattered electron (BSE) images, relying on e.g. semiconductor detectors, will mainly observe composition con-
trast as the backscattering probability is mainly dependent on the atomic charge. Comparatively, secondary electron (SE) imaging is 
less sensitive to the composition, and instead mainly sensitive to the topography. The topography sensitivity is a consequence of the 
enhanced escape probability of SE if the interaction volume is closer to the surface, as illustrated in Figure 3.6. In a classical placement 
of the Everhart-Thornley detector, at the side of the chamber, there will still be some BSE incident on the detector, and its location 
relative to the sample results in a shadowing effect. The in-lens configuration, however, is not susceptible to any stray BSE or other 
electron sources. Furthermore, it does not introduce any shadowing due to its placement straight above the sample. Finally, as the 
interaction volume and escape depth of SEs are much smaller than those of BSEs, fundamentally it is possible to achieve higher spatial 
resolution using SE based imaging (few nm as compared to tens of nm).  

Conventional TEM has three main imaging modes, namely bright-field (BF), dark-field (DF), and high-resolution (HR) imaging. BF and 
DF imaging mainly rely on diffraction contrast. In BF imaging, the areas which strongly diffract appear darker, while non-diffracting 
regions appear brighter. The opposite is true for DF imaging, where the brighter areas are the ones diffracting in the reflection se-
lected by the objective aperture. Example BF and DF images of zinc phosphide nanopyramids are shown in Figure 3.7a-b to illustrate 
the difference. BF conditions are achieved by introducing the objective aperture into the centre of the optical axis at the back-focal 
plane. If the aperture is sufficiently small, it will block any scattered electrons from contributing to the formation of the image on the 
detector. If the objective aperture is not centred on the main beam, but the beam is displaced in the horizontal plane so that it is 
centred on one of the diffracted beams instead, one achieves DF imaging conditions. In this scenario, the image is formed only by the 
electrons which were diffracted in the selected condition. Diffraction contrast is convenient to determine relative grain orientations 
in polycrystalline samples, size of grains, and if the Burger’s vector of defects is perpendicular to the incoming electron beam it is also 
possible to distinguish them. However, care needs to be taken to claim that a sample is defect free, as one would need to sample all 
zone axes to assure this. In addition to diffractive contrast, attenuation of the electron beam when passing through the sample 
provides mass-thickness contrast to the final image. 

HR-TEM imaging relies on phase contrast, which is originates from the interference pattern of the exit wave due to coherent electron-
matter interactions with the sample. For example, diffracted and un-diffracted electrons have a phase shift of 90°. Therefore, by 
either using a large objective aperture that allows for a subset of the diffracted beams to contribute to the image, or by simply not 
using an objective aperture at all, it is possible to acquire HR-TEM images. A representative image from zinc phosphide-indium phos-
phide interface is shown in Figure 3.7c. The detectors (e.g. CCD or CMOS cameras) cannot directly detect the phase of the electron. 

Figure 3.6 Illustration of the relative secondary electron emission on a flat surface (left) and tilted surface (right) due to the proxim-
ity to the surface of a larger fraction of the interaction volume being within the escape depth. 
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Thus, the image recorded is that of the amplitude of the interference pattern. The final image is a function of the crystal structure, 
sample thickness, aberrations present and the defocus used through the contrast transfer function (CFT), an oscillatory function that 
defines how the spatial frequencies of the exit wave contribute to the image contrast formation. If the sample is sufficiently thin for 
the weak phase-object approximation to apply one can directly use the intensity transfer function. Ideally, for an interpretable image 
one wants a wide passband where the oscillatory CTF is relatively constant, as going from e.g. a negative to a positive value shifts the 
image from a black-atom to white-atom contrast (black-atom is generally preferred). Moreover, when the CFT is equal to 0 it means 
that there is no contrast, and information at this spatial frequency cannot be collected. The first time the CFT becomes 0 is known as 
the instrumental information limit as it becomes difficult to interpret the parts with missing spatial frequencies and inversed contrast. 
If one want to achieve the maximum amount of information in one image (i.e. widest possible passband and the lowest information 
limit), the ideal defocus, referred to as the Scherzer defocus, is a function of the acceleration voltage (wavelength of the electron 
used) and the spherical aberration.363,364 In the CTEM used in this project, FEI Talos working at 200 kV, the ideal defocus is -62 nm. 
Aberration-corrected instruments allow for the tuning of the spherical aberration, and can be used to achieve even lower instrumen-
tal information limits.  

HR-TEM allows for convenient imaging of different grains and interfaces. Unfortunately, patterns are not always straightforward to 
interpret. If crystals are located on top of each other with respect to the imaging conditions with a slight misorientation, the resulting 
image will be a Moiré pattern of the superposition of the two separate patterns. Furthermore, the image is not an exact reconstruc-
tion of the lattice as it is not a direct imaging mode. To accurately interpret HR-TEM images it is common to compare the data against 
thickness-defocus plots, which can be modelled in software packages such as JEMS. The thickness cannot be readily controlled in-
operando, hence the defocus is the variable parameter. An imaging series varying the defocus is known as a through-focus series.  

The most common imaging modes in STEM involve annular detectors, such as annular DF (ADF) and annular BF (ABF). Depending on 
the angle used in ADF it is also split up into high-angle ADF (HAADF), medium-angle ADF (MAADF), and low-angle ADF (LAADF). HAADF 
is the most commonly used configuration, and images electrons which have been scattered at larger angles (~85-200 mrad) due to 
Rutherford scattering. The incoherent nature of this scattering, and as annular detectors would average over several fringes, removes 
any phase sensitivity and the interference pattern observed in HR-TEM. The contrast depends instead on the atomic number, Z, of 
the imaged atom. A higher Z results in a higher signal on the HAADF detector. This gives excellent composition contrast, and in 
aberration-corrected microscopes it is even possible to directly image the individual atomic columns with elemental contrast.  

A disadvantage of HAADF is that it can be difficult to image very light elements, particularly in the presence of heavier ones. MAADF 
on, the other hand, relies less on the Rutherford scattered electrons, but instead images using diffracted electrons, similar to normal 
DF imaging. MAADF gives information about boundaries, phases, and defects. BF-STEM produces an image which is essentially an 
inverse of the HAADF image, but it also includes phase contrast from the diffracted beams. ABF has also been developed recently.365–

368 It has the smallest angle collection angle range (11-22 mrad) while excluding the central beam, and was first reported by Okunishi 
et al. as an approach to enhance imaging of light elements alongside heavy elements with a high dynamic range and achieving a non-
oscillating transfer function.365,366 It gives complementary images to HAADF, albeit heavier elements appear darker instead of 
brighter, and has successfully been applied to image elements as light as hydrogen in materials.367 This imaging mode was initially 
achieved by covering the centre of a standard BF detector using a beam stop.365 Nowadays there are dedicated ABF detectors which 
facilitate simultaneous EELS and ABF imaging. It is also possible to use a HAADF detector for ABF if the camera length is increased 
sufficiently to change the collection angles to the correct range. 

Figure 3.7 (a) BF-TEM image of two zinc phosphide nanopyramids in cross section and (b) the corresponding DF-TEM image. (c) is a HR-TEM 
image of the interface between zinc phosphide and the substrate, indium phosphide. 
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In short, electron microscopy offers a plethora of different imaging modes, allowing for microstructure and atomic scale analysis of 
materials. The main modes in SEM are SE and BSE imaging, which are more sensitive to topography and composition, respectively. 
TEM relies on diffraction contrast for BF and DF imaging, and phase contrast for HR-TEM. STEM imaging mainly utilises annular de-
tectors, allowing for imaging of incoherent signals and for the direct visualisation of atomic columns. Furthermore, these setups are 
capable of acquiring additional analytical information, which will be described in the following section. 

3.7 Analytical Electron Microscopy 
Analytical electron microscopy allows the user to access information about the crystallography, composition, bonding, and optoelec-
tronic properties of materials. Recent studies using cutting-edge equipment have even managed to perform vibrational spectroscopy 
in the electron microscope.323,369–372 This section will outline the techniques used in this thesis, and explain their origin and how they 
can be interpreted. 

When the electrons interact with a periodic crystal structure it is possible for them to undergo Bragg diffraction under certain condi-
tions. This is the main origin of contrast in BF and DF-TEM, however, it can also provide more detailed information about the crystal 
structure. Diffraction is the result of constructive interference at certain angles by reflected waves (e.g. electrons or photons) based 
on the electron energy/wavelength, the interatomic distances and the crystal symmetry. The general conditions for diffraction are 
summarised by Bragg’s law: 

 

Equation 3.1  2𝑑𝑑 sin 𝜃𝜃 = 𝑛𝑛𝑛𝑛                

 

Where 𝑑𝑑 is the lattice spacing, 𝜃𝜃 is the angle of constructive interference (Bragg angle), 𝜆𝜆 is the wavelength and 𝑛𝑛 is an integer 
representing the order of diffraction. However, not all planes will result in constructive interference. This depends on the crystal 
symmetry, and they are generally referred to as the systematic absences. These absences are determined by the structure factor: 
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The structure factor, 𝐹𝐹ℎ𝑘𝑘𝑘𝑘, determines the amplitude and phase of the diffracted beams, 𝑓𝑓𝑗𝑗 is the element specific scattering factor 

of the j-th atom, ℎ, 𝑘𝑘, and 𝑙𝑙 are the Miller indices of the plane in question, 𝑎𝑎, 𝑏𝑏, and 𝑐𝑐 are the lattice vectors, and 𝑥𝑥, 𝑦𝑦, and 𝑧𝑧 are the 
coordinates of the atoms as a multiple of the lattice vectors. Visualisation of these conditions is simpler to achieve using the Ewald’s 
sphere in reciprocal space, illustrated in Figure 3.8. In reciprocal space, the planes are represented by dots for a 3D structure. If the 
material is confined in one dimension, the dots will instead become lines due to the reciprocity, just as the case of reflective high-
energy electron diffraction discussed in Section 2.2.2. The Ewald’s sphere has a radius of 1/𝜆𝜆(where 𝜆𝜆 is the wavelength of the elec-
tron), and is centred on the sample while touching (0 0 0), which is the un-diffracted beam. The points which the sphere crosses are 
are in a diffracting condition, and the corresponding wavevector is indicated through KD in the figure. For simplicity it has been illus-
trated as a 2D section, but in reality it is a 3D sphere (as the name would suggest), and depending on the crystal structure it will result 
in a much more complex pattern.  

In a TEM it is possible to observe the electron diffraction pattern by introducing a selective area (SA) aperture in the first image plane, 
and aligning the intermediate and projector lenses to project the diffraction pattern on the screen/camera. This diffraction pattern 
is called the selective area electron diffraction (SAED) pattern. There are two main type of patterns observed from crystalline samples, 
namely spot and ring patterns. The spot pattern indicates that the area determined by the SA aperture is a single crystal, and the 
symmetry is determined by the zone axis at which the crystal is observed. TEM holders are generally capable of tilting the grid to 
facilitate the orientation of the sample along a zone axis. Ring patterns are observed when multiple grains are encompassed by the 
SA aperture, and by measuring the distances from the centre it is possible to get the interplanar spacings, and consequently the 
lattice parameters. Furthermore, by investigating the systematic absences it is possible to gain more information about the crystal 
symmetry. To obtain accurate measurements it is preferable to use a calibration standard, which can be either a separate grid with 
a well-known sample, or it is possible to drop-cast nanoparticles with a well-known lattice structure on the grid with the sample (e.g. 
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gold nanoparticles). It is also possible to compare the pattern against simulated ones using e.g. JEMS. Other techniques capable of 
accessing this information include x-ray diffraction373 and Raman spectroscopy374,375. The first technique is analogous to SAED, how-
ever, x-rays are used instead of electrons. Raman spectroscopy measures energy shifts in optical signals due to (anti-)Stokes scattering 
from phonon modes. The energy and symmetry of these lattice vibrations can also be used to elucidate the lattice structure and 
symmetry.  

The next analytical technique commonly used in electron microscopy is energy dispersive x-ray spectroscopy (EDX, sometimes 
(X)EDS). EDX is generally used in scanning modes, such as SEM and STEM, as it is then possible to acquire position dependent spectra. 
It is technically possible to do it in a standard TEM, however, the signal one would detect is the average of the whole illuminated area 
and is more susceptible to channelling artefacts if the sample is aligned to a zone axis.376 The EDX signal relies on the inelastic excita-
tion of a core electron in the sample by the incoming electron beam as illustrated in Figure 3.9a. When an electron is excited to the 
vacuum level, an outer-shell electron will relax into its place. The relaxation transition will emit the change in energy as a photon in 
the x-ray spectrum. The exact energy of this photon can be used as a fingerprint of an element, as the transition energies are materials 
dependent. This effect can be used to map the composition of the sample by taking location dependent analysis, such as the EDX 
maps of an indium-catalysed zinc phosphide nanowire in Figure 3.9b. In SEM, the resolution of EDX maps is limited by the large 
interaction volume of the x-ray emission, which can be in the µm range. Lower acceleration voltages can reduce this volume, how-
ever, it also drastically lowers the x-ray emission and one will not be able to detect elements with characteristic transitions at higher 
energies. The achievable resolution in STEM however is much higher, and it is even possible to achieve atomic resolution in aberration 
corrected microscopes under ideal conditions. Generally, as the samples are much thinner than the interaction volume at the higher 
acceleration voltages typically used (60-300 kV), the limiting factor is the spread of the electron beam when interacting with the 
sample.  

Furthermore, if the acquired spectra are treated correctly it is possible to quantify the composition. The main parameters to account 
for are the relative emittance of the specific elements, their absorption, and fluorescence in the x-ray region (ZAF correction). For 
example, lighter elements tend to emit less x-rays in favour of Auger electron emission. Although not common, there are dedicated 
setups for measuring these as a complementary method to EDX for the quantification of lighter elements. Absorption and fluores-
cence are generally not a problem in STEM measurements due to the thin nature of the samples, however, have to be corrected for 
in SEM or if relatively thick samples are measured. Absorption is an issue in thicker samples as the x-rays will travel through a material 
in which it can excite an electron and subsequently non-radiatively discard the energy, through for example vibrational excitations. 
Furthermore, the x-rays generated from one of the elements can excite another one, and it then emits x-rays in its characteristic 
energy (i.e. fluorescence), it will be overrepresented in the signal and needs to be accounted for. The final effect which needs to be 

Figure 3.8 Illustration of a 2D slice of the Ewald´s sphere, with 0 representing the non-diffracted beam, K0 the non-diffracted 
wavevector and KD he diffracted wavevector. Each dot represents a plane in reciprocal space. 
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taken into account is Bremsstrahlung (“breaking radiation”), which is a continuous background of x-rays generated when the primary 
electrons have inelastic collisions where they change direction, and for the conservation of energy and momentum and x-ray is emit-
ted to make up for the change. The most common approach to use for quantification is the Cliff-Lorimer model, which relies on the 
comparison of the data with a sample of known composition by a proportionality factor known as the k-factor, calculated from 
previous experiments or theoretical models. Modern software packagess, such as Velox, Digital Micrograph, or INCA, can reference 
to their databases to facilitate this process. For example, Velox can produce accurate quantifications of the selected elements using 
the density and thickness of the sample as input. However, the accuracy of EDX is usually in the order of a few percent, and it is not 
sensitive down to the levels needed to detect dopants in semiconductors. Other techniques, such as secondary-ion mass spectros-
copy (SIMS) or APT, can achieve this level of accuracy.330,332,333 Unfortunately, SIMS and APT are destructive, as they break apart the 
sample in order to analyse it.  

EELS is a versatile technique which measures inelastic interactions between the electron beam and the sample. EELS can be carried 
out in both STEM and TEM setups. There are two main regions of an EEL spectrum, namely the core-loss and low-loss regions. Core-
loss EELS is very similar to EDX, however, it looks at the energy change of the electrons in the probe as they inelastically excite the 
core electrons in the elements. Elements have characteristic peaks, called edges in EELS as they have an onset energy and a non-
gaussian shape. Fitting of the onset energy allows the peak identification and quantification using e.g. Digital Micrograph. In STEM it 
is possible to use this effect to map the composition with atomic resolution in aberration corrected microscopes.322 Furthermore, the 
tail regions of the edges contain information of the oxidation state and chemical environment of the different species. This part of 
the signal is not straightforward to interpret, and significant modelling needs to be performed to validate any analysis. An analogous 
technique using synchrotron x-rays is x-ray absorption near edge structure (XANES) analysis.377,378 

Low-loss EELS is a technique which has been increasingly applied with the advent of aberration correctors and monochromators. The 
precise alignment and small energy spread allow for energy resolutions down to a few to tens of meV in EELS measurements. The 
first features investigated in the low-loss region, as they were distinguishable before meV resolution, were surface electronic excita-
tions such as plasmons.379–382 Plasmon excitations can be used to determine what type of material observed (e.g. metals tend to have 
much sharper plasmon peaks), and by looking at the excitation energy one can determine the composition by comparing to previously 
acquired data. However, as plasmons are delocalised it is not possible to achieve the same compositional mapping resolution as core-

Figure 3.9 (a) Illustration of the characteristic x-ray generation process and (b) HAADF-STEM and EDX maps showing the tip of an indium-catalysed 
vertical nanowire with the solidified droplet balancing on top. 
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loss EELS. Nowadays, high-end setups have small enough zero-loss peaks (ZLP) to resolve the excitation of valence electrons to the 
conduction band, making it possible to investigate the transition energies of semiconductors with increasingly smaller bandgaps.383–

389 This analysis is called valence EELS (VEELS), and allows for the direct investigation of local fluctuations in the bandgap down to the 
nm scale, not achievable by other means. Furthermore, the resolution has now been pushed to the point where spectroscopy of 
vibrational modes using electron microscopy has become feasible.323,369–372 While significant data treatment and analysis are neces-
sary for accurate interpretations, the advances in EELS through the development of monochromators and aberration correctors is 
opening up new and interesting fields of analytical electron microscopy. 

The last analytical electron microscopy technique covered here is cathodoluminescence spectroscopy (CL). CL has the capacity to 
create spatial maps of the optical bandgap of semiconductors down to the nanoscale.349,390 It is possible to determine the nature of 
the optical recombination observed by altering the excitation power, and plotting the integral of the emitted signal versus excitation 
power on a log-log plot.391,392 If the exponent is larger than one the recombination is related to a direct bandgap, while if it is below 
it is either a defect transition or an indirect bandgap.391 CL has also been used to determine the defect density, such as threading 
dislocations in gallium nitride, which act as non-radiative recombination centres.393 SEM-CL setups tend to have better outcoupling 
of the emitted light as they have more space around the sample to collect the light from, as compared to STEM-CL which typically 
has a small optical fibre collecting the signal. CL is often compared to photoluminescence spectroscopy (PL). PL utilises a laser to 
excite the charge carriers in the sample, and can generally achieve higher energy resolution. The advantage of CL is its high spatial 
resolution, limited only by the diffusion length of the charge carriers, while the spatial resolution in PL is limited by the focusing 
capabilities of the setup. 

3.8 Summary 
Electron microscopy is a versatile tool to image and analyse samples down to the atomic scale. Inorganic semiconductor nanomateri-
als are readily investigated by electron microscopy, as they either fulfil, or can easily be made to fulfil, all the sample requirements, 
i.e. electron transparent and conductive. Electron microscopy is ubiquitous in material science, in this work it will be used to gain 
information about the microstructure, crystallography, composition, optoelectronic properties, chemistry of the zinc phosphide 
nanostructures through the techniques listed in this chapter. With the invention and development of aberration correctors and mon-
ochromators it is now possible to perform this analysis down to the atomic scale, and the possible areas of application of electron 
microscopy analysis are constantly expanding.  
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 Vapour-Liquid-Solid Growth of 
Zinc Phosphide 
Zinc phosphide nanowires constitute a promising building block for earth-abundant photovoltaics, however, they are yet to be grown 
epitaxially. This chapter will focus on the growth and characterisation of various types of zinc phosphide nanowires epitaxially grown 
on indium phosphide substrates using a vapour-liquid-solid (VLS) approach.  

For this publication I performed the growth, scanning electron microscopy, substrate preparation, conventional transmission electron 
microscopy (TEM), scanning (S)TEM, STEM energy dispersive x-ray spectroscopy (EDX) measurements, and cathodoluminescence 
spectroscopy. I also performed the data analysis of the data generated from these measurements in addition to the aberration cor-
rected high-angle annular dark-field (HAADF) STEM data. Finally I wrote the manuscript, which was then completed with the input of 
all co-authors. 

The first structures presented in this chapter were grown two years after the start of my PhD after a long and bumpy installation 
process of the new molecular beam epitaxy system. First we tried gold as the catalyst. We quickly realised that the gold would, 
depending on the manipulator temperature, either react with the indium phosphide substrate to create micrometre sized droplets, 
or simply not act as a growth catalyst. However, we did notice the growth of nanowires between the gold particles, and through 
STEM-EDX we observed that they were indium catalysed. The indium came from the zinc flux reacting with the substrate, forming 
the nano-droplets necessary for VLS growth. By tuning the surface defects/reaction sites we could in turn tune the nanowire density.  

Once we had achieved epitaxial nanowire growth we could start exploring the system in more detail. As an old school explorer we 
started off by mapping out the area (parameter window for growth) and discovered a plethora of different morphologies of zinc 
phosphide nanowires. We observed that the morphology is dependent on the growth parameters (temperature and precursor 
fluxes), and it could even be used to tune the composition of the nanowires. We explored the growth and structure of the different 
nanowires, and lastly we looked at the effect of composition and morphology on the optoelectronic properties. 

To better understand the thermodynamics at play during growth we collaborated with Dr Masoomeh Ghasemi at Thermo-Calc Soft-
ware AB to model the Zn-In-P ternary phase diagram using the CALPHAD method. It showed that in our expected regions we did 
indeed have a liquid phase (catalyst) and a solid zinc phosphide phase (product). With the aid of Dr Thomas LaGrange and Dr Reza R. 
Zamani, my co-supervisor, at the Interdisciplinary Centre for Electron Microscopy (CIME) at EPFL we also delved deeper into the 
structural aspects of the material using aberration corrected HAADF-STEM and STEM EDX. We observed how the off-stoichiometric 
composition could alter the pattern we observe, and that some of the indium catalyst breaks of during growth. The indium would go 
to the surface of the nanowire where it would form indium phosphide nanoclusters. The removal of indium also explains the tapering 
we observe on all nanowires, as the catalyst size and nanowire diameter are directly related. 

The cryogenic temperature cathodoluminescence spectroscopy of zigzag and vertical nanowires showed two different recombination 
pathways for the different morphologies. While slightly greater than the previously reported values, the energy difference closest to 
that observed for the zigzag nanowires is the one previously attributed to phosphorus interstitials, which is feasible due to their 
phosphorus-rich stoichiometry. The emission from the vertical nanowires varied depending on the composition, but the emission is 
in the range of those reported in the second column in Table 1.1. However, their exact origin of this peak is yet to be determined. 

With this work, we reported the epitaxial growth of zinc phosphide nanowires for the first time. We demonstrate the growth of highly 
crystalline and tuneable nanowires. While there is room to improve the functional properties, through for example passivation stud-
ies, this is a concrete first step towards the application of zinc phosphide nanowires for photovoltaic applications. 

The content of this paper, published in Nanoscale Horizons (Vol. 5, p. 274-282, 2020) under a Creative Commons Attribution-Non-
Commercial 3.0 Unported Licence, has been edited to match the format of this thesis with references combined with those at the 
end. The content and figures have been reproduced here without modification with the permission of the Royal Society of Chemistry. 
The supporting information can be found in Appendix A. 
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4.1 Multiple Morphologies and Functionality of Nanowires made from Earth-
Abundant Zinc Phosphide 

Simon Escobar Steinvall, Nicolas Tappy, Masoomeh Ghasemi, Reza R. Zamani, Thomas LaGrange, Elias Z. Stutz, Jean-Baptiste Leran, 
Mahdi Zamani, Rajrupa Paul, Anna Fontcuberta i Morral 

4.1.1 Abstract 
Semiconductors made of earth-abundant elements, such as zinc phosphide, have the potential to substitute less abundant, highly 
functional compound semiconductors such as InAs or InP. Compound semiconductors in the form of nanowires could revolutionise 
application areas such as energy harvesting and optoelectronics. Here we synthesise Zn3P2 nanowires tailored in four different mor-
phologies, namely vertical, straight-titled, zigzag and crawling. The optical properties elucidated by cathodoluminescence spectros-
copy indicate a shape and V/II ratio dependence. Band-edge, defects, or surface nanoclusters mediate the luminescence in different 
degrees. This work opens new avenues for the use of earth-abundant Zn3P2 nanowires in photovoltaic applications. 

4.1.2 Introduction 
Zinc phosphide (Zn3P2) is an earth-abundant semiconductor with optoelectronic properties suitable for photovoltaic applications.81,394 
It exhibits a direct bandgap of roughly 1.5 eV, strong absorption in the visible range of the electromagnetic spectrum, and carrier 
diffusion lengths in the order of 5-10 μm.55,57–61 Despite its promising properties, there has been limited progress in the fabrication 
of high-quality zinc phosphide devices. The highest photovoltaic conversion efficiency achieved using a Zn3P2 absorber was ~6%, 
which was achieved several decades ago.62 There are three main challenges with the processing of this earth-abundant semiconduc-
tor, the first being its large tetragonal unit cell (a=8.089 Å, c=11.45 Å), complicating epitaxial growth.395 The second arises from its 
high thermal expansion coefficient (1.4 × 10−5 𝐾𝐾−1) which introduces strain and defects upon cooling after growth.73,74 The final 
challenge involves achieving controllable doping. Most growth techniques result in intrinsic p-type doping through phosphorus inter-
stitials. Extrinsic doping, particularly n-type, is not yet fully unravelled.71,76,119 

To overcome these challenges, the nanowire morphology shows promising perspectives. First, their small diameter allows for high-
quality epitaxial growth on lattice mismatched substrates through radial stress relaxation. 222,226,231 These factors mitigate the chal-
lenges posed by II3V2’s large lattice parameter and coefficient of thermal expansion, facilitating virtually defect-free epitaxial 
growth.331,396 Moreover, vertical nanowire arrays exhibit photonic properties enabling increased light absorption with respect to the 
equivalent thin film. 167,225,249,252,253,256,397–399 This is a consequence of their enhanced absorption cross-section, and modification of 
light emission directivity. Altogether, this modifies the Shockley-Queisser limit, resulting in a higher theoretical efficiency for nan-
owire devices compared to planar ones.167,225,249,252,253,256,397–399 

In this work, we demonstrate the growth of Zn3P2 nanowires in tailored morphologies using molecular beam epitaxy (MBE). The use 
of MBE lowers growth temperatures in comparison to other techniques used to obtain Zn3P2, such as chemical vapour transport in a 
quartz ampule and metal-organic chemical vapour deposition.73,89,99,106 The lower growth temperature should significantly reduce 
the number of grown-in defects induced by strain from differential thermal expansion. Furthermore, by varying the V/II flux ratio in 
the MBE, the composition of thin films can be adjusted precisely. This is the key to control the density of self-interstitials, which 
readily form due to the high number of large vacant sites in the zinc sublattice, and thus the degree of intrinsic doping due to devia-
tions from stoichiometry.89 In principle, the precise flux control in MBE should also enable the controlled incorporation of extrinsic 
dopants such as Ag, Mg and In.75,76,79,119,144 

Previously, in addition to thin films and bulk crystals, Zn3P2 has been obtained in the form of randomly oriented nanowires, nanorib-
bons, and nanotrumpets.100–102,128,130,143,151,400 In most of these studies, nanowires were produced through chemical vapour deposi-
tion (CVD) or by a thermochemical method relying on a quartz capsule containing the precursors being heated in a fur-
nace.100,101,128,130,143,151 Both of these techniques result in a nanowire powder consisting of randomly aligned nanowires not attached 
to a substrate. To achieve the 1D nanowire morphology, researchers have mainly relied on the vapour-liquid-solid (VLS) growth 
mechanism , where a nanoscale liquid catalyst is used to guide 1D growth through enhanced precursor absorption and selective, 
directional precipitation upon supersaturation.219 The catalysts previously reported for zinc phosphide nanowire growth are gold, 
indium and tin.101,128,130,143,260 Whilst gold catalysed nanowires tend to be straight, those grown with indium and tin exhibited a zigzag 
morphology.101,128,143,260 Similar superlattice structures have also been reported for other compound semiconductors. According to 
Algra et al., twinning minimises the deformation of the droplet on the top facet when the cross-section reaches a truncated triangular 
geometry, and turns it back to a hexagon.236,242,401 
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Proper selection of the substrate with suitable crystal structure can promote epitaxial growth. InP (100) has been proposed as a 
suitable substrate due to the low mismatch between the phosphorus sublattices. It also avoids the formation of an interfacial phos-
phide, as was observed on GaAs.107,129 

Here, we report the epitaxial growth of zinc phosphide nanowires by MBE, in various morphologies. To the best of our knowledge, 
this is the first report on the growth of tuneable epitaxial Zn3P2 nanowires by MBE. 

4.1.3 Results and Discussion 

 

Figure 4.1(a)-(d) are SEM images of vertical, straight-tilted, zigzag and crawling nanowires with scale bars of 500 nm. The first image is at 20 °, whilst 
the others are normal to the substrate. (e) shows the growth condition and manipulator temperature combination which resulted in what morphol-

ogies and (f) is an illustration of the proposed growth mechanism. 
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Zn3-xP2+y nanowires were obtained in 4 different morphologies on InP (100), which we denominate as vertical, straight-tilted, zigzag, 
and crawling. Scanning electron microscopy (SEM) images of the different morphologies are presented in Figure 4.1a-d, respectively, 
with lower magnification images included in the supplementary information. The vertical nanowire morphology is ideal for potential 
photovoltaic applications because of their enhanced light absorption mentioned previously. Figure 4.1e maps the different morphol-
ogies yielded as a function of the different growth conditions, i.e. manipulator temperature and V/II ratio. From here on, the reported 
V/II ratio corresponds to the ratio between the values of Zn and P2 beam equivalent pressures (BEPs). There is some overlap between 
the morphologies yielded, but the overall trends are as follows: at lower temperatures, the straight-tilted morphology dominates. At 
higher temperatures, on the other hand, the dominating morphology is the crawling nanowires, which is also the main type of wires 
for low V/II ratios. The zigzag nanowires grow mainly at moderate temperatures at intermediate V/II ratios, and the vertical morphol-
ogy is similarly favoured at moderate temperatures, being the dominant morphology in the higher V/II ratio range. When the V/II 
ratio exceeds 1.6, a thin film overgrowing the nanoparticles is observed, as shown in the supplementary information.  

Figure 4.2 (a)-(c) are SEM images of nanowire ensembles obtained after 0 s (a), 5 s (b), and 10 s (c) argon ion beam exposure respectively. We ob-
serve an increase in nucleation density of 16x and 82x with respect to (a). All scale bars are 10 μm. 
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The vertical nanowires exhibit a significant surface roughness, which generally can be attributed to the presence of stacking faults. 
However, as it will be shown, this is not the case. Im et al. investigated Zn3P2 nanowires grown by either Au or In catalysed VLS, and 
they observed the formation of superlattices only in the latter.128 Similarly, Shen et al. also reported the formation of superlattice 
nanowires only when growing using an In catalyst.101 However, from this study it is clear that it is possible to achieve different mor-
phologies by simply tuning the growth conditions and not the catalyst.  

Figure 4.1f illustrates the proposed growth mechanism of the nanowires. First, during the pre-deposition step, the zinc flux reacts 
with the indium phosphide substrate, forming a Zn-In-P nanoparticle, shown in the supplementary information. This acts as the liquid-
phase catalyst for VLS growth during the subsequent growth step, resulting in the so-called substrate-mediated VLS growth. It is 
worth mentioning that the nanowire density of most samples remained constant irrespective of the growth condition. We suspected 
that In droplets would form preferentially at surface irregularities. To test this hypothesis, we exposed the substrates to short Ar ion 
beam treatments to increase the surface roughness and/or irregularities. Representative SEM micrographs of samples exposed for 
0, 5, and 10 s are presented in Figure 4.2a-c. The nanowire density increases by a factor of 16 and 82 times, respectively, reaching a 
nanowire density of 1 nanowire per 2.4 μm2.  

To support the proposed growth mechanism, we performed scanning transmission electron microscopy (STEM) energy dispersive x-
ray spectroscopy (EDX). Representative measurements of a nanowire tip are shown in Figure 4.3a-d. The main component of the 
droplet is indeed In. The faceted nature of the catalyst indicates that at room temperature, where the STEM EDX measurements were 
carried out, the catalyst is solid.  

To further elucidate the mechanisms at play we provide an understanding of the thermodynamic Zn-In-P system, obtained by the 
CALculation of PHAse Diagrams (CALPHAD) method.402 In the CALPHAD method, the Gibbs energies of the phases are modelled using 
experimental data as input. The equilibrium phase diagram is then mapped by minimisation of the Gibbs energies of the phases for 

Figure 4.3 (a) HAADF STEM image of the top of a vertical nanowire. (b)-(d) corresponding elemental map of indium, zinc and phosphorus. 
All scale bars are 50 nm. (e) shows the ternary phase diagram of the Zn-In-P system calculated using the CALPHAD method at 250 °C. (f) 

shows the deviation from stoichiometry of vertical nanowires grown at different V/II ratios. The straight lines indicate the ideal stoichiome-
try. The vertical and zigzag nanowires were grown at 250 °C, whilst the straight-titled ones were grown at 235 °C. 
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all temperatures. One then finds the corresponding compositions of the phases with the lowest Gibbs energy. Although nanowire 
growth is a non-equilibrium process, thermodynamic diagrams provide information on what equilibrium phases can be obtained. The 
isothermal section of the Zn-In-P ternary phase diagram at 250 °C is presented in Figure 4.3e. When adding Zn to InP, one moves into 
a tie triangle with liquid, InP and Zn3P2 phases present. The vertical section between Zn and InP, shown in the supplementary infor-
mation, indicates that a liquid phase is present above 156.3 °C. Below this temperature it undergoes an invariant transition, first 
forming Zn3P2 until the zinc in the droplet is consumed, which would preferentially nucleate at the interface of the already grown 
nanowire. The remaining In and P will then form an In (core) and InP (shell). These observations allow us to determine that our 
catalyst is indeed liquid during growth, and to explain the segregation observed in the catalyst at room temperature.  

We now turn to the characterisation of the chemical composition of the nanowires as a function of the growth conditions and mor-
phology, as measured by STEM EDX. The average composition of vertical, zigzag, and straight-tilted nanowires grown at different V/II 
ratios is presented in Figure 4.3f, with the solid lines indicating the stoichiometric composition. The measurements were done for a 
rectangular section of an area approximately 100×100 nm2 and corrected for the thickness of the individual nanowires. Moreover, 
to accurately correct for the varying thickness of the zigzag nanowires, a polygon was used instead of a rectangle to cover an area of 
approximately constant thickness, and the measurements were taken using aberration corrected (AC) STEM. Low V/II ratios resulted 
in Zn-rich Zn3-xP2+y nanowires. The increase in P2 flux improves the homogeneity in composition and increase the P content, with the 
nanowires grown at a V/II ratio of 1.45 being closest to the stoichiometric composition. This sets MBE grown zinc phosphide apart 
from other growth techniques, which predominantly result in P-rich products.71,99 STEM EDX data of straight-tilted nanowires grown 
at 235 °C showed a similar trend. The zigzag nanowires, on the other hand, exhibit a 1:1 ratio between Zn and P irrespective of the 
V/II ratio during growth. The composition along the nanowire did not change within the uncertainties of the measurement technique, 
as shown in the supplementary information. 

Growth temperatures below 235 °C result in randomly oriented nanowires, lacking a clear epitaxial relation with the substrate. Fur-
thermore, in this temperature range, we observed nanowires with and without a droplet at the tip, indicating the possible coexistence 
of the previously mentioned VLS growth mechanism with a vapour-solid (VS) one. These nanowires presented a growth front con-
sisting of exposed facets, similar to what is also found in GaAs.302 SEM images of these nanowires are presented in the supplementary 
information.  

Transmission electron microscopy (TEM) data for zigzag, straight-tilted, and vertical nanowires are presented in Figure 4.4. Selective 
area electron diffraction (SAED) showed that all nanowires, irrespective of composition and morphology, have the P42/nmc crystal 
structure, characteristic of Zn3P2. Due to the thickness of vertical nanowires, they could not be characterised through high resolution 
(HR) TEM. However, SAED pattern analysis (Figure 4.4m) indicates that the vertical nanowires have a [001] growth direction, whilst 
both zigzag and straight-tilted nanowires grow along the [101] direction (Figure 4.4d, i). The [101] growth direction was also observed 
by Shen et al, Brockway et al., and Im et al..101,128,400 However, Im et al. also observed a [201] growth direction for their superlattice 
nanowires, and other studies have shown zinc phosphide nanowires growing along multiple other directions.101,128 

HRTEM images from the zigzag nanowires (Figure 4.4b-c) clearly show the superlattice structure. Structural defects were observed 
in the zigzag and straight-tilted nanowires (Figure 4.4g-h). All structural defects observed in these nanowires were perpendicular to 
the [001] direction, and not to the growth direction. There was no preferential ordering observed in the frequency of these structural 
defects, indicating a more random generation mechanism as compared to the superlattices. A straight-tilted nanowire was also ob-
served along the [111] zone axis, with the images presented in the supplementary information. The defects were not observed along 
this zone axis as the Burgers vector of the defect and zone axis were not perpendicular. 

In the case of the vertical nanowires, we were unable to determine the presence of structural defects through HRTEM investigations. 
A vertical nanowire obtained with a V/II ratio of 1.00 was investigated using AC high-angle annular dark field (AC-HAADF) STEM. In 
Figure 4.4e, the bulk atomic arrangement as seen along the [100] zone axis of Zn3P2 is shown, with a zoomed out image presented in 
the supplementary information. By comparing it with simulated HAADF STEM images along the [100] zone axis for different compo-
sitions in the Zn-rich range, presented in the supplementary information, we confirm the [001] growth direction, in agreement with 
the SAED pattern in Figure 4.4m. Furthermore, in low magnification images with the same resolution, we did not observe any stacking 
faults. The changes in the diameter of the nanowire around non-observed stacking faults may still explain the observed roughness, 
however, catalyst related effects are more probable. 

Another aspect to note is that all nanowires exhibit tapering. There are two main mechanisms that result in tapered growth, either 
through the morphing of the catalyst or VS growth on the exposed facets. There are multiple pathways for the catalyst to shrink, and 
as the In catalyst is not replenished, its depletion during growth is an irreversible process. For example, In may evaporate. Given its 
low vapour pressure at the growth temperatures, we consider this an unlikely scenario. A more probable case is that the In catalyst 



Vapour-Liquid-Solid Growth of Zinc Phosphide 

47 

is consumed during growth. In could potentially diffuse to the large vacant sites in the Zn3P2 lattice or to surface sites, depleting the 
In in the catalyst, and in turn reducing the nanowire diameter. We have indeed observed the presence of Zn3P2 VS growth on the 
side facets, however, we cannot rule out any catalyst related effects.  

 

 

 

 

Figure 4.4 (a)-(d) HRTEM images of a zigzag nanowire grown at a V/II ratio of 1.30 at different magnification highlighting the superlattice formation 
along the growth axis and the superimposed SAED pattern along the [100] zone axis indicating a [101] growth direction. (a) is rotated 90° with re-

spect to the other images.  (e) shows a AC-HAADF STEM image inside a vertical nanowire, grown at a V/II ratio of 1.00, nanowire with an overlay of 
the zinc and phosphorus atoms as matched with the crystal structure as seen down the [100] axis (zinc is green and phosphorus red) alongside with 

an inset of the simulated structure. (f)-(i) are HRTEM and SAED images of a straight-tilted nanowire grown at a V/II ratio of 1.00 as seen along the 
[100] zone axis, indicating a growth direction of [101], note, e is rotated 120° in relation to the other images. (j) is an AC-HAADF STEM image of the 
surface of a vertical nanowire. (k)-(m) TEM images and the SAED pattern of a vertical nanowire along the [100] direction, indicating a growth direc-

tion along [001]. (n) is the corresponding STEM EDX line scan going from the bulk (0 nm) to the surface and vacuum (20 nm). Scale bars in a, f, k, and 
l are 200 nm. In b, g and h the scale bars are 10 nm, in c it is 5 nm, and finally in e and j they are 1 nm. 
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To ascertain if these processes occurred, we analysed the surface of the vertical nanowire using AC-HAADF STEM and EDX. Small 
clusters with a different crystal structure were observed scattered along the surface, as shown in Figure 4.4j. Through an EDX line 
scan perpendicular to the surface in the aberration corrected HAADF STEM, Figure 4.4n, we observed that the surface layer was 
enriched in indium. There were also significant amounts of phosphorus and oxygen present in these clusters. The symmetry of the 
AC-HAADF pattern, indicating a [110] zinc-blende zone axis, and their composition suggest that In diffuses from the main catalyst to 
the surface of the nanowire during growth, reacting with the phosphorus flux, and generated InP nanoclusters. These clusters, and 
the overall surface of the nanowires, were covered by an amorphous oxide layer created during unloading from the MBE and expo-
sure to air, as confirmed by the EDX line scan data shown in Figure 4.4n. There is a sharp increase in phosphorus at the end of the 
line scan, but by correlating it to the HAADF intensity, we can deduce that it is an artefact of the quantification as the scan goes into 
the vacuum. To better understand the structure and distribution of these clusters, we applied fast Fourier transforms (FFT) and filters 
based on the symmetry to AC-HAADF STEM images, highlighting areas of different crystal symmetry (see supplementary information). 
By adjusting the focus along the surface, we noted that some clusters were only observed at different focal depths, indicating a 
random and incomplete coverage of the surface with InP. Thus, we can deduce that the mechanism behind the consumption of In is 
through the formation of surface InP nanoclusters.  

The tapering of the nanowires in itself is not an issue for photovoltaic applications; on the contrary, the range of diameters in a single 
nanowire allows the interaction between the nanowire optical absorption modes with an increased range of wavelengths.251,257,403–

405 However, the nanoclusters may still act as a sink for either holes, electrons, or both depending on the alignment of the quantum 
dot energy level with the Zn3-xP2+y. Therefore, the nanoclusters may greatly influence the optoelectronic properties of the nanowires 
by selectively repelling one type of charge carrier whilst acting as a sink for the other, effectively quenching the luminescence. Still, 
they can potentially be removed by selective chemical etching. The tapering due to droplet reduction could be mitigated through an 
In flux of roughly 2-3 Ås-1, based on direct impingement similar to self-catalysed III-V nanowire growth.269,270 

Finally, the optical properties of the nanowires were characterised by cathodoluminescence (CL) spectroscopy. In μ-photolumines-
cence studies, we did not observe any signal from the zinc phosphide, indicating high levels of non-radiative recombination. The 
higher excitation density of CL allowed us to observe radiative recombination, however, none indicative of bandgap recombination. 
The results from zigzag and vertical nanowires are presented in Figure 4.5. In Figure 4.5a-d, we present SEM micrographs and emis-
sion maps for zigzag and vertical nanowires. In the case of the zigzag nanowire, we observe emission localised at the nanowire, readily 

Figure 4.5 (a) is a SEM image of the zigzag nanowire analysed, and (b) shows a colour specific emission map of the zigzag nanowire, where green 
indicates the Zn3P2 emission whilst yellow is the background, InP, emission. (c) is a SEM image of a vertical nanowire grown at a V/II ratio of 1.15. (d) 
is an intensity map of the emission, showing higher intensity at the base of the nanowire.(e) is the spectra observed at different parts of the zigzag 

nanowire and also indicates the peak colouring in (b). (f) shows the spectra taken from the different parts of the vertical nanowire in (c), and (g) 
shows normalised emission spectra from vertical nanowires grown at different V/II ratios. All scale bars are 500 nm. 
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distinguishable from the background, as seen indicated in the CL map in Figure 4.5b. The panchromatic CL map of the vertical nan-
owire, Figure 4.5d, shows a different emission behaviour, with its emission mainly originating at the base of the nanowire.  

A detailed look into the CL spectra of the different parts of the nanowires is presented in Figure 4.5e-f for a zigzag and vertical 
nanowire, respectively. For the zigzag nanowire, we observe a sharp emission at 1.43 eV (860 nm), this transition energy is lower 
than the reported direct bandgap of Zn3P2 of 1.50 eV, thus most likely originating from a defect transition.55,58–60  For the vertical 
nanowire, grown with a V/II ratio of 1.15, we observed that the main emission peak shifted from 1.35 eV (918 nm) at the base to 1.33 
eV (928 nm) at the top, which could be a function of the tapering. These energies are also below the reported bandgap of Zn3P2, and 
similarly likely to originate from a defect transition. The InP nanoclusters may also be influencing the radiative recombination. Hence, 
further studies into the possible passivation of defects or removal of the surface nanoclusters are needed to optimise and clarify the 
optoelectronic response of the Zn3-xP2+y nanowires. 

Figure 4.5g depicts the emission of vertical nanowires as a function of V/II ratio. The emission peak redshifts with an increase of the 
V/II ratio. The main emission peak from the base of the nanowires shifts from 1.35 eV (917 nm) at low V/II ratios to 1.32 eV (940 nm) 
for higher V/II ratios. The peak shift could originate from different defect transitions in Zn-rich compared to P-rich samples. The 
emission from the nanowire grown at a V/II ratio of 1.00 also shows an emission peak at 1.38 eV (899 nm), which is attributed to 
recombination in the InP substrate. This could be a consequence of an enhanced carrier diffusion length of the nanowire, allowing 
for increased recombination at the substrate.  These energies are in a similar range as self-interstitial related defect transitions re-
ported previously, attributed to ionised acceptors.78 However, this would not explain the peak observed in Zn-rich samples (1.31 eV) 
or the shift with composition. 

4.1.4 Conclusion 
To summarise, we have obtained Zn3-xP2+y nanowires in four distinct tailored morphologies, among which the vertical nanowires are 
of particular interest for future photovoltaic applications. We have outlined the growth conditions yielding different nanowire mor-
phologies and explained the substrate-mediated VLS growth mechanism through which they grow. We demonstrated the engineering 
of the chemical composition of the nanowires by the growth conditions (V/II ratio), which is crucial for control of the majority carrier 
type through intrinsic doping. TEM studies showed that the vertical nanowires grow along the [001] growth direction, whilst the 
straight-tilted and zigzag nanowires both grow along the [101] direction. The straight-tilted and zigzag nanowires also contained 
structural defects perpendicular to the [001] direction. The tapering of the nanowires was explained by shrinkage of the catalyst via 
the loss of In, which resulted in the formation of InP nanoclusters on the nanowire surface. Finally, using CL we observed an optical 
transition at 1.43 eV for zigzag nanowires, whilst the vertical nanowires showed a composition and location dependent emission in 
the range 1.32-1.35 eV. As the emission is observed at energies lower than the bandgap, their possible origin could be either defect 
transitions or recombination inside the surface InP nanoclusters. To yield more luminescent nanowires, further studies into pas-
sivation of the surface and of the nanoclusters are necessary. 

4.1.5 Methodology 
Zn3-xP2+y nanowires were obtained in a Veeco GENxplor MBE system on InP (001) wafers using separate zinc and phosphorus sources 
(MBE Komponenten GaP-based P2 source). Before growth, the substrates were degassed at 580 °C for 10 minutes under a P2 atmos-
phere (beam equivalent pressure > 1 × 10−6 Torr) to remove the native oxide, which was verified through reflective high-energy 
electron diffraction. Indium droplets were generated by a five-minute zinc pre-deposition with a flux of 3.4 × 10−7 Torr and at a 
manipulator temperature of 250 °C, where it can react and form a liquid phase. The nanowires were then grown for four hours at a 
manipulator temperature between 220-265 °C using a zinc BEP of 3.4 × 10−7 Torr and the P2 BEP was varied between 2.8 −
4.9 × 10−7 Torr. Ion beam etching of InP (001) wafers was done using a Veeco Nexus IBE350 system using an acceleration voltage of 
700V and current of 1100 mA. 

The nanowires were characterised using a Zeiss Merlin FE-SEM, FEI Talos for conventional TEM/STEM operating at 200 kV, and FEI 
Titan Themis for AC STEM operating at 300 kV. The HAADF STEM images were filtered in Velox using a radial Weiner filter. 3D atomic 
models were generated using the Rhodius software package, and were then used for linear STEM image simulations.406 Using 
STEM_CELL we then performed STEM image simulations, relying on a modified version of the Kirkland “multislice” approach.407,408 
An Attolight Rosa setup was used for CL measurements, operating at 10 K and using an acceleration voltage of 3 kV. Samples were 
loaded on a stage with 20° tilt, allowing us to observe the vertical nanowires. The ternary phase diagram of the Zn-In-P system was 
modelled based on existing thermodynamic descriptions from Lee, Ansara et al., and Ghasemi et al., and through extrapolation of 
the binary phase diagrams using Thermo-Calc.67,409–412 More details of the modelling of the phase diagrams via the CALPHAD method, 
applied to the Zn-P binary system, can be found in ref. [67] and the supporting information file. 
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4.1.6 Supplementary Information 
The Supplementary Information, which contains additional electron microscopy analysis and the Zn-InP vertical section (isopleth) 
from the ternary phase diagram, can be found in Appendix A. 
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 Heterotwin Superlattice Nan-
owires 
One of the main morphologies reported in the previous chapter are the zigzag nanowires. These were previously thought to be 
regular twin superlattice (TSL) nanowires similar to the much more studied III-V analogues. However, using various aberration cor-
rected electron microscopy techniques we elucidated their exact structure in zinc phosphide, which showed this to not be the case. 
With this knowledge we formulated a new model to describe the formation mechanism of these structures that is more general than 
previous models based on polar III-V materials. Finally, we investigated the influence of the twins on the optoelectronic properties. 

For this publication, I performed the growth, scanning electron microscopy, and cathodoluminescence spectroscopy of the samples, 
as well as performing the data analysis of these parts. I was also involved in the imaging of the samples using aberration corrected 
analytical scanning transmission electron microscopy (STEM) at EPFL and SuperSTEM, and contributed to the analysis and treatment 
of the data generated. I was also involved in the interpretation and refinement of the models created by Lea Ghisalberti. Finally, I 
contributed to the writing of the manuscript, which was then finished with the input of all co-authors.  

Superlattices in materials with remarkable properties can be achieved in various ways, and one of the more elusive ones are the TSLs, 
where the crystal is rotated between each segment. These were first proposed in 1993, and were achieved experimentally a decade 
later in metal-catalysed compound semiconductor nanowires. Theoretical predictions based on TSLs show their potential for indirect 
to direct bandgap conversion in germanium among other interesting electric, phononic, and optic phenomena. 

However, while some progress has been made in understanding TSL formation, there are multiple conflicting theories as to the factors 
influencing their formation, and there is no clear model to predict under what conditions or in which material systems they can form. 
For example, side-facet polarity has been suggested as one of the most important factors based on results from zincblende III-V 
nanowires. In this work, however, we show that zinc phosphide zigzag nanowires have non-polar lateral facets. Consequently, we 
refine the formation model based solely on the catalyst dynamics rather than the side-facet polarity. 

Using aberration corrected analytical STEM we noticed another peculiarity about the “twin” in the zigzag nanowires. Instead of a 
normal twin where the crystal has a mirror plane at the twin, we observed a one monolayer thick discontinuity. By detailed exami-
nation through aberration corrected STEM imaging and core-loss electron energy-loss spectroscopy (EELS) mapping we could deter-
mine that we form an indium-rich layer at the “twin”, forming a heterotwin. Heterotwins are observed in high stacking fault energy 
materials, and the higher valency of indium at the interface facilitates the crystal rotation. These measurements were only made 
possible through the use of cutting-edge research facilities here at EPFL and at our collaborators at SuperSTEM (Dr Fredrik S. Hage 
and Prof Quentin M. Ramasse). 

We were curious of the effect of this indium-rich layer on the optoelectronic properties, so we performed room temperature CL 
measurements. Our previous studies at cryogenic temperatures had indicated a homogeneous response. However, this could be 
explained by the enhanced carrier diffusion length, and consequently decreased spatial resolution, at low temperatures. To enhance 
the spatial resolution we worked at higher magnification and at room temperature (decreasing the carrier diffusion length). Despite 
our best efforts, we could not discern any influence of the heterotwin on the CL response. Instead we observed some interesting 
waveguiding influence on the emission profile related to the zigzag and tapered geometry of the nanowire. 

The content of this paper, published in Nanoscale (Vol 12, p. 22534-22540, 2020) under a Creative Commons Attribution-NonCom-
mercial 3.0 Unported Licence, has been edited to match the format of this thesis with references combined with those at the end. 
The content and figures have been reproduced here without modification with the permission of the Royal Society of Chemistry. The 
supporting information can be found in Appendix B. 
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5.1 Heterotwin Zn3P2 Superlattice Nanowires: the Role of Indium Insertion in 
the Superlattice Formation Mechanism and their Optical Properties 

Simon Escobar Steinvall*, Lea Ghisalberti*, Reza R. Zamani*, Nicolas Tappy, Fredrik S. Hage, Elias Z. Stutz, Mahdi Zamani, Rajrupa 
Paul, Jean-Baptiste Leran, Quentin M. Ramasse, W. Craig Carter, Anna Fontcuberta i Morral 

*Equal Contribution 

5.1.1 Abstract 
Zinc phosphide (Zn3P2) nanowires constitute prospective building blocks for next generation solar cells due to the combination of 
suitable optoelectronic properties and an abundance of the constituting elements in the Earth’s crust. The generation of periodic 
superstructures along the nanowire axis could provide an additional mechanism to tune their functional properties. Here we present 
the vapour-liquid-solid growth of zinc phosphide superlattices driven by periodic heterotwins. This uncommon planar defect involves 
the exchange of Zn by In at the twinning boundary. We find that the zigzag superlattice formation is driven by reduction of the total 
surface energy of the liquid droplet. The chemical variation across the heterotwin does not affect the homogeneity of the optical 
proerties, as measured by cathodoluminescence. The basic understanding provided here brings new perspectives on the use of II-V 
semiconductors in nanowire technology. 

5.1.2 Introduction 
Filamentary crystals, also known as nanowires, have provided additional design freedom in the elaboration of materials with desira-
ble properties.173,174,227,413 This arises from the possibility of engineering the crystal phase, material composition, and for the possi-
bility of expanding the structure in three dimensions.222,227,243 Among the design opportunities, the composition or structure of nan-
owires can be arranged periodically in the form of superlattices.101,236,242,243 The periodicity of the superstructure modulates both the 
electronic and phonon (vibrational) states, depending on the magnitude of the period.374,414–416 Semiconductor superlattices find 
applications in the optoelectronic and thermoelectric arena.164,166,167,214 In thin films, the materials combinations are mostly re-
strained due to lattice-mismatch and thermal expansion conditions. Superlattice nanowire structures circumvent these limitations, 
and have been achieved by modulating the composition, crystal phase, and crystal orientation through rotational twins.222,236,242,243 

Twin superlattices (TSLs) in semiconductors were predicted by Ikonic et al. in 1993.417 More recently, they were implemented in 
nanowire form, first in Al2O3 and ZnSe, and subsequently in InP.273,418,419 These TSLs have been obtained mainly by the vapour-liquid-
solid (VLS) method in which a nanoscale liquid droplet preferentially collects the growth precursors.219 In addition to a periodic ar-
rangement of twins, these nanowire superlattices adopt a characteristic zigzag morphology with alternating (111)A/B facets in the 
case of zincblende nanowires.236,242 According to Algra et al., twin formation is determined by energy minimisation involving the 
stability of the droplet and the surface energy of the facets as a function of their polarity –(111) a or B-.236 

Zinc phosphide, Zn3P2, has recently attracted attention as a compound semiconductor made of elements that are abundant in the 
Earth’s crust with optoelectronic properties suitable for photovoltaic applications.106,122,124,142,186,420 Zn3P2 has been obtained both in 
the form of bulk crystals62,68, thin films89,106,186, and nanostructures101,128,130,260,420. Zinc phosphide based solar cells with an efficiency 
of up to 6% have been reported.62 This value is still well below the theoretical limit (>30%), illustrating the improvement potential of 
this material.19,421 

The synthesis of Zn3P2 nanowires can follow the VLS and the vapour-solid mechanisms, with In, Sn, and Au as cata-
lysts.101,128,130,143,147,260,420 Zn3P2 nanowires adopt various morphologies depending on the fabrication method and/or growth condi-
tions, including a zigzag superlattice.101,128,130,260,420 In contrast with III-V compound semiconductors, Zn3P2 exhibits a centrosymmetric 
tetragonal structure, and thus also non-polar facets and main crystal symmetry directions.68 Consequently, all side facets of Zn3P2 
zigzag nanowires are always Zn-terminated.124,130 This means that the mechanism through which Zn3P2 obtains a zigzag morphology 
is inconsistent with the model proposed based on III-Vs.236 

In this paper we reveal the nature of the defects leading to the zigzag structure using aberration-corrected and analytical scanning 
transmission electron microscopy (STEM). In addition, we explain the formation mechanisms based on simulations of the surface 
energetics of the droplet as a function of the nanowire cross-section. Finally, we outline the consequences of this periodic structure 
for the optical functionality through cathodoluminescence spectroscopy (CL). 
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5.1.3 Experimental 
The Zn3P2 nanowires were epitaxially grown in a Veeco GENxplor molecular beam epitaxy (MBE) system on InP (100) substrates. They 
were grown through In catalysed VLS, with the In originating from the substrate.420 The analysed samples were grown at a manipu-
lator temperature of 250°C and a V/II ratio of 1.15 or 1.45 for four hours, with additional details on the growth in [420]. The nanowires 
were transferred to copper TEM grids with holey carbon by scraping the grid on the growth substrate for TEM studies, and were used 
as grown for CL studies. 

Scanning electron microscopy (SEM) images were acquired using a Zeiss Merlin FE-SEM equipped with a Gemini column. The oper-
ating conditions were an acceleration voltage of 3 kV and a beam current of 100 pA. An in-lens secondary electron detector was used 
for the imaging. 

Droplet simulations were performed using the Surface Evolver software422, which computes minimised surface energy by optimising 
shapes given constraints and wetting angles. We implement the interfacial energy of the liquid-solid interface by means of the 
Young’s equation with a contact angle of 43° when the triple line is unconstrained. The certical axis in Fig 2c is the total energy divided 
by L2, with L being the average length of the sides, and the difference between the solid-liquid and the solid surface tensions. The 
average length of the side remains constant with a value of 1.57. Regarding the geometrical constraint, the triple line is not pinned 
to the edge, but is left free to move inside the polygon. To build the polygon, centred at the origin, we define an equation for each 
side of the hexagon through the lat and shrink parameters, illustrated in the SI. While the lat parameter is fixed at 0.55 and defines 
the apothem of the reference hexagon, the shrink parameter is variable controlling the shape of the constraint since it represents 
the normal between the facet centroid and the selected facet. By varying the shrink parameter from -0.25 to 0.25, we can reproduce 
the evolution of the nanowire cross-section from left oriented triangle to right oriented triangle (HT1 & HT2), passing through the 
hexagonal geometry at shrink equal to 0. To compare the effect of the volume we performed the simulations for three different 
droplet volumes: 0.125, 0.225, and 0.325 with dimensions of L3. 

Aberration-corrected bright-field/high-angle annular dark-field (BF/HAADF) STEM images and electron energy loss spectroscopy 
(EELS) maps were collected on a STEM-dedicated Nion microscope (US100MC) operating at 60 kV. The Nion UltraSTEM 100MC HER-
MES is equipped with a C5 Nion probe corrector (full correction up to 6-fold astigmatism C5, 6) and a UHV Gatan Enfinium ERS 
spectrometer optimised for high energy resolution with high-stability electronics. The microscope is equipped with a cold-field emis-
sion gun (C-FEG), having an energy spread of 0.35 eV. The beam convergence semi-angle was 31.5 mrad and the EEL spectrometer 
entrance aperture semi-angle was 44 mrad. Image detector angles were 0-14 mrad (BF) and 100-230 mrad (HAADF). To minimise 
contamination, the specimens were baked prior to insertion at 130 °C in vacuum (~10-6 Torr), and the microscope column is main-
tained at ultrahigh vacuum (UHV). The denoising of STEM-EELS datasets was done using the MSA plugin for Gatan’s Digital Micrograph 
suite, commercially available from HREM research.423 Example spectra are shown in the SI, and the 443 eV and 1020 eV peaks were 
used for EEL mapping of In and Zn, respectively. Further imaging was also performed in a FEI Titan Themis 60-300 kV TEM operating 
at 200 or 300 kV. The machine is equipped with a field emission gun (X-FEG), a monochromators, two aberration correctors (one pre-
specimen probe-corrector, and one post-specimen image corrector), and a Fischione HAADF detector. The collection angles are typ-
ically 85-200 mrad for HAADF-STEM images. The BF and HAADF images were denoised using radial a Weiner filter. Viewing direction 
illustrations were created in Mathematica. 

An Attolight Rosa setup equipped with an Andor Newton 920 Si-CCD was used for CL measurements. It was operated at room tem-
perature with an acceleration voltage of 3 kV, a beam current of <1 nA, and an exposure time of 50 ms per pixel. The nanowires were 
mounted on a stage with 20° tilt. Denoising of the hyperspectral maps was done through principal-component analysis (PCA) using 
the Hyperspy Software.424 Peak fitting was done after data treatment based on the approach described in ref. [425]. 
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5.1.4 Results and Discussion 

5.1.4.1 Electron Microscopy 
Figure 5.1a shows a representative secondary electron SEM images of a typical zigzag Zn3P2 nanowire. These nanowires grow per-
pendicular to (101) with side facets belonging to {101}.130,420 While the lateral facets in III-V superlattices, (111)A and (111)B, can 
exhibit different polarities, this is not the case for Zn3P2 (101) facets as they are all Zn-terminated.124,236,242 The supposed difference 
between the lateral facets has been cited as one of the driving forces for the formation of TSL nanowires. This argument cannot be 
applied to this case as Zn3P2 does not display polar facets. Before discussing the mechanism, we disclose the nature of the interface 
dividing the zigzag regions in the nanowire. 

Figure 5.1b shows an aberration-corrected BF-STEM image of a zigzag nanowire ([111] zone axis), revealing a “twin-like” planar defect 
separating different segments that are mirrored. This structural defect is akin to the twin planes in the III-V TSL nanowires: it inter-
faces two segments of the nanowire that appear to be rotated 180° around the nanowire growth axis –the (101) plane-, which is the 
most common twin plane in tetragonal systems.426 Here we observe a (224) planar spacing of 1.97 ± 0.07 Å, which is within experi-
mental error of the literature value of 2.024 Å.68 

Figure 5.1c shows the HAADF-STEM image of a region equivalent to that shown in Figure 5.1b, viewed along the other major zone 
axis, [-101]. The bottom insets corresponds to “close ups” of the interfaces, identifying sets of trimers (Zn – blue, P – red) at each side 
of the defect. The topmost insets show a three-dimensional model of the structure, highlighting the viewing direction of the respec-
tive zone axes. While the defect is easily discerned by the increase in intensity and break in periodicity in Figure 5.1c, the structure is 
not perfectly mirrored along this zone axis. Instead, we observe a translation of the top crystal by a (400) plane along the <100> 

Figure 5.1 a) Secondary electron SEM image of a superlattice nanowire. b) Aberration corrected BF-STEM image taken along a [111] zone axis in the 
region around the zigzag interface with an inset illustrating the viewing direction. c) Aberration corrected HAADF-STEM image taken along a [101] 
zone axis in the region around the zigzag interface. The top inset illustrates the viewing direction and the bottom inset displays a “close up” on the 
interface. d) HAADF-STEM image ([111] zone axis) of the region where the EELS maps were acquired (green). e-g) Core-loss EELS maps of Zn (blue - 

e), In (orange - f), and the combination (g), showing the localised presence of In in the region around the stacking fault. 
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direction perpendicular to the zone axis. Furthermore, as corroborated below, the interfacial defect extends to more than one mon-
olayer, and is of a different composition than the neighbouring segments. Thus, the two rotated crystals are separated, not sharing 
any crystal lattice points, and consequently this defect cannot be considered a standard twin.  

We not turn to the study of the nature of the interface separating the twinned regions by providing data on the chemical composition. 
For this, we took the core-loss EELS of the “twin” and the adjacent regions –marked with a green square in Figure 5.1d, resulting in 
chemical maps with atomic-scale resolution.322,427 Figure 5.1e-g display the resulting chemical mapping of Zn (blue – e), In (orange – 
f), and combined (g). P mapping did not provide the same resolution, and a constant signal was observed throughout. The maps 
reveal the presence of In at the interface and the neighbouring layers, accompanied by a drop in the Zn content. The presence of In 
is consistent with the intensity analysis in the HAADF-STEM images, especially from the [-101] direction (Figure 5.1c). The interface 
there appears slightly brighter than the rest, suggesting the presence of a heavier element, i.e. In. Given the chemical inhomogeneity 
across the boundary, the defect should rather be identified as a heterotwin.428 The In originates from the droplet that drives the VLS 
growth420, which was in contact with the twin region during formation. 

The utilisation of a chemical heterogeneity at the boundaries or planar defects have been reported in Al/TiN composites and in doped 
II-VI compounds such as ZnO. In the case of Al, N-terminated TiN lowers the formation energy of twins, and they provide significantly 
improved mechanical properties.428,429 In ZnO, trivalent metals such as Al, Fe, Ga, or In have shown to precipitate at the interface of 
inversion domain boundaries.321 The presence of trivalent metals in II-VI defects modifies the bonding coordination from four in a 
tetrahedral fashion to eight in an octahedral one, causing the polarity inversion.430–433 However, in the case considered here the 
defect cannot be classified as an inversion domain boundary as there is no polarity inversion associated with it. In the following 
section we discuss the mechanism by which Zn3P2 forms a zigzag structure via a heterotwin. 

5.1.4.2 Zigzag Mechanism 
To investigate the driving forces prompting the regular insertion of heterotwins, we analysed the heterotwin periodicity along the 
nanowire length, 𝑥𝑥 (𝑛𝑛𝑛𝑛), and as a function of W, an approximation of the cross-sectional apothem. The trend was observed in 
multiple nanowires, while the equation is based on the high-resolution TEM image shown in Figure B.S3. Similar to III-V TSL nanowires, 
the heterotwin periodicity in Zn3P2 nanowires depends on their diameter.242,434 The zigzag morphology results in the width being a 
periodic function with an amplitude with linear decay: 
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Where W0 is the initial width and h0 is the distance between the initial segment separation. Equation 5.1 shows that the heterotwin 
interdistance reduces with the reduction of the nanowire diameter, in agreement with studies on non-tapered superlattice ZnSe and 
GaAs nanowires.273,434 In particular, the term 𝜋𝜋/2.02 corresponds to 89°, i.e. the measured tapering angle characterising the reduc-
tion of the nanowire’s diameter. The origin of the tapering is explored in detail in ref. [420].  

Regarding possible explanations for the heterotwin formation mechanism, previous studies argued that twins in a zigzag structure 
form to minimise the nanowire surface energy.236,435 The argument is reasonable for compound semiconductor nanowires exhibiting 
facets with different polarities and thus different surface energies. However, Zn3P2 is not polar. The basic structural unit consists of 
symmetric Zn-P-Zn trimers, instead of asymmetric cation-anion dumbbells such as In-P in InP, and its centrosymmetric crystal struc-
ture.68,321,436 Thus, all facets in the zigzag structure are equivalent.124 This means we cannot reasonably attribute the instigation of 
the Zn3P2 twinning process to nanowire surface energy minimisation alone. As discussed below, deformation of the liquid droplet 
during growth provides a more compelling argument. 

We studied the droplet stability as a function of the volume and underlying cross-section of the nanowire, which varies during the 
zigzag formation as depicted in Figure 5.2a-b. To this end, we computed the surface energy of the liquid droplet and the interface 
with the nanowire using the finite-element based software Surface Evolver.422 We used a Young angle of 43°, which is the experi-
mental value found ex-situ.279 Young’s angles differing from 43° do not change the conclusion regarding alternating stability, the only 
modify the threshold for heterotwin formation. 

Figure 5.2c illustrates the evolution of the surface energy of the droplet plus the liquid-solid interface during one zigzag cycle. We 
include the curves for three relative values of droplet volumes, which all follow a similar trend. The total surface energy has been 
normalised by the average length of the sides, constant throughout all simulations, by the surface energy of a floating sphere with 
an identical volume, and by the surface tension of the liquid-vapour interface. Due to the pinning of the liquid at the edge of the 
faceted nanowires, an increase in the liquid volume results in the increase of the apparent contact angle.279 The normalised surface 
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energy increases with the liquid volume due to the expansion and deformation of the liquid surface at the edges. The lowest normal-
ised surface energy corresponds to the configuration with hexagonal nanowire cross-section, where the droplet is the least deformed. 
The normalised surface energy increases parabolically (to a second order approximation) with the modification of the liquid-solid 
interface area. The slope of the curve increases with the droplet deformation. A representative display of the predicted droplet shape 
during the zigzag process is shown in Figure 5.2d. It shows that the deformation is larger at the corners of the cross-section. In 
addition, the local and overall deformations are the largest when the cross-section is the closest to a triangular shape. This increasing 
deformation with the deviation from a hexagonal cross-section explains the increase in the normalised surface energy. 

The introduction of a heterotwin constitutes a mechanism to stop the increase in surface energy during the nanowire elongation 
caused by the droplet’s deformation.434,437 As the energy required to form a heterotwin (EHT) is fixed, there is a critical geometry of 
the nanowire’s cross-section after which it is energetically favourable to insert a heterotwin rather than to continue increasing the 
total normalised surface energy. The probability of creating a heterotwin along the nanowire axis, 𝑃𝑃(𝑥𝑥), should thus increase with 
the normalised surface energy of the system, 𝛾𝛾(𝑥𝑥), as: 

Equation 5.2     𝑃𝑃(𝑥𝑥)~ 𝛾𝛾(𝑥𝑥)
𝐸𝐸𝐻𝐻𝐻𝐻𝐴𝐴(𝑥𝑥)

    

After formation of a heterotwin, the normalised surface energy decreases with nanowire elongation due to the change in the facet 
orientation and return towards a hexagonal cross section.  

5.1.4.3 Optical Properties 
Previous studies on Zn3P2 indicate that it exhibits a direct bandgap at ~1.5 eV, which is close to the ideal bandgap for the highest 
efficiency of single junction solar cells.55 In our recent work, we demonstrated that zigzag Zn3P2 nanowires luminesce at 1.43 eV at 
cryogenic temperatures, which is relatively close to the expected value of the bandgap.420 We have observed that in Zn3P2 nanowires 
with a square cross-section, luminescence can vary with the relative stoichiometry between the Zn and P.420 Given the composition 
variation at the heterotwin in the zigzag nanowires, the question arises of whether the optical properties vary at these points. To 
ascertain their potential influence, we performed CL on zigzag nanowires at room temperature. The experimental conditions were 
chosen as to decrease the diffusion length and allow for higher spatial resolution measurements compared to previous studies. 

Figure 5.2 a) Secondary electron SEM image of a zigzag Zn3P2 nanowire b) schematic of the development of the cross-section of the nanowire as a 
function of the nanowire’s growth axis, c) Results of the computation of the system (droplet and nanowires top facet) normalised surface energy 

(normalisation explained in the text) as a function of the variation of the geometry of the NW’s top facet for three different referential droplet vol-
ume: small (red), medium (blue) and large (green); d) 3D sketch of the large droplet morphology upon the zigzag period. 
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Figure 5.3a shows a panchromatic map of the CL emission. We observe a ~10% variation in the emission intensity around edges and 
on the outward facet orientation compared to that of the inward orientation of the zigzag structure. We attribute this fluctuation to 
the variations in electron-beam excitation as a function of the morphology (see SI for more details).  Detailed spectra along one 
oscillation of the zigzag morphology indicated by the arrow in Figure 5.3a are shown in Figure 5.3b. We observe two main peaks 
centred around 869 and 950 nm (1.43 eV and 1.30 eV, respectively), which correspond to sub-bandgap emission, potentially caused 
by the incorporation of indium in the bulk.119 First principle simulations should be performed to confirm this hypothesis. We also 
distinguish a third weaker peak centred around 748 nm (1.66 eV). This peak could correspond to emission from the Γ2 transition 260 
meV above the bandgap, available due to the high energy excitation of CL.55,438 The spectra along and on each side of the heterotwin 
are qualitatively extremely similar. The similarity of the spectra along the zigzag structure could be due to the carrier diffusion length 
being larger than the excitation volume.55 The spectra’s intensity tends to decrease down the nanowire axis. We attribute this to 
optical wave-guiding effects. The channelling of CL signal between optical modes of a nanowire depends strongly on the exact posi-
tion.439 In the measurement geometry used here, and with the restricted collection angle of the CL setup, the signal can be collected 
only when emitted from the top of the wire and for a restricted range of angle. This would explain the peak intensity variation on a 
λ/2 spatial scale as observed in Figure 5.3. One would require angle-resolved CL experiments to confirm this. 

5.1.5 Conclusion 
In conclusion, we have demonstrated that the Zn3P2 superlattice nanowires do not form through regular twinning, as observed in 
their III-V analogue. Instead, an In-rich heterotwin is formed, as shown through EELS mapping and aberration-corrected STEM imag-
ing, which facilitates the rotation of the crystal structure between segments through the inset of a separate material. Furthermore, 
we developed a model to explain the onset of heterotwin formation. Based on the non-polar nature of Zn3P2 we could tie the model 
solely to the constraints posed by the droplet shape as a function of the nanowire cross-section. Characterisation of the emission 
through room temperature CL shows no effect of the heterotwins on the functional properties.  

5.1.6 Supplementary Information 
The Supplementary Information can be found in Appendix B. It contains the definitions of the parameters used in the model, example 
EEL spectra of In and Zn, additional information on the model describing the effect of tapering on the oscillatory behaviour, and the 
CASINO simulation explaining the intensity variation at edge features. 
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Figure 5.3 (a) High-resolution panchromatic CL intensity map of a zigzag nanowire with the white arrow indicating the linescan of the extracted 
spectra in (b), of which the second and fourth from the top were extracted from regions on top of the heterotwin.   
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 Selective Area Epitaxy of Zinc 
Phosphide 
The original aim for the last part of the thesis was to investigate the position-controlled growth of zinc phosphide nanowires. How-
ever, we quickly realised that the material prefers to grow in the shape of nanopyramids through a vapour-solid (VS) mechanism, 
which would coalesce into a thin film if grown for long enough. In this part we explore the growth, crystalline structure, and functional 
properties of the selective area grown zinc phosphide. 

For this publication I performed the substrate preparation, growth, scanning electron microscopy, conventional transmission electron 
microscopy (TEM), scanning (S)TEM, STEM energy dispersive x-ray spectroscopy (EDX) measurements, and atomic modelling. I also 
performed the analysis of the data generated from these measurements in addition to the aberration corrected HAADF-STEM, and 
contributed to the analysis of the normal and conductive atomic force microscopy (cAFM) and photoluminescence spectroscopy (PL) 
data. Finally I wrote the manuscript, which was then completed with the input of all co-authors.  

This part of the project started by the exploration of nanowire growth in ordered arrays. While initial nanowire results seemed prom-
ising, the pyramids spiked our interest as a promising path towards obtaining thin films and it thus became the focus of continued 
studies. We mapped out the growth conditions for selective area VS growth to find the optimum conditions producing the highest 
crystalline and best growth selectivity. We also performed a time series to help better understand the growth sequence. This eluci-
dated the facet growth order and coalescence of the pyramids through lateral epitaxial overgrowth into a thin film. The explanations 
were also validated through the density functional theory calculations performed by our collaborator, Dr Nelson Y. Dzade at Cardiff 
University. 

With the support of Mahdi Zamani, we then used a focused ion beam to cut cross-sections from these pyramids to investigate them 
using transmission electron microscopy. With these lamellae we could determine the exact interface structure, growth direction, 
coalescence and elastic strain relaxation of our structures.  There were two results that we did not initially expect. First, we noticed 
a rotation of around the growth plane when the pyramids start grow laterally, forming a rotational core-shell structure. We also 
notice through STEM EDX that the composition of the nanopyramids depends on the nominal hole size from which they grow. We 
could tune it from phosphorus-rich for smaller holes to zinc-rich for larger ones, which in turn will affect the self-interstitial formation 
and the intrinsic doping. 

The functional properties were then assessed using conductive atomic force microscopy (CAFM) and photoluminescence spectros-
copy (PL). The CAFM was used to compare zinc phosphide grown on substrates with different doping (n vs p vs intrinsic). The meas-
urements indicated that the grown material is p-type, which is expected for zinc phosphide. However, the change in composition has 
also been shown to influence the electrical properties, and is currently being investigated as a follow up study. PL showed zinc phos-
phide bandgap emission close to the expected value (measured = 1.53 eV, literature = 1.50 eV), which shows a high crystalline quality. 
A hole size and pitch dependence was also observed in the emission, and a more detailed study of this is currently underway. 

The content of this paper, published in Nanoscale Advances (DOI: 10.1039/d0na00841a, 2020) under a Creative Commons Attribu-
tion-NonCommercial 3.0 Unported Licence, has been edited to match the format of this thesis with references combined with those 
at the end. The content and figures have been reproduced here without modification with the permission of the Royal Society of 
Chemistry. The supporting information can be found in Appendix C. 

6.1 Towards Defect-Free Thin Films of the Earth-Abundant Absorber Zinc 
Phosphide by Nanopatterning 

Simon Escobar Steinvall, Elias Z. Stutz, Rajrupa Paul, Mahdi Zamani, Nelson Y. Dzade, Valerio Piazza, Martin Friedl, Virginie de Mestral, 
Jean-Baptiste Leran, Reza R. Zamani, Anna Fontcuberta i Morral. 
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6.1.1 Abstract 
Large-scale deployment of thin-film photovoltaics will be facilitated through earth-abundant components. Herein, selective area and 
lateral overgrowth epitaxy are explored for the growth of zinc phosphide (Zn3P2), a promising earth-abundant absorber. The ideal 
growth conditions are elucidated, and the nucleation of single-crystal nanopyramids that subsequently evolve towards coalesced 
thin-films is demonstrated. The zinc phosphide pyramids exhibit room temperature bandgap luminescence at 1.53 eV, indicating a 
high-quality material. The electrical properties of zinc phosphide and the junction with the substrate are assessed by conductive 
atomic force microscopy on n-type, p-type and intrinsic substrates. The measurements are consistent with a p-type characteristic of 
zinc phosphide. Overall, this constitutes a new, and transferrable, approach for the controllable growth of high-quality zinc phos-
phide, a step forward in the quest for earth-abundant photovoltaics. 

6.1.2 Introduction 
With current environmental trends there is an increasing need for sustainable energy harvesting, which would be greatly facilitated 
by the use of earth-abundant components.394,440–443 Zinc phosphide (Zn3P2) is an earth-abundant semiconductor that could contribute 
to renewable photovoltaic technology, thanks to its ideal direct bandgap (1.5 eV), long minority carrier diffusion length (7-10 µm), 
and high optical absorption.19,55,56,62,142,444 So far, the promising properties have been limited by the lack of growth substrates with 
matching lattice parameter and coefficient of thermal expansion (CTE). As a result, it has been challenging to obtain single crystalline 
layers that fulfil the potential of this material in terms of controlled doping or heterojunction formation, limiting successful charge 
separation and extraction.71,73,87,89,106,186  

Among the growth techniques explored for zinc phosphide, molecular beam epitaxy (MBE) seems extremely promising as it allows 
for both precise control of the stoichiometry and reduced growth temperature.73,89,106 This should limit the formation of self-inter-
stitial defects and cracks, the latter appearing upon substrate cooling.89,106,420 MBE also provides a path for precise incorporation of 
extrinsic dopants, such as magnesium or silver.75,76,79,144  

Several substrates have been employed for the epitaxial growth of zinc phosphide thin films.87,106,129 For example, we previously 
showed that single-crystal zinc phosphide flakes can nucleate and grow defect-free on graphene as interactions are restricted to van 
der Waals.186 However, the polycrystalline nature of commercial graphene substrates hinders the deployment to large-area single-
crystal thin films.186 Indium phosphide has also shown promise as a growth substrate despite a lattice mismatch of 27% if one were 
to look at the standard unit cell.68 Nonetheless, due to the pseudo-cubic reconstruction of zinc phosphide, where the phosphorus 
sublattices overlap, it has only ~2.3% mismatch with indium phosphide. 129,130,395,420 While growing on indium phosphide deviates 
from the earth-abundant advantages of zinc phosphide it still provides an excellent platform to obtain high crystalline and optical 
thin film quality and for the understanding of the growth mechanisms. 

The stringency of lattice and CTE match with the substrate in epitaxy can be reduced by limiting epitaxy to reduced areas, resulting 
in nanostructure formation.222,226,231 Following this principle, many families of materials have been obtained on a large variety of 
substrates, including zinc phosphide.420 A particular approach corresponds to selective area epitaxy (SAE).174–176,294,298,299,301,310 In SAE, 
growth is restricted to certain (often nanoscale) regions of the substrate, which can be defined through e.g. electron beam lithogra-
phy, nanoimprint or stepper photolithography, with the latter one being compatible with high-throughput manufacturing. This is 
achieved by masking it with e.g. a nanopatterned oxide. At the right temperature, growth precursors preferentially chemisorb or 
diffuse to the zones free of oxide. In this way, it is possible to limit the nucleation and growth to inside the desired regions, where it 
proceeds through a vapor-solid (VS) growth mechanism. 174–176,294,298,299,301,310 This approach has been employed in a variety of ma-
terials systems, such as the formation of III-V nanowire networks for next-generation electronics and topological quantum computing 
schemes.174–176,294,298,299,301 Through overgrowth, the structures grow laterally from the holes over the oxide, coalescing into a thin 
film. The so-called lateral epitaxial overgrowth (LEO) has similarly been explored for the integration of III-Vs on silicon among other 
systems.300,305–307,318,445 For LEO to be successful, growth conditions should lead to faster lateral than vertical overgrowth. To the best 
of the authors’ knowledge, this approach is yet to be applied to earth-abundant photovoltaic materials. 

In this report, we present a combination of SAE and LEO to obtain high-quality zinc phosphide on indium phosphide. We elucidate 
the growth mechanism, the functional properties as well as its suitability as a photovoltaic material. This work opens a new avenue 
to produce high-quality zinc phosphide films, despite the lack of lattice-matched substrates. 
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6.1.3 Results and Discussion 
To fabricate the mask, InP (100) substrates are covered with a 30 nm thick nanopatterned SiO2 layer. The pattern consisted of na-
noscale holes with (nominal) diameters ranging from 30 to 150 nm and pitches from 200 to 2000 nm.  Upon introduction to the MBE 
system, the thin native oxide inside the nanoscale holes is desorbed in the ultra-high vacuum system by high-temperature annealing 
under a P2 flux. Prior to growth, the surface is exposed to a zinc pre-deposition as in ref [420]. The exact experimental details are 
provided in the Methodology section of the Supporting Information. 

Following the Zn-P phase diagram, synthesis of Zn3P2 requires accurate regulation of the Zn and P2 fluxes.67 On a patterned substrate, 
the effective fluxes may vary locally as a consequence of the different desorption rates and diffusivity on the SiO2 mask and openings. 
We thus vary the Zn and P2 fluxes to find the parameter space leading to Zn3P2.  For this we keep the Zn constant at a beam equivalent 
pressure of 6.04×10-7 Torr and vary the P2 flux, resulting in a V/II (P2/Zn) series. We also vary the growth time and substrate temper-
ature. Figure 6.1 shows scanning electron micrographs (SEM) of the samples, illustrating the different morphologies obtained under 
the varied conditions. We observe that the V/II ratio regulates the selectivity and type of growth, similar to III-V materials.176 At high 
P2 flux, the zinc diffusion length is reduced to a degree where it cannot be incorporated into the low-energy sites of a well-defined 
pyramid. Instead, multiple nucleation occurs in a less ordered manner to produce the irregular shapes observed in Figure 1a for a 
V/II ratio of 0.72, which was previously shown to be a signature of phosphorus-rich growth conditions.186  At low P2 fluxes we observe 
a significant decrease in the volume of the structures again with poor faceting. The optimum selectivity and crystal shape are ob-
served at V/II ratios of 0.5 to 0.63 at 290 °C. Interestingly, temperature also affects the optimum V/II ratio. Figure 6.1b depicts the 
shape evolution as a function of temperature at a V/II ratio of 0.5. Lower temperature growth (280 °C) looks similar to slightly zinc-
rich growth conditions, while the higher temperature growth (300 °C) is more similar to phosphorus-rich growth. We attribute this 
to the strong temperature dependence of the sticking and desorption of zinc in vacuum in this temperature range.446,447 At 300 °C 
the faceting can be recovered by lowering the V/II ratio (Supporting Figure C.S2), which shows that it is possible to regain the optimal 
conditions by readjusting the V/II ratio.  

Figure 6.1c illustrates the shape evolution of the structures as a function of time. Growth initiates through multiple small nuclei, 
which subsequently merge as to fill out the hole. Once the hole is filled, the material continues the faceting while also laterally 
overgrowing the oxide. Initially, a flat (001) top facet is observed without any clear side facets. After 30 minutes of growth, the (001) 
facet shrinks, with the development of (112) and (101) facets, with the latter increasingly dominating with time. This is to be expected, 
as through density functional theory (DFT) calculations we determined the surface energies for the facets to be E(101)=0.60 Jm-2 < 
E(112)=0.84 Jm-2 < E(001)=1.03 Jm-2.124 After a certain time, which depends on the hole size and pitch, a pyramid enclosed only by the 

Figure 6.1 (a) SEM images of a flux series, varying the phosphorus to zinc (V/II) ratio at a constant zinc flux of 6.04×10-7 Torr from 0.18 to 0.72 for 60 
min growth time at 290 °C manipulator temperature (30 nm nominal hole size, 200 nm pitch, 100 nm scale bars). (b) SEM images of a temperature 
series, varying the manipulator temperature between 280-300 °C at a V/II ratio of 0.5 for a growth time of 60 minutes (150 nm nominal hole size, 
800 nm pitch, 500 nm scale bars). (c) SEM images of a time series of a pyramid spanning from 5 minutes to 240 minutes acquired at a V/II ratio of 

0.61 (0.69 for the 240 minutes sample) and a manipulator temperature of 290 °C (note: last one taken at lower magnification to fit the full pyramid, 
150 nm nominal hole size, 800 nm pitch, 100 nm scale bars). (d) AFM images of pyramids at different growth times and lattice structure models 

showing the different planes. (e) SEM image of initial stages of coalescence as seen with pyramids with 400 nm pitch and 75 nm nominal hole size 
(scale bar 500 nm). (f) SEM image of fully overgrown pyramid array with 200 nm pitch and 30 nm nominal hole size, still exhibiting a textured sur-

face (scale bar 500 nm). 
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most stable (101) surfaces is formed.310,311  The pyramidal shape is desirable due to it aiding in trapping light within the absorber 
layer.26,448,449 Figure 6.1d includes typical atomic force microscopy (AFM) images that are used to determine the facet orientation as 
a function of time, along with transmission electron microscopy (TEM) as presented below. As the pyramids continue to grow, they 
coalesce into a thin film in a LEO fashion. Larger hole sizes and smaller pitches were observed to overgrow quicker, with some repre-
sentative examples of different stages of overgrowth shown in Figure 6.1e-f. 

To understand the epitaxial relation in greater detail, a set of focused ion beam (FIB) lamellae of pyramids from different hole sizes, 
zone axes, and growth times are analysed by TEM. Figure 6.2a-c shows cross-sectional TEM of pyramids observed along a [110] zone 
axis of indium phosphide ([100] zone axis for zinc phosphide). In the smallest nominal hole size (30 nm) for the same pitch (400 nm) 
we observe a more complete pyramid compared to that of the larger nominal hole sizes (60 nm and 90 nm), which in turn exhibit a 
higher degree of lateral overgrowth. All pyramids start with a [001] growth direction, resulting in the epitaxial relationship 
[001]InP/[001]Zn3P2 in the interface normal, and [110]InP/[100]Zn3P2 in the direction perpendicular to the surface (corresponding to 
[110]InP/[110]Zn3P2 in the pseudo-cubic configuration of zinc phosphide).  Figure 6.2d shows a representative selective area electron 
diffraction (SAED) pattern. The diffraction spots of zinc phosphide do not overlap with those of the substrate, indicating that the zinc 

Figure 6.2 (a-c) Low-magnification HR-TEM images along the zinc phosphide [100] zone axis of pyramids grown in 30, 60, and 90 nm nominal holes 
for 1 hour at a V/II ratio of 0.5 and temperature of 290 °C (100 nm scale bars). (d) A representative SAED pattern showing diffraction from indium 

phosphide along the [110] zone axis superimposed on the relaxed zinc phosphide pattern along the [100] and [111] zone axes. (e) HR-TEM image of 
part of a pyramid highlighting areas where the FFT is acquired (100 nm scale bar). (f) FFT patterns from different parts of the pyramid, where 1-3 

show a [100] zone axis and 4 shows a [111] zone axis. (g-h) Aberration corrected HAADF-STEM images of the core (g) along a [100] zone axis show-
ing the systematic absences of zinc and the shell (h) along a [111] zone axis where the absences are not observed (2 nm scale bars). (i) Low-magnifi-
cation HR-TEM image of a 30 nm nominal hole pyramid cut at 45° with respect to (a-c), resulting in a [110] zone axis with respect to zinc phosphide, 

highlighting the core-shell structure of the pyramids (100 nm scale bar). (j) Aberration corrected HAADF STEM image of the zinc phosphide and 
indium phosphide interface, showing pseudomorphic growth (2 nm scale bar). (k) Plot of the composition dependence on the nominal hole size as 
measured by STEM-EDX with the horizontal lines indicating the ideal stoichiometry. (l) Low-magnification HR-TEM image of the cross-section of a 
coalesced film grown from 30 nm nominal holes and 200 nm pitch with identical conditions as (a-c) but with a 6 hour growth time (100 nm scale 

bar). 
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phosphide has not taken the lattice parameter of the substrate, and had fully relaxed. The relaxation is further shown through geo-
metric phase analysis (GPA) as presented below.   

Figure 6.2e-f illustrate the crystalline orientation of a typical pyramid in different locations by the fast-Fourier transform (FFT) of the 
high-resolution (HR) TEM images.  While the orientation is kept in the vertical direction, we observe that the lateral growth direction 
rotates 120° around the (101) facet. This also results in a change in the HR-TEM pattern. The different orientation is further confirmed 
by aberration corrected high-angle annular dark-field scanning (HAADF-S)TEM imaging shown in Figure 6.2g-h. The core-shell struc-
ture is also observed when looking at the pyramids through a [100] zone axis with respect to the indium phosphide, shown in Figure 
6.2i. A model of this change in orientation is presented further down.  

Figure 6.2j illustrates the nature of the interface with the substrate through aberration-corrected HAADF-STEM, where we see the 
Zn-P-Zn trimers aligning with the In-P dumbbells. The images show the presence of vertical atomic steps at the interface, but no 
misfit-dislocations are detected. This indicates a pseudomorphic epitaxial relationship between the zinc phosphide and the substrate. 
Energy-dispersive x-ray spectroscopy (EDX) indicates potential interdiffusion of the indium and zinc at the interface (Supporting Fig-
ure C.S3). While slight interdiffusion between the layers is not necessarily detrimental for its properties, it could potentially be re-
duced by optimising the etching for the desired hole size or by reducing the zinc pre-deposition. We also performed GPA on an 
aberration-corrected HAADF-STEM image of a full pyramid, shown in Supporting Figure C.S4.450,451 This analysis confirms the absence 
of regular misfit-dislocations along the interface, while the zinc phosphide close to the interface exhibits compressive strain. Zinc 
phosphide slowly relaxes as it grows, resulting in a fully relaxed structure once outside of the confinement of the hole. The change in 
strain observed through GPA is ~2.0%, in agreement with literature.68,130,395  

Next, we performed compositional mapping of the pyramids by EDX. The results as a function of nominal hole size are illustrated in 
Figure 6.2k. The material evolves from phosphorus-rich to zinc-rich by going from smaller to larger holes. This feature could eventually 
be used to locally tune the doping nature and density of the material. More detailed investigations are needed to fully characterise 
this phenomenon, which is outside the scope of this study.   

The HR-TEM micrograph in Figure 6.2l shows the coalescence of the pyramids from a 6 hour grown sample. Clear boundaries are 
observed indicating that the pyramids do not coalesce into a mono-crystalline film. However, the boundaries should not necessarily 
be detrimental to potential photovoltaic applications. Because the charge separation will occur in a vertical direction, and not in-
plane, charges may not interact with the grain boundaries during operation. Furthermore, grain boundaries have been shown to not 
be a major obstacle for zinc phosphide applications.62,452 

An atomic model of the lattice rotation around (101) is shown in Figure 6.3a. This occurs by a change in the ordering of the vacant 
sites, inherent to the zinc phosphide the crystal structure. The vacant sites are a result of the absence of zinc in 25% of the cubic 
sublattice of zinc phosphide’s pseudo-fluoritic structure. As observed in the aberration-corrected images, we see the ordered ab-
sences of zinc atoms in the core of the pyramid, which become filled up towards the edge. This is consistently observed in all pyra-
mids; however, it does not always occur at the same time for all pyramids and may even vary between facets on the same pyramid. 

Figure 6.3 (a) Atomic model of the core-shell configuration when observed along the [100]/[111] zone axes and (b) along the [110]/[001] zone axes. 
Blue represents zinc and orange phosphorus. 
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A potential origin of this shell formation is that the new stacking sequence is energetically favored when the growth surface shifts 
from (001) to (101). The fact that there is not a clear and consistent trend, and that it does not occur straight away, indicates that 
the driving force for this process is small, however, first-principle simulations would be needed to clarify the energetics quantitatively. 
This trend is even clearer when observing the pyramids along the [100] zone axis with regards to the indium phosphide (100) sub-
strate ([110] zone axis for zinc phosphide), where we see a distinct contrast between the core and the shell, which no longer seems 
to be on zone axis. The atomic model for this interface, shown in Figure 6.3b, indicates that the rotation previously explained will 
result in both parts still being on zone axis. The disorder observed in the corners could originate from the merging of (101) facets and 
prevents HR-imaging. However, STEM-EDX maps (shown in Supporting Figure C.S3) show that these regions are still zinc phosphide.   

Finally, the functional properties are assessed by photoluminescence spectroscopy (PL) and conductive (C-)AFM, both performed at 
room temperature. The PL spectrum acquired from pyramids grown from 90 nm holes with a 600 nm pitch is shown in Figure 6.4a. 
We observed three main emission features: (1) indium phosphide substrate emission (1.34 eV), (2) zinc phosphide bandgap emission 
(1.53 eV), and (3) sub-bandgap zinc phosphide emission in the region in between.55,60,78 The presence of the direct bandgap emission 
indicates that the material grown through SAE exhibits very high quality. This response was limited to a subset of the larger hole sizes 
and the lowest pitches. A more detailed study of the optical properties will be reported separately.  

C-AFM is carried out on samples grown on intrinsic, p-, and n-doped indium phosphide substrates.  Representative I-V curves are 
shown in Figure 6.4b. The measurements are carried out on pyramids with 30 nm nominal holes and a 200 nm pitch to focus only on 
the influence of the substrate doping as an example. All the I-V curves exhibit a current rectification behavior under forward bias. 
The diode threshold voltage is highly dependent on the substrate doping (around 0.5 V, 1.5 V and 2.5 V respectively for p-, n- and 
intrinsic substrates). The sample grown on p-type indium phosphide shows a significant current under reverse bias. This feature may 
indicate a poor charge depletion at the substrate interface due to a p-type conductivity for the zinc phosphide pyramids, which is 
consistent with previous reports of the material.71 Considering the reverse branch of the n-type substrate I-V curve, we observe a 
more diode-like characteristic as would be expected for a p-n heterostructure. The I-V curve obtained on intrinsic substrates shows 

Figure 6.4 (a) PL spectrum acquired from an array with 600 nm pitch and 150 nm nominal hole size, showing the indium phosphide, zinc phosphide, 
and defect emission. (b) c-AFM I-V curves of zinc phosphide grown on intrinsic, n-type, and p-type indium phosphide. 
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a wide range with negligible current flow, which could be due to the low conductivity of the substrate. In principle, this could also be 
consistent with the p-type conduction of zinc phosphide.71 The influence of hole size and pitch are also of interest due to their influ-
ence on composition and interface area, and will be investigated in a separate study. 

6.1.4 Conclusion 
In summary, we demonstrate how to grow high-quality zinc phosphide nanostructures by SAE and its potential to obtain high-quality 
thin films through lateral overgrowth. We elucidate the conditions for selective growth and the mechanism by which the material 
nucleates inside the nanoscale holes and grows into single crystals. As the crystals develop, their surface evolves from a mixture of 
(001), (112) and (101) facets, into nanopyramids enclosed solely be the most stable (101) facets. The pyramids grow laterally, forming 
a thin film. Boundaries are observed in the coalescence. The stoichiometry of zinc phosphide depends on the hole size for a given set 
of conditions, from phosphorus-rich to zinc-rich with increasing hole size. PL measurements reveal a clear transition at 1.53 eV, 
attributed to bandgap recombination of zinc phosphide. This further illustrates the high-quality nature of the material. C-AFM showed 
a diode-like behaviour when the zinc phosphide was grown on an n-type substrate, indicating a p-type nature of the material. Due to 
the small interface area of each pyramid with the substrate, we believe this method is transferable to earth-abundant substrates, 
such as silicon, which would greatly improve the large-scale prospects of zinc phosphide-based photovoltaics, and the approach itself 
is a viable route for high-quality epitaxial growth of other earth-abundant materials. 

6.1.5 Supporting Information 
The supporting information can be found in Appendix C, and includes more in-depth experimental details and figures related to the 
DFT calculations, high temperature V/II series, STEM-EDX maps and GPA analysis. 
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 Summary and Outlook 
This thesis has investigated novel ways of growing zinc phosphide in the form of nanostructures to allow it to overcome the challenges 
which have inhibited its application in photovoltaics. We went about this using two main approaches: vapour-liquid-solid (VLS) nan-
owire growth and selective area epitaxy (SAE) on indium phosphide substrates by molecular beam epitaxy. I first presented how we 
could achieve epitaxial zinc phosphide nanowires in Chapter 4. With the help of a brief zinc pre-deposition, we could form indium 
nano-droplet catalysts through a reaction with the substrate. We mapped out the conditions for nanowire growth, and showed how 
this could result in various different morphologies (vertical, straight-tilted, zigzag, and horizontal). Furthermore, we showed that 
through the relative phosphorus to zinc flux (V/II ratio) we could tune the composition of the nanowires as they deviate from the 
stoichiometric Zn3P2. This was in turn demonstrated to affect the optoelectronic properties.  

Next, we delved deeper into the characterisation of the zigzag nanowires and explored their exact formation mechanism in Chapter 
5. Using cutting-edge aberration corrected scanning electron microscopy we observed that the twin superlattices were not formed 
through standard twinning, but rather through heterotwins. Approximately a monolayer of indium from the catalyst would be in-
serted during the twin formation, consequently forming an indium phosphide-like heterointerface that facilitates the crystal rotation. 
We looked deeper into whether these heterotwins would affect the functional properties of the nanowires. However, we could not 
discern any influence on the optoelectronic properties, which was instead dominated through the nanophotonic waveguiding aspects 
of the tapered zigzag morphology. We also investigated the driving force for the twin superlattice formation in the case of zinc phos-
phide, which differs from other materials (e.g. III-Vs) as the main crystal facets are non-polar. The polarity has previously been argued 
to be one of the main aspects controlling the formation process. Taking the case of zinc phosphide into account we then developed 
a model to explain this which relies only on the geometric constraints of the catalyst deformation as a function of nanowire cross-
section during growth. The model is more general than the previous ones with the capability to explain the twin superlattice for-
mation mechanism in any material systems. 

Finally, in Chapter 6, we finished off by exploring the growth of zinc phosphide using SAE in nanoscale holes etched in an oxide mask 
on indium phosphide. Zinc phosphide would initially grow in the form of nanopyramids, which if grown close enough together and 
for long enough, would coalesce and form a thin film. We observed that when the pyramids start to grow laterally, the growth plane 
would rotate by 120° to form a rotational core-shell structure. The composition of the nanopyramids was also found to be a function 
of the hole size which they grew from, with smaller holes being phosphorus-rich and larger ones being zinc-rich. We also presented 
a brief look into their functional properties, and through electrical characterisation we could determine that the material is p-type 
which is the standard for zinc phosphide due to the formation of self-interstitials. We could also observe a clear bandgap lumines-
cence, indicative of a high-quality material, which was in the ideal region for photovoltaic applications. 

These results demonstrate that the growth of zinc phosphide nanostructures, especially through the latter approach, is a viable 
method of achieving high-quality material with great control and tunability. Moreover, we have only just started to explore this rich 
material system and there is still plenty left to elucidate. With regards to VLS growth of zinc phosphide nanowires the areas of interest 
would be 1. introduction of extrinsic dopants (Mg/Ag), 2. formation of homojunctions by changing the V/II ratio during growth or 
heterojunctions by finishing the growth by converting the droplet to indium phosphide forming an axial heterostructure, and 3. 
growth of twin superlattice nanowires on (111) substrates. The first two would be of interest for optimising the material for photo-
voltaic applications, while the third one is more of a curiosity. We observed on the edge of a sample once that on a microfacet which 
looked to be (111) oriented we had an extraordinarily high density of these superlattice nanowires, and this could be an approach to 
further delve into these remarkable structures. As for the functional properties I believe we have only just started to scratch the 
surface. We are yet to perform any electrical measurements on zinc phosphide nanowires, and the influence of the composition 
would be of great interest. The initial investigations into the optical properties are very promising, and for example the optical ab-
sorptance of the zigzag nanowires have been shown to be greater than that of gallium arsenide nanowires (the material currently 
used in the bottom-up nanowire solar cells with the highest conversion efficiency). The potential influence of passivation on the 
functional properties is also still to be investigated. 

The results derived from the SAE grown zinc phosphide are also very encouraging. We are observing very promising functional prop-
erties with great tuneability, and the nanopyramid geometry is ideal for enhancing light absorption. We are currently exploring the 
hole size and pitch dependence of the nanopyramids on the functional properties through various means. As for growth, there are 
two aspects which would be the topic of the next studies: growth on earth-abundant substrates and the growth of arrays large 
enough for prototype device fabrication. Initial growth on silicon (100) showed good selectivity, albeit the resulting structures exhib-
ited a multifaceted morphology indicative of a phosphorus-rich growth. Due to limited time with the growth setup we could not 
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explore this further, however, by tuning the V/II ratio (and potentially the temperature) I believe it will still be possible. The difference 
in lattice constant between silicon and the pseudo-cubic unit cell of zinc phosphide is approximately 5%, which would be towards the 
limit for defect-free pseudomorphic growth. We are also yet to study the influence of oxide material or thickness, and how it could 
potentially influence the growth and functional properties. Doping, heterojunction formation, and passivation of these structures are 
also of great interest to explore for further optimization of the material for devices. SAE consequently provides an excellent platform 
to investigate the optimisation of zinc phosphide for potential applications.  

To conclude, in this work we have successfully explored novel avenues to grow zinc phosphide nanostructures. Through in-depth 
characterisation we have demonstrated their high-quality and tunability by mapping the ideal growth parameters with molecular 
beam epitaxy and elucidated the growth mechanisms of the different nanostructures. This project leaves off with a plethora of pos-
sible follow-up studies, with the prospect of further optimising zinc phosphide and allowing it to reach its potential as an earth-
abundant photovoltaic material. The next step for the utilisation of nanostructured zinc phosphide is to start preparing devices based 
on them, which will allow for the optimisation of the material with its final purpose in mind. Furthermore, the methods used (partic-
ularly SAE and lateral overgrowth into thin films) also stand to facilitate the epitaxial growth of other earth-abundant materials and 
open up their potential application. The large-scale production of renewable energy sources will be greatly enhanced by the increased 
viability of high-quality and earth-abundant alternatives, which is imperative to safekeep the environment from the depths of human 
greed and folly. 
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Supplementary Figures 

 

Supplementary Figure A.S 1. SEM of nanowires at different magnifications. (a) and (b) are of vertical nanowires observed at 20° tilt (V/II ratio = 1.15 
and 1.30, respectively). (c) shows a straight-tilted and vertical nanowire in close proximity (V/II ratio = 1.00) (d) is a top view image of zigzag nan-

owires (V/II ratio = 1.45). a, b and d have 10 μm scalebars, c has a 1 μm scale bar. 
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Supplementary Figure A.S 2. SEM of thin film overgrowing the catalyst particles. 10 μm scalebar. 

 

Supplementary Figure A.S 3. SEM images of the initial catalyst particles at room temperature at different magnifications.  The particles were gener-
ated using a 5 minutes zinc predeposition at 200 °C at a flux of 3.4×〖10〗^(-7) Torr. The average size was 365 nm with a standard deviation of 8 

nm, and a density of one particle per 323 μm2. Scale bars are 10 μm and 200 nm respectively. 
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Supplementary Figure A.S 4. Vertical section between Zn and InP, showing the transition at 156.3 °C from the liquid phase to the room temperature 
phases. 

 

 

Supplementary Figure A.S 5. HAADF-STEM image of a vertical nanowire grown at a V/II ratio of 1.45 used for full wire EDX analysis. The composition 
of Area 1 (top) is 60.34% Zn and 39.66% P. The composition of Area 2 (bottom) is 60.71% Zn and 39.29% P. The scale bar is 250 nm. 

 

 

 

 

156.3 °C 
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Supplementary Figure A.S 6 SEM of VS grown Zn3P2 nanowires. (a) and (b) are top view images, whilst (c) is acquired at 20° tilt. Scale bars are 500 
nm. 

 

 

Supplementary Figure A.S 7. (a) shows the SAED pattern along the [111] zone axis. (b) is a low magnification image of the whole nanowire. (c) and 
(d) are HRTEM images of the nanowire in regions close to the droplet and towards the centre of the nanowire, respectively. Note that no stacking 

faults are observed along this zone axis. Scale bar in b is 1 μm, scale bars in c and d are 10 nm. 

 



Appendix A – Supplementary Information for “Multiple Morphologies and Functionality of Earth-Abundant Zinc Phosphide Nanowires” 

96 

 

Supplementary Figure A.S 8. (a) is a low magnification AC-HAADF STEM image of the surface of a vertical nanowire. (b) shows the FFT, and the red 
circles show the areas where we applied a mask to do an inverse FFT (c). (c) highlights the areas with a different crystal structure based on the ap-

plied mask. (d) shows a low magnification AC-HAADF STEM image of the bulk of the nanowire. The red line indicates where the line profile, pre-
sented below, was taken to compare with models to match the pattern and composition. Scale bar in c is 10 nm, in a and d they are 5 nm. 
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Supplementary Figure A.S 9. (a) Simulated STEM image of the zinc rich Zn3P2 along the [100] zone axis. The edges shows the expected pattern for 
stoichiometric Zn3P2 whilst the centre shows Zn2P, where all vacant sites are filled with Zn atoms, assuming no change in crystal symmetry. The 

pattern observed in Figure 4l and Supplementary Figure S5d corresponds to a very Zn rich material, close to the highlighted region, as supported by 
the line intensity profiles of the measured (b) and modelled (c) intensities. 
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Parameter definition 

 

Supplementary Figure B.S 1. Illustration of the parameters used to model the droplet behaviour. 

Core-loss electron energy-loss spectra 

Fitting of the EEL maps are done using the peak at 443 eV for In and 1020 eV for Zn. EEL spectra after denoising are shown in Figure 
B.S2, showing the In (a) and Zn signal (b). The fitting is done using the software Gatan Digital Micrograph v2.32. 

 

Supplementary Figure B.S 2. (a) EEL spectrum showing the In peak and (b) EEL spectrum showing the Zn peak used for mapping. 

 

Oscillation Modelling 

In Figure B.S3a we show a HR-TEM image of a zigzag Zn3P2 nanowire. We can clearly observe the presence of a sharp 
interface between regions having different crystal orientation (having different contrast as well). This interface occurs 
where the heterotwin forms and produces the change the crystal orientation. To investigate the driving forces at the 
origin of this growth process, we looked for a periodicity rule in the insertion of these heterotwins as a function of the 
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length of the nanowire. Due to the tapering effect influencing the width of the nanowire along its growth axis, we 
decided to measure the position and the nanowire’s width at which the heterotwin is inserted through the software 
ImageJ. In Figure B.S3b we show the data points collected and the periodic function fitting the data. 

 

  

 

 

 

 

 

 

 

The selected periodic function (eq. 5.1) has a linear decay in the amplitude and an exponential decay in the frequency 
of insertion of the heterotwin. Wo and ho are the initial width of the nanowire and the initial separation between the 
first two consecutive heterotwins observed in the nanowire. The fitting to the data produces 𝜋𝜋/2.02 (89°) for the ta-
pering factor, which corresponds to the tapering angle measured in zigzag nanowires through SEM analysis (i.e., the 
amplitude linear decay); and  2 × 10−5 for the continuous decay rate of the separation, characterizing the exponential 
decay in the heterotwin insertion periodicity. We believe that the tapering factor and the continuous decay rate coeffi-
cient depends on the MBE growth conditions, i.e. temperature and II-V ratio. 
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Casino simulations of energy deposition in a superlattice nanowire 

The simulations performed using CASINO software (V3.3) are presented in Figure B.S4. It can be observed that the extent 
of the beam interaction volume in Zn3P2 does not exceed 50 nm in depth and laterally at an acceleration voltage of 3kV. 
The assumption that no energy reaches through the sample at this acceleration voltage is thus well verified for most 
probed points on the CL map. Additionally, the total amount of energy deposited in the sample varies by 17% between 
outwards and inwards facing apices. This is explained by the variation in backscattering coefficient (𝜂𝜂), which is largely 
influenced by the local geometry. We make the argument that the CL emission should follow the energy deposited by 
the beam. Accordingly, the superlattice nanowire local geometry is sufficient to explain the dark edge-contrast observed 
in the panchromatic CL map (Figure 5.3). 

Supplementary Figure B.S 3. a) TEM image of zigzag Zn3P2 nanowire grown by MBE and b) plot of the development of an approximation of the nan-
owire’s width as a function of the nanowire’s growth axis: the dots represent the measurements taken on the sample shown in a) with fitting func-

tion reported in Equation 5.1. 
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Supplementary Figure B.S 4. CASINO Simulation of energy deposited in the sample for different edge configuration. Coloured surfaces show the 
decrease in energy density deposited in the sample, normalised to the maximum. Annotations show the fraction of backscattered electrons (η) and 

the total amount of energy (in keV) deposited in the sample per electron, for each edge configuration. It is observed that outwards facing apices 
(left) show enhanced backscattering compared to inwards facing apices (right) or facets (middle). Simulations where performed using a collimated 
electron beam of 10 nm diameter at 3 kV and a density of 4.55 g cm-3 for Zn3P2. Due to the limited possibilities of simulating complex geometries in 
CASINO 3, we model the sample with truncated pyramids. This approximation reproduces well local edge configuration, but would not be valid in 

experiment conditions where a significant part of the beam energy is transmitted through the sample, e.g. at high beam energies. 
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Methodology 

Substrate Fabrication. Indium phosphide (100) substrates were prepared by depositing 30 nm of silicon dioxide (SiO2) using plasma-
enhanced chemical vapour deposition (PECVD) in an Oxford Plasmalab System 100. The samples were then spin-coated with 40 nm 
ZEP resist before they were exposed using a Raith EBPG5000+ electron beam lithography system operating at 100 kV. The samples 
were then cold developed using n-amylacetate which was kept at -18 °C for one minute followed by one minute in isopropanol. The 
resist was then descummed for 10 seconds at low power in a Tepla GiGAbatch oxygen plasma system, and subsequently the oxide 
was etched using SPTS APS Dielectic etcher for 30 seconds. The resist was then stripped using the previously mentioned oxygen 
plasma system for 10 minutes at a high power. Finally, a 10 second dip in a 1:39 BHF and deionised water solution was performed, 
and after a rinse the substrates were ready for introduction into the MBE system. 

Growth. The growth was carried out in a Veeco GENxplor MBE system. First, the substrate was degassed for one and a half hours at 
150 °C in the load lock, and then for 2 hours at 300 °C in the buffer module. The samples were then introduced to the growth module 
(base pressure ~1.5 × 10−10 Torr), where the native oxide was removed by degassing at a manipulator temperature of 580 °C for 10 
minutes under a phosphorus atmosphere (phosphorus flux > 1 × 10−6 Torr), supplied by a MBE Komponenten GaP sublimation 
source. Fluxes are defined by the beam flux monitor (BFM) reading. The manipulator is then ramped to the growth temperature (280-
300 °C for intrinsic substrates, 280 °C for doped substrates), and a five-minute zinc pre-deposition was performed (zinc flux of 
3.4 × 10−7 Torr). Growth was then carried out for a time ranging from five minutes to six hours depending on the sample, using a 
zinc base pressure of 6.04 × 10−7 Torr whilst varying the phosphorus flux between 1.09 × 10−7Torr and 4.35 × 10−7 Torr. 

Electron Microscopy. SEM images were acquired in a Zeiss Merlin operating at 3 kV and 100 pA using an InLens detector. TEM lamellae 
were prepared by focused ion beam in a Zeiss NVision 40 CrossBeam FIB and SEM setup on a sample grown for 4 hours at 280 °C at 
a V/II ratio of 0.39 on a p-type indium phosphide substrate and a sample grown for 6 hours on intrinsic indium phosphide with a V/II 
ratio of 0.5 to observe coalescence. Conventional TEM and STEM analysis were performed in a FEI Talos TEM operating at 200 kV, 
while aberration-corrected STEM imaging was performed in a FEI Titan Themis operating at 200 kV, equipped with a cold field-emis-
sion gun, monochromator, and a CEOS aberration correctors (probe and image). GPA was done using the Gatan Digital Micrograph 
plugin GEM-GPA v10.1. The AC-HAADF-STEM images were treated using a radial Wiener filter. 

Optical Characterisation. Room temperature PL was carried out on a sample grown for 4 hours at a V/II ratio of 0.5 and at 290°C using 
a 488 nm Ar+ laser (25 μW) and Andor iDus DV420A-OE detector using 3s integration with 20 accumulations. 

Atomic Force Microscopy. Normal AFM was done using a Bruker FastScan AFM equipped with an Si tip operating in contact mode. 
Conductive AFM was performed in an Asylum Research Cypher VRS AFM with a platinum−silicide (PtSi-FM) tip. Contact mode was 
used to acquire the I-V curves. The cantilever is grounded while a bias is applied across the sample. The tip is employed as the top 
contact and the bottom contact is made using silver paste to join the backside of the InP chip to the stage. 

Atomic Models. The unit cell model was illustrated using VESTA using data from the Crystallography Open Database based on the 
report by Stackelberg and Paulus.68 The 3D core-shell models were created using the Rhodius software package.406  

Density Functional Theory. The electronic structure was calculated through density functional theory (DFT), using Vienna Ab initio 
Simulation Package (VASP) to implement the periodic boundary conditions.453–455 Valence and core electron interactions were de-
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scribed with the projected augmented wave (PAW) method.456,457 The GGA-PBE functional was used to calculate the electronic ex-
change-correlation potential, and the Grimme DFT-D3 method was use to account for the long-range dispersion forces.458–460 To 
converge the total energy of the system a plane-wave basis with a kinetic energy cut-off of 600 eV was used. This allowed it to 
converge to within 10-6 eV and for the residual Hellmann-Feynman forces to reach 10-3 eV Å-1 for the relaxed atoms. A 5×5×3 Monk-
horst–Pack K-points mesh was used to sample the Brillouin zone of the bulk Zn3P2.461 For the (001), (101), and (112) surfaces, K-points 
meshes of 5×3×1, 5×3×1, and 3×3×1 were used, respectively, to ensure electronic and ionic convergence. The P42/nmc space 
group was used in the META-DISE code to generate the (001), (101), and (112) surfaces, ensuring zero dipole moment perpendicular 
to the surface plane.68,462 The surface energies calculated and visualisations of the different surfaces are shown in Figure C.S1. 

 

 

 
Supplementary Figure C.S 0-1. Surface energies for the different planes considered and an illustration of the structures used for the DFT calcula-

tions. 

 
 
 
 

 
Supplementary Figure C.S 0-2. SEM images of a V/II series grown at a manipulator temperature of 300 °C, showing how the ideal growth conditions 

shift from a V/II ratio of 0.5-0.63 to 0.27-0.39 (500 nm scale bars). 
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Supplementary Figure C.S 0-3. (a) HAADF image of pyramid grown in a 30 nm nominal hole along [100]. (b-e) EDX maps of P, Si, In, Zn of the pyra-
mid. (f) Line-scan of the interface between the base and the pyramid showing a diffuse boundary between In and Zn in the area as indicated by the 
arrow in (a). (g) HAADF image of a pyramid grown in a 30 nm nominal hole along [110]. (h-k) EDX maps of P, Si, In, Zn of the pyramid. (l) Line-scan 

showing a homogeneous composition along the pyramid along the area indicated by the arrow in (g). (50 nm scale bars.) 

 

Supplementary Figure C.S 0-4. (a) AC-HAADF-STEM of a pyramid grown from a 30 nm nominal hole. (b) Strain map acquired through GPA in the in-
plane (xx) direction, perpendicular to the surface normal. (c) Line-scan along the arrow in (b) showing the strain relaxation of the zinc phosphide 

(right) in relationship to the indium phosphide (0) as it grows out from the hole. 
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