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Abstract 
 
Metal-organic frameworks (MOFs) consist of metal 
nodes that are connected by organic linkers. They are 
thus highly chemically tunable materials given the 
broad range of potential linkers and nodes that can be 
chosen for their synthesis. Their tunability has recently 
sparked interest for the development of new MOF 
photo-catalysts for energy-related applications such as 
hydrogen (H2) evolution and CO2 reduction. The sheer 
amount of potentially synthesizable MOFs requires to 
define descriptors that allow to predict their 
performance with this aim. Herein we propose a 
systematic computational protocol to determine two 
energy-based descriptors that are directly related to the 
performance of a MOF as a photocatalyst. These 
descriptors assess the UV-vis light absorption 
capability and the band energy alignment with respect 
to redox processes and/or co-catalysts energy levels. 
High-throughput screening based on accurate 
computations of these features is envisioned to aid the 
discovery of new photoactive systems. 
 
Introduction 
 
Metal-organic frameworks (MOFs)1 are crystalline 
materials consisting in metal clusters that are 
connected by organic linkers and are potentially 
porous. They are of interest for many applications due 
to their often high accessible surface areas. Among 
porous materials, MOFs have been shown to be 
promising materials for several applications such as 

gas storage,2 gas separation,3 catalysis4,5 and sensing6, 
due to their structural tunability, adjustable topology 
framework and chemical functionality.7,8,9 These 
characteristics have recently been used for the 
development of efficient photocatalysts in order to 
address solar-driven chemical reactions such as 
hydrogen (H2) evolution and CO2 reduction.10,11,12,13,14 
The usage of MOFs for photocatalysis may overcome 
the main drawbacks of traditional TiO2 and CdS 
photocatalysts. For example, TiO2 has poor visible 
light absorption, while CdS  has poor photostability. 
In MOFs we might be able to design materials with 
improved photocatalytic performance by means of 
strategic selection of light-responsive ligands and 
reductive metal ions such as Ti(IV) and Zr(IV).15 For 
instance, remarkable H2 production has been reported 
for different photocatalytic systems based on visible-
light active MOFs such as MIL-125-NH2

10,11 or the 
recently reported ZSTU- family.16 
 
The modular nature of MOFs causes an almost 
unlimited number of hypothetical structures, which 
makes the traditional trial and error strategies to find 
materials of interest unfeasible. This explains the 
popularity of computational screenings of MOFs to 
tentatively predict target properties and to guide future 
efforts in synthesis. Previous high-throughput 
screening studies of MOFs have been developed to 
characterize their geometrical features, such as the 
pore size distribution and accessible surface area, 
while Grand Canonical Monte Carlo (GCMC) and 
Molecular Dynamics (MD) simulations are used to 



 2 

compute and screen their target gas adsorption 
performance.17,18,19,20,21,22 More recently, a high-
throughput scheme for heterogeneous catalysis 
screening of MOFs was reported.23 These and other 
studies rely on the generation of large databases of 
MOFs, experimental or hypothetical.  These efforts 
have produced a vast library of MOFs for which 
photo-catalytical activity has not been tested, neither 
their potential has been evaluated. Screening the 
databased for the photo-catalytical activity will 
identify materials that are promising photocatalysts. 
 

 
Figure 1. Scheme of the photo-catalytical process 
including MOF, co-catalyst (Co-Cat) and sacrificial 
agent (SA) for H2 production. 
 
A typical scheme of a photo-catalytical system with 
MOFs includes a co-catalyst and a sacrificial agent as 
depicted in Figure 1. The photo-catalytical process can 
be summarized in three main steps: (1) the electron-
hole generation within the MOF by means of solar-
light absorption, (2) the electron transfer to the co-
catalyst and the MOF recovery via the sacrificial agent 
oxidation and (3) the catalytical reaction, for instance 
hydrogen H2 production. In this context, a screening 
aiming at the detection of photocatalytic MOFs must 
make a pragmatic differentiation between (i) the 
energetic requirements that a MOF must fulfill to 
potentially be a photocatalyst and (ii) the electronic 
features that will make it highly efficient in its 
catalytic purpose, that is, the electronic features that 
determine its performance and stability. The first step 
determines the actual UV-vis and redox capabilities of 
the MOF in a given photocatalytic system, while the 
second step analyses desired properties for high 
efficiency, such as the exciton lifetime and electron 
photoconductivity. This two-level distinction is 
important to first identify potentially photo-
catalytically active MOFs by searching for the 

energetic requirements, and only then evaluate the 
performance of the identified materials in a second 
step. This strategy is motivated by the fact that long-
lived electron-hole pairs and high electron mobility 
will only provide a photo-catalytical response in the 
presence of visible-light if both the absorption and the 
thermodynamic energy of the photoelectron is 
appropriate. 
 
To evaluate the UV-vis capabilities of medium-large 
metalorganic complexes, low-energy absorption 
spectra calculations can be easily obtained from 
Density Functional Theory (DFT)24,25,26 calculations 
and its Time-Dependent extension within the Linear-
Response formalism (LR-TDDFT).27,28,29 However 
LR-TDDFT calculations are rarely applied for MOFs 
crystals30 due to their usually large size and cluster 
models are used instead.31,32 As another simplification, 
light absorption properties of periodic insulating or 
semiconductor systems have been traditionally 
associated with their electronic band gap. 
Nevertheless, it is still important to distinguish 
between the electronic band gap and the optical gap.33 
While the electronic band gap is a ground state 
property associated with an excitation energy in which 
the electron-hole interaction is not taken into account, 
the optical gap describes the lowest neutral excitation 
of the system including excitonic effects. To anticipate 
the low-lying absorption energies of molecular-like 
systems such as MOFs, explicit calculations of 
excitation energies and optical spectra with excitonic 
features should be considered.34 Unfortunately, these 
calculations are computationally expensive and cannot 
be applied in a high-throughput manner for periodic 
systems, thus estimations from the electronic band gap 
are required. 
 
Similarly, the photo-reductive capabilities of a 
periodic system to produce H2 can be estimated from 
the energy of its conduction band (CB), obtained with 
reference to the vacuum potential value. The latter is 
commonly obtained by means of artificially 
introducing a vacuum space in between bulk layers.35 
However, there are two problems that hinder the usage 
of this approach to MOFs: the lack of knowledge about 
the surface cut and the high computational cost of 
enlarging the unit cell of an already large porous 
material. To find a practical solution, Walsh and 
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coworkers proposed to estimate the vacuum potential 
energy of porous MOFs by the value of the 
electrostatic potential energy at the center of the 
largest pore of the framework,36 thus providing a 
reference scale of the electronic levels. It is expected 
that the discovery of photo-catalytically active MOFs 
will highly benefit from high-throughput 
computations designed to screen these two target 
descriptors. 
 
In this work, we propose a computational scheme to 
evaluate two energy-based property-descriptors of 
MOFs that are directly related to their ability to act as 
photocatalysts and we apply it for a test-set of MOFs 
extracted from the Cambridge Structural Database 
(CSD).37 The first descriptor assess the UV-visible 
absorption capability and the second descriptor 
determines the photo-redox potential and MOF/co-
catalyst band energy alignment, provided the 
electronic energy levels of the later. Analyzing our 
test-set we found that several of the systems for which 
we predict UV-vis absorption are confirmed to show 
UV-vis absorption experimentally. This supports the 
reliability of our procedure. In addition, one particular 
promising system for photo-catalytical water splitting 
was identified. Our procedure provides a cost-efficient 
method to screen large MOF databases in a high-
throughput manner to accelerate the discovery of high 
performance photocatalytic systems. 
 
Methods 
 
Datasets Construction 
 
Two datasets were constructed in this work from the 
CSD MOF subset reported in 2017.37 The first dataset 
(labeled DS1) contains orthorhombic Zn MOFs with 
unit cell volume up to 1000 Å3, which results in 132 
distinct crystalline structures. The CSD reference 
codes with the cell parameters and chemical 
composition are provided in Table S1 of SI. The 
second dataset (DS2) contains porous Zn or Cd MOFs 
with unit cell volume between 7000 and 8000 Å3 and 
pore diameters between 5 and 13 Å3 as determined by 
the program Zeo++38. A complete list of the 73 parsed 
Zn and Cd MOFs is provided in Table S2 of SI 
including the CSD reference codes, the cell parameters 
and the chemical composition. 

 
Computational details 
 
Fix-cell geometry optimizations were initially 
performed for DS1 and DS2 crystal structures under 
periodic boundary conditions after a careful 
examination of the presence of disorder and/or the 
need of adding missing hydrogens. The optimizations 
were performed using Quantum Espresso code39 
version 6.3. with the SSSP precision pseudopotential 
library.40 The wave-function and charge-density 
cutoffs used are converged values with respect to 
phonon frequencies, pressure, cohesive energies and 
band structure calculations. The PBE41 functional with 
Grimme D3 dispersion42 correction and a Γ-point 
sampling of the Brillouin zone was used. PBE single 
point calculations were performed on the optimized 
structures at two k-points equally spaced in each 
direction of the reciprocal lattice. 
 
A subset of the DS1 optimized structures were further 
optimized using PBE functional and Grimme D2 
dispersion43 correction at Γ with the CPMD 
package44,45 version 4.1. (Grimme D3 is not available 
in this version). Trouiller-Martins norm-conserving 
pseudopotentials46 were used with a plane wave cutoff 
of 90 Ry for the orbitals and of  360 Ry for the density. 
Within the same setup, TDDFT calculations were 
performed with PBE and PBE047,48 functionals at the 
DS1 re-optimized structures. For a subset of the DS2 
optimized structures, PBE0 ground state calculations 
were performed with the CPK2 code version 5.1.49 at 
the Γ k-point using the Goedecker-Teter-Hutter 
pseudopotentials50 with a density cutoff of 450 Ry and 
DZVP-MOLOPT basis set for non-metal atoms and 
TZVP-MOLOPT basis set for Zn/Cd atoms.51 The 
auxiliary Density Matrix Method (ADMM) was used 
in order to reduce the computational cost, the auxiliary 
basis set pFIT3 (3 gaussian exponents per valence 
orbital, includes polarization d-functions) was used for 
non-metal atoms and cFIT11 (contracted, 4 s, 3 p, and 
3 d shells and 1 f shell in total) for Zn/Cd atoms. 
 
Electronic Chemical Potentials 
 
Following the procedure previously reported by Walsh 
and coworkers36, the electrostatic potential average in 
the pore of the DS2 optimized structures was taken in 
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place of the vacuum level. However, we found that the 
structural complexity of the DS2 test-set makes the 
electrostatic potential at the geometrical center of the 
pore an often inadequate choice for the electrostatic 
potential evaluation. That motivated us to implement 
an automated search for the value with the smallest 
variance within the MOF pore to most appropriately 
represent the reference level. This was included in a 
modified version of the already available 
MacroDensity package52 (see Section S1 of ESI). 
Then, the Kohn-Sham energy levels 𝜀"# are aligned 
relative to this potential (Φ%&) as 𝜀"#%'()*+,- = 𝜀"# −
Φ%&. The energy of the highest occupied level is taken 
as the ionization potential (IP). The electron affinity 
(EA) is calculated from the difference between the IP 
and the computed band gap Eg (𝐸𝐴 = 𝐼𝑃 − 𝐸4). 
 
Results 
 
The Results are discussed in two main sections. In 
Section 1 we present the computational screening 
protocol to address the UV-vis and photo-redox 
properties of the selected DS1 and DS2 MOFs. In 
Section 2, the outcomes of the test screening are 
presented. The MOFs that are predicted to be 
photoactive are discussed and the results for those of 
our systems that have been experimentally studied are 
validated by comparing them to the experimentally 
obtained results. Finally, the computed IP/EA map of 
DS2 MOFs is used to predict band energy alignment 
synergies with respect to some prototype H2O/H2 co-
catalysts. 
 
Section 1. Screening procedure for UV-vis light 
absorption and redox properties of MOFs 

 
The scheme to evaluate and predict UV-visible 
absorption and photo-redox capabilities of MOFs 
materials is shown in Figure 2. In the following, we 
start by addressing the evaluation of the band gap and 
the lowest excitation energy with DFT methods. 

 
Band gap. Electronic structure calculations of periodic 
crystals are easily accessible with DFT by applying the 
Bloch’s theorem to the Kohn-Sham equations.53 
Within periodic DFT, integrals in real space are 
replaced by integrals over the Brillouin zone (BZ) in 
reciprocal space, which are discretized in the so-called 

k-point mesh. An appropriate choice of the k-point 
sampling is crucial to obtain reliable results and needs 
to be carefully converged. The optimal number of k-
points usually depends on the size of the unit cell, 
systematically decreasing for bigger unit cells. This is 
because the BZ decreases in the reciprocal space with 
increasing unit cell sizes. In this context, it is a 
common strategy to use only one single k-point (called 
Γ) at the center of the BZ for big unit cells when 
possible to reduce the computational cost. This is 
usually the case for MOFs characterized with big 
pores and large unit cells, but still a statistical analysis 
for different size data-sets has not been reported. 
 

 
Figure 2. Schematic protocol designed to evaluate the 
UV-visible absorption capabilities and the photo-
oxidant (or photo-reductive) properties of a given 
material, herein applied for MOFs 
 
Γ-point and extended 2x2x2 k-point sampling was 
used to evaluate the electronic band gap of DS1 and 
DS2 structures. The computed band gaps obtained for 
DS1 range from 0.5 to 5 eV. The error at Γ-point (∆Ek) 
ranges from 0.0 to 2.0 eV and does not correlate with 
the band gap value (∆Ek of ~1 eV can be found in 
MOFs with band gap of either 1.5 eV or 3.5 eV). The 
statistical analysis indicates that of the 132 cases, 
~20% show a correction of  >0.25 eV, while ~10% had 
a correction of more than 0.55 eV (Section S2 of SI). 
Performing the same analysis on 45 selected DS2 
structures shows that the computed band gap ranges 
from 1.5 eV to 4.0 eV and ∆Ek is zero or negligible 
(<0.1 eV) in all cases. Small ∆Ek in the case of the DS2 
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structures is ascribed to their large unit cell volumes 
(between 7000-8000 Å3). In contrast, the relatively 
small volume of DS1 (< 1000 Å3) results in significant 
errors in 20% of the cases. We performed an analysis 
of the dependence of ∆Ek with the unit cell volume and 
with the maximum ratio between the a,b,c unit cell 
parameters, however no direct correlations were found 
(see Section S2 in SI). These examples show that a 
careful examination of the band gap convergence with 
respect to the k-point sampling is required for those 
particular cases that have small unit cells and large 
ratios between cell parameters. In our further analysis 
we excluded the 28 DS1 structures with > 0.25 eV 
band gap error at Γ. 
 
Excitation Energies. As mentioned in the introduction, 
explicit calculations of excitation energies and optical 
spectra have to be considered to predict low-lying 
absorption energies. But since these calculations 
cannot be performed in a high-throughput manner on 
periodic systems given their high computational cost, 
estimations obtained from the electronic band gap are 
needed. It is known that the local density 
approximation (LDA) or generalized gradient 
approximation (GGA) functionals that are used for 
cost-effective  calculations of electronic band gaps, are 
underestimating the electronic band gap of insulators 
and semiconductors systematically.54 Consequently, 
large effort has been undertaken in order to compute 
accurate band gaps of solids from DFT band structure 
calculations.55,56,57 Among different strategies such as 
GW perturbation theory55 or Hubbard-corrected 
DFT+U58, hybrid schemes containing an admixture of 
nonlocal exact exchange have been shown to 
significantly improve the description of the electronic 
bang gap for a variety of materials.56,57 In the 
following, we aim at predicting the absorption 
properties of MOFs by stablishing linear correlations 
between the generalized gradient approximation 
(GGA)-Perdew–Berke–Enzerhof (PBE) and the 
hybrid-PBE0 functional. This allows us to correct the 
results obtained from the cheaper PBE band gap 
calculations to estimate the more accurate but more 
costly hybrid-PBE0 functional results. For that we 
performed calculations with both functionals for 
selected DS1 structures including LR-TDDFT 
evaluations of their low-lying excited energies. The 
results obtained were then used to optimize linear 

correlation functions between the computed bang gaps 
and the S1 excited energies.  
 
We found that Γ-point sampling provides adequate 
estimations for 104 structures of the 132 DS1 set. Of 
the 104 structures, 36 structures (35%) show a PBE 
band gap value below 3.2 eV, energy associated with 
the upper limit of the visible light spectrum (380 nm). 
Given that GGA is well-known for underestimating 
band gaps, systems with higher values (band gap > 3.2 
eV) were discarded as potential candidates for UV-vis 
absorption. Hence, PBE0 calculations were 
consequently performed for the remaining 36 systems.  
 
To get some insights into the excitonic effects, the 
low-lying excited state energies were computed at 
PBE and PBE0 level by LR-TDDFT calculations with 
periodic boundary conditions. Correlations between 
the computed band gap and the lowest S1 excited 
energies are shown in Figures 3b and 3c, respectively. 
It can be seen that PBE TDDFT calculations do not 
account for excitonic effects, that is, the electronic 
band gap and the computed S1 energy coincide. In 
contrast, PBE0 results display a systematic reduction 
of about ~1.0±0.5 eV from the bang gap to the S1 
energy, which is ascribed to the exciton binding 
energy. The absence of excitonic effects in semilocal 
GGA-PBE functionals is due to the long-range 
behavior not being correctly captured by the exchange 
kernel. Hybrid exchange functionals replace a portion 
of the semilocal exchange energy with the exact 
exchange energy, which in periodic insulators has the 
non-local behavior necessary for the formation of 
excitons. However, the resulting unscreened electron–
hole interaction may lead to an over-binding of the 
excitons.33 The direct correlation between the 
computed PBE band gap and the PBE0 S1 energies is 
shown in Figure 3a (raw data is given in Table S7). 
Based on the root mean square value R2 obtained from 
linear regression (0.73), one can anticipate that the 
prediction based on the band gaps will be subject to a 
significant error (±0.5 eV). A systematic shift of 0.85 
eV will therefore be used to estimate the lowest 
absorption edge. 
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Figure 3. Correlations between (a) the PBE band gap and PBE0 S1 energy, (b) the PBE band gap and PBE S1 
energy and (c) PBE0 band gap and PBE0 S1 energy. Linear regresion fittings are provided. Raw data is given in 
Table S6 of ESI. 
 

 

 
Figure 4. Computed ionization potential (blue) and electron affinity (red) of 20 selected DS2 structures with 
respect to the vacuum level which is chosen as the electrostatic potential inside the pore of the MOF. PBE and 
PBE0 values are provided, as well as the reference H+/H2 and H2O/O2 potentials. Raw data is collected in Table 
S8 of ESI. 
 
 

 
Figure 5. Correlation between PBE and PBE0 obtained values of (a) band gap (b) ionization potential IP and (c) 
electron affinity EA of the 20 selected DS2 structures. Linear regression fittings are provided. IP and EA values 
correspond to the highest occupied and lowest empty energy levels. Raw data is collected in Table S8 of ESI. 
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Band energy alignment. Whereas the electronic band 
gap of a given MOF determines whether it will absorb 
in the visible range of light, its redox properties are 
controlled by the absolute energies of its conduction 
and valence band-edges. These energies must be 
placed on an absolute scale within a band energy 
alignment diagram to consider their redox-capabilities 
with respect to a given reaction or their redox-synergy 
with a particular co-catalyst,.36,59,60,61 The valence and 
conduction band edges in solids can be represented by 
the energy of the highest occupied and lowest empty 
energy levels, respectively, when aligned relative to a 
vacuum reference potential. After this alignment, they 
can be associated with the ionization potential (IP) and 
electron affinity (EA) of the material, respectively, the 
difference of which corresponds to the electronic band 
gap (see Methods). 
 
So far, our previous evaluation of the electronic band 
gap did not provide information about the position of 
the band-edges and thus, cannot be used to predict any 
photo-catalytical activity. To this aim, we computed 
the electrostatic potential at a representative point 
inside the largest pore of the DS2 structures (see 
Methods) and used this value as the vacuum 
potential.36 The IP and EA were then obtained as the 
difference between the highest occupied and lowest 
empty energy levels as explained above. The PBE and 
PBE0 results obtained for 20 selected DS2 structures 
are represented in Figure 4 (raw data is given in Table 
S8 of SI). Remarkably, it shows that the predicted 
redox-capabilities can strongly depend on the level of 
theory used (PBE or PBE0) and thus, accurate 
references are needed. 
 
Linear regressions between the PBE and PBE0 
computed IP and EA values were optimized in order 
to stablish empirical rules to estimate the valence and 
conduction band-edges, respectively. The correlations 
obtained (Figure 5) provide R2 values above 0.9 and 
predict an average shift of -0.7 eV between the PBE 
and PBE0 computed IP, and of +0.9 eV in the case of 
EA. The concerned negative and positive shift of the 
IP and EA values, respectively, that appear when exact 
exchange is included, is in agreement with the 
expected opening of the underestimated PBE band 
gap. However, it is worth emphasizing that the 

correction does not equally apply to the valence and 
conduction bands, being systematically larger for the 
later. Applying the proposed shifts to the PBE 
computed values results in a mean absolute error 
below <0.1 eV with respect to the PBE0 calculations. 
 
The resulting computational protocol to evaluate the 
potential of MOFs as photocatalysts is summarized in 
the following steps: 
1)   Validation of the Γ point calculations for band gap 

and electronic structure analysis and corrections 
from k-point sampling. 

2)   UV-vis absorption edge estimation by applying a 
systematic shift of 0.85 eV to the PBE band gap, 
derived from comparison with PBE0. 

3)   For porous MOFs, alignment of the PBE levels 
with respect to vacuum and shift of the VB and CB 
values by -0.7 and +0.9 eV, respectively. 

4)   Build appropriate band energy diagrams to screen 
a target reaction or co-catalyst synergy. 

 
Section 2. Screening of the UV-vis absorption, 
IP/EA map and co-catalyst band alignment.  
 
In this section, we discuss the computational screening 
of the MOFs in the sets DS1 and DS2 by applying the 
screening protocol developed in the previous section. 
 
On the basis of the computed excited energies, we find 
that 11 DS1 structures potentially absorb below 3.5 
eV. Relevant information about these materials is 
collected in Table 1, including their CSD reference 
codes and their main chemical compositions. From the 
11 systems, 6 are hybrid inorganic-organic 
nanostructures consisting of ZnSe or ZnTe layers that 
are connected by diamine molecules as spacers. 
Notably, these composite materials were designed 
with the aim of combining the semiconducting 
functionality of the inorganic constituent with the low 
weight and high processability of the organic 
component. In particular, they offer significant 
variations onto the optical properties of their inorganic 
frameworks and provide considerably blue-shifted 
absorption-edges starting at 3.3 eV in the case of ZnTe 
composites66 and at 3.9 eV in the case of ZnSe70. Our 
computed values overstabilize their lowest absorption 
edge by ~0.6 eV, while predicting the correct trend 
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between the two sets of ZnTe and ZnSe compounds. 
Similarly, photoluminescence studies were 
undertaken on material 2 on Table 1, for which a 
moderately blue-green fluorescence was measured 
upon excitation at 325 nm.67 This system contains a 
well-known photo-active azobenzene group 
characterized by two relatively intense bands in the 
UV spectrum at 220-240 and 320-360 nm, and weak 
absorption in the visible >400 nm,62 in agreement with 
our estimation. Optical properties of the other 4 
screened compounds were not reported in their 
original publications. However, naphthalene 
compounds, such as 9 and 11 on Table 1, are well 
known for their wide application in the fluorescence 
field, being characterized by an absorption band-edge 
at ~350 nm,63 and indole derivatives are characterized 
by optical absorption spectra starting above 300 nm, 
as has been predicted for system 6.64  
 
Despite the large diversity of the chemical 
composition of the studied materials, our screening 
based on PBE0 calculations of the S1 energies was able 
to identify a set of systems for which low-energy 
absorption is experimentally expected. Remarkably, it 
is found that their characteristic UV-vis absorption 
bands can either originate in ZnTe/ZnSe inorganic 
layers, or are localized in optically active ligands such 
as azobenzene/naphthalene. This highlights the 
complexity of assessing empirical models to 
accurately predict their optical band gap and points to 
the need of ab initio calculations. However, we 
demonstrated that reasonable estimations can be made 
from cost-effective methods such as PBE by 
establishing direct correlations with accurate methods, 
such as hybrid PBE0 used herein. Future high-
throughput screenings applied on MOFs are 
envisioned with this purpose. 
 
PBE-corrected IP and EA values for all DS2 structures 
are plotted in Figure 6 along with their corresponding 
electronic band gaps. The computed EA values 
indicate that all systems will be energetically able to 
reduce H+/H2 upon excitation. This can be inferred 
from the conduction band edge being located above 
the H+/H2 redox potential in all cases. In contrast, the 
position of the valence band edge is found either above 
or below the redox potential that is needed to generate 
O2. Only in the cases in which the EA and IP are 

predicted above the H+/H2 and below the H2O/O2 
redox potentials, the system is potentially capable to 
cleaving water upon absorption of light.65 If the 
valence band edge is above the H2O/O2 redox 
potential, a sacrificial agent becomes necessary to 
recover the neutral MOF provided that their redox-
synergy is appropriate. 
 

 
Figure 6. PBE-corrected IP (red) and EA (blue) 
energies of DS2 structures mapped onto their PBE-
corrected band gap values. 
 
The IP and EA corrected energies spread over ~4.5 eV 
ranging from -4.0 to 0.5 eV for the EA, and from -4.0 
to -8.5 eV for the IP. Now we retract our consideration 
to those structures whose corrected band gaps predict 
light absorption in the visible spectrum. This decision 
was made with the same screening procedure that is 
outlined above for DS1. Given that excitonic effects 
were not evaluated here, we tentatively consider a 
band gap energy threshold of 0.2 eV above the upper 
limit of the visible spectrum (3.2 eV). Among the 73 
explored structures, 11 (15%) are identified as 
potentially absorbing in the visible range of light since 
they have corrected band gaps below 3.4 eV. Relevant 
information about the screened materials is collected 
in Table 2, including the CSD reference code and main 
chemical composition. The systems cover a wide 
range of properties from single-crystal transmetilation 
reactions reported for 1, 2, 4 and 5,74,76,77 to selective 
CO2 capture for 8.80 Notably, UV-visible absorption 
has been experimentally reported for the systems 3,75 
7,79 981 and 1183 associated with charge-transfer or 
local π-π* excitations within the ligands, therefore 
validating our screening. 
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Table 1. The 11 MOFs from DS1 that potentially absorb below 3.5 eV, with their computed (PBE0) and predicted 
(PBE-corrected: PBE-c) UV-vis absorption energies (eV) and wavelengths (nm). PBE-c is obtained by adding 
0.85 eV to the PBE band gap. PBE0 S1 energies are the reference values. The CSD reference codes and the 
chemical composition in terms of the metal cluster and the main ligand is also given. 
 CSD  ref 

PBE-c 
(eV) 

PBE0 S1 
(eV) 

Abs. Diff. 
(eV) 

PBE-c abs. 
(nm) 

PBE0 abs. 
(eV) 

Metal cluster Main ligand 

1 QOBHEU66 2.828 2.349 0.479 439 528 ZnTe Ethylenediamine 

2 QENFUL67 2.705 2.905 -0.200 458 427 ZnO4N2 Pyridyl-diaza-butadiene 

3 QOBHEU0166 3.345 2.948 0.397 371 421 ZnTe Ethylenediamine 

4 QOBHIY66 3.549 3.082 0.467 349 402 ZnTe Propanediamine 

5 PYZNDT68 3.067 3.152 -0.085 404 393 ZnO4N1 Pyridine-dithionato 

6 PUBGID69 3.167 3.165 0.002 391 392 ZnO6 Indole-carboxylato 

7 MICDUX70 3.352 3.219 0.133 370 385 ZnSe Ethylenediamine 

8 VAMWEM71 3.458 3.230 0.228 359 384 ZnSe Butanediamine 

9 IYEXEP72 3.366 3.279 0.087 368 378 ZnO4 Naphtalene-dicarboxylato 

10 MICFAF70 3.559 3.377 0.182 348 367 ZnSe Propylenediamine 

11 HERYOT73 3.379 3.438 -0.059 367 361 ZnO6 naphtalene-tetracarboxylato 

Table 2. The 11 MOFs from DS2 that potentially absorb below 3.4 eV, with their computed PBE and PBE-
corrected IP and EA values (in eV). PBE-corrected band gaps obtained as EA-IP are also given. The CSD 
reference codes and the chemical composition considering the constituent ligands is provided. 

 CSD  ref PBE IP PBE EA BG IP-0.7 EA+0.9 Main ligands 

1 HUQGOR74 -4.627 -3.453 2.774 -5.327 -2.553 
nitrilotribiphenyl-4-carboxylate 

ethene-1,2-diyldipyridine 

2 HUQHAE74 -4.508 -3.137 2.971 -5.208 -2.237 
nitrilotribiphenyl-4-carboxylate 

ethene-1,2-diyldipyridine 

3a DEVWOT75 -5.559 -4.070 3.089 -6.259 -3.170 
1,2-bis(4,4′-bipyridinium)ethane 

5-methylisophthalate 

4 JENROM76 -4.574 -3.055 3.119 -5.274 -2.155 
nitrilotribiphenyl-4-carboxylate 

4,4'-bipyridine 

5 ASINAT77 -4.604 -3.046 3.158 -5.304 -2.146 
nitrilotribiphenyl-4-carboxylate 

di(pyridin-4-yl)-4H-1,2,4-triazol-4-amine 

6 WARFAZ78 -5.091 -3.486 3.205 -5.791 -2.586 
L-alanine naphthalene diimide 

4,4′-bipyridine 
7b ZUCGAH79 -4.127 -2.468 3.258 -4.827 -1.568 benzyl substituted porphyrin 

8 MUQSAU80 -5.557 -3.868 3.288 -6.257 -2.968 
biphenyl-2,2',6,6'-tetracarboxylate 

ethene-1,2-diyldipyridine 

9c XEJJII81 -4.959 -3.253 3.307 -5.659 -2.353 
furan-2,5-dicarboxylate 

(selenophene-2,5-diyl)dipyridine 

10 VULWEF82 -6.055 -4.295 3.360 -6.755 -3.395 
benzene-1,4-dicarboxylate 

(4-carboxyphenyl)-4,4′-bipyridinium 
11d CUBBEI83 -4.878 -3.110 3.368 -5.578 -2.210 curcumin 

a Absorption in the visible has been reported for system 3 associated to a charge-transfer transition. 
b System 7 corresponds to the porphyrin precursor used to synthesize a photo-redox catalyst including boron-dipyrromethene. 
c UV-vis absorption of 9 is associated to local π-π* transitions of the aromatic rings in the framework. 
d Curcumin is a yellow pigment characterized by an π-π* electronic transition that becomes blue-shifted upon metal-complexation.84 
 

Knowing the valence- and conduction-band positions 
of the systems, energy-band diagrams can be 
constructed. These allows  anticipating the direction of 
the photoinduced electron injection. One possible 
strategy is to combine photoactive MOFs with 
appropriate co-catalysts to boost the photocatalytic 
performance. For photocatalytic hydrogen H2 

production, representative examples of reduction co-
catalysts that promote proton reduction in conjunction 
with MOFs are Ni2P,10 Pt85 or MoS2

86 nanoparticles. 
The band alignment synergies of these co-catalyst 
with the first five DS2 MOFs from Table 2 are shown 
in Figure 7. Particularly promising is compound 3 
(DEVWOT)75 for which both the UV-vis and photo-
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redox requirements for the water splitting 
photocatalytic purpose are fulfilled. This MOF was 
specifically designed to display low-energy charge 
transfer (CT) phenomena by means of π-staking 
interactions between electron-rich and electron-
deficient units. In particular, UV-vis light excitation 
promotes CT from phenyl-carboxylate to bipyridine 
components (see Figure 8). The non-local character of 
the excitation could even improve the photocatalytic 
activity as it is associated with long exciton lifetimes. 
 

  
Figure 7. Diagram of the electronic energy levels 
computed in this work for selected DS2 MOFs and 
values collected for representative co-catalysts.10,85,86 

 

 
Figure 8. Schematic representation of photoinduced 
charge transfer (CT) between donor and acceptor units 
in MOF 3 of DS2 (DEVWOT).75 

 
Conclusions. 
 
With the rapid increase of available crystallographic 
data of MOFs, the use of high-throughput 
computational screening has become a promising tool 
to aid the identification and characterization of 
materials with desired properties. Although any 
computationally accessible descriptor can be in 

principle included in a high-throughput screening 
process, its rapidness and feasibility are still 
requirements for a screening to become an efficient 
and valuable complementary approach to the 
experiments. This makes the design of cost-effective 
property-descriptors essential, as well as the 
determination of the error committed and its 
validation. 
 
In this work, we propose a screening protocol to 
evaluate two energy-based descriptors that are directly 
related to the performance of MOFs as photocatalysts. 
These descriptors assess the UV-vis absorption 
capabilities and photo-redox properties based on DFT 
electronic structure calculations. Our results show that 
the first can be directly estimated from the PBE band 
gap considering a systematic shift of 0.85 eV that 
corrects the well-known overestimation of GGA 
functionals, as well as the inability of PBE to account 
for excitonic effects in solids. Furthermore, the 
absolute position of the conduction- and valence- 
bands is evaluated with respect to the electrostatic 
potential computed at a representative point inside the 
pore of the MOF structure, which is taken as the 
vacuum potential. Comparing PBE and PBE0 
calculations shows a systematic shift of -0.7 for the 
valence band and of +0.9 eV for the conduction band. 
 
Performing the screening on our selected test-sets of 
MOFs allowed to validate the strategy and provided a 
set of photoactive MOF that have been synthesised but 
not studied with respect to their photo-catalytical 
activity. In particular, MOF structure 3 of DS2 
(DEVWOT) displays suitable UV-vis light absorption 
and desirable absolute VB and CB energies for water 
splitting, as well as promising excited state features for 
long lived excitonic lifetimes. Future analysis is 
envisioned to include this and other performance 
descriptors associated with enhanced photo-catalytical 
activity. 
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