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Abstract

The appearance of objects is governed by how they reflect, transmit and absorb the light they

receive. That, in turn, depends on the material’s internal structure, surface structure, and

viewing and illumination directions. Changes in those characteristics can produce dramatic

shifts in a material’s appearance.

In this thesis, we explore how the optical properties can be estimated accurately using compu-

tational imaging. We focus on those properties that have an impact on material appearance.

Current solutions are based on using instruments that are on the expensive side, such as

spectrophotometers, profilometers and goniophotometers; hence, we explore the use of more

affordable equipment, such as cameras. We start with the reflected light, and how the sur-

face structure and roughness can be measured with commodity hardware such as projectors

and cameras. We continue to the transmitted light, where we study methods for measuring

hemispherical transmittance, and then go one step further and propose a novel design for the

measurement of directional transmittance.

Systems based on the projection of structured light can be used for high-precision depth esti-

mation. These methods provide non-contact means of depth estimation by using a calibrated

camera-projector pair. Calibration of such systems is in general a cumbersome and time-

consuming task. We, thus, present a novel method that allows for simultaneous geometric

and radiometric calibration of a projector-camera pair. It is automatic, simple, and does not

require specialized hardware. We prewarp and align a specially designed projection pattern

onto a printed pattern of different colorimetric properties. After capturing the patterns in

several orientations, we perform geometric calibration by estimating the corner locations

of the two patterns in different color channels. We perform radiometric calibration of the

projector by using the information contained inside the projected squares. We show that

our method performs on par with current approaches that all require separate geometric

and radiometric calibration. This makes it efficient, user friendly, and faster compared to

dedicated geometric and radiometric calibration techniques. We then apply the algorithm

to calibrate a structured light system with the goal of surface structure estimation of nearly

planar surfaces. The surface structure is then used to calculate the macroscopic roughness.

Over a set of samples, our results are comparable to those from a high-grade commercial

profilometer.

The accurate measurement of transmittance properties of materials is essential in the printing

and display industries in order to ensure accurate color reproduction. We explore different
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Abstract

measurement geometries for total transmittance, and show that the transmittance measure-

ments are highly affected by the geometry used, since certain geometries can introduce a

measurement bias. We build a flexible custom setup that can simulate these geometries,

and evaluate it both qualitatively and quantitatively over a set of samples with varied optical

properties. We also compare our measurements against those of widely used commercial

solutions, and show that significant differences exist over our test set. However, when the bias

is correctly compensated, we observe very low differences. These findings, therefore, stress

the importance of including the measurement geometry when reporting total transmittance.

The bidirectional scattering distribution function (BSDF) is of great importance in many

applications, from rendering images and visual special effects to architectural modelling of

illumination. We propose a novel design for the measurement of BSDF, more specifically the

bidirectional transmittance distribution function (BTDF). Our approach is based on radial

catadioptric imaging, where we illuminate the measured sample with a collimated beam

of light, the emerging light on the other side of the sample is then collected by a diffusing

cylinder, and, after many internal reflections, a camera registers the steady-state radiance of

the cylinder’s interior. After inverting the light transport inside the cylinder, we can compute

the sample’s BTDF. Our approach effectively trades mechanical complexity with computational

complexity. In simulations, our proposed design achieves results that are well aligned with

the ground truth, for both smooth and high-frequency BTDFs that feature sharp intensity

changes.

Keywords: computational imaging, structured light, depth estimation, transmittance, BRDF,

BTDF, light transport, goniophotometer, radial imaging, catadioptric imaging.
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Résumé

L’apparence des objets est régie par la façon dont ils réfléchissent, transmettent et absorbent

la lumière qu’ils reçoivent. Cela dépend de la structure interne du matériau, de la structure de

la surface et des angles de vue et d’éclairage. Une modification de ces caractéristiques peut

entraîner des changements spectaculaires dans l’apparence d’un matériau.

Dans cette thèse, nous étudions comment les propriétés optiques peuvent être estimées avec

précision à l’aide de l’imagerie informatique. Nous nous concentrons sur les propriétés qui

ont un impact sur l’apparence des matériaux. Les solutions actuelles sont basées sur l’utilisa-

tion d’instruments qui sont chers, tels que les spectrophotomètres, les profilomètres et les

goniophotomètres ; par conséquent, nous aimerions explorer l’utilisation d’équipements plus

abordables, tels que les caméras. Nous commençons par la lumière réfléchie, et la façon dont

la structure et la rugosité de la surface peuvent être mesurées avec du matériel courant tel que

des projecteurs et des caméras. Nous continuons avec la lumière transmise, où nous étudions

des méthodes de mesure de la transmission hémisphérique, puis nous allons un peu plus loin

et proposons une nouvelle conception pour la mesure de la transmission directionnelle.

Des systèmes basés sur la projection de lumière structurée peuvent être utilisés pour une

estimation de la profondeur de haute précision. Ces méthodes fournissent des moyens d’esti-

mation de la profondeur sans contact en utilisant une paire de caméra-projecteur calibrée. Le

calibrage de ces systèmes est en général une tâche fastidieuse et longue. Nous présentons donc

une nouvelle méthode qui permet de calibrer simultanément la géométrie et la radiométrie

d’une paire projecteur-caméra. Elle est automatique, simple et ne nécessite pas de matériel

spécialisé. Nous pré-déformons et alignons un motif de projection spécialement conçu sur un

motif imprimé ayant des propriétés colorimétriques différentes. Après avoir photographié les

motifs dans plusieurs orientations, nous effectuons un calibrage géométrique en estimant

l’emplacement des coins des deux motifs dans différents canaux de couleur. Nous effectuons

un calibrage radiométrique du projecteur en utilisant les informations contenues dans les

carrés projetés. Nous montrons que notre méthode est aussi performante que les approches

actuelles qui nécessitent toutes un calibrage géométrique et radiométrique séparé. Cela la

rend efficace, simple d’utilisation et plus rapide que les techniques de calibrage géométrique

et radiométrique spécialisées. Nous appliquons ensuite l’algorithme pour calibrer un système

de lumière structurée dans le but d’estimer la structure de surface de surfaces presque planes.

La structure de la surface est ensuite utilisée pour calculer la rugosité macroscopique. Sur un

ensemble d’échantillons, nos résultats sont similaires à ceux d’un profilomètre commercial de

haute qualité.
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Résumé

La mesure précise des propriétés de transmission des matériaux est essentielle dans l’indus-

trie de l’impression et de l’affichage afin de garantir une reproduction précise des couleurs.

Nous expérimentons avec différentes géométries de mesure pour la transmission totale et

nous montrons que les mesures de transmission sont fortement influencées par la géométrie

utilisée, puisque certaines géométries peuvent introduire un biais de mesure. Nous construi-

sons une configuration personnalisée flexible qui peut simuler ces géométries, et l’évaluer

à la fois qualitativement et quantitativement sur un ensemble d’échantillons aux propriétés

optiques variées. Nous comparons également nos mesures à celles de solutions commerciales

largement utilisées et nous montrons que des différences significatives existent entre nos

échantillons de test. Cependant, lorsque le biais est correctement compensé, nous n’obser-

vons que de très faibles différences. Ces résultats soulignent donc l’importance d’inclure la

géométrie de la mesure lors du calcul de la transmission totale.

La fonction de distribution de la diffusion bidirectionnelle (BSDF) est d’une grande impor-

tance dans de nombreuses applications, de la génération d’images et des effets spéciaux

visuels à la modélisation architecturale de l’éclairage. Nous proposons un nouveau processus

pour la mesure de la BSDF, plus précisément la fonction de distribution de la transmission bi-

directionnelle (BTDF). Notre approche est basée sur l’imagerie catadioptrique radiale, où nous

illuminons l’échantillon mesuré avec un faisceau de lumière collimaté, la lumière émergente

de l’autre côté de l’échantillon est ensuite collectée par un diffuseur de lumière cylindrique,

et, après de nombreuses réflexions internes, une caméra enregistre la radiance à l’intérieur du

cylindre, une fois l’équilibre atteint. Après avoir inversé le transport de la lumière à l’intérieur

du cylindre, nous pouvons calculer la BTDF de l’échantillon. Notre approche transforme la

complexité mécanique en complexité de calcul. Dans les simulations, le modèle proposée

permet d’obtenir des résultats très proches des valeurs correctes, tant pour les BTDF lisses

que pour les BTDF à haute fréquence qui présentent des changements d’intensité importants.

Mots clés : imagerie computationnelle, lumière structurée, estimation de la profondeur, trans-

mittance totale, BRDF, BTDF, transport de la lumière, goniophotomètre, imagerie radiale,

imagerie catadioptrique.
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1 Introduction

How we visually perceive non-emissive objects in our surroundings depends on the interac-

tion of light with the materials that comprise them according to their optical characteristics.

During the interaction, the light is reflected, transmitted, or absorbed by the materials. These

optical properties are determined by the internal composition of scattering and absorbing

components, the microscopic surface structure, and the materials’ refractive indices.

Material appearance is more subjective, and it is related to our visual perception. We can

observe that an object is a given color, whether it is matte or glossy; opaque, translucent or

transparent, etc. The material appearance depends on the optical properties of the materi-

als, but also on the illuminating and viewing directions. In addition, macroscopic surface

structures can influence the appearance through shadowing and interreflections.

Sight is arguably one of our most developed senses. It makes us capable of accurately identify-

ing the material composition, characteristics, and function of objects based solely on their

appearance [25]. We can, for example, identify if something is made out of paper, plastic,

textile, wood, metal, and within those broad classes we can further distinguish different ma-

terials, e.g., cotton, wool, or silk. Furthermore, we can tell if an object is matte, translucent,

solid, sticky, slippery, expensive, or if it is edible, made to be worn, or if it is a tool. We are very

good at learning visual associations. Based on the appearance subtleties, we can generally tell

if a photograph was taken 10 years ago, in the 1990s, or in the 1960s, irrelevant of the scene

content.

The reproduction and simulation of material appearance is an active area of research in the

scientific community, but it is also very relevant to industry. Its importance naturally leads

to companies investing significant resources in mastering the look of products. To stand out,

their products should look, but also feel, high quality, or even expensive. The International

Commission on Illumination (CIE) describes its importance as: “Visual appearance can be

one of the most critical parameters affecting customer choice and it needs, therefore, to be

quantifiable to ensure uniformity and reproducibility.”1

1http://cie.co.at/publications/framework-measurement-visual-appearance

1
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Chapter 1. Introduction

(a) Car paint (b) Felt hat

(c) Wristwatch (d) Morpho menelaus butterfly

Figure 1.1 – Material appearance is used for both decorative and functional purposes. (a) Car
paint with pearlescence. (b) Felt is isotropic, and diffuses light well. (c) Wristwatch made out
of materials with different optical properties, and surface finishes. (d) Butterfly with iridescent
wings. Sources: (a) Saud Al-Olayan, (b) Paula Cooper, (c) Bruno van der Kraan, (d) Sandra.2

Example products for which material appearance is especially important, are shown in Figure

1.1. The paint on the car from Figure 1.1a is pearlescent, and its color gradually changes as the

viewing and illumination directions change. Material appearance is also very important in the

clothing industry, where designers mix and match materials to achieve a certain look. Similarly,

the watch industry is constantly experimenting with different materials, and surface finishes to

make their products appear more luxurious. The final Figure 1.1d shows the Morpho menelaus

butterfly. It is very interesting, because the way it achieves its iridescent blue color is not with

pigments, but with nanometre scale gratings. Only the blue light is reflected, while the other

wavelengths of the incident light are canceled out by interference.

2https://www.flickr.com/people/69929929@N06/, https://www.flickr.com/people/peacooper/,
https://unsplash.com/@brunovdkraan, https://www.flickr.com/people/supervliegzus/

2

https://www.flickr.com/people/69929929@N06/
https://www.flickr.com/people/peacooper/
https://unsplash.com/@brunovdkraan
https://www.flickr.com/people/supervliegzus/


(a) Spectralon (b) Acrylic felt (c) Anisotropic aluminium

(d) Morpho menelaus butterfly (e) Morpho menelaus butterfly (f) Morpho menelaus butterfly

Figure 1.2 – Appearance of an object when built from materials with different optical properties.
In all images, the object is observed from the same direction. The visual differences between
the images are caused by differences in the internal composition of absorbing and scattering
components, surface structure, and in the illumination directions. (a)-(d) are illuminated
from the same directions (the environment map can be best seen in (c)), whereas (e) and (f)
are illuminated from different directions. (c)-(f) are anisotropic samples. Images taken from:
http://rgl.epfl.ch/materials.

In Figure 1.2 we can see an example object simulated as if it was made from different materials.

The images were generated with a rendering software that respects physically accurate interac-

tions between light and matter. The materials were measured from real samples with different

optical characteristics, which results in striking appearance differences between the images.

The material in Figure 1.2a is a white plastic, and it is the most diffusely reflecting material

available.3 The acrylic felt in Figure 1.2b is also isotropic, however, its internal absorbing com-

ponents give it a purple color. The aluminium object from Figure 1.2c exhibits fairly precise

reflections due to its smooth surface structure. The three images in the bottom row (Figure

1.2d-1.2f) represent the same material, the wing of a butterfly (Morpho menelaus), under

different illumination conditions. It is an anisotropic material, and therefore the appearance

of the object changes significantly when the illumination arrives from different directions.

3
https://www.labsphere.com/labsphere-products-solutions/materials-coatings-2/targets-standards/diffuse-reflectance-standards/diffuse-reflectance-standards/

3

http://rgl.epfl.ch/materials
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Fast, accurate and reliable measurements of the optical properties and the material appear-

ance are key. They enable faster product development cycles, maximize the appearance

quality by allowing more iterations within a design cycle, but are also important for quality

control purposes. Over time, we have developed numerous techniques, devices, and industrial

standards for the purpose of measuring the optical properties of materials. For example, to

measure reflectance or transmittance, we use spectrophotometers. If we are interested in

measuring the angular distribution of light, we use goniophotometers. Profilometers are used

for measuring the surface structure and roughness of materials. These devices are more or

less accurate and reliable, but they are generally expensive, and therefore accessible to a select

group of institutions. To illustrate this, some of the largest publicly available BRDF datasets

count less than 200 samples.4

1.1 Thesis goals

In this thesis, we explore alternative techniques for measuring the optical properties of mate-

rials. Our methods are based on computational imaging, and revolve around cameras and

projectors, as these are generally more affordable devices. In the first part of the thesis, we

look into measuring the properties that influence the reflected light. Namely, we explore

the accuracy of a well calibrated projector and camera pair for measuring the surface struc-

ture and roughness of near-planar surfaces (Chapters 2 and 3). In the second part, we turn

our attention to measuring transmittance. We first explore how to accurately measure total

transmittance (Chapter 4), and then evaluate a novel design for the measurement of the

Bidirectional Transmittance Distribution Function (Chapter 5).

1.1.1 Measuring surface structure of near-planar surfaces

The advances in virtual reality display technology and the emergence of 2.5D/3D printers

renewed the research interest in 3D acquisition of real world objects and scenes. Digitization

for virtual reality applications is often concentrated on capturing our immediate surroundings,

on the scale from simple objects to complete buildings. These applications put the primary

focus on acquisition speed and robustness to different types of illumination and scales, where

the measurement precision is generally of secondary importance. The interest that virtual

reality applications created can be seen through the large number of commercially available

products and prototypes, some of which include Microsoft Kinect, Intel RealSense, Occipital

Structure Sensor, Asus Xtion, and HP Pro S3. Modern smartphones often have face unlocking

features, that scan the face with structured light projection in the invisible near-infrared

radiation. Figure 1.3 shows the depth sensor for Apple’s Face ID technology, which is based on

structured light projection.

4https://www.merl.com/brdf/, http://btf.utia.cas.cz, http://rgl.epfl.ch/materials

4
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1.1. Thesis goals

Figure 1.3 – The depth sensor for Apple’s Face ID facial recognition system. It works by
projecting infrared dots onto a face, which are captured and decoded to produce a 3D map.
Image source: Apple.

Structured light systems are popular for indoor 3D scanning of objects, since they are relatively

easy to build, and there are scene encoding methods for almost any scene complexity. They

are built with a minimum of a single camera and a single projector. Passive stereo systems

are very similar in nature, the main difference being that they are built using two cameras.

The role of the projector is to encode the scene with known light patterns, such that reliable

correspondences can be established between the camera and projector pixels. A triangulation

procedure then projects rays from the corresponding pixels in the two devices, and determines

their intersections in 3D space. For indoor scenes that often lack texture, this is an advantage

over passive stereo setups, built from two or more cameras.

Geometric calibration is an essential part of methods for 3D scanning that rely on triangulation.

Given a set of cameras and projectors, it determines their internal and external parameters.

The internal parameters are used for projecting rays that start at the optical center of the

device, cross through a pixel of interest in the image, and continue in the space in front of the

device. The external parameters determine the relative positions and rotations between the

set of devices. Clearly, it needs to be performed each time there is a change in the geometry of

the setup.

Radiometric calibration characterizes the output intensities of a devices as a function of the

input intensities. Non-linear processing is almost always present in the imaging pipelines,

since the devices are made to comply with given color spaces (e.g., sRGB), which in turn

optimize for the non-linearity of perceived stimuli by the human visual system. For common

cameras, this non-linear processing can often be disabled, yielding linear images. However, it

is often impossible to disable it for displays and projectors.

5
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To facilitate the use of inexpensive projectors for depth estimation with structured light, in

Chapter 2 we propose a method that combines the geometric and the radiometric calibration

of a projector-camera pair. Our method optimizes and then leverages the colorimetric proper-

ties of the calibration charts to separate the different kinds of information needed for the two

calibrations, which speeds-up the calibration process. The method can be used off-the-shelf

by the industry, and could be easily extended to cameras with more than 3-channels (e.g.,

multi-spectral cameras).

The surface structure is of great interest for our desire to master the appearance of products.

If we take printing as an example, very accurate color prediction models for printing on flat

diffusing substrates have been developed over the past decades. However, as digital printing

on textiles becomes more popular due to faster production and cost-effective print runs,

these models fail to provide accurate color management in the presence of the macroscopic

surface roughness of the textile. To overcome this obstacle to a wider adoption of digital

printers, new color prediction models will have to be devised, which take into account the

local interreflection of light, and provide predictions with directional dependence.

Therefore, in Chapter 3, we focus on precise and accurate depth estimation with a structured

light scanner built from mainstream devices. Our goal is to estimate the surface roughness

of near-planar surfaces, such as printing textiles. We provide a transparent analysis of the

problems common to this reconstruction method, and also give advice regarding how the

results could be improved. We believe that this is very valuable, as it will help other researchers

and practitioners build more robust acquisition setups by minimizing the errors inherent from

the reconstruction method.

1.1.2 Measuring hemispherical and directional transmittance (BTDF)

We continue to transmitted light, where we study methods for measuring hemispherical trans-

mittance, and then go one step further and propose a novel design for the measurement of

directional transmittance. This is an active area of research that still needs to be properly stan-

dardized, as the CIE writes: “Translucency is a subjective term that relates to a scale of values

going from total opacity to total transparency. This whole subject area needs investigation to

find a rigorous measurement solution that will probably be industry specific.”5

Transmittance measurement is used in a wide range of industries, from solar cells and light

filter manufacturing to quality control in food production. The accurate characterization of

transmittance is especially important for applications that depend on backlight illumination,

which are created by depositing an image onto a substrate that is illuminated from the back

side. Common backlit devices include LCD displays and printed advertisements. The correct

display on these devices requires accurate spectral prediction models, and transmittance

measurements are used extensively in their calibration.

5http://cie.co.at/publications/framework-measurement-visual-appearance
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In Chapter 4 we present different measurement geometries for total (hemispherical) transmit-

tance. We explain where the measurement differences stem from, and compare the results

meticulously. We believe that this chapter is of great utility not only to the scientific, but also

to the industrial community, as it demonstrates how important it is to fully disclose the type

of measurement instrument used. To highlight this point, the CIE recently created a Technical

Committee which focuses solely on transmittance measurement:6

“This TC will investigate how to improve the accuracy of the conventional haze

measurement methods and develop new techniques to obtain total transmittance,

diffuse transmittance, and transmittance haze in a single sequence of measure-

ments. In addition to addressing the problem of measurement inconsistency

caused by employing different measurement methods or different measurement

instruments which has perplexed industry for some time, the study of high haze (>

40 %) measurement is also included. The purpose of this TC is to give guidance to

industry for best practice metrology, to enable them to develop and manufacture

consistent and reliable products.”

Computer generated simulations and animations require even more granular data to achieve

visual realism. A higher resolution representation of the transmittance includes a measure-

ment for every incoming and outgoing direction on the hemispheres of directions, which,

for transmittance, lie on the opposite sides of the measured sample. This is also known as

directional transmittance, and the hemispherical transmittance from above can be computed

by integrating over the hemisphere of outgoing directions for a single incoming direction. The

mathematical description of how light is scattered after an interaction with a surface is more

commonly known as the Bidirectional Reflectance or Transmittance Distribution Function

(BRDF and BTDF). The proper measurement of these functions is a very active area of research.

In May 2019, a joint research project, titled “New quantities for the measurement of appear-

ance”, was launched as a collaboration between National Metrology Institutes, partners from

Industry and the research Community in Europe.7 One of the main goals of the project is to

define the new quantity BTDF, i.e., to standardize its mathematical definition.

Physically-based rendering relies heavily on accurate BRDF and BTDF data for generating

realistic ray-traced images. More recently, computer hardware became powerful enough to

perform real-time ray tracing. Major graphics cards manufacturers are now including ray-

tracing capabilities to their newest models of graphics cards. These capabilities will also be

present in the very popular gaming consoles, which makes it a mainstream technology that is

here to stay. As the hardware capabilities evolve, digital artists and game designers will require

BTDF measurements of increasingly more intricate materials to captivate their audiences.

Cultural heritage preservation, visualization and reproduction is another area where this

6http://cie.co.at/technicalcommittees/measurement-total-transmittance-diffuse-transmittance-and-transmittance-haze
7https://bxdiff.cmi.cz
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Chapter 1. Introduction

data is of great importance. It also has more functional applications, such as architectural

simulations of indoor illumination.

In Chapter 5, we present a novel design for a parallel goniophotometer for measuring the

BTDF. Our approach is based on computational imaging, where we invert the radiometric

model to compute the radiance that leaves the measured sample. It is a unique method which

trades mechanical complexity with computational complexity, where prior methods were

mainly optimizing the mechanical designs of the devices. Our design is based on conventional

and affordable optical elements, and can be scaled up or down, depending on the application.
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1.2. Thesis outline and main contributions

1.2 Thesis outline and main contributions

In this section we present a condensed version of the thesis chapters, and summarize their

main contributions.

Chapter 2: Simultaneous geometric and radiometric calibration of a projector-
camera pair

(a) Without gamma compensation (b) With gamma compensation

Figure 1.4 – Systematic reconstruction errors of a flat surface induced by the non-linear
processing of the input images by the projector.

In this chapter we propose a novel algorithm for geometric calibration of a projector-camera

pair that also provides a radiometric calibration of the projector. The algorithm works simi-

larly to the existing algorithms for geometric calibration, in the sense that it does not require

additional hardware or user intervention. The added value that it offers is due to the special

design of the calibration patterns, and simple, yet effective online computation. We prewarp

and align a specially designed projection pattern onto a printed pattern of different colori-

metric properties. After capturing the patterns in several orientations, we perform geometric

calibration by estimating the corner locations of the two patterns in different color channels.

We perform radiometric calibration of the projector by using the information contained inside

the projected squares. We show that our method performs on par with current approaches

that all require separate geometric and radiometric calibration. This makes it efficient, user

friendly, and faster compared to dedicated geometric and radiometric calibration techniques.

Summary of contributions in Chapter 2:

• We propose a novel algorithm for geometric calibration of a projector-camera pair

that also provides a radiometric calibration of the projector.

• We show that the proposed algorithm provides high quality calibration by compar-

ing it to current state-of-the-art methods, while being more time efficient compared

to dedicated geometric and radiometric calibration techniques.
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Chapter 1. Introduction

Chapter 3: Surface roughness estimation using structured light projection

Figure 1.5 – Surface structure of Canon IJM 618, polyester textile with polymer coating. The col-
ormap on the right side color codes the height of the surface points. The height is represented
as the deviation from the best fitting plane to the scanned point cloud.

In this work we leverage the algorithm presented in Chapter 2. We begin with an overview of

the main categories of structured-light (SL) encoding techniques, and discuss the potential

sources of errors. We build a SL system and calibrate it with the algorithm from Chapter 2. We

use the structured light setup to estimate the surface structure of printing textiles. Our scans

are compared to those from a commercial profilometer based on the confocal principle, both

qualitatively and quantitatively by computing the surface roughness measure. When properly

calibrated, we achieve comparable results to the profilometer on samples with moderately

complex surfaces. The SL setup offers faster scanning and/or wider scanning area than the

profilometer, at the expense of lower resolution.

Summary of contributions in Chapter 3:

• We discuss the main categories of structured light encoding strategies, and discuss

their potential sources of errors.

• We show that a properly calibrated structured light system can provide comparable

surface roughness estimates to a profilometer over a set of measured samples.
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1.2. Thesis outline and main contributions

Chapter 4: Comparative analysis of transmittance measurement geometries and
apparatus

Illuminating
fiber

Iris

Capturing
fiber

Integrating
sphere

100 mm

Figure 1.6 – A measurement setup for transmittance. It consists of an illuminating optical
fiber, an iris diaphragm, an integrating sphere and a capturing optical fiber connected to a
spectrometer. Depicted is the configuration 0°:d.

In this chapter, we turn our attention to the transmitting properties of materials. In compari-

son with reflectance measurement, where the impact of different geometries (0°:45°, d:8°) has

been thoroughly investigated, there are few published articles related to transmittance mea-

surement. We therefore summarize different techniques for measuring total transmittance,

and show the sources of the differences. We also build a system for total transmittance mea-

surement to evaluate several of the measurement geometries, and compare our measurements

to those from commercial solutions. Certain measurement geometries are found to introduce

a significant bias, which should be compensated. Those findings stress the importance of

including the measurement geometry when reporting total transmittance.

Summary of contributions in Chapter 4:

• We investigate different measurement geometries for total transmittance.

• We show that the transmittance measurements are highly affected by the geometry

used, since certain geometries can introduce a measurement bias.

• We compare our measurements against those of widely used commercial solutions,

and show that significant differences exist over our test set.
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Chapter 5: BTDF estimation with radial imaging

Figure 1.7 – An isometric view of our proposed design for measuring a sample’s BTDF. The
elements have been cut in half for clarity.

Going further with transmittance measurement, we introduce a novel design for a parallel

goniophotometer. It is based on radial catadioptric imaging. The design is very simple, and it

trades mechanical complexity with computation. Namely, it consists of a diffusing cylinder

with the measured sample at one of its openings, and the camera at the other. The sample is

illuminated by a collimated beam of light, the cylinder collects the emerging light, and after

many interreflections from the cylinder walls, the camera captures the steady-state radiance

of the cylinder interior. We then reverse the light transport inside the cylinder to compute

the initial radiance that leaves the sample. From there, we can compute the directional

distribution of light, i.e., the BTDF.

We present a rigorous discussion on the mathematical foundation of the method. We then

analyze it through simulations inside Mitsuba, a physically based renderer. The simulations

show a good alignment of the computed BTDF and the ground truth, for smooth functions,

but also for functions with abrupt changes. We also build an experimental setup out of off-the-

shelf optical components. However, due to misalignment issues of the optical equipment, the

results are not entirely satisfactory. We believe that an industrial grade implementation could

provide results close to the ones in the simulation.

Summary of contributions in Chapter 5:

• We propose a novel method for the measurement of BTDF.

• We provide a rigorous mathematical discussion on the foundation of the method.

• We analyze the method through simulations, and show that our design provides

accurate results over a range of BTDFs.
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2 Simultaneous geometric and radio-
metric calibration of a projector-
camera pair
3D sensing is gaining momentum with the increase of computational power and the possibility

to display and fabricate the results with high fidelity. Structured light (SL) systems are among

the most commonly used for 3D object scanning because they can easily be built using off-

the-shelf components. In this chapter, we present a novel method for joint geometric and

radiometric calibration of a projector-camera pair, which form an SL setup, that is also known

as an active stereo setup. Our method is simple, does not require specialized hardware, and

calibration is achieved in less than one minute.

In Section 2.1, we discuss the role of calibration in an SL setup for depth estimation. While

geometric calibration is essential for computing the point cloud of the scanned scene, we also

identify the important case where radiometric calibration is necessary. Namely, radiometric

calibration should be performed when the camera and/or projector apply non-linear pro-

cessing, and the selected structured light encoding methods feature codes with continuous

intensity variation. It is then followed by a discussion of the related work in Section 2.2.

Section 2.3 provides an overview, and Section 2.5 presents the details of our simple, yet

accurate algorithm for calibration. We prewarp and align a specially designed projection

pattern onto a printed pattern of different colorimetric properties. After capturing the patterns

in several orientations, we perform geometric calibration by estimating the corner locations

of the two patterns in different color channels. We perform radiometric calibration of the

projector by using the information contained inside the projected squares. The design of the

printed and projected patterns is presented in Section 2.4.

The experimental part then follows in Section 2.6, where we test both the geometric calibration

of the camera-projector pair, and the radiometric calibration of the projector. We show that

our method performs on par with current state-of-the-art methods that all require separate

geometric and radiometric calibration, while being more efficient and user friendly. We

conclude with a discussion of the proposed method’s limitations and a summary.1

1The material in this chapter was presented at CVPR 2017 [90].
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Chapter 2. Simultaneous geometric and radiometric calibration of a projector-camera
pair

2.1 Calibration for structured light projection

A basic SL setup is made up of a single camera and a single projector that are geometrically

calibrated (see Figure 2.1). The depth estimation principle is analogous to a dual camera stereo

system, where one camera is replaced by a projector. This is possible since the geometric

image formation of the projector is equivalent to that of the camera. The role of the projector is

to encode the measured scene with a known pattern that can be easily decoded and identified

in the camera image, allowing for dense pixel correspondences.

A thorough classification and explanation of the structured light coding techniques is pre-

sented by Salvi et al. [87]. Discrete coding methods are generally constructed through the

projection of a limited set of highly contrasting intensities. If we take binary time-multiplexing

codes as an example, the value that each pixel can take is either 0 or 1, as these are the most

contrasting values. On the other hand, the continuous coding methods can use the full range

of intensity values (e.g., sinusoidal waves), where each pixel can take a value in the range

[0, 1]. These methods require the projection and capture of linear intensity signals, and any

non-linear shift between the input values and the decoded values leads to shifted correspon-

dences between the projected and captured images, illustrated in Figure 2.2a. Therefore, in

addition to geometric calibration, the continuous coding methods also require a radiometric

calibration.

Radiometric calibration models the input to output intensity response of a device, because its

true values are seldom known beforehand. While linear intensity images are in general easy to

obtain with today’s cameras, the projected images normally undergo non-linear processing

imposed by the projector. The most common non-linear processing consists of applying

a global tone-mapping power-law expression (also called gamma expansion) to the input

intensities before projection. To linearize the projected images, the input images need to be

subjected to gamma compression.

Figure 2.1 – A setup for our simultaneous geometric and radiometric calibration of a projector-
camera pair. The underlying printed pattern is shown in the inset.
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2.2. Related work

(a) Without gamma compensation (b) With gamma compensation

Figure 2.2 – Systematic reconstruction errors of a flat surface induced by the non-linear
processing of the input images by the projector. For this example, a conventional phase-
shifting encoding was used [87].

Geometric calibration of a projector-camera pair has to be performed on a regular basis,

especially while changing the parameters of the system (baseline, focal length, etc.) or if the

measurement setup needs to change locations. Also, for setups that are built with lower grade

materials and tools, calibration needs to be performed more often. Radiometric calibration can

become invalidated through time, depending on the current temperature of the projector and

age of the lamp. Therefore, we are strongly incentivized to design simple and fast calibration

procedures that are easy to use even outside of research environments.

2.2 Related work

Geometric calibration The research on geometric calibration of projector-camera pairs has

produced several classes of methods: two step methods [7, 35], juxtaposed methods [8, 15, 46],

methods based on structured light projection [57, 68, 99, 101, 105], and methods that leverage

different color channels [7, 105]. All projector-camera approaches require a printed chart that

carries features with known 3D locations, and a projected chart or a projector-camera pixel

correspondence map that is used for the calibration of the projector.

Two step methods rely on first calibrating the camera and then using the calibrated camera

to calibrate the projector. These approaches are obviously time consuming since two sets of

images have to be acquired. The juxtaposed methods position the printed and the projected

patterns such that the interference of the markers of the two patterns is minimized. Correct

positioning is achieved by either prewarping the projected pattern by a homography that

positions it in the correct location when projected, or by projecting it right next to the printed

pattern such that there is no overlap. When positioning the two patterns next to each other, a

wider field of view camera lens is required, which leaves certain regions of the camera image

not utilized when performing the depth estimation by SL projection. The methods that utilize
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Chapter 2. Simultaneous geometric and radiometric calibration of a projector-camera
pair

prewarping require the calibration board to be relatively static for at least two consecutive

image acquisitions as the prewarp is invalidated by movement.

The methods based on structured light projection tend to establish dense projector-camera

correspondences, i.e., they try to relate each projector pixel to a camera pixel. The SL is

projected over a printed calibration chart, whose features are later used for the calibration of

both the camera and the projector. Robust SL codes require the projection of a multitude of

patterns, and this process has to be repeated for each orientation of the printed calibration

board. This makes them slow, data intensive, and require an immobilization of the calibration

chart for the duration of the SL encoding. The methods that leverage different color channels

design printed and projected calibration charts of complementary colors that minimize the

crosstalk between the two charts. One obvious drawback of this class of methods is the

color channel crosstalk that can lower the contrast and therefore the precision of the corner

detection. In this work, we provide a better colorimetric encoding strategy.

Radiometric calibration Prior work on radiometric calibration mostly focuses on cameras.

Debevec et al. [18] describe an approach that estimates the response curve of a camera by

taking multiple images of a static scene with different amounts of exposure. Subsequent

works [58, 67], propose different models for the response curve (gamma, polynomial, non-

parametric, PCA based). These works are not directly applicable to a projector calibration, as

projectors cannot measure scene radiance, however they do provide valuable insight into the

complexity and effectiveness of different techniques. In [72], Nayar et al. perform radiometric

calibration of a projector by projecting a succession of different intensity images. They later

store the camera responses to those inputs in an inverse lookup table. We adopt a similar

approach, however, we estimate a gamma function from the simultaneous display of different

intensities.

Given the above classification of methods for geometric calibration, our approach can be

classified as a juxtaposed method that leverages different color channels. This fusion, to-

gether with an innovative projection pattern design (discussed in Section 2.4), facilitates the

geometric calibration and allows for simultaneous radiometric calibration.

2.3 Algorithm overview

An overview of our algorithm is provided in Figure 2.3. For each orientation of the calibration

board we consecutively execute steps 1 and 2. We start by projecting a specially designed

checkerboard pattern, described in detail in Section 2.4, on top of a conventional checkerboard

pattern that is printed with a complementary color to the projected one. In step 1, we capture

an image of the arbitrarily aligned patterns and detect their corners. This allows us to compute

a composition homography that relates the projector image to the printed pattern. We use

this homography to compute a prewarp of the projected pattern, such that when projected

it lands right on top of the printed pattern, with a shift of half a printed square. Prewarp has
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Figure 2.4 – The projected pattern used for geometric and radiometric calibration. The red pixel
intensities (in %) of the squares vary across the chart, which is leveraged for the radiometric
calibration of the projector. The values in the top-right corner are example intensities in the
red channel. The blue pixel intensities are constant.

already been employed by Audet et al. [8] and Chen et al. [15] for camera-projector geometric

calibration, however, none of those methods perform radiometric calibration.

At step 2, we capture an image of the aligned patterns. After the printed and projected patterns

are aligned and shifted by half a square, we extract the information encoded in the projected

squares that land on white (empty) squares of the printed pattern. This information encodes

the projector response to a range of different input values, which we then use for radiometric

calibration.

The above process is repeated for different calibration board orientations until the desired

number of loops has been acquired, usually between 10 and 15.

2.4 Design of calibration patterns

Printed pattern The printed pattern is a standard flat checkerboard pattern comprised of

white and yellow squares. Its configuration is equivalent to that of the projected pattern (Figure

2.4), but it features only fulltone squares. An example printed pattern can be seen in the inset

of Figure 2.1. We opted to use yellow squares because the yellow colorant is almost transparent

to the red and green wavelengths, but it absorbs in the blue wavelengths. Therefore, the yellow

squares show as dark squares in the blue channel of the camera, where we can easily detect the

checkerboard pattern (see Figure 2.5b). While [7] have used cyan and white squares, we opted

for a yellow-white configuration, because the real yellow inks are in general much closer to the

perfect yellow ink than cyan inks are. Yellow ink is much more transparent in the green-red

wavelength range (500-700 nm) than the cyan is in the blue-green range (400-600 nm). This

translates into a fairly visible ghost of the cyan pattern in the blue image channel - the channel

where the projected pattern should be isolated.
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(a) Image of the superposed
patterns.

(b) Blue image channel (printed
pattern).

(c) Red image channel (projected
pattern).

Figure 2.5 – Captured image of an aligned superposition of the printed and the projected
pattern. This is the input to step 2 of the algorithm. Corner detection for the two patterns is
performed in different color channels.

Projected pattern The projected pattern is shown in Figure 2.4. It is specifically designed

such that we can simultaneously perform both geometric and radiometric calibration of the

projector. Note that the squares are colored with a blue-magenta palette. More precisely, all

squares are composed of 100 % blue and varying intensities of red. The top-right corner of

Figure 2.4 shows sample intensity values for the red color channel. The patches that have

higher red intensity become increasingly magenta due to the additive mix with blue. The

pattern is symmetric across the middle column, and the intensity values alternate across rows.

These colors are chosen for two reasons. First, the high intensity blue is present to illuminate

the printed pattern. Since the yellow squares absorb in the blue region, this increases the

contrast of the printed pattern and makes the calibration independent of external illumi-

nation. Second, the squares include a red component so that we can detect the projected

checkerboard corners in the red channel of the captured images where the printed pattern is

rather transparent (Figure 2.5c). Although the squares have varying intensities of red, with our

design we preserve the contrast ratio of each corner; we impose an intensity difference of at

least 40 % between the dark and the bright squares at a corner.

The varying intensities of red across the projected squares are used for the radiometric calibra-

tion of the projector. In the current design we have 11 intensity gradations, ranging from 0 %

to 100 %, in 10 % steps.

2.5 Algorithm

Geometric calibration establishes a relationship between a set of known 3D object coordinates

(from the real-world) and their corresponding set of 2D projections on the imaging sensor

(pixel coordinates).

For camera calibration, a simple approach to establish the 2D to 3D correspondences is by

capturing a printed calibration board composed of checkers, similar to the one shown in

Figure 2.4. Since the calibration board squares have known physical dimensions, their corners
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provide us with the 3D object coordinates. After we detect the same corners in the captured

images, i.e., we identify their 2D image coordinates, we can calibrate the camera with the

objective of establishing a link between the two sets of coordinates. More formally:

sxI = K[RI | tI ]X (2.1)

where X and xI are the 4D and 3D homogeneous coordinate vectors of the corners on the

printed board, and their images in the captured image I , respectively. Rotation matrix RI and

translation vector tI relate the optical center of the camera to the board origin (usually an

extreme corner on the board). The K matrix stores the intrinsic parameters of the camera, and

s is an arbitrary scaling factor.

Since the board is flat, all corners of the printed pattern have equal values for the height. If we

take these values to be 0, then the relationship between the points on the calibration board

and the image sensor is given by a homography:

HI = K[rI
1 rI

2 tI ] (2.2)

where rI
1 and rI

2 are the 1-st and the 2-nd columns of RI .

The model given in Eq. (2.1) is linear and does not take into account the possible radial and

tangential distortions imposed by the camera lens. However, they also need to be estimated

for an accurate camera calibration. For more details about camera calibration with flat boards,

see [106].

The geometric calibration of the projector is slightly more complicated, as it cannot capture

3D coordinates from the real-world. In order to calibrate a projector, we use a calibrated

camera, which captures the corners of a projected calibration pattern. Since the camera is

precalibrated, we can use it to back-project rays through the captured projected corners into

the 3D world. For accurate projector calibration it is important to account for the non-linear

distortions of the camera lens when back-projecting.

To solve for the scale ambiguity of the back-projected rays, in addition to the projected

calibration pattern, we also need a printed calibration pattern of known dimensions that rests

on the same plane where we observe the projected pattern. Since the square dimensions of

the printed pattern are known, we can calculate the rotation and translation between the

board’s origin and the camera optical center, i.e., we can identify the board plane in space. The

calibration board is defined by its normal, given by rI
3, which can be computed from the known

K and HI [106], and a point on that plane, which is the vector tI . By intersecting the projected

rays with the plane, we obtain the 3D coordinates of the projected corners. Acquiring the 2D

pixel coordinates for the projector is straightforward, since we already have a noiseless version

of the calibration pattern that we project.
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Radiometric calibration establishes an input to output intensity response of a display or

a capture device. Off-the-shelf display devices (monitors and projectors) rarely have the

option of projecting linear images, thus we observe a non-linear output response. The most

commonly observed response is a power function, also called a gamma function. This is

mostly due to conformity with the sRGB standard [4], whose overall gamma is approximately

γ= 2.2. However, we do not radiometrically calibrate the camera [18, 58, 67], as most consumer

cameras can capture linear images (γ = 1). Note that deviations from linearity can appear

towards the extreme ends of saturation, thus proper camera settings should be used when

capturing the images. In this work, we focus solely on estimating the gamma of the projector.

The algorithm that we describe below is fully automatic except when the operator has to

physically change the orientation of the board that carries the printed calibration pattern.

2.5.1 Image capture

For programatically capturing images we use the gPhoto2 toolbox [33], as it provides complete

control over the camera settings. It is also very general and supports almost all models from

major camera manufacturers.

2.5.2 Corner detection

Given the colorimetric properties of our printed and projected patterns (described in Section

2.4), we use the blue channel of the captured images to extract the printed corners. Figure

2.5b shows the blue channel for the image in Figure 2.5a. As expected, the printed pattern is

completely isolated from the projected pattern. These favorable conditions allow us to use

an automatic checkerboard detector [26]. The detected corners are marked with red dots on

Figure 2.5b.

Figure 2.5c shows the red channel of the image in Figure 2.5a. As expected, the corner contrast

suffers from the specific design of the projected pattern, especially in the darker regions. This

is mainly due to the gamma of the projector which compresses the dark tones, and extends

the bright. Also, a faint ghost of the printed pattern can be seen, since the yellow ink is slightly

absorbing in the red wavelengths.

Analogous to the printed corners, for detecting the projected corners in step 1 of the algorithm

we also utilize automatic checkerboard detector. In step 2, since the prewarp forces the

projected pattern corners to land between the corners of the printed pattern, we implemented

a search around the expected locations of the projected corners. We use the Harris corner

detector [42] to find the projected corners with subpixel accuracy.
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2.5.3 Prewarp

Having extracted the corners of the printed and the projected patterns, we can compute

homographies that relate both the camera to the physical printed/projection board, Hcb ,

and the camera to the projector image, Hcp . Building a composition of these homographies

provides us with a homography that relates the printed pattern to its current location on the

projector image:

Hbp = H−1
cb ·Hcp = Hbc ·Hcp (2.3)

We use this homography to compute a prewarp of the projected image such that when pro-

jected, it lands right on top of the printed pattern with a shift of half a printed square. We

perform the shifting by subtracting the distance of half a printed square from the 3D positions

of the board corners when estimating Hcb .

2.5.4 Geometric calibration

To perform the actual geometric calibration we use Bouguet’s camera calibration toolbox

[13], which implements Zhang’s [106] algorithm. In addition to the intrinsic parameters,

the algorithm also provides us with the extrinsic parameters that link the camera position

and orientation to that of the calibration board, for each calibration board orientation. The

minimal number of board orientations is 2 (for a simplified camera model with rectangular

pixels). For more general models with radial and tangential distortions, 10 or more orientations

are recommended, also due to noise in the corner detection phase.

Once we have the camera calibrated, we project rays through the pixel coordinates of the

corners of the projected images and intersect them with the corresponding plane that carries

the printed pattern to compute their 3D positions in the camera coordinate frame. By using the

corresponding rigid transforms we then translate those coordinates into the board coordinate

frame and calibrate the projector using the same procedure we used for the camera.

2.5.5 Radiometric calibration

As discussed in section 2.4, each square of the projected pattern is encoded with a red value

that varies across squares. To easily extract the intensity value of each square in the captured

image, we undo the prewarp by fitting the image of the projected pattern onto the original

pattern, i.e., we apply the inverse of Hcp . Figure 2.6 shows an example rectified projected

pattern.

Of interest to us is the subset of corners that emerge by the intersection of the projected

corners, specifically on top of the white squares of the printed pattern. These corners are

characterized by having grid indexes of different parity. Thus, we denote this set of corners as

κ, and denote a particular corner as κi j .
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Figure 2.6 – The projected pattern in its original size, after having been warped into position
atop the printed pattern. The green markers, κi j , indicate the corners of the projected pattern
that overlap with white squares on the printed one. The inset shows the values associated with
an example corner (i , j ) = (6,11).

Each κi j has four adjacent squares. We denote the top-left square as κ(1)
i j and continue clock-

wise, i.e., the bottom-left is κ(4)
i j .

Each square has two values associated with it, the projected red-channel intensity and the

captured one. Let us denote the projected square intensity as P (k)
i j .

Due to light variation and other sources of noise, the pixel intensity of a square in the captured

image is not uniform, and we therefore consider its mean. We denote the mean intensity value

of square κ(k)
i j in the captured image as C (k)

i j .

Given P and C we estimate the response function of the projector by fitting a power function

onto the data:

argmin
a,b,γ

4∑
k=1

∥∥∥C (k) −a ·
[

P (k)
]γ−b

∥∥∥2
(2.4)

We perform this non-linear least squares optimization for each image I in the calibration set,

and thus obtain a γ-value per image, which we denote γI .

Finally, we compute the expected gamma value for all images:

γ? = E[
γI ] (2.5)

Note that our method focuses on extracting the data, which allows for any other non-linearity

to be used for explaining the response of the projector. For that purpose, Eq. 2.4 needs to be

updated to reflect the new model.
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2.6 Experiments

We implemented our method in MATLAB. During the experiments, we captured linear RAW

images, which we demosaiced in order to extract the different color channels. In the current

implementation of the algorithm, the calibration is performed at the end after the desired

set of orientations has been acquired. However, this can easily be modified in order to have

a running update of the calibration parameters and the reprojection error, since the corner

detection runs while capturing the images.

On the hardware side, we used an Acer H6502BD projector (color, DLP, 1920 x 1080 px) and a

Canon T1i digital camera (color, CMOS, 4752 x 3168 px) with a Canon EF 24-105 mm f/4L IS

USM lens. The physical calibration board was arranged in a configuration of 15 x 10 squares,

where each square is 9 mm in size. Throughout the testing the calibration board was kept

at a distance of approximately 45 cm from the camera and the projector. An overview of the

calibration setup can be seen in Figure 2.1.

There is no inherent limitation on the resolution of the equipment imposed by the algorithm.

Lower resolution cameras and projectors can also be used. A good practice is for the projected

pattern to not be anti-aliased in its original projection (step 1), as the hard edges between the

squares will increase the contrast of the projected corners.

The size of the printed calibration board should be selected such that it will always stay within

the intersection of the camera and the projector fields of view. This is because the printed

corners are not self identifying, and we need to be able to identify the projected corners for the

radiometric calibration. When we observe the complete printed calibration board, we make

sure that the projected calibration board will also be completely visible when the two patterns

are aligned (in step 2).

We capture 2 images per calibration board orientation, which is on par with most other

methods (see Table 2.1). However, we perform geometric and radiometric calibration at

the same time, whereas the other methods only perform geometric calibration. For these

methods, adding radiometric calibration means that another calibration procedure needs

to be performed. Our method is much more time efficient compared to capturing the two

calibration image sets separately, which requires a change of the calibration board and possibly

camera exposure settings.

Geometric calibration To evaluate the calibration accuracy, we used the mean reprojection

error. It is the average Euclidean distance between the detected and the reprojected corner

positions in all images of the calibration set. It is measured in pixels. We can use Equation 2.1

to express the projection of world point X on an image I, which we denote with x̂. If we denote

the detected corner positions with x, the Euclidean distance with d, the number of corners

on the calibration board with N, and the number of images in the calibration set with M, the
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mean reprojection error could be expressed as:

1

N M

∑
i

d (xi , x̂i ) (2.6)

For the geometric calibration of the camera, we achieve a mean reprojection error of 0.25 px

and a very low standard deviation of 0.03 px over multiple calibrations. The calibration of the

projector was slightly less accurate, with a mean reprojection error of 0.46 px and a standard

deviation of 0.08 px. This is an expected result, since the accuracy of the projector calibration

depends on the accuracy of the camera calibration. In addition, due to the brightness of the

projector, we set the camera aperture to f/22, whereas the projector had an aperture of f/2.56.

The large aperture of the projector translates into shallow depth of field, which deteriorates

the corner detection accuracy.

Table 2.1 shows our results in comparison with the state-of-the-art calibration results reported

in the respective publications. Only the best calibration results are shown, even if several were

reported. It can be seen that our results are on par with the current methods for geometric

calibration.

Reporting the mean reprojection errors in pixels does not allow us to fairly compare the various

methods. This is because the metric depends on the size of the pixels, thus devices with larger

pixels will show lower errors in pixels for the same physical distances. We argue that it is better

to express the mean reprojection errors in µm, by multiplying the results with the pixel size. In

this case, our results would be 1.17 µm for the camera, and 2.48 µm for the projector.

Radiometric calibration As a ground truth for the radiometric calibration, we projected

consecutively 11 uniform grayscale images with input intensities ranging from 0 % to 100 %, in

10 % steps, over a uniformly white screen. We then captured the projections with our camera,

and fitted a gamma function to the captured data. This approach is similar to [72]. We denote

this method as the ground truth method. We estimated the gamma on different locations

across the projection screen. The computed mean gamma is 2.57, with a standard deviation

Table 2.1 – Mean reprojection errors (RMSE in pixels) for camera and projector calibration and
the number of images per orientation as reported by the authors.

Authors Camera Projector imgs./or.

M. Ashdown [7] 0.25 0.47 -
S. Audet [8] 0.33 0.20 2

C.-Y. Chen [15] - 0.188 2
A. Griesser [35] <0.4 <1.5 multiple

Z. Li [57] 0.09 0.149 12
D. Moreno [68] 0.329 0.145 ≈40

Ours 0.25 0.46 2
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Figure 2.7 – Gamma estimation for 14 image calibration set. The thick red line is the mean
gamma curve. The thin lines represent the estimated gamma curves for each individual image.
The vertically distributed blue dots show the input vs. output pixel intensity values over all
images.

of just 0.03. The low standard deviation indicates that the projector gamma is fairly uniform

across the screen.

We then performed radiometric calibration with our proposed method by capturing 14 images

at different orientations. These are the images from step 2 of our algorithm, which are also

used for geometric calibration. Figure 2.7 graphically summarizes our results. Each blue

vertical bar represents the extracted output intensities across all captured images for a single

input intensity. The thick red curve is the average power function, denoted by γ? in Eq. 2.5.

The 14 thin curves are the gamma functions estimated for each image individually. The mean

gamma is 2.53, with a standard deviation of 0.15. This result is in accordance with the gamma

we computed with the ground truth method.

The spread of the fitted gamma curves in Figure 2.7 is mainly due to changes in the scaling

and bias parameters of the fitted functions (parameters a and b in Eq. 2.4). This happens

because the captured intensities are scaled by the different orientations that the projector and

the camera take with respect to the calibration board (changes in irradiance). Gamma has no

effect on the extreme (0 % and 100 %) input intensities, but only on the intermediate values.

Furthermore, the coefficient of variation of gamma across the images is 6.1 %, whereas for the

scaling parameter it is 15.1 %.

Planarity test We performed a planarity test to validate the performance of the radiometric

calibration in a real-world scenario. The test consists of fitting a plane into a point cloud and

estimating their fit. Therefore, we reconstructed a flat board by using a phase-shifting SL code.
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(a) No gamma compensation. (b) Ground truth method. (c) Our method.

Figure 2.8 – Systematic errors in the reconstruction of a flat surface. (a) Non-gamma com-
pensated projection patterns exhibit large depth variations (RMSE = 0.331 mm). (b) Gamma
compensated patterns, gamma computed with the ground truth method (RMSE = 0.056 mm).
(c) Gamma computed with our proposed method (RMSE = 0.055 mm).

This is a continuous coding method and is based on the projection of sinusiodal patterns (see

detailed explanation in [87]).

We performed three reconstructions of the flat surface, of size 10 x 10 cm, by projecting:

non-gamma compensated patterns, gamma compensated patterns with gamma computed

using the ground truth method, and with gamma computed using our proposed method. The

reconstructed point cloud for each of the methods can be seen in Figure 2.8. As expected,

the non-gamma compensated patterns exhibit the largest depth variations, produced by

erroneous correspondences between the linear input and the non-linear output patterns. The

gamma compensated patterns, on the other hand, show a much lower degree of variation.

Finally, we computed the RMSE of fitting a plane into the point clouds. The error for the

linear patterns amounted to: 0.331 mm; for gamma estimated with the ground truth method:

0.056 mm; and gamma estimated with our proposed method: 0.055 mm. The 6 fold decrease

in reconstruction error strongly reinforces the need for radiometric calibration, i.e., gamma

estimation and compensation.

2.7 Limitations

The presented method also has some limitations. First, we assume that the gamma is constant

across the projector image and across different color channels, which might not be true for

lower quality equipment. In addition, severe vignetting of the camera and of the projector can

also decrease the accuracy of the radiometric calibration. Initial full illumination images can

therefore be taken to compensate for vignetting before projecting the patterns. Excessively

specular calibration boards can degrade the quality of the extracted radiometric values. The

guided detection of the projected corners in step 2 will not work well for projectors with strong

radial distortions. The radiometric calibration will also decrease in accuracy in situations

where the projector has a larger dynamic range than the camera. This is mostly a hardware

limitation, that can be solved with multi-exposure approaches or ND filters.
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2.8 Summary

In this chapter we presented a novel method that allows for geometric calibration of a projector-

camera pair, simultaneous with a radiometric calibration of the projector. The method is

automatic, simple, and efficient compared to other calibration methods, since it does not

have an inherent overhead of projections and captures. It is faster compared to dedicated

geometric and radiometric calibration techniques as it requires less manual manipulation

together with a decreased complexity of a single image capturing and processing cycle. System

recalibration can thus be performed more often in order to guarantee consistent results over

time. We have also shown that the method offers high quality calibration results and performs

on par with the current projector-camera calibration methods.

In addition, we demonstrated that radiometric calibration is essential for achieving high depth

estimation accuracy with SL systems. Due to their numerous advantages, the continuous

coding techniques represent the most popular choice for scene encoding, which makes our

method very attractive to the 3D reconstruction community.
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3 Surface Roughness Estimation Using
Structured Light Projection

Surface roughness has a strong influence on material appearance. Its accurate characterization

is therefore important for creating realistic reconstructions of objects in a physical or virtual

environment. It has traditionally been measured with profilometers, which can be contact

or optics based. The optical profilometers commonly use white light interferometry or are

confocal microscopes. Figure 3.1a shows the Altimet AltiSurf 50 profilometer, that we used

in our experiments. These instruments, although very accurate, are expensive and have a

fairly limited scanning area. In this chapter we thus design and evaluate a surface scanning

system based on structured light (SL) projection to recover the surface structure of near-planar

materials. More specifically, we are interested in measuring the surface roughness of coated

printing textiles, where the weave threads form macroscopic structures, with sizes in the order

of 0.1 mm to 1 mm.

The difficulty of obtaining a product appearance which is close to the expected one is a limiting

factor for digital printers. Modern 2.5 D printers can correctly (re)produce intricate prints in

terms of both color and surface topology (e.g., master paintings), however, differences in the

ink deposition process and curing, and in the composition of the inks is generally revealed by

wrong light reflections, as shown in [24, 23, 77]. Recent color prediction models for printing

account for the roughness of the inks [78], but do not take into account the roughness of the

substrate, which is about two orders of magnitude greater for textile substrates. Accurate

surface reconstruction could allow for devising color prediction models for macroscopic-level

features that can potentially incorporate local interreflections. Work in this direction has

already been performed, for the more specialized, but very important case of diffuse [85] and

specular V-cavities [84, 86].

This chapter is structured as follows. In Section 3.1, we discuss why we chose to use a SL

setup for these measurements, and what are some of the difficulties that we need to be aware

of when choosing the scene encoding strategy. Then, in Section 3.2, we review the main

categories of SL encoding methods, and briefly summarize their merits and shortcomings.

Section 3.3 contains the experimental part, where we discuss our measurement setup, and

show the surface structure and roughness that we could attain for different samples. We also

compare our scans to those of an Altimet AltiSurf 50 profilometer.
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3.1 Accurate depth estimation with structured light

In an effort to overcome the high cost and the limited scanning area of the profilometers,

we constructed a setup for depth estimation based on SL projection. This method provides

non-contact means of depth estimation by using a calibrated camera-projector pair. The

simple SL setup that we constructed is composed of off-the-shelf components, and it can be

seen in Figure 3.1b. The goal is to compute an accurate and high resolution depth map of

the surface structure, which can be used to compute surface roughness. The high resolution

is required to capture the intricate surface features of the fabrics, and the accuracy of the

reconstruction could allow for devising accurate color prediction models that incorporate

local interreflections.

Care has to be taken when using structured light scanning techniques, because the measured

objects can be translucent and experience significant amounts of indirect illumination [38, 39,

16]. Furthermore, the scenes can be dynamic due to object movement and vibrations [93, 12].

Given these optical and mechanical noises, many coded structured light techniques fail to

decode the patterns correctly, which hinders high-precision reconstruction.

Indirect or global illumination is the set of effects that include interreflections, subsurface

scattering and defocus. These effects alter the directly projected patterns. Interreflections are

considered as long-range effects, since they generally appear as low-frequency waves across

the captured scene. Subsurface scattering, and defocus, on the other hand, are considered

as short-range effects, as their effect is local and manifests in a local low-pass filtering of the

projected pattern.

Interreflections are mainly caused by concavities in the measured objects’ shape, where the

directly projected light gets reflected from the object surface onto other portions of the object.

It is generally assumed to be a reflection with low spatial frequency, however, smooth metallic

(a) Altimet AltiSurf 50 (b) A simple SL setup

Figure 3.1 – Different instruments for recovering surface structure. (a) A profilometer based
on the confocal principle. (b) Our simple SL setup used in the experiments.
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Figure 3.2 – An image, taken with the Altimet AltiSurf 50, of a 5 mm × 5 mm section of Canon
IJM 618 — a coated polyester textile used as a print media.

or plastic surfaces can produce high-frequency mirror reflections. Subsurface scattering

happens with translucent objects, where the light entering the object at one point experiences

multiple scattering events and internal reflections and exits the object over a small area around

the entry point. Subsurface scattering together with camera/projector defocus act as low-pass

filters upon the projected patterns.

In addition to degrading the projected patterns, subsurface scattering can introduce measure-

ment bias. During the scanning of Michelangelo’s David [56], the authors measured a depth

bias of approximately 40 µm for light at normal incidence for the Carrara Statuario marble.

This happened because the incident light from the laser beam got scattered and formed a

volume below the surface of the marble. This created a false light centroid that was detected

by the camera instead of the direct reflection from the object’s surface.

Scene dynamics are another major source of artifacts that mainly affect the techniques that

project multiple patterns when encoding the measured scene. For example, when measuring a

part of the human body (e.g., face, eye curvature, etc.) it is highly unlikely that the subject will

stay still during all the projections. Furthermore, when scanning a scene with high precision

even the slightest vibrations can introduce measurement noise [12].

We are interested in estimating the surface profile of printing fabrics. They have near planar

surfaces and are white, since they are used as print media. An example 5 mm x 5 mm patch of

a Canon IJM 618, white, polyester textile coated with a special polymer coating, is shown in

Figure 3.2.
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3.2 Structured light patterns for surface profilometry

Salvi et al. in [87] present a comprehensive overview and classification of a large variety of

coded structured light (CSL) techniques. The aim of CSL is to encode the position of each pixel

(or a region) in the projected pattern in a unique way, such that a correct correspondence can

be established between the projected and the captured patterns.

This field of research has been quite active in the past three decades. A myriad of CSL tech-

niques is now available, all offering different trade-offs that are suited for specific purposes.

[87] cites more than forty CSL methods and classifies them hierarchically. Covering all different

classes of algorithms in detail will require a long discussion. Therefore, in this section we

will focus on the most general algorithms, and we will skip their variations developed for

specific purposes. The coarsest level of classification divides the CSL patterns into discrete

and continuous coding methods.

3.2.1 Discrete Coding Methods

Discrete coding methods are characterized by the discrete nature of the projected pattern(s),

i.e., the projected signal varies in discrete and distinct steps across its dimensions. In general,

they use an absolute coding strategy, as opposed to a relative coding strategy, meaning that

each projected stripe can be uniquely identified.

The discrete coding techniques are further divided into spatial and time multiplexing. The

spatial multiplexing patterns use the surrounding of the features to encode their locations in

the pattern, while the time multiplexing patterns localize the pixels by projecting multiple

successive patterns, where each pattern provides a piece of the pixels’ unique codewords.

Therefore, the spatial multiplexing techniques require only a single projected pattern, and the

time multiplexing techniques require a series of projected patterns. The trade-off between

projecting single or multiple patterns is that although a single pattern can be used for imaging

moving targets, to achieve the same precision they need larger alphabet sizes (e.g., number of

distinct colors, or patterns), which decreases their noise resistance. Therefore the temporal

multiplexing techniques tend to achieve higher spatial accuracy and density.

De Bruijn sequence is the most commonly used pattern among the spatial multiplexing

methods. A k-ary De Bruijn sequence of order n is a cyclic sequence, created from an alphabet

of size n, that contains each subsequence of length k only once. The length of the sequence

is nk −1. This sequence is interesting for structured light coding since by using a 1D sliding

window of size k along the epipolar lines, we can uniquely identify the position of each

projected stripe in the captured image. An example De Bruijn sequence composed of n = 4

colors and window size of k = 3 stripes can be seen in Figure 3.3.

The measurement quality of these methods is directly linked to the number of projected

stripes or slits (the stripes are adjacent to each other, while the slits are stripes separated by
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Figure 3.3 – De Bruijn pattern with n = 4 and k = 3. Image taken from [87].

black gaps). The number of stripes that can be projected is equal to the length of the De Bruijn

sequence, which in turn depends on the codeword basis n and the length of the subsequences

k. If k increases, the algorithms have difficulties establishing the correspondences in areas

where the pattern is obscured by shadow. In addition, the algorithms are more susceptible

to noise, since the probability that at least one of the stripes from the sliding window will be

affected by noise increases. If, on the other hand, n increases, then the radiometric distance

between the codewords decreases, which increases the chance of wrongly interpreting some

codewords. Common approaches use 3-6 fully saturated and maximally distant colors in the

hue channel for the alphabet, and vary k in order to achieve the desired sequence length.

Among the first proposed strategies for structured light coding were the time multiplexing

codes that were introduced in 1982 by Posdamer and Altschuler [80]. The idea behind the

binary time multiplexing codes is simple: vertical binary stripes (usually black-white) are

being projected subsequently, where in each successive projection the number of stripes

doubles. The unique codewords are created after all the patterns have been projected. These

projections usually follow a coarse-to-fine approach until the desired resolution is reached.

The number of addressable positions (in a single dimension) is 2m , where m is the number of

projected patterns. The maximal achievable resolution is limited by the projector and/or the

camera used. Since the codeword basis in each projection is small, this approach provides an

increased resistance to noise, with the downside of not being able to capture moving scenes.

Gray code is the usual binary encoding of choice for time multiplexing coding. Unlike the

binary code, in Gray code the consecutive codewords have a Hamming distance of one. This

makes the encoding more resistant to noise, since it opens the possibility for error correction.

An example sequence of ten Gray code projections can be seen in Figure 3.4.

The n-ary temporal codes go along the lines of the binary codes; they only increase the size

of the alphabet for each projected pattern. Their alphabets commonly use colors, e.g. {red,

green, blue}. The number of unique addressable positions in the projected patterns can then

be expressed by nm , where n is the alphabet size. This approach decreases the number of

projections for achieving the same spatial resolution, however, it makes the patterns more

prone to errors when the measured surface is colored.
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1
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Figure 3.4 – 10 successive projections that encode the scene with Gray code. The ordinal
number m = {1,...,10} is shown on the left side of each pattern.

Once a feature point has been identified in the projected and the captured images, a triangula-

tion procedure is carried out to recover the 3D position of the imaged surface point. Since the

triangulation involves tracing rays in 3D space, a geometric calibration of the camera-projector

pair is a prerequisite. A radiometric calibration is usually required only by the methods that

use colored patterns, since they have to cope with changing surface albedos.

3.2.2 Continuous Coding Methods

The continuous coding methods are characterized by a continual variation of the coding

intensities along the coding axes. Grayscale patterns are the standard choice for these methods,

which make them effective on object surfaces of any color. The methods in this group employ

periodic encoding.

The phase shifting methods are a subclass of the continuous coding methods. When projecting

a periodic pattern on a surface, each point can be characterized by its phase offset in the

pattern. If there are non-flat objects in the scene, they will cause a phase deviation in the

pattern when compared to the same pattern projected on a flat reference surface (plane). This

deviation can be used to recover the height of surface points relative to the reference plane.

The projected signal can be expressed as:

I p
n (xp , y p ) = Ap +B p cos(2π fΦxp −2πn/N ), (3.1)

where x is along the coding axis, the superscript p signifies the projected pattern, Ap and

B p are the signal offset and amplitude, fΦ is the carrier frequency, (xp , y p ) are the projection

pattern coordinates, and finally n = 0....N −1. The pattern that the camera captures is the

following:

In(x, y) =α(x, y)[Ac +B c cos(2π fΦxp +φ(x, y)−2πn/N )] (3.2)
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The captured pattern experiences both an intensity change and a phase shift. The phase

deviation is extracted as follows:

φ(x, y) = arctan

[ ∑N
n=1 In(x, y)sin(2πn/N )∑N
n=1 In(x, y)cos(2πn/N )

]
(3.3)

The retrieved phases are independent of the surface albedo. The minimal number of captured

shifted patterns is N = 3, since there are three unknowns in the system: Ac , B c and φ(x, y) [11].

Higher carrier frequencies yield higher signal-to-noise ratio, but are also more sensitive to

sharp object edges.

With this computation we only recover the wrapped phase of the surface points. It is called

wrapped since the arctan function wraps the values in the range (−π,π]. Therefore a phase

unwrapping algorithm has to be used to recover the natural phases of the pixels. A simple

approach to phase unwrapping would be summing the gradients of the wrapped phases along

a continuous path, starting from a reference point and going to all other surface points. This

approach assumes that the absolute values of the gradient are always less than π, and if there

is a π to −π discontinuity, it adds 2π (or vice versa). The height of a surface point relative to

the reference plane is then calculated as follows:

h(x, y) = l0
φ̂− φ̂r

φ̂− φ̂r −2π fΦd
, (3.4)

where φ̂ and φ̂r are the unwrapped phases imaged at the same pixel location (x, y) for the

measured surface and the reference plane, respectively, l0 is the distance from the projector

and camera lenses to the reference plane, and d is the baseline distance between the projector

and camera lenses.

An obvious drawback of this method is the necessity to project multiple patterns. Frequency

multiplexing is another large subclass of continuous coding techniques. The difference with

the phase shifting methods is that they perform the phase decoding in the frequency domain.

They have an advantage over the phase shifting techniques because they require a single

projection to extract the height, thus they can deal with dynamic scenes.

Similar to the phase shifting methods, the height of the object is encoded in the phase de-

viation. Therefore, it needs to be separated from the unwanted amplitude variations in the

captured image. In Fourier Transform Profilometry (FTP), a 1-dimensional Fourier transform

is performed on each row of the captured image, that we denote with G( f , y). An example

magnitude spectrum of G( f , y) can be seen on Figure 3.5.

Due to the periodic nature of the projected pattern, there is a maximal slope that can be

resolved. Greater slopes can interfere with the fundamental component of the signal. This can

be visualized on Figure 3.5 with (Qb)max crossing over (Q1)mi n .
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Figure 3.5 – Frequency magnitude spectrum of the captured image for FTP. The height infor-
mation is stored in the Q1 spectrum, and it needs to be isolated through band-pass filtering.

To extract the phase deviation from the captured images between the reference pattern and

the captured pattern, a band-pass filtering is performed and only the spectrum denoted by

Q1 on Figure 3.5 is selected, which corresponds to the projected signal. An inverse Fourier

transform then renders an image of the clean signal. Since the extracted phase is wrapped in

the (−π,π] interval, a phase unwrapping is necessary to recover the natural phase.

3.3 Experiments

To test the accuracy of our SL setup, we reconstructed the surface structure of printing tex-

tiles. We compared our reconstruction qualitatively and quantitatively, by using the surface

roughness measure, with those of a profilometers.

An example 5 mm × 5 mm patch of a Canon IJM 618, a white, polyester textile coated with

a polymer coating, is shown in Figure 3.6a. As it can be seen, the measured fabrics are near

planar surfaces, and are white since they are used a print media. Table 3.1 summarizes the

main characteristics of the measured textiles.

Table 3.1 – The characteristics of the textile samples that we used for testing.

Supplier Product name Weight [g/m2] Thickness [mm] Fabric type

Canon IJM 618 200 0.27 Woven
Canon IJM 617 310 0.39 Woven
Senfa Decoprint Night 320 0.33 Woven
Senfa Decoprint Grain 375 0.45 Woven

JM Mediatex Twintex FR 380 0.61 Knitted
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(a) Canon IJM 618 coated printing textile (b) The SL setup used for the experiments

Figure 3.6 – (a) An example printing textile that we scanned. The measured fabrics are white
near planar surfaces, since they are used as a print media. (b) The structured-light setup used
for the experiments

3.3.1 Structured light encoding strategy

We should consider the indirect illumination effects when scanning these textiles to choose

the best encoding strategy. The local interreflections should not cause major issues when

decoding the projected patterns, since the surface features are relatively small and cannot

reflect considerable amounts of light towards other parts of the fabric. Subsurface scattering is,

however, present with these materials. This will result in smoothing of the projected patterns,

and can cause problems with high-frequency binary patterns. Finally, these are static scenes,

and allow us to use temporal encoding techniques that project multiple patterns.

Taking these considerations into account, we decided to use a continuous phase shifting

encoding. Unlike the discrete coding methods, these method allow us to use the full resolution

of the camera, which is higher than that of the projector. The slight blurring of the patterns due

to sub-surface scattering does not affect these patterns. Furthermore, it is often suggested to

slightly defocus the projector, such that the pixel grid will not be visible in the camera image.

3.3.2 Measurement setup

We used a very simple structured light setup composed of a single camera and a single pro-

jector, which is shown on Figure 3.6b. The projector that we used was an Acer H6502BD

(color, DLP, 1920 px × 1080 px) and the camera was a Canon 5D Mark II (color, CMOS,

5616 px × 3744 px) with a Canon EF 50 mm f/2.5 Macro lens. The samples were affixed

to the flat board shown in the background.

To calibrate the camera and the projector geometrically we used the simultaneous geometric-

radiometric calibration method described in Chapter 2. The camera is capable of capturing

linear images, however, the projector applies non-linear processing to the input signal. Since
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Figure 3.7 – The measurement principle for our SL setup. The measured scene is illuminated
with structured light by the projector. Since we use a continuous coding technique, phase
shifting, and a non-linear projector, the values of the projected patterns need to be distorted in
the opposite direction, such that when projected they become linear. The projected patterns
are captured by the camera, and a correspondence is established between the projector and
camera pixels. A triangulation procedure then computes the 3D position of each camera pixel,
for which a geometric calibration of the projector-camera pair is required. The output of this
process is a point cloud, containing a point for each camera pixel.

we are using a continuous coding technique, we performed a radiometric calibration of the

projector. Instead of capturing a separate set of images for the radiometric calibration, we

received it for free by using the above calibration method.

3.3.3 Measurement principle

The measurement principle of our setup is shown in Figure 3.7. The measured scene is

illuminated with structured light by the projector. Since we are using a continuous coding

technique (phase shifting), and a non-linear projector, the values of the projected patterns

need to be distorted by an equal amount, but in the opposite direction. When projected, they

become linear, which is what the decoding algorithm expects in the captured images. The

projected patterns are captured by the camera, and a correspondence is established between

the projector and the camera pixels. With the continuous coding techniques, we are limited

by the resolution of the camera, because we can establish sub-pixel correspondences with the

projector image. A triangulation procedure then computes the 3D positions of each camera

pixel, for which the geometric calibration of the projector-camera pair is required. The output

of this process is a point cloud, with as many points as there are camera pixels.

Given the periodic nature of the projected pattern, we chose to unwrap its phase with projec-

tions of sinusoidal patterns that have progressively smaller wavelengths. We decided to use

this approach, since the algorithms for phase unwrapping have difficulties in the presence of

noise, local shadows, irregular surface brightness, etc, and we are interested in an accurate

depth estimation. Thus, we projected 24 patterns: 8 wavelengths, and 3 phase shifts of 120◦

for each wavelength. We started with a pattern with 2048 px wavelength, which covers the

projector image with a single period, and we progressively halved it until a pattern with a 16 px

wavelength, which was the smallest wavelength that the projector could project reliably.
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3.3.4 Ground truth measurements

Ground truth measurements were performed with an Altimet AltiSurf 50 profilometer, which

can be seen in Figure 3.1a. It is based on the confocal principle. It illuminates a single point

of the object with, initially a white light, that gets spread into different wavelengths by a lens

through axial chromatic aberration. These different wavelengths cover a range of depths. The

reflected light from the object then passes through an aperture, and is registered by a CCD

spectrometer. The wavelength were the signal is the strongest is directly related to the depth

of the measured sample.

The surface structure of the Canon IJM 618 sample from Figure 3.6a, measured with the Altimet

AltiSurf 50 profilometer, can be seen in the top figure of Figure 3.13. The x-, y- and z-axis steps

were 10 µm, 10 µm and 0.156 µm, respectively. The measured area was 5 mm × 5 mm, yielding

501 × 501 data points. In the figure we can see that the resolution in every axis is very fine,

such that we can see the fibers that make up the threads. We can also see that there are very

few erroneous pixels, however, some anomalies in the valleys surrounded by four threads are

visible. Those can either be due to the measuring process or they can simply exist due to the

coating or weaving of the material. That is already a very fine scale, and we are only interested

in the roughness measure of the surface. The measurements with the Altimet AltiSurf 50 were

provided to us by Océ with the help of Marine Page.

3.3.5 Roughness metric

Roughness can be defined in several ways, and here we will use the root mean square height

of the surface points with respect to the mean plane of the surface they comprise [48]:

Sq =
√

1

A

∫ ∫
z2

(
x, y

)
dxdy , (3.5)

where A is the area of the measured surface, z is the height from the mean plane of a data point

with x and y its horizontal and vertical coordinates, respectively. In the case of a uniformly

discretized surface, as in our case, we can write:

Sq =
√

1

N

∑
i

∑
j

z2
(
xi , y j

)

To test the geometric calibration of the projector-camera pair and the radiometric calibration

of the projector, we reconstructed a portion of the flat board that holds the samples. The

reconstruction of the board after a careful calibration with 15 patterns is shown in Figure 3.10.
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Figure 3.8 – Source of periodic surface reconstruction errors due to non-linear processing
of input signals. The radiometric calibration is important when the camera or the projector
introduce non-linear processing to the input images, and the structured light encoding method
features continuous intensity variations. For example, the phase shifting scene encoding
depends on projecting sinusoidal patterns. The projector applies non-linear processing to the
input signal. Although the camera captures linear images, the phase shifts in the processed
signal lead to erroneous correspondences between the camera image and the original pattern.
This leads to periodic errors in the surface reconstruction.

The top figure shows a 5 mm × 5 mm patch, corresponding to the size of the AltiSurf 50 scan.

We can see that the reconstruction is fairly accurate, with a roughness of only 3.24 µm. The

visible waves that propagate along the x-axis in the height profile are caused by errors in the

radiometric calibration.

3.3.6 Reconstruction errors due to non-linear processing

In Figure 3.8, we can see the periodic errors that appear when the projector or the camera

apply non-linear processing to input patterns that feature continuous intensity variations,

such as in the phase shifting encoding. The original signal that we intend to project is a

perfect sine wave. The projector then applies a γ of 2.2, which distorts the sine wave. The

slopes become steeper and the same signal intensity can now be found either earlier (after a

peak), or later (after a valley), compared to the original sine wave. We can also view this as

phase shifting the original signal positively or negatively. If we then project this processed

signal onto a flat surface, and establish correspondences between the intensity values, or the

phase information, between the original and processed signals, we would recover the phase

shifts. These phase shifts would normally appear because of depth variations in the scene,

which is why we see errors in the reconstruction of the flat surface. It is therefore necessary

to radiometrically calibrate the device that applies non-linear processing, in this case the

projector. Once we know the non-linear response of the projector, we can apply the opposite

function to the original patterns, such that when projected, we get the intended sine signal.
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Figure 3.9 – Global fabric deformation for the 5 mm × 5 mm Senfa Decoprint Grain scan.
The colormap on the right-hand side color codes the height deviation from the best fitting
plane, and it is expressed in µm. (a) The fabric deformation for a coarse 3 × 3 grid. Each cell
represents the average deviation of the data points inside it. (b) The compensation that we
will subtract from each data point of the point cloud. (c) The average height deviation of each
cell after the compensation has been applied.

3.3.7 Error compensation

The fabrics are flexible, and might bend slightly even when attached to the flat supporting

surface. Therefore, we performed a global rectification of all samples, measured with both

the AltiSurf 50 and with our setup. Figure 3.9 shows the deformation and compensation for

an example scan. We divided the sample’s surface into a coarse 3 × 3 grid, and calculated

the average height from the best fitting plane for each cell (Figure 3.9a). We then applied an

interpolation to compute a compensation for every point of the sample’s point cloud (Figure

3.9b). The coarse grid should capture the global distortion of the fabric from the best fitting

plane, if there is any. The expectation is that the coarse grid will capture an area where the

average deviation from the best fitting plane should be zero, since we expect the samples to be

near-planar, and with repetitive surface features. A denser subdivision of the patch will start

to conform to the height of individual surface features, thus deviating from the expected zero

mean height deviation from the best fitting plane. This compensation would not be necessary

if the samples were rigid.

To eliminate the waviness due to the errors in the radiometric calibration (clearly visible in

the top figure of Figure 3.10), we computed the average height of each column along the

y-axis, and compensated the height profile accordingly. This is possible because our projected

patterns’ encoding is along the x-axis, thus the error patterns propagate exclusively along

the x-axis. This error compensation assumes that the mean deviation from the best fitting

plane of a column of points along the y-axis is zero, and a possible height bias might exist

due to the errors of the radiometric calibration. More concretely for our measured samples,

the compensation assumes that the weaving patterns are periodic, and that there are enough

periods along the y-axis in the fabric that the mean deviation is zero. This claim appeared to

be indeed correct, because the computed compensations, a signal formed by the mean value
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across the y-axis for each x-coordinate, of all samples had very similar frequencies, and the

compensation was similar to the one for the flat surface.

The bottom figure in Figure 3.10, shows the effects when both compensations are applied.

This is a completely flat surface without visible macro structures on its surface. The surface

roughness of 1.61 µm is therefore due to a non-planarity of the surface that was not accounted

for, with the simple compensation scheme. The noise in the measurements are zero mean

distributed about the measured surface.

3.3.8 Results

After we established that the calibration is correct, and that the compensations works well,

we can measure the roughness of the textile samples. The surface scans for all samples from

Table 3.1 are shown in Figures 3.11-3.15. The scans with the AltiSurf 50 are shown in the

top subfigure of each figure, and from our setup in the bottom subfigure. The height values

are computed from the best fitting plane, and are therefore both positive and negative. The

resolution of our scans is much lower in all 3 dimensions. The point clouds contain around

11’750 points for a grid of approximately 107 × 107, compared to the 251’001 points in those of

the AltiSurf 50, which yields a step of approximately 46.7µm in the x- and y-axes. We computed

the roughness values on the native point clouds, and we then upsampled our point clouds to

the same 501 × 501 point grid for display. The samples were at a distance of approximately 45

cm from the projector-camera pair. It was not possible to bring the samples closer, because we

were limited by the minimal focal distances and the fields of view of the projector and camera

lenses.

In Figure 3.11 we can see the surface of the Senfa Decoprint Grain. Both scans reveal the

structure of the weave with distinct zig-zag peaks. The period of the weave is slightly ap-

proximately 1 mm. Our scan is rougher and somewhat noisier, and registers a slightly higher

roughness value of 13.59 µm, as compared to 13.13 µm. The difference can be caused by

several factors, including slight warping of the sample, non-equal surface structure due to the

weave or coating, different number of weave periods due to limited scan areas, or simply errors

in the measurement. Nevertheless, the roughness values are very similar, with a difference of

3.5 %.

The surface structure of Canon IJM 617 can be seen in Figure 3.12. Here we can again see

a similarity in the weave structure, with certain rows along the x-axis protruding higher.

Additionally, we can see plenty of non-regular structures as well, which is mostly likely the

result of the surface coating. The period of the weave is approximately 0.55 mm. The roughness

values are 13.44 µm for our measurement, and 14.65 µm for the AltiSurf, for a difference of

-8.22 %.

The Canon IJM 618 sample shows a very regular weave, which can be seen in Figure 3.13.

Here we can see the much higher resolution of the AltiSurf. The structure is correct in our
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Table 3.2 – A summary of the roughness results. The roughness computed from the 5 mm × 5
mm point clouds computed with the Altimet AltiSurf 50 and with our structured light setup
are compared, and the difference is shown in the Altimet diff. column. The last column of the
table compares the surface roughness computed from the 5 mm × 5 mm and the 10 mm × 10
mm surface scans performed with our setup. The units of the surface roughness Sq and the
maximal height of the surface Sz are µm.

Product name Altimet AltiSurf 50 SL setup SL setup
5 mm × 5 mm 5 mm × 5 mm 10 mm × 10 mm

Sz Sq Sq Altimet diff. Sq 5 mm × 5 mm diff.

Senfa Decoprint Grain 122 13.13 13.59 3.5 % 14.46 6.41 %
Canon IJM 617 144 14.65 13.44 -8.22 % 13.99 4.07 %
Canon IJM 618 81 13.3 14.31 7.67 % 15.48 8.13 %
Senfa Decoprint Night 100 15.98 12.63 -20.97 % 13.12 3.9 %
JM Mediatex Twintex FR 247 39.87 29.46 -26.1 % 32.25 9.48 %

scan, as both the higher and the lower threads can be distinguished as yellow and faint green

peaks, respectively. Here we also see some anomalies in the valleys where four threads meet,

likely caused by shadowing, specular reflections or interreflections. The roughness that we

compute from our scan is 14.31 µm, and from the AltiSurf scan it is 13.3 µm. This difference is

likely caused by the anomalies in our reconstruction, and it amounts to 7.67 %. The period of

the weave is approximately 0.6 mm, similar to the one in the Canon IJM 617, but with more

pronounced peaks.

The Senfa Decoprint Night has the highest frequency weave of all textiles, with a period of

0.42 mm, and it can be seen in Figure 3.14. Our setup manages to partially capture the surface

structure, but it is inconsistent across the surface. The frequency of the weave is correct, but

the reconstruction does not reveal the shape of the threads, with the crevasses in-between,

as in the AltiSurf reconstruction. The roughness deviation of our scan from the one of the

AltiSurf is -20.97 %.

Finally, Figure 3.15 shows the surface structure of the JM Mediatex Twintex FR. This textile is

knitted, and features the roughest surface, with the greatest height range. The two scans now

show obvious differences. Our scan manages to recover the correct global structure, and the

correct structure frequency, but fails to recover the finer structures that comprise each loop.

The period of the textile is approximately 0.625 mm in the x-axis, and 0.9 mm in the y-axis.

The deviation between the roughness values amounts to -26.1 %.

Figures 3.16, 3.17, and 3.18 show larger, 10 mm x 10 mm, patches of our scans of the corre-

sponding textiles. We can see that, compared to the smaller 5 mm × 5 mm scans, the roughness

increases by 6.41 %, 4.07 %, 8.13 %, 3.9 %, 9.48 %, respectively. This can be caused by the

differences in the weave pattern across the surface, but, a more likely explanation is that it is

caused by the non-planarity of the samples in this larger area, since it is hard to affix them

completely flush with the board. A summary of all results is shown in Table 3.2.
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3.4 Summary

The accurate characterization of surface roughness is important for creating realistic recon-

structions of real objects and for simulating real materials in virtual environments. While

surface roughness is generally measured by optical profilometers, they are expensive instru-

ments and have a fairly limited scanning area. In this work we evaluated the feasibility of an

inexpensive SL setup to be used for computing reliable surface structure and roughness. It

can be used for scanning much wider surface ares, relative to those from a profilometer.

We presented the challenges that might appear when estimating surface depth with SL, due to

indirect illumination and object movement. We then provided and overview of the general

classes of SL encoding, and briefly discussed their positive and negative aspects.

To test the accuracy of the surface reconstruction, we selected a representative set of five

printing textiles. These textiles were characterized by different weave frequencies and feature

heights. The surface features of the scanned textiles had periods ranging from 0.42 mm to 1

mm, and maximum heights of the surface from 81 to 247 µm.

For comparison, we used the Altimet AltiSurf 50 profilometer, which is based on the confocal

principle. After a careful calibration of our structured light setup, we managed to achieve

comparable roughness values to those of the profilometer, with 3.5 % to 8.22 % difference

for the materials that we could scan reliably. Such errors could arise from global warping

in the shape of the samples, as these are flexible materials, and from uneven weaving and

coating. The materials that we could scan reliably were the Senfa Decoprint Grain, Canon

IJM 617, and Canon IJM 618 , which had weave periods of 1 mm, 0.55 mm, and 0.6 mm, and a

maximum surface heights of 122 µm, 144 µm and 81 µm, respectively. Some unexpected very

narrow valleys were also visible in the reconstruction of the Canon IJM 618, which we suspect

appeared due to interreflections, specular reflections or shadowing. Some specular reflections

can be seen in the image of the surface in Figure 3.7.

We also showed the limitations of our structured-light setup, which appeared when scanning

the Senfa Decoprint Night and the JM Mediatex Twintex FR textiles. The Senfa Decoprint

Night is a textile that has a high frequency weave (period of 0.42 mm), with deep crevasses

between the threads (maximal surface height of 100 µm). The JM Mediatex Twintex FR textile

on the other hand has a lower frequency knitted pattern (period of 0.625 mm in the x-axis,

and 0.9 mm in the y-axis), but very prominent surface features (maximal surface height of 247

µm). For these materials we generally need higher resolution scans in order to capture the

finer surface details. This can be achieved with a higher focal length lens for the camera, and

optionally for the projector to gain better signal-to-noise levels.

We also showed scans of the printing textiles with larger 10 mm × 10 mm size. The surface

features of the scanned textiles were recovered with the same accuracy as in the case of the

smaller 5 mm × 5 mm scans. The computed roughness was also inline with that from the

smaller scans, but slightly higher, due to the unavoidable warping of the textile samples. A

table with suctioning support might be able to remedy this problem.
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3.4. Summary

Figure 3.10 – Surface structure of the flat board used for affixing the samples, measured with
our structured light setup. The colormap on the right side color codes the height of the surface
points. The height is represented as the deviation from the best fitting plane to the scanned
point cloud. All units are mm, except in the title, where they are µm. The top subfigure shows
the point cloud computed by our simple structured light setup, upsampled to the resolution of
the Altimet AltiSurf 50. The wavy patterns are height deviations due to errors in the radiometric
calibration of the projector. The bottom subfigure shows the same point cloud, after we apply
the compensation for the non-planarity of the sample and for the errors due to the radiometric
calibration.
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Chapter 3. Surface Roughness Estimation Using Structured Light Projection

Figure 3.11 – Surface structure of Senfa Decoprint Grain, polyester textile with acrylic coating.
The colormap on the right side color codes the height of the surface points. The height is
represented as the deviation from the best fitting plane to the scanned point cloud. All units are
mm, except in the title, where they are µm. The top subfigure shows the point cloud computed
by the Altimet AltiSurf 50, after we apply our simple compensation for the non-planarity of
the sample. The bottom subfigure shows the point cloud computed with our structured light
setup, after we apply the compensation for non-planarity of the sample and for the errors
due to the radiometric calibration. Both point clouds show a similar surface structure of the
sample, and also very similar surface roughness.
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3.4. Summary

Figure 3.12 – Surface structure of Canon IJM 617, polyester textile with polymer coating.
The colormap on the right side color codes the height of the surface points. The height is
represented as the deviation from the best fitting plane to the scanned point cloud. All units are
mm, except in the title, where they are µm. The top subfigure shows the point cloud computed
by the Altimet AltiSurf 50, after we apply our simple compensation for the non-planarity of
the sample. The bottom subfigure shows the point cloud computed with our structured light
setup, after we apply the compensation for non-planarity of the sample and for the errors
due to the radiometric calibration. Both point clouds show a similar surface structure of the
sample, and also similar surface roughness.
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Figure 3.13 – Surface structure of Canon IJM 618, polyester textile with polymer coating.
The colormap on the right side color codes the height of the surface points. The height is
represented as the deviation from the best fitting plane to the scanned point cloud. All units are
mm, except in the title, where they are µm. The top subfigure shows the point cloud computed
by the Altimet AltiSurf 50, after we apply our simple compensation for the non-planarity of
the sample. The bottom subfigure shows the point cloud computed with our structured light
setup, after we apply the compensation for non-planarity of the sample and for the errors
due to the radiometric calibration. Both point clouds show a similar surface structure of the
sample, and also similar surface roughness. Our scan also shows anomalies in the form of
valleys at irregular locations right next to the thread peaks.
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3.4. Summary

Figure 3.14 – Surface structure of Senfa Decoprint Night, polyester textile with acrylic coating.
The colormap on the right side color codes the height of the surface points. The height is
represented as the deviation from the best fitting plane to the scanned point cloud. All units are
mm, except in the title, where they are µm. The top subfigure shows the point cloud computed
by the Altimet AltiSurf 50, after we apply our simple compensation for the non-planarity of
the sample. The bottom subfigure shows the point cloud computed with our structured light
setup, after we apply the compensation for non-planarity of the sample and for the errors due
to the radiometric calibration. Although the surface structure is similar, our scan also shows
lower surface roughness values since cannot capture the high-frequency details of the weave.
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Figure 3.15 – Surface structure of JM Mediatex Twintex FR, polyester based knitted fabric.
The colormap on the right side color codes the height of the surface points. The height is
represented as the deviation from the best fitting plane to the scanned point cloud. All units are
mm, except in the title, where they are µm. The top subfigure shows the point cloud computed
by the Altimet AltiSurf 50, after we apply our simple compensation for the non-planarity of
the sample. The bottom subfigure shows the point cloud computed with our structured light
setup, after we apply the compensation for non-planarity of the sample and for the errors due
to the radiometric calibration. Our scan shows lower surface roughness values since it cannot
capture the high slopes and high-frequency details of the surface structure.
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3.4. Summary

Figure 3.16 – Surface structure of Senfa Decoprint Grain (top), and Canon IJM 617 (bottom),
for a 10 mm × 10 mm scan. The colormap on the right side color codes the height of the
surface points. The height is represented as the deviation from the best fitting plane to the
scanned point cloud. All units are mm, except in the title, where they are µm. Both point
clouds were computed with our structured light setup, after we apply the compensation for
non-planarity of the sample and for the errors due to the radiometric calibration. The point
clouds produce similar surface roughness values to the 5 mm × 5 mm scans, although with
slight increase due to global warping of the samples.
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Figure 3.17 – Surface structure of Canon IJM 618 (top), and Senfa Decoprint Night (bottom),
for a 10 mm × 10 mm scan. The colormap on the right side color codes the height of the
surface points. The height is represented as the deviation from the best fitting plane to the
scanned point cloud. All units are mm, except in the title, where they are µm. Both point
clouds were computed with our structured light setup, after we apply the compensation for
non-planarity of the sample and for the errors due to the radiometric calibration. The point
clouds produce similar surface roughness values to the 5 mm × 5 mm scans, although with
slight increase due to global warping of the samples.
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3.4. Summary

Figure 3.18 – Surface structure of JM Mediatex Twintex FR, for a 10 mm × 10 mm scan. The
colormap on the right side color codes the height of the surface points. The height is repre-
sented as the deviation from the best fitting plane to the scanned point cloud. All units are
mm, except in the title, where they are µm. The point cloud was computed with our structured
light setup, after we apply the compensation for non-planarity of the sample and for the errors
due to the radiometric calibration. The point cloud produces similar surface roughness value
to the 5 mm × 5 mm scan, although with slight increase due to global warping of the samples.
A non-linear warp of the surface can be seen in the right corner of the point cloud.
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4 Comparative analysis of transmit-
tance measurement geometries and
apparatus

The accurate measurement of reflectance and transmittance properties of materials is essen-

tial in the printing and display industries in order to ensure precise color reproduction. In

comparison with reflectance measurement, where the impact of different geometries (0°:45°,

d:8°) has been thoroughly investigated, there are few published articles related to transmit-

tance measurement. In this work, we explore different measurement geometries for total

transmittance, and show that the transmittance measurements are highly affected by the

geometry used, since certain geometries can introduce a measurement bias.

In Section 4.1 we start by presenting relevant work that provides guidelines for measuring total

transmittance. We then continue to discuss the different aspects of transmittance, and how

they can be measured, in Section 4.2. We also explain formally why there are differences be-

tween the various measurement methods for total transmittance. In Section 4.3, we show our

flexible custom setup that can simulate these geometries, which we evaluate both qualitatively

and quantitatively over a set of samples with varied optical properties. In Section 4.4 we also

compare our measurements against those of widely used commercial solutions, and show that

significant differences exist over our test set. However, when the bias is correctly compensated,

very low differences are observed. These findings therefore stress the importance of including

the measurement geometry when reporting total transmittance.1

4.1 Related work

Transmittance measurement is used in a wide range of industries, from solar cells [103]

and light filter manufacturing [95] to quality control in food production [100]. The accurate

characterization of transmittance is especially important for applications that depend on

backlight illumination, which are created by depositing an image onto a substrate that is

illuminated from the back side. Common backlit devices include LCD displays [54] and printed

1The material in this chapter was presented at Electronic Imaging 2019 [91].
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Figure 4.1 – Total transmittance of our diverse set of samples. The samples include smooth
transparent plastics, milky plastics, papers and textiles. The measurements were performed
with our custom setup in the 0°:d geometry. Best viewed on color display.

advertisements [21]. The correct display on these devices requires accurate spectral prediction

models, and transmittance measurements are used extensively in their calibration [43, 44, 59,

64].

Materials generally transmit light in both direct and diffuse manner, and both have to be

captured for total transmittance measurement. The diffusion is caused by intrinsic light

scattering and by rough material interfaces. This causes light to leave the material in all

directions of the hemisphere, with angularly varying radiance.

The most common method for capturing total transmittance is by using integrating spheres,

whose interior is coated with a highly reflective and almost Lambertian material. The light that

leaves the sample after transmission has a non-uniform angular distribution, and therefore

does not illuminate the sphere uniformly. However, after this direct illumination of the sphere,

every sphere surface point re-illuminates the sphere due to reflection. Thus, irrelevant of its

position, the detector captures a flux that corresponds to the transmittance of the sample,

integrated over the hemisphere of directions. It is preferable to place the detector at a point

where no direction path from the sample to the detector is possible, commonly by using

baffles. Capturing total transmittance requires proper measurement setup and diligence. For

that reason, several works and industrial standards have been developed that carefully outline

the necessary steps for its capture [47, 27, 41, 50, 102]. All these approaches are based on

integrating spheres.

56



4.2. Measuring total transmittance

In [103], Yu et al. compare the results of the above mentioned industrial standards for haze

estimation, which depends on total transmittance measurement. Additionally, they compare

their accuracy for measuring total transmittance. Apart from this work, the influence of

measurement geometries remains too rarely addressed. We therefore present one of the first

comparisons of different geometries for total transmittance measurement.

The main objective of our work is to quantify the impact that differences in measurement

geometry have on the measured transmittance values. We are interested in measuring the

total transmittance, i.e., both direct and diffuse components, as our goal is to measure the

total amount of light that leaves the samples. We have therefore built a custom setup, which is

easily modifiable and allows us to gain insights into how much the different effects, existing

for different measurement geometries, affect the results. We evaluate their performance over

a set of samples with different transmitting properties, whose total transmittances are shown

in Figure 4.1. These samples include smooth transparent plastics, milky plastics, papers,

and textiles. We show that the various geometries provide measurements with non-trivial

differences.

Our secondary objective is to analyze which configuration yields results that are closest to

those of commercial spectrophotometers, which employ various measurement geometries.

The comparisons show that there are notable differences even between the commercial

solutions. Some measurement geometries introduce a significant measurement bias, which

should be compensated. Total transmittance thus depends on the measurement geometry

and should be reported with it.

4.2 Measuring total transmittance

In order to define the transmitting properties, different aspects of material transmittance

can be measured, such as direct, diffuse, and total transmittances, haze and clarity. Direct

transmittance measures the amount of light that leaves the sample in the same direction as

the incident beam direction, i.e., without being scattered. Diffuse transmittance measures the

light that is scattered by the sample in all directions except the direct. Total transmittance is

the sum of the direct and the diffuse components. Haze describes the wide-angle scattering

(at an angle greater than 2.5° from incident beam direction [27]) and is calculated as the ratio

of diffuse to total transmittance. Finally, clarity compares the light flux intensity subjected to

narrow angle scattering (excluding 0°) to the directly transmitted flux.

Note that what we refer to as transmittance, might also be considered a transmittance factor.

This is because we measure the transmitted light after a reflection from a Lambertian diffuser

(the integrating sphere). However, the transmittance factor cannot be higher than 100 %,

because the transmitted light is integrated over the hemisphere of directions for both the

incident and transmitted fluxes. In the case of the reflectance factor, the values can be higher

than 100 % when measuring specular materials, since the measurements are referenced to a

Lambertian diffuser.
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Figure 4.2 – Comparative methods for measuring total transmittance maintain a constant
sphere reflectance when taking the reference and sample measurement. (a) Double beam
geometry. A second illuminating beam is used to perform the reference measurement. (b)
Integrating sphere with compensation port. The sample is switched between the entrance and
compensative ports for the sample and reference measurements, respectively. The detector
not visible as it is located below the sphere in both geometries.

Direct transmittance can simply be measured by a collimated light source and a spectrometer.

Attempting to measure total transmittance with an apparatus built for direct transmittance

will capture only the direct component, and all scattered light will be lost. This will yield

much lower transmittance values compared to the true sample transmittance for scattering

samples. Therefore, the measurement of total transmittance (along with diffuse transmittance

and haze) requires a more complicated apparatus, such as goniometer-based or integrating

sphere-based methods.

Instruments capable of measuring total transmittance can employ comparative or substitutive

methods. Within each method, there are different measurement geometries. Two represen-

tative geometries for the comparative method are shown in Figure 4.2. Figure 4.2a shows

the schema of the double beam geometry. It uses a collimated or converging light beam to

illuminate the sample that is placed at the entrance port of the integrating sphere. In addition,

while the sample is still placed at the entrance port, there is a second unobstructed entrance

through which an equivalent light beam is sent to take the reference measurement. This allows

for the measurement of the sample and the reference while maintaining the same average

sphere reflectance. Therefore, it produces highly accurate measurements.

Another measurement geometry within the comparative methods is shown in Figure 4.2b. It

uses a single beam in combination with an integrating sphere that features a compensative

port. The compensative port is empty while the sample measurement is taken, and it is

populated by the sample when the reference measurement is taken, maintaining a constant

average sphere reflectance.

The substitutive methods generally require simpler measurement setups, since they use a

single beam and integrating spheres without additional ports, apart from the entrance and
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4.2. Measuring total transmittance

measurement ports. However, this requires the samples to be removed from the entrance

port when taking the reference measurement. Example geometries are featured in Figure

4.4. This substitution creates a difference in the average sphere reflectance between the two

measurements, since the empty port has zero reflectance, while the sample has a non-zero

reflectance. More concretely, the light flux that radiates from the sample gets reflected from the

sphere wall to irradiate the back side of the sample, which then reflects back some of this light

into the sphere. This light flux is read by the sensor and reported as a higher transmittance

value. Corrections have been proposed [94], which require the hemispherical reflectance of the

measured sample. They can be extended by incorporating the diffuse and direct components

of the sample transmittance, and the degree of sphere wall diffusion [34].

4.2.1 Sphere radiance

The difference between these two classes of methods can be shown formally. The radiance L

of an internally illuminated sphere has the following expression [6]:

L = Φ

πA
M , (4.1)

whereΦ is the incident radiant flux, A is the sphere surface area and π is the total projected

solid angle from the sphere surface, assuming a Lambertian reflectance. If we multiply the

fraction from this equation by a surface reflectance, we can compute the radiant flux of a

diffusely reflecting surface. However, the radiance of the sphere is increased by a sphere

multiplier M , because each sphere spot is reflective and therefore radiating. The sphere

multiplier is computed as follows [103]:

M = ρo

1−ρs

(
1−

n∑
i=0

fi

)
−

n∑
i=0

ρi fi

, (4.2)

where ρo is the surface reflectance for the incident light flux, ρs is the reflectance of the internal

sphere wall, ρi is the reflectance of port i , and fi is the fraction of port i to the total sphere

area. If the incident beam illuminates the sphere wall, ρo = ρs . Equation 4.2 accounts for

the increase in radiance due to multiple reflections, and can also be regarded as the average

number of bounces of a photon inside the sphere before it is absorbed or it escapes.

From Equation 4.2 we can see that the reference and sample measurements with the sub-

stitution methods are subjected to different average sphere reflectance. When taking the

reference measurement, all sphere ports have a zero reflectance, thus the sum featuring ρi

equals zero. However, when a sample is present at the entrance port, we must include its

reflectance as the corresponding ρi . This yields a higher sphere multiplier M . In contrast, the

comparative methods maintain the same average sphere reflectance for both reference and

sample measurement.

59



Chapter 4. Comparative analysis of transmittance measurement geometries and
apparatus
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Figure 4.3 – Our measurement setup consists of an illuminating optical fiber, an iris diaphragm
or opal glass (configuration dependent), an integrating sphere and a capturing optical fiber
connected to a spectrometer. Depicted is the configuration 0°:d.

Another observation from Equation 4.1 is that as we decrease the size of the sphere, A, we

increase its radiance. However, this comes at a cost, since smaller spheres have a lower sphere

multiplier due to their larger port fraction f . This makes it more difficult for smaller spheres

to distribute (“integrate”) the radiance uniformly across their inner surface, and thus are more

dependent on the incident light flux distribution.

4.3 Our measurement setup

Our approach for measuring the total transmittance follows the ASTM D 1003 standard [27].

We are restricted by the design of our integrating sphere to use a substitutive method. Never-

theless, our study compares the influence of different geometries given the same sphere design.

We also compare the results from this modular setup to commercial measurement instruments

(Agilent Cary 5000 and X-Rite Color i7).

For our experiments, we built a custom optical setup, whose main components are visualized

in Figure 4.3. It consists of an illuminating optical fiber connected to a Dolan-Jenner DC-950-

HR illuminator, an iris diaphragm or opal glass (configuration dependent), an integrating

sphere and an optical fiber connected to a Maya2000 Pro spectrometer.
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To approximately collimate the incident illumination, we use an iris diaphragm at a distance

of 100 mm from the illuminating fiber, and 25 mm from the sphere. This creates a light beam

of approximately 8 mm in diameter at the entrance port of the sphere. Due to subsurface

scattering, the light can travel an additional 8.5 mm radially across the sample plane before

overfilling the entrance port. To create a diffuse illumination instead, we exchange the iris

diaphragm by a diffusing opal glass. This configuration illuminates the sample across its entire

surface. Note that this results in an approximately diffuse illumination, since the opal glass’

size is finite, and thus not all incident angles are present. The diffuse illumination in the third

configuration (see Figure 4.4c) is achieved by both the opal glass and the integrating sphere,

and it is therefore uniform. The illumination did not include UV radiation.

The integrating sphere has a diameter of 100 mm and includes one port of 25 mm and one

port of 10 mm diameter. Thus, the port fraction of our sphere is f = 1.84 %. The two ports are

located on its equator, separated by 90°. The sphere’s inside is coated with a highly reflective

and diffusing coating.

The output optical fiber has a 25.4° field-of-view (≈f/5), and is protected from direct incident

illumination by a baffle. The sphere does not have baffling against first bounce radiance.

Therefore, we keep the fiber slightly outside of the integrating sphere, while keeping its field-

of-view completely inside the sphere.

We connect the output fiber to the Maya2000 Pro spectrometer for capturing the data. We

used a temporal averaging of 5 captures and we applied a spectral boxcar smoothing filter

of 10 samples length. The spectrometer captures UV, visible and NIR information from 200

nm to 1120 nm, with a step of 0.5 nm, totaling 2068 samples. Since we are interested only in

the visible part of the spectrum, we disregard the captured spectra outside of the range 400

nm to 700 nm, and lower the spectral resolution to 5 nm. This allows us to compare to the

commercial spectrophotometers.

Before each set of measurements, we acquired a dark spectrum by blocking the sample port

of the sphere with an opaque sample. We then alternatively captured a reference spectrum,

and a sample spectrum. For the reference measurements we left the sample port empty.

To get the transmittance of the measured sample, we subtracted the dark spectrum from

both the reference and the sample spectra, and then divided the sample spectrum with the

corresponding reference spectrum.

Table 4.1 – The measurement configurations (geometries) that we used to capture total trans-
mittance with our setup.

Geometry Illumination Capture Sample position

0°:d collimated diffuse sphere entrance
d:d diffuse diffuse sphere entrance
d:0° diffuse direct sphere exit
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Figure 4.4 – The set of measurement geometries that we have evaluated with our custom setup.
They enable us to capture total transmittance. The details of these geometries can be found in
Table 4.1.

The three measurement configurations that we evaluated with our modular setup are listed in

Table 4.1. Furthermore, they are graphically illustrated in Figure 4.4. In the 0°:d geometry (see

Figure 4.4a), we place the sample at the sphere entrance port (25 mm). It is then illuminated

with a collimated beam of light. The sphere integrates the complete light flux that leaves

the sample, and we read the radiance of the sphere wall with the spectrometer. In the d:d

geometry, shown in Figure 4.4b, we illuminate the sample with a partially diffuse incident

light flux, which we create by placing the opal glass in front of the sample. Finally, in the 0°:d

geometry (Figure 4.4c), the sample is illuminated with a completely diffuse light flux, since

we place it at the sphere’s exit port (25 mm). Note that in 0°:d we switch the entrance and exit

ports to maintain equal area of the sample port across geometries.

In addition to studying the effects of different measurement configurations, we also compare

our results to those from commercially available solutions, namely the Agilent Cary 5000

and the X-Rite Color i7. The Cary 5000 spectrophotometer uses a double beam and a 0°:d

measurement geometry. Our measurements were performed with its internal DRA (Diffuse

Reflectance Accessory) that includes an integrating sphere of 110 mm diameter. The captured

spectra contain information inside the 400 nm to 700 nm spectral range, with a resolution of 5

nm. Unlike our illumination source, the one in the Cary includes UV radiation.

The Color i7 uses a d:0° geometry. This geometry can also be used for measuring total trans-

mittance due to reciprocal optical geometry, where the hemispherical detector’s field-of-view

(0°:d) is replaced by a hemispherical input flux (d:0°). This geometry has an advantage of

greater incident light flux, since the integrating sphere collects most of the light from the

illuminant. The integrating sphere has a diameter of 6 inch (152.4 mm). We again extract the

measured information from 400 nm to 700 nm, and adjust the measurements’ resolution from

10 nm to 5 nm by interpolation. The UV filter was inserted for all measurements.
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(a) IJM 683 (b) MPI 3151 (c) Lumitex 195 (d) Decomural Coating

Figure 4.5 – An example set of sample surface texture and appearance. Note that the test sam-
ples are very varied to allow us to properly evaluate the accuracy of the different measurement
geometries and apparatus.

4.4 Experiments and results

For our experiments, we created a test set of 16 samples based on their varied reflecting,

absorbing and scattering characteristics. The list of samples together with their total transmit-

tance can be found in the legend of Figures 4.1 and 4.6, where they are sorted by their average

transmittance. The samples are fairly devoid of color, since they are used as print media. In the

following, we consider the first three samples to be transparent, and the rest to be diffusing.

An example set of the samples’ surface texture can be seen in Figure 4.5. The IJM 683 is a

glossy, transparent, adhesive plastic film. MPI 3151 is a satin, white, translucent, adhesive

vinyl. The Lumitex 195 is a fine coated polyester fabric, and the Decomural Coating is a matt,

textured vinyl with a very rough surface.

4.4.1 Inter-configuration differences

Table 4.2 compares the transmittance measurements of the set of samples obtained using

our custom setup. The measurement geometries that we used are detailed in Table 4.1. We

compare the differences over all samples, but we also show them for only the transparent

and diffuse sets of samples. For computing the differences, we used the mean absolute error

(MAE), root mean square error (RMSE), and ∆E00 error metrics. The transmittance values

were expressed in percentage.

A more comprehensive comparison of the measurement differences can be found in Figure

4.6. It shows the difference for every sample, over the complete spectrum, when measured in

the stated configurations. Positive values translate into higher transmittance measurements

for the first measurement geometry. For example, in Figure 4.6a, positive values mean that the

0°:d geometry measured higher transmittance values than the d:d geometry, and the opposite

is true for the negative values.
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4.4. Experiments and results

We can see that the difference between the configurations that use diffuse capture is not very

significant, although we change the illumination from collimated to diffuse. The differences

are slightly more pronounced for the diffuse samples than for the transparent samples. In

Figure 4.6a we can see that there is a bias in the measurements. The d:d geometry consistently

measures higher transmittance for the diffusing samples, with a median difference of -0.84 %.

In the remainder of the text, we use the term bias to refer to the median difference across a set

of measured samples. If we remove this bias, i.e., subtract 0.84 % from all d:d measurements,

the MAE decreases to 0.85 %. In these two configurations, the average sphere reflectance is

consistent between the measurements of the same sample, and the only difference is in the

distribution of the incident light flux.

In the second row of Table 4.2 we notice that the MAE between 0°:d and d:0° is less than 1 %.

On a closer inspection, we see that the transparent samples show larger differences than the

diffuse samples. Figure 4.6b shows us that two of the three transparent samples appear to have

higher transmittance when measured with d:0°. On the other hand, we note that the spread of

errors for the diffuse samples is low, thus the measurements are consistent. The bias across all

samples is 0.06 %. If we remove MPI 2040, IJM 778, and IJM 617, we arrive to a MAE of 0.48 %.

It should be noted that when measuring transparent samples, the effective geometry for both

0°:d and d:0° is 0°:0°. This is because for 0°:d, the radiance that the sample transmits has the

direction of the incident beam, i.e., it is at 0°. For d:0°, the reverse is true; the detector captures

the radiance that leaves the sample at 0°, which is the result of the sphere radiance that is

an extension of the detector’s field-of-view. The collimation of light might also add to the

differences.

The differences between d:d and d:0° are the most pronounced. In Figure 4.6c, we see both

previous effects in this case, i.e., the transmittance of the transparent samples is greater for

d:0°, and there is a measurement bias of 0.85 % for d:d. These factors contribute to the greatest

MAE of 1.31 %. After correcting for the bias, the MAE decreases to 1.02 %.

All geometries maintain equal average sphere reflectance when measuring the same sample.

From this we conclude that the measurement bias is inherent to the d:d geometry. It is likely

caused by multiple reflections between the samples and the opal glass. These reflections do

Table 4.2 – Inter-configuration differences. This table compares the measurements performed
with the geometries from Table 4.1. The results are evaluated over the set of samples shown in
Figure 4.1.

Geometry All samples Transparent Diffuse

∆E00 RMSE MAE ∆E00 RMSE MAE ∆E00 RMSE MAE

0°:d vs. d:d 1.05 1.35 1.11 0.32 1.06 0.94 1.22 1.41 1.15
0°:d vs. d:0° 1.24 1.24 0.81 0.49 1.99 1.56 1.41 0.99 0.64
d:d vs. d:0° 1.44 1.61 1.31 0.66 2.06 1.77 1.62 1.48 1.20
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not occur in the other two geometries (see Figure 4.4). Therefore, care must be taken when

positioning the elements in the measurement setup.

4.4.2 Inter-spectrometer differences

Table 4.3 summarizes our comparisons to commercial spectrophotometers. We have selected

the 0°:d geometry of our setup for these comparisons, because it showed the best accordance

to both the Cary 5000 and the Color i7. Here it is interesting to observe that the commer-

cially available spectrophotometers have a similar measurement difference between their

measurements as well as to those from our setup.

In Figure 4.7a, we can see that there is a negligible bias between the Cary 5000 and the

Color i7 measurements, amounting to 0.03 %. An obvious error source can be seen in the

shorter wavelengths, between 400 nm and 450 nm. This error stems from the fact that the

measurements with the Cary 5000 were performed under illumination that included UV

radiation, however, for the Color i7’s measurements the UV radiation was filtered out. These

differences come from fluorescence, since some of the samples fluoresce. If, for a better

comparison, we consider only the wavelengths from 500 nm to 700 nm, then the MAE comes

down to 1 %. By removing the bias, we see an insignificant MAE decrease to 0.99 %.

Continuing to Figure 4.7b, we can see that there is a prominent measurement bias. Since our

0°:d setup uses a substitution measurement method, this bias is caused by the non-constant

average reflectance of the integrating sphere between the reference and sample measurement.

The light that reflects from the sample’s interface back into the sphere increases the measured

transmittance, since we measure the radiance of the sphere wall. The bias amounts to -1.95 %,

i.e., 1.95 % higher median transmittance for 0°:d. When we remove it from the measurements,

the MAE becomes 1.58 %, which is comparable to the Cary 5000 vs. Color i7 difference. In this

comparison, we again have the errors in the short wavelengths caused by the UV illumination

of the Cary 5000. If we compare the measurements in the 500 nm to 700 nm wavelength range,

we obtain a MAE of 2.22 %, or 1.07 % after also removing the bias of the 0°:d measurements.

Finally, in Figure 4.7c we compare the measurements from the Color i7 and our 0°:d geometry.

We again see the effects already encountered in the previous comparisons. Namely, the 0°:d

has a measurement bias of 1.75 %, somewhat lower when compared to that of the Cary 5000.

Table 4.3 – Inter-spectrometer differences. This table compares the measurements performed
with two commercial spectrophotometers and our measurement setup in the 0°:d geometry.
The results are evaluated over the set of samples shown in Figure 4.1.

Spectrometer All samples Transparent Diffuse

∆E00 RMSE MAE ∆E00 RMSE MAE ∆E00 RMSE MAE

Cary 5000 vs. Color i7 1.76 2.92 1.48 0.38 1.27 0.83 2.07 3.18 1.63
Cary 5000 vs. 0°:d 2.75 3.51 2.62 0.72 2.65 2.30 3.22 3.68 2.69
Color i7 vs. 0°:d 1.82 2.09 1.85 0.67 2.77 2.62 2.08 1.90 1.68
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Table 4.4 – Updated inter-spectrometer differences. This table updates the results from Table
4.3 by considering the various sources of error in order to provide a better comparison between
the measurement apparatus. The results are evaluated over all samples. The effects shown in
the table header are cumulative.

Spectrometer Original 500-700nm Bias

RMSE MAE RMSE MAE RMSE MAE

Cary 5000 vs. Color i7 2.92 1.48 1.33 1.00 1.31 0.99
Cary 5000 vs. 0°:d 3.51 2.62 2.45 2.22 1.33 1.07
Color i7 vs. 0°:d 2.09 1.85 2.01 1.77 0.96 0.76

However, we do not see the errors in the short wavelengths, since both measurements were

performed in the absence of UV radiation. If we correct for the measurement bias, we achieve

a MAE of 0.79 %. For a complete comparison, we also compute the MAE over the 500 nm to

700 nm range, which amounts to 0.76 %.

An updated comparison table that takes into account the previously discussed effects is shown

in Table 4.4. The effects listed in the table header are cumulative. They represent the original

results over all 16 test samples, evaluating the differences on the 500 nm to 700 nm wavelength

range, and removing the measurement bias. The final column (Bias) incorporates the effects

from the previous one. Although the start and end differences are comparable, the effects that

exist for the various measurement setups are different. The table outlines the bias that exists

in our implementation of the 0°:d geometry, which is based on a substitutive method.

4.4.3 Repeatability

We compared the measurements of the samples done with our 0°:d setup over a span of

more than one month, and note that there are negligible differences, comparable to those

of the commercial spectrophotometers. We report the differences in Table 4.5. The MAE

between our measurements in the 0°:d configuration performed on 29.03.2018 and 09.05.2018

is 0.33 %. The MAE between the measurements of the same set of samples done with the Color

i7 spectrophotometer done on 29.11.2017 and 14.03.2018 is also 0.33 %.

Table 4.5 – Measurement repeatability. We report the average difference over the same set of
measured samples that were taken with a time difference of at least one month.

Spectrometer ∆E00 RMSE MAE

0°:d 0.58 0.48 0.33
Color i7 0.37 0.39 0.33

67



Chapter 4. Comparative analysis of transmittance measurement geometries and
apparatus

4.5 Summary

In this work, we discussed the effects that influence the accuracy of total transmittance mea-

surements for various measurement methods and geometries that use integrating spheres. To

show the differences in practice, we constructed a custom optical setup that can be configured

to the 0°:d, d:d, and d:0° geometries. These were based on a single beam substitutive mea-

surement method. We evaluated their accuracy over a test set of 16 samples that have various

levels of transmittance, absorbance and reflectance. The measurements showed a MAE as low

as 0.81 % between 0°:d and d:0°, and up to 1.31 % between the d:d and d:0° geometries. We

explained why the effective geometry for transparent samples for 0°:d and d:0° is actually 0°:0°,

whereas for the d:d it is indeed d:d. We noted that the d:d geometry consistently measured

higher transmittances than 0°:d and d:0°, whose measurements did not show an apparent

bias. This is likely caused by our implementation of the geometry, which introduced multiple

reflections between the sample and the opal glass. Therefore, care must be exercised when

building custom measurement setups.

We also compared the results obtained by our setup to those of commercial spectropho-

tometers, the Agilent Cary 5000 and the X-Rite Color i7. The 0°:d geometry had the best

measurement accordance to the commercial solutions, which is also the geometry that the

Cary 5000 uses. However, the Cary has a double-beam configuration (comparative method),

and our setup has a single beam configuration (substitutive method). At first glance, all spec-

trometers showed similar differences in their measurements. However, those inconsistencies

were caused by different effects. Our 0°:d geometry showed a measurement bias because of

varying average reflectance of the integrating sphere during reference and sample measure-

ments. This is caused by the nature of the substitution methods, and in our experiments lead

to a MAE of up to 2.22 %. After correcting for these effects, all apparatus performed to a MAE

of 1.07 % or less.

When reporting total transmittance it is thus good practice to also include the measurement

geometry. As we have shown, some measurement geometries introduce a significant bias.

However, if it is compensated, very low errors can be achieved.

68



5 BTDF Estimation with Radial Imaging

The Bidirectional Scattering Distributional Function (BSDF) describes how light is distributed

after an interaction with a material. It is made up of two components, the Bidirectional

Reflectance Distribution Function (BRDF) and Bidirectional Transmittance Distribution Func-

tion (BTDF), which, in turn, describe the scattering and the transmission of light, respectively.

The BSDF is of great importance in many domains. Some examples include rendering, visual

special effects, computer games, product design, advertising and cultural heritage, where one

is interested in perfecting the appearance of objects. It can also have a functional applica-

tion in modelling of stray light in optical systems and in architectural modelling of internal

illumination of spaces.

The BSDF has traditionally been measured with goniophotometers [45]. They generally consist

of an arm capable of rotating around two axes in fine angular increments. A sensor is attached

to the end of the arm that measures the reflected, transmitted and/or emitted light by the mea-

sured sample, which stays fixed. This process captures the respective quantities for the desired

outgoing directions, and the process is then repeated after the sample is illuminated from a

different direction. An example modern goniophotometer, the Pab Advanced Technologies

Ltd pgII, can be seen in Figure 5.1a.

Although the scanning goniophotometers are very accurate, their scanning times can be quite

long, due to the mechanical nature of the process. To decrease the scanning time, other

alternatives have also been proposed, often called parallel goniophotometers [51]. These

devices can simultaneously detect many, or even all scattering directions. To achieve this

parallelism, they use dioptric elements (lenses) or catadiopric elements (diffuse or mirrored

reflectors) to manipulate the scattered light, and send it towards a camera that captures the

angular distribution of the incoming light. An example parallel goniophotometer can be seen

in Figure 5.1b.

The goal of this work is to measure a transmissive sample’s BTDF. More specifically, our goal

is to evaluate the feasibility of a compact, affordable and easy to build alternative to the

established measurement techniques. We would like to study whether such a device is viable,

and do not expect to reach the same level of accuracy. In addition, our proposed system
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(a) The scanning goniophotometer pgII developed by
pab Ltd, based on the work of Apian-Bennewitz [5]1

(b) A parallel goniophotometer developed by
Ghosh et al. [28]

Figure 5.1 – An example (a) scanning and (b) parallel goniophotometer. The scanning gonio-
photometers are based on a mechanical movement of the light source, sample and/or sensor
to cover the directions of the incoming and outgoing hemispheres. The parallel goniopho-
tometers can capture many outgoing directions in a single photograph, which can lead to a
substantial speed up in the BSDF acquisition.

is flexible, and can be scaled from a small and portable device, to a large device capable of

measuring larger samples, as needed in architectural light modelling [2].

A schematic diagram of the proposed device is shown in Figure 5.2. The idea is to use a cylinder

made out of Spectralon, because it is the most Lambertian material known. The cylinder has

the transmitting sample next to one of its openings, and a photo camera next to the other. The

sample is illuminated by a collimated beam of light, the cylinder collects the transmitted light,

and the camera captures the equilibrium radiance reflected by the internal cylinder wall.

Our approach is based on simulating the infinite light bounces inside the cylinder with a

light transport matrix. By inverting this matrix we can compute the light that the camera

would capture after a single light bounce, i.e., the light that leaves the sample towards the

cylinder and bounces towards the camera. From the first bounce image, we can infer the

light distribution of the sample in all outgoing directions that the cylinder covers. Although

the computation of the light transport matrix is expensive, this process takes place offline

and does not change as long as the geometry of the setup does not change. Therefore, once

computed, it is applied through a simple matrix-vector product with the camera captured

radiance, from where we can easily compute the BTDF of the measured sample.

We apply our approach to synthetic images generated by the physically based renderer Mitsuba

[49]. With Mitsuba we have a complete control over the scene parameters and over the number

of light bounces inside the cylinder, i.e., it allows us to set the BTDF of the sample, the BRDF

of the cylinder coating, and the parameters of the camera.

1Image taken from: https://rgl.epfl.ch/pages/lab/pgII
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de

r
<latexit sha1_base64="t+tTVhq8v6w4I6glZGWAerCwAhY=">AAACI3icbVC7TsMwFHXKq5RXKCOLRYXEVCVdYKyAgbFI9CG1VeW4TmvVsSP7BhFF/RU2BP/ChlgY+BEm3DYDbTmSpaNz7vW99wSx4AY878spbGxube8Ud0t7+weHR+5xuWVUoilrUiWU7gTEMMElawIHwTqxZiQKBGsHk5uZ335k2nAlHyCNWT8iI8lDTglYaeCWb3kYJobLEaap/WTI9MCteFVvDrxO/JxUUI7GwP3pDRVNIiaBCmJM1/di6GdEA6eCTUu9xLCY0AkZsa6lkkTM9LP57lN8bpUhDpW2TwKeq387MhIZk0aBrYwIjM2qNxP/87oJhFf9jMs4ASbpYlCYCAwKz4LAQ64ZBZFaQqjmdldMx0QTCjaupSmBUhMggVm6JANuz5jasPzVaNZJq1b1vap/X6vUr/PYiugUnaEL5KNLVEd3qIGaiKIn9Ixe0Zvz4rw7H87norTg5D0naAnO9y847aXB</latexit><latexit sha1_base64="t+tTVhq8v6w4I6glZGWAerCwAhY=">AAACI3icbVC7TsMwFHXKq5RXKCOLRYXEVCVdYKyAgbFI9CG1VeW4TmvVsSP7BhFF/RU2BP/ChlgY+BEm3DYDbTmSpaNz7vW99wSx4AY878spbGxube8Ud0t7+weHR+5xuWVUoilrUiWU7gTEMMElawIHwTqxZiQKBGsHk5uZ335k2nAlHyCNWT8iI8lDTglYaeCWb3kYJobLEaap/WTI9MCteFVvDrxO/JxUUI7GwP3pDRVNIiaBCmJM1/di6GdEA6eCTUu9xLCY0AkZsa6lkkTM9LP57lN8bpUhDpW2TwKeq387MhIZk0aBrYwIjM2qNxP/87oJhFf9jMs4ASbpYlCYCAwKz4LAQ64ZBZFaQqjmdldMx0QTCjaupSmBUhMggVm6JANuz5jasPzVaNZJq1b1vap/X6vUr/PYiugUnaEL5KNLVEd3qIGaiKIn9Ixe0Zvz4rw7H87norTg5D0naAnO9y847aXB</latexit><latexit sha1_base64="t+tTVhq8v6w4I6glZGWAerCwAhY=">AAACI3icbVC7TsMwFHXKq5RXKCOLRYXEVCVdYKyAgbFI9CG1VeW4TmvVsSP7BhFF/RU2BP/ChlgY+BEm3DYDbTmSpaNz7vW99wSx4AY878spbGxube8Ud0t7+weHR+5xuWVUoilrUiWU7gTEMMElawIHwTqxZiQKBGsHk5uZ335k2nAlHyCNWT8iI8lDTglYaeCWb3kYJobLEaap/WTI9MCteFVvDrxO/JxUUI7GwP3pDRVNIiaBCmJM1/di6GdEA6eCTUu9xLCY0AkZsa6lkkTM9LP57lN8bpUhDpW2TwKeq387MhIZk0aBrYwIjM2qNxP/87oJhFf9jMs4ASbpYlCYCAwKz4LAQ64ZBZFaQqjmdldMx0QTCjaupSmBUhMggVm6JANuz5jasPzVaNZJq1b1vap/X6vUr/PYiugUnaEL5KNLVEd3qIGaiKIn9Ixe0Zvz4rw7H87norTg5D0naAnO9y847aXB</latexit><latexit sha1_base64="t+tTVhq8v6w4I6glZGWAerCwAhY=">AAACI3icbVC7TsMwFHXKq5RXKCOLRYXEVCVdYKyAgbFI9CG1VeW4TmvVsSP7BhFF/RU2BP/ChlgY+BEm3DYDbTmSpaNz7vW99wSx4AY878spbGxube8Ud0t7+weHR+5xuWVUoilrUiWU7gTEMMElawIHwTqxZiQKBGsHk5uZ335k2nAlHyCNWT8iI8lDTglYaeCWb3kYJobLEaap/WTI9MCteFVvDrxO/JxUUI7GwP3pDRVNIiaBCmJM1/di6GdEA6eCTUu9xLCY0AkZsa6lkkTM9LP57lN8bpUhDpW2TwKeq387MhIZk0aBrYwIjM2qNxP/87oJhFf9jMs4ASbpYlCYCAwKz4LAQ64ZBZFaQqjmdldMx0QTCjaupSmBUhMggVm6JANuz5jasPzVaNZJq1b1vap/X6vUr/PYiugUnaEL5KNLVEd3qIGaiKIn9Ixe0Zvz4rw7H87norTg5D0naAnO9y847aXB</latexit>

Sa
m

pl
e

<latexit sha1_base64="VT/dLzb+ck7KlmBMrO/C03PYHkk=">AAACFXicbVC7SgNBFJ2NrxhfUUubwSBYhd00WgZtLCOaByRLmJ3MJmPmsczcFcKSf7AT/Rc7sbX2V6ycJFuY6IELh3Pv5d5zokRwC77/5RXW1jc2t4rbpZ3dvf2D8uFRy+rUUNakWmjTiYhlgivWBA6CdRLDiIwEa0fj61m//ciM5VrdwyRhoSRDxWNOCTipdUdkIli/XPGr/hz4LwlyUkE5Gv3yd2+gaSqZAiqItd3ATyDMiAFOBZuWeqllCaFjMmRdRxWRzIbZ/NspPnPKAMfauFKA5+rvjYxIaycycpOSwMiu9mbif71uCvFlmHGVpMAUXRyKU4FB45l1POCGURATRwg13P2K6YgYQsEFtHQl0noMJLJLTjLgzsbUhRWsRvOXtGrVwK8Gt7VK/SqPrYhO0Ck6RwG6QHV0gxqoiSh6QE/oBb16z96b9+59LEYLXr5zjJbgff4A5m2gYQ==</latexit><latexit sha1_base64="VT/dLzb+ck7KlmBMrO/C03PYHkk=">AAACFXicbVC7SgNBFJ2NrxhfUUubwSBYhd00WgZtLCOaByRLmJ3MJmPmsczcFcKSf7AT/Rc7sbX2V6ycJFuY6IELh3Pv5d5zokRwC77/5RXW1jc2t4rbpZ3dvf2D8uFRy+rUUNakWmjTiYhlgivWBA6CdRLDiIwEa0fj61m//ciM5VrdwyRhoSRDxWNOCTipdUdkIli/XPGr/hz4LwlyUkE5Gv3yd2+gaSqZAiqItd3ATyDMiAFOBZuWeqllCaFjMmRdRxWRzIbZ/NspPnPKAMfauFKA5+rvjYxIaycycpOSwMiu9mbif71uCvFlmHGVpMAUXRyKU4FB45l1POCGURATRwg13P2K6YgYQsEFtHQl0noMJLJLTjLgzsbUhRWsRvOXtGrVwK8Gt7VK/SqPrYhO0Ck6RwG6QHV0gxqoiSh6QE/oBb16z96b9+59LEYLXr5zjJbgff4A5m2gYQ==</latexit><latexit sha1_base64="VT/dLzb+ck7KlmBMrO/C03PYHkk=">AAACFXicbVC7SgNBFJ2NrxhfUUubwSBYhd00WgZtLCOaByRLmJ3MJmPmsczcFcKSf7AT/Rc7sbX2V6ycJFuY6IELh3Pv5d5zokRwC77/5RXW1jc2t4rbpZ3dvf2D8uFRy+rUUNakWmjTiYhlgivWBA6CdRLDiIwEa0fj61m//ciM5VrdwyRhoSRDxWNOCTipdUdkIli/XPGr/hz4LwlyUkE5Gv3yd2+gaSqZAiqItd3ATyDMiAFOBZuWeqllCaFjMmRdRxWRzIbZ/NspPnPKAMfauFKA5+rvjYxIaycycpOSwMiu9mbif71uCvFlmHGVpMAUXRyKU4FB45l1POCGURATRwg13P2K6YgYQsEFtHQl0noMJLJLTjLgzsbUhRWsRvOXtGrVwK8Gt7VK/SqPrYhO0Ck6RwG6QHV0gxqoiSh6QE/oBb16z96b9+59LEYLXr5zjJbgff4A5m2gYQ==</latexit><latexit sha1_base64="VT/dLzb+ck7KlmBMrO/C03PYHkk=">AAACFXicbVC7SgNBFJ2NrxhfUUubwSBYhd00WgZtLCOaByRLmJ3MJmPmsczcFcKSf7AT/Rc7sbX2V6ycJFuY6IELh3Pv5d5zokRwC77/5RXW1jc2t4rbpZ3dvf2D8uFRy+rUUNakWmjTiYhlgivWBA6CdRLDiIwEa0fj61m//ciM5VrdwyRhoSRDxWNOCTipdUdkIli/XPGr/hz4LwlyUkE5Gv3yd2+gaSqZAiqItd3ATyDMiAFOBZuWeqllCaFjMmRdRxWRzIbZ/NspPnPKAMfauFKA5+rvjYxIaycycpOSwMiu9mbif71uCvFlmHGVpMAUXRyKU4FB45l1POCGURATRwg13P2K6YgYQsEFtHQl0noMJLJLTjLgzsbUhRWsRvOXtGrVwK8Gt7VK/SqPrYhO0Ck6RwG6QHV0gxqoiSh6QE/oBb16z96b9+59LEYLXr5zjJbgff4A5m2gYQ==</latexit>

C
am

er
a

<latexit sha1_base64="TZOI2Rs2XrQMWNjWOqFV61IwZHs=">AAACFXicbVA9SwNBEN2LXzF+RS1tFoNgFe7SaBlMYxnBfEByhLnNXrJm7/bYnRPCkf9gJ/pf7MTW2r9i5Sa5wkQHBh7vzTDzXpBIYdB1v5zCxubW9k5xt7S3f3B4VD4+aRuVasZbTEmluwEYLkXMWyhQ8m6iOUSB5J1g0pjrnUeujVDxPU4T7kcwikUoGKCl2g2IuIZBueJW3UXRv8DLQYXk1RyUv/tDxdKIx8gkGNPz3AT9DDQKJvms1E8NT4BNYMR7Fsb2ivGzxbczemGZIQ2Vth0jXbC/NzKIjJlGgZ2MAMdmXZuT/2m9FMNrPxNxkiKP2fJQmEqKis6t06HQnKGcWgBMC/srZWPQwNAGtHIlUGqCEJgVJxkKa2Nmw/LWo/kL2rWq51a9u1qlfpPHViRn5JxcEo9ckTq5JU3SIow8kCfyQl6dZ+fNeXc+lqMFJ985JSvlfP4AvEGgSA==</latexit><latexit sha1_base64="TZOI2Rs2XrQMWNjWOqFV61IwZHs=">AAACFXicbVA9SwNBEN2LXzF+RS1tFoNgFe7SaBlMYxnBfEByhLnNXrJm7/bYnRPCkf9gJ/pf7MTW2r9i5Sa5wkQHBh7vzTDzXpBIYdB1v5zCxubW9k5xt7S3f3B4VD4+aRuVasZbTEmluwEYLkXMWyhQ8m6iOUSB5J1g0pjrnUeujVDxPU4T7kcwikUoGKCl2g2IuIZBueJW3UXRv8DLQYXk1RyUv/tDxdKIx8gkGNPz3AT9DDQKJvms1E8NT4BNYMR7Fsb2ivGzxbczemGZIQ2Vth0jXbC/NzKIjJlGgZ2MAMdmXZuT/2m9FMNrPxNxkiKP2fJQmEqKis6t06HQnKGcWgBMC/srZWPQwNAGtHIlUGqCEJgVJxkKa2Nmw/LWo/kL2rWq51a9u1qlfpPHViRn5JxcEo9ckTq5JU3SIow8kCfyQl6dZ+fNeXc+lqMFJ985JSvlfP4AvEGgSA==</latexit><latexit sha1_base64="TZOI2Rs2XrQMWNjWOqFV61IwZHs=">AAACFXicbVA9SwNBEN2LXzF+RS1tFoNgFe7SaBlMYxnBfEByhLnNXrJm7/bYnRPCkf9gJ/pf7MTW2r9i5Sa5wkQHBh7vzTDzXpBIYdB1v5zCxubW9k5xt7S3f3B4VD4+aRuVasZbTEmluwEYLkXMWyhQ8m6iOUSB5J1g0pjrnUeujVDxPU4T7kcwikUoGKCl2g2IuIZBueJW3UXRv8DLQYXk1RyUv/tDxdKIx8gkGNPz3AT9DDQKJvms1E8NT4BNYMR7Fsb2ivGzxbczemGZIQ2Vth0jXbC/NzKIjJlGgZ2MAMdmXZuT/2m9FMNrPxNxkiKP2fJQmEqKis6t06HQnKGcWgBMC/srZWPQwNAGtHIlUGqCEJgVJxkKa2Nmw/LWo/kL2rWq51a9u1qlfpPHViRn5JxcEo9ckTq5JU3SIow8kCfyQl6dZ+fNeXc+lqMFJ985JSvlfP4AvEGgSA==</latexit><latexit sha1_base64="TZOI2Rs2XrQMWNjWOqFV61IwZHs=">AAACFXicbVA9SwNBEN2LXzF+RS1tFoNgFe7SaBlMYxnBfEByhLnNXrJm7/bYnRPCkf9gJ/pf7MTW2r9i5Sa5wkQHBh7vzTDzXpBIYdB1v5zCxubW9k5xt7S3f3B4VD4+aRuVasZbTEmluwEYLkXMWyhQ8m6iOUSB5J1g0pjrnUeujVDxPU4T7kcwikUoGKCl2g2IuIZBueJW3UXRv8DLQYXk1RyUv/tDxdKIx8gkGNPz3AT9DDQKJvms1E8NT4BNYMR7Fsb2ivGzxbczemGZIQ2Vth0jXbC/NzKIjJlGgZ2MAMdmXZuT/2m9FMNrPxNxkiKP2fJQmEqKis6t06HQnKGcWgBMC/srZWPQwNAGtHIlUGqCEJgVJxkKa2Nmw/LWo/kL2rWq51a9u1qlfpPHViRn5JxcEo9ckTq5JU3SIow8kCfyQl6dZ+fNeXc+lqMFJ985JSvlfP4AvEGgSA==</latexit>

L
ig
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so
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ce

<latexit sha1_base64="SRF1HGlQk5j6hGefKJFKmVT1CJA=">AAACO3icbVC7SgNBFJ31GddX1NJmMQhiEXbTaBm0sbCIYB6QDWF2cpMMmZ1ZZu4KYck/+DV2or9hbSe2NlZOHoJJPDBwOOdeztwTJYIb9P03Z2V1bX1jM7flbu/s7u3nDw5rRqWaQZUpoXQjogYEl1BFjgIaiQYaRwLq0eB67NcfQBuu5D0OE2jFtCd5lzOKVmrnz8MIelxmDCSCHrm3vNfHMHSnAW4IsvPrtfMFv+hP4C2TYEYKZIZKO/8ddhRLY7vOBDWmGfgJtjKqkTMBIzdMDSSUDWgPmpZKGoNpZZObRt6pVTpeV2n7JHoT9e9GRmNjhnFkJ2OKfbPojcX/vGaK3ctWxmWSIkg2DeqmwkPljQvyOlwDQzG0hDLN7V891qeaMtvBfEqk1ABpZOYuyZDbM8ZlBYvVLJNaqRj4xeCuVChfzWrLkWNyQs5IQC5ImdyQCqkSRh7JE3khr86z8+58OJ/T0RVntnNE5uB8/QAhP6/d</latexit><latexit sha1_base64="SRF1HGlQk5j6hGefKJFKmVT1CJA=">AAACO3icbVC7SgNBFJ31GddX1NJmMQhiEXbTaBm0sbCIYB6QDWF2cpMMmZ1ZZu4KYck/+DV2or9hbSe2NlZOHoJJPDBwOOdeztwTJYIb9P03Z2V1bX1jM7flbu/s7u3nDw5rRqWaQZUpoXQjogYEl1BFjgIaiQYaRwLq0eB67NcfQBuu5D0OE2jFtCd5lzOKVmrnz8MIelxmDCSCHrm3vNfHMHSnAW4IsvPrtfMFv+hP4C2TYEYKZIZKO/8ddhRLY7vOBDWmGfgJtjKqkTMBIzdMDSSUDWgPmpZKGoNpZZObRt6pVTpeV2n7JHoT9e9GRmNjhnFkJ2OKfbPojcX/vGaK3ctWxmWSIkg2DeqmwkPljQvyOlwDQzG0hDLN7V891qeaMtvBfEqk1ABpZOYuyZDbM8ZlBYvVLJNaqRj4xeCuVChfzWrLkWNyQs5IQC5ImdyQCqkSRh7JE3khr86z8+58OJ/T0RVntnNE5uB8/QAhP6/d</latexit><latexit sha1_base64="SRF1HGlQk5j6hGefKJFKmVT1CJA=">AAACO3icbVC7SgNBFJ31GddX1NJmMQhiEXbTaBm0sbCIYB6QDWF2cpMMmZ1ZZu4KYck/+DV2or9hbSe2NlZOHoJJPDBwOOdeztwTJYIb9P03Z2V1bX1jM7flbu/s7u3nDw5rRqWaQZUpoXQjogYEl1BFjgIaiQYaRwLq0eB67NcfQBuu5D0OE2jFtCd5lzOKVmrnz8MIelxmDCSCHrm3vNfHMHSnAW4IsvPrtfMFv+hP4C2TYEYKZIZKO/8ddhRLY7vOBDWmGfgJtjKqkTMBIzdMDSSUDWgPmpZKGoNpZZObRt6pVTpeV2n7JHoT9e9GRmNjhnFkJ2OKfbPojcX/vGaK3ctWxmWSIkg2DeqmwkPljQvyOlwDQzG0hDLN7V891qeaMtvBfEqk1ABpZOYuyZDbM8ZlBYvVLJNaqRj4xeCuVChfzWrLkWNyQs5IQC5ImdyQCqkSRh7JE3khr86z8+58OJ/T0RVntnNE5uB8/QAhP6/d</latexit><latexit sha1_base64="SRF1HGlQk5j6hGefKJFKmVT1CJA=">AAACO3icbVC7SgNBFJ31GddX1NJmMQhiEXbTaBm0sbCIYB6QDWF2cpMMmZ1ZZu4KYck/+DV2or9hbSe2NlZOHoJJPDBwOOdeztwTJYIb9P03Z2V1bX1jM7flbu/s7u3nDw5rRqWaQZUpoXQjogYEl1BFjgIaiQYaRwLq0eB67NcfQBuu5D0OE2jFtCd5lzOKVmrnz8MIelxmDCSCHrm3vNfHMHSnAW4IsvPrtfMFv+hP4C2TYEYKZIZKO/8ddhRLY7vOBDWmGfgJtjKqkTMBIzdMDSSUDWgPmpZKGoNpZZObRt6pVTpeV2n7JHoT9e9GRmNjhnFkJ2OKfbPojcX/vGaK3ctWxmWSIkg2DeqmwkPljQvyOlwDQzG0hDLN7V891qeaMtvBfEqk1ABpZOYuyZDbM8ZlBYvVLJNaqRj4xeCuVChfzWrLkWNyQs5IQC5ImdyQCqkSRh7JE3khr86z8+58OJ/T0RVntnNE5uB8/QAhP6/d</latexit>
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m
<latexit sha1_base64="f40kxWtGhtw4wTBalrToIvlsmfU=">AAACPXicbVDLSsNAFJ34Nr6iLt0Ei+BCSuJGl6Ib3VWwrdCEcjO5bYdOZsLMRCihP+HXuBP9Cz/AnbgVXDl9CFY9MHA4517unJPknGkTBC/O3PzC4tLyyqq7tr6xueVt7zS0LBTFOpVcqtsENHImsG6Y4XibK4Qs4dhM+hcjv3mHSjMpbswgxziDrmAdRsFYqe0dRQl2mSgpCoNq6F4ppqPITRnkPQXdzI1QpN9u26sE1WAM/y8Jp6RCpqi1vc8olbTI7DrloHUrDHITl6AMoxyHblRozIH2oYstSwVkqONynGroH1gl9TtS2SeMP1Z/bpSQaT3IEjuZgenp395I/M9rFaZzGpdM5IVBQSeHOgX3jfRHFfkpU0gNH1gCVDH7V5/2QAG1HcxeSaTsG0j0TJLSMBtjVFb4u5q/pHFcDYNqeH1cOTuf1rZC9sg+OSQhOSFn5JLUSJ1Qck8eyBN5dh6dV+fNeZ+MzjnTnV0yA+fjC8RRsKw=</latexit><latexit sha1_base64="f40kxWtGhtw4wTBalrToIvlsmfU=">AAACPXicbVDLSsNAFJ34Nr6iLt0Ei+BCSuJGl6Ib3VWwrdCEcjO5bYdOZsLMRCihP+HXuBP9Cz/AnbgVXDl9CFY9MHA4517unJPknGkTBC/O3PzC4tLyyqq7tr6xueVt7zS0LBTFOpVcqtsENHImsG6Y4XibK4Qs4dhM+hcjv3mHSjMpbswgxziDrmAdRsFYqe0dRQl2mSgpCoNq6F4ppqPITRnkPQXdzI1QpN9u26sE1WAM/y8Jp6RCpqi1vc8olbTI7DrloHUrDHITl6AMoxyHblRozIH2oYstSwVkqONynGroH1gl9TtS2SeMP1Z/bpSQaT3IEjuZgenp395I/M9rFaZzGpdM5IVBQSeHOgX3jfRHFfkpU0gNH1gCVDH7V5/2QAG1HcxeSaTsG0j0TJLSMBtjVFb4u5q/pHFcDYNqeH1cOTuf1rZC9sg+OSQhOSFn5JLUSJ1Qck8eyBN5dh6dV+fNeZ+MzjnTnV0yA+fjC8RRsKw=</latexit><latexit sha1_base64="f40kxWtGhtw4wTBalrToIvlsmfU=">AAACPXicbVDLSsNAFJ34Nr6iLt0Ei+BCSuJGl6Ib3VWwrdCEcjO5bYdOZsLMRCihP+HXuBP9Cz/AnbgVXDl9CFY9MHA4517unJPknGkTBC/O3PzC4tLyyqq7tr6xueVt7zS0LBTFOpVcqtsENHImsG6Y4XibK4Qs4dhM+hcjv3mHSjMpbswgxziDrmAdRsFYqe0dRQl2mSgpCoNq6F4ppqPITRnkPQXdzI1QpN9u26sE1WAM/y8Jp6RCpqi1vc8olbTI7DrloHUrDHITl6AMoxyHblRozIH2oYstSwVkqONynGroH1gl9TtS2SeMP1Z/bpSQaT3IEjuZgenp395I/M9rFaZzGpdM5IVBQSeHOgX3jfRHFfkpU0gNH1gCVDH7V5/2QAG1HcxeSaTsG0j0TJLSMBtjVFb4u5q/pHFcDYNqeH1cOTuf1rZC9sg+OSQhOSFn5JLUSJ1Qck8eyBN5dh6dV+fNeZ+MzjnTnV0yA+fjC8RRsKw=</latexit><latexit sha1_base64="f40kxWtGhtw4wTBalrToIvlsmfU=">AAACPXicbVDLSsNAFJ34Nr6iLt0Ei+BCSuJGl6Ib3VWwrdCEcjO5bYdOZsLMRCihP+HXuBP9Cz/AnbgVXDl9CFY9MHA4517unJPknGkTBC/O3PzC4tLyyqq7tr6xueVt7zS0LBTFOpVcqtsENHImsG6Y4XibK4Qs4dhM+hcjv3mHSjMpbswgxziDrmAdRsFYqe0dRQl2mSgpCoNq6F4ppqPITRnkPQXdzI1QpN9u26sE1WAM/y8Jp6RCpqi1vc8olbTI7DrloHUrDHITl6AMoxyHblRozIH2oYstSwVkqONynGroH1gl9TtS2SeMP1Z/bpSQaT3IEjuZgenp395I/M9rFaZzGpdM5IVBQSeHOgX3jfRHFfkpU0gNH1gCVDH7V5/2QAG1HcxeSaTsG0j0TJLSMBtjVFb4u5q/pHFcDYNqeH1cOTuf1rZC9sg+OSQhOSFn5JLUSJ1Qck8eyBN5dh6dV+fNeZ+MzjnTnV0yA+fjC8RRsKw=</latexit>
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Chapter 5. BTDF Estimation with Radial Imaging

When we assign a diffuse (Lambertian) BRDF to the cylinder, we know that the outgoing

radiance from each facet towards the camera is the same as in any other direction. This allows

for a very simple formulation and solution to the problem. Spectralon deviates substantially

from being a Lambertian reflector at steeper incident angles, and makes the previous solution

invalid. Therefore, we formulate and compute the more involved solution, that can be applied

to real cylinders.

We built a prototype of the schema, shown in Figure 5.2, to test the performance of the

setup in a real-world non-ideal conditions. Figure 5.3 shows a render of the proposed design.

The accuracy of the system was severely degraded by alignment issues and problems with

back-scattered light. However, we believe that a industrial grade implementation of the

setup can overcome most of these issues, and provide the accuracy needed for certain less

demanding applications, for example, profiling the angular distribution of light of monitors or

the appearance of backlit prints and advertisements.

In Section 5.1 we provide an overview of the classes of scanning and parallel goniophotometers.

We then introduce the basic radiometric quantities, which we will need for the later discus-

sions, in Section 5.2. In Section 5.3 we derive the light transport equation (LTE), its solution

operator, we show its surface form, and an analytical solution to the LTE for a simple scene

with Lambertian materials. We then introduce the light transport matrix (LTM) in Section 5.4,

which encapsulates the light transport for complex scenes. The LTM allows us to describe

the light transport inside our cylinder for arbitrary materials. We then use it to reverse this

complex light transport, and compute the BTDF of the sample.

We then continue to evaluate our proposed approach. Section 5.5 explains the algorithmic

steps. In Section 5.6 we recreate our proposed goniophotometer design in the physically based

renderer Mitsuba, and apply the algorithm on rendered image. We then build a prototype of

the design using off-the-shelf optical component, and evaluate it in Section 5.7. We talk about

some of the the practical considerations and limitations of the proposed design in Section 5.8.

Finally, we conclude with a summary in Section 5.9.

The measurement configurations that we evaluated in this work are shown in Table 5.1. Each

cell of the table links to the subsection where the configuration was evaluated.

Table 5.1 – This table summarizes the measurement configurations that we evaluated in
this work. The main header represents the maximal number of bounces that the light was
allowed to make inside the cylinder. The first column lists the cylinder coating types, and the
subheader tells whether the sample was synthetic or measured. The cells of the table show the
subsections where the corresponding configuration was evaluated.

Single light bounce Infinite light bounces

Sample Synthetic Measured Synthetic Measured

Lambertian cylinder 5.6.3 5.6.3 5.6.4 5.6.4
Spectralon cylinder 5.6.3 5.6.3 5.6.4 5.6.4 / 5.7.3
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5.1. Related Work

5.1 Related Work

Due to its wide range of applications, many devices for capturing the BSDF have been designed

and built, that use different measurement approaches. Some devices have a wide field of

application, while others are purpose built for an application. They also differ in terms of size,

accuracy, acquisition time, price, size of sample, ease of calibration, etc. In this section we will

discuss the general concepts behind the major classes of devices. For much more thorough

summaries of the different techniques, and the differences within the classes, we refer the

reader to [2, 36, 51].

As outlined by Dupuy and Jakob [22], the main challenges for BSDF acquisition are its high

dimensionality, arbitrary frequency and the physical constraints imposed on the equipment.

The BSDF is considered to be a five-dimensional function, defined in terms of an incident and

outgoing directions, each represented with two angles, and a wavelength. Acquiring such a

high-dimensional data is costly due to the curse of dimensionality. Additionally, the BSDF

can have an arbitrary frequency, which can cause abrupt changes in both the directional and

spectral domains. This is difficult to know without dense measurements. Finally, physical

phenomena such as stretching of light at grazing angles, beam occlusion, high dynamic range,

etc., make the BSDF acquisition with physical devices even more challenging.

One of the earliest proposed goniophotometers by Hsia and Richmond [45] is composed

of an articulated sample holder placed on a turntable, and a rotating arm that houses the

detector. An example of a modern device, the Pab Advanced Technologies Ltd pgII, is shown

in Figure 5.1a [5]. This device has an immovable light source, an articulated sample holder

and a rotating arm, that can both rotate around 2 axes. The rotating arm houses photo diodes,

a spectrometer, or a camera as a capture device. This setup covers 4 degrees of freedom of the

BSDF, two incoming and two outgoing angles, and the wavelength can also be included if a

spectrometer is used as a detector. The measurements are performed with a scanning process,

where the capture arm rotates around the sample, while the sample is stationary. Then the

sample is moved to the next position to be illuminated from a different incident direction, and

the capture arm again covers all outgoing directions.

The scanning goniophotometers are the most accurate and reliable devices for capturing

the BSDF. They, however, require long acquisition times because they capture a single mea-

surement at a given position, and for repositioning they require a physical movement of the

capture or illumination arms. Algorithms that optimize the capture times, by optimizing the

arm trajectory, have been developed. Apian-Bennewitz [5] first introduced adaptive refine-

ments in angular resolution. This has the task of assigning more samples around peaks and

less in smooth areas of the BSDF. However, it requires a two-step process, where the first scan

is used to identify the locations of such peaks, which in-turn increases the required time for

scanning. A recent work by Dupuy and Jakob [22] also aims at optimizing the trajectory of

the capture arm. It is also a two-step process, where the first step is quite efficient, as it uses

the retroreflection of the measured material. Although this algorithm greatly reduces the
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(c) Catadioptric angular
mapping

Figure 5.4 – Schematic diagram of the three main working principles of parallel goniophotome-
ters. (a) Screen imaging devices use a backscattering screen to collect all outgoing light from
the sample, and reflect it back in all helispherical directions, including towards the camera.
(b) Dioptric angular mapping uses complex lens assemblies to direct all outgoing light from
the sample towards a camera. (c) Catadioptric angular mapping uses an elliptical mirror to
reflect all outgoing light from the sample, which is placed at one focal point, towards a camera,
placed in the second focal point. Figure inspired by [51].

acquisition time, a high-quality scan with a good angular resolution still requires 2.5 hours for

isotropic and 2-3 days for anisotropic samples, according to the authors.

Parallel goniophotometers have therefore been developed to decrease the measurement times.

These devices can generally be classified as image based, dioptric or catadioptric [51]. To

parallelize the capture process, these devices use a camera. This allows them to measure many

outgoing directions at once, up to the full hemisphere.

The image based devices either capture the sample directly, or a projection screen instead.

When directly capturing the sample, the camera has to be able to see multiple outgoing

directions, which is why the sample has to have a non-planar and known shape, e.g., cylindrical

or spherical [61, 63]. The indirect approaches capture a projection screen made out of a

diffusing material. The screen can have a hemisperical [66], box [20] or flat [1, 69]. An example

screen imaging setup, similar to the one proposed by McNeil and Wilson [66], can be seen in

Figure 5.4a. The screen’s purpose is to backscatter the outgoing directions from the sample

towards the camera, which is why it is usually coated with a highly diffuse material. Due to the

concave shape of the screens for most methods, interreflections occur, and they have to be

compensated for. Furthermore, to measure the BRDF, a hole in the screen might be necessary

for the incident beam to pass through, which leaves some outgoing angles unavailable. These

systems can also have lengthy calibration procedures.
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The dioptric devices use only light refraction to guide the outgoing sample directions towards

the camera, i.e., to perform the angular (outgoing directions) to spatial (camera sensor)

mapping. They rely on an optical Fourier transform performed by a simple lens, when the

sample and the sensor are at its first and second focal planes, respectively. The intensities

on the second focal plane are the coefficients of the Fourier transform of the spatial light

distribution on the first focal plane, which relates to the outgoing directions [32]. To capture

a wide range of outgoing directions, however, complex compound lenses that surround the

sample have to be used. This approach is most commonly used to characterize the optical

properties of liquid crystal displays. Devices based on this method can achieve high angular

resolution and accuracy, but are expensive, and hard to develop and require a new design for

each wavelength. An example dioptric parallel goniophotometer, can be seen in Figure 5.4b.

Catadioptric devices use polished hemispherical [98, 3], parabolic [17, 81] or eliptical [82, 40,

62, 92] mirrors to reflect many outgoing light directions towards the camera. An example

catadioptric parallel goniophotometer, can be seen in Figure 5.4c. The sample is illuminated

from either a hole in the mirror, through the mirror if it is semi-transparent, or with a beam-

splitter for the parabolic design. In the elliptical mirrors, which is the most popular design, the

sample is placed at one focal point, and the camera is places at the other focal point. The light

scattered by the sample is then reflected by the mirror towards the camera. These devices can

provide fast scanning and do not have problems with stray light. One of the main downsides

is that for larger acceptance angles (> 40°) they require fish-eye lenses, which has be shown by

Karamata and Andersen [52, 53] that the distortions and aberrations due to the lens make the

systems severely biased.

Spherical and hemispherical gantries have also been used to recover the BSDF. The most

prevalent design is a hemisphere filled with LEDs, a camera at the apex of the hemisphere, and

a sample placed at the center of the hemisphere [60, 29]. Variations have also been proposed

where the LEDs are used for both illumination and measurement [10], or the LEDs are replaced

with cameras, whose flashes are used for illumination [83]. These devices were also used to

estimate the specular and diffuse albedo, index of refraction, 3D geometry, to which they

fit a BSDF model that can vary across the image, thus Spatially Varying BRDFs (SVBRDFs)

[30, 37, 96].

Kuthirummal and Nayar [55] used a mirrored cylinder to capture multiple views of an object

with a single camera. By setting the camera close to the cylinder and using a wide angle lens,

they were able to capture multiple reflections of a sample. The captured data for the known

viewing (outgoing) directions together with the incident direction of the light source is then

used for fitting an analytical BRDF model.

Our approach draws inspiration from the radial imaging paper by Kuthirummal and Nayar

[55]. It can also be classified in the category of imaging methods, closest to idea presented

in [69]. We rely on an imaging screen, a cylinder made out of Spectralon, which is the most

diffusing material known. While [55] used a polished cylinder and could capture the BRDF of
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samples at discrete angles, the diffuse cylinder allows us to capture many outgoing directions

in a single acquisition. We do not capture the complete hemisphere of outgoing directions,

because of the cylinder opening at the camera end (Figure 5.2).

5.2 Radiometry

Radiometry deals with the measurement of electromagnetic radiation in the visible, ultraviolet

and infrared wavelengths. Here we will define the quantities that we will need in the following

sections. We start with the geometric quantities used in light transport. We then present the

radiometric quantities. For a more detailed explanation of all these quantities, please see

[65, 79].

5.2.1 Geometric quantities

We will use ω to denote a direction in R3. We assume that the directions are unit vectors and

that they are expressed relative to the surface normal at point p. We will denote the set of all

directions with S2.

Solid angle is the generalization of a planar angle to 3 dimensions. It is defined as the surface

area that a given object subtends from the unit sphere centered at a point p. Alternatively, it

can be viewed at the set of directions that the object occupies from the unit sphere centered at

point p:

dωp = cosθ dAi

r 2 [sr] , (5.1)

where θ is the polar angle between the normal of the object and the vector joining its center

and point p, and r is the length of the vector joining point p and the center of the object. The

cosθ term accounts for the decrease in the object’ surface area dAi when viewed from point

p, due to the object’s relative rotation, and the r 2 term projects the object to the unit sphere,

from the sphere with radius r . The solid angle is expressed in the unit steradian (sr), and it is

dimensionless.

Projected solid angle is computed by projecting the solid angle on the surface perpendicular

to the normal at p [73]:

dω⊥
p = |ω · np| dω= cosθi dω= cosθi

cosθ dAi

r 2 [sr] (5.2)

where θi is the angle between ω and np, i.e., the surface normal at p.
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Figure 5.5 – The Nusselt analog shows the steps of projecting the solid angle visually2.

The steps for projecting the solid angle are illustrated in Figure 5.5. The projection onto the

unit hemisphere takes care of cosθ and r 2, and produces the solid angle subtended by the

object’s surface area. The projection onto the disk centered at p gives the projected solid angle.

5.2.2 Basic quantities

Here we introduce some of the most important radiometric quantities for light transport,

and also rendering, that we will use in the later sections: energy, flux, irradiance/radiant

exitance and radiance. All of these quantities can be derived from energy by derivation, or

from radiance by integration. The radiometric quantities are generally wavelength dependent,

but we will omit this parameter for simpler expressions.

Energy that the photons of the electromagnetic radiation of interest carry is expressed as:

Q = hc

λ
[J] (5.3)

where h = 6.626×10−34 J/s is Planck’s constant, c = 299,792,458 m/s is the speed of light in

vacuum, and λ is the wavelength of the electromagnetic radiation of interest. It is measured in

joules (J).

Flux (or power) measures the amount of energy that passes through a surface per unit time:

Φ= dQ

dt
[W] (5.4)

2Image by Jheald: https://commons.wikimedia.org/w/index.php?curid=15859738.
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(a) A point light source emits an equal amount
of energy in all directions

ω

dA⊥

dA

(b) Radiance discerns between directions of
light travel

Figure 5.6 – Basic radiometric quantities. (a) The flux that crosses the two spheres is equal,
but the irradiance is different due to the difference in the surface area of the two spheres. (b)
Compared to irradiance, radiance discerns between directions of light travel. Images taken
from [79].

It is measured in watts (W).

Figure 5.6a shows the flux from a point light source that crosses two spheres. The flux mea-

sured on crossing either sphere is the same because it measures the total amount of energy.

Alternatively, if we put two flat surfaces with equal areas and at a different distance from the

point light source, the surface closer to the point light source will register a higher flux than

the one further away, since the energy is more dense when it crosses the first surface. This

leads us to the next quantity.

Irradiance is the total flux that falls onto a surface from all directions, divided by that surface’s

area A, i.e., it is the average density of power incident on A:

E
(
p
)= dΦ

(
p
)

dA

[
W

m2

]
(5.5)

If we go back to Figure 5.6a, the larger sphere measures a lower irradiance than the smaller

sphere. This is because the point light source emits equally in all directions, and as the second

sphere has a greater surface area than the first sphere, the emitted energy spreads over a

greater surface, thus its density decreases. Similarly, in the example with the two flat surfaces,

the one further away from the point light source will measure a lower irradiance.
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Radiant Exitance, M , is defined equivalently to irradiance, E , however, it is used to denote

the total flux leaving a surface in all directions. The measurement unit is the same as for

irradiance, watts per meter squared (W / m2).

Radiance is the most interesting quantity for light transport calculations. It adds one more

dimension to the irradiance. It denotes the flux that falls on or leaves a surface, but it also

discerns between directions (solid angles) in which the light travels. It is defined as:

L
(
p,ω

)= dEω
(
p
)

dω
, E

(
p
)= ∫

Ω
L

(
p,ω

)
dω

[
W

sr m2

]
, (5.6)

where Eω is the irradiance at the surface perpendicular to the direction ω. The radiance can

also be expressed in terms of flux:

L
(
p,ω

)= d2Φ

dω dA⊥ = d2Φ

dω dA |ω ·np|
= d2Φ

dω dA cosθi
= d2Φ

dω⊥ dA
, (5.7)

where dA⊥ is the surface area around point p projected on to the plane perpendicular to the

direction ω. θi is the angle between the normal of the surface area at point p and the direction

ω. The relation between dA and dA⊥ is illustrated in Figure 5.6b.

Equation 5.7 show that the cosθi factor can be absorbed by either the surface area dA, or

the solid angle dω, in which case we are referring to the projected surface area dA⊥, or the

projected solid angle dω⊥, respectively. We will use the definition with the projected solid

angle in the derivations below.

An important observation is that the radiance is constant along an unobstructed ray in space.

In addition, the sensor response in digital cameras is proportional to the radiance incident on

it.

5.2.3 The BSDF

The Bidirectional Scattering Distribution Function (BSDF) is a mathematical description of

the light-scattering properties of a surface. For two directions in the unit sphere at a surface

point p, it returns the ratio between the incoming and outgoing light ray’s energy. It is defined

as [74, 97, 79]:

fs
(
p,ωo,ωi

)= dLo
(
p,ωo

)
dE

(
p,ωi

) = dLo
(
p,ωo

)
Li

(
p,ωi

)
cosθi dωi

[
1

sr

]
. (5.8)
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The BSDF is defined on the domain:

fs : S2
i ×S2

s →R,

where S2
i and S2

s are the incident and scattered spheres of directions, and dω is the solid angle,

as defined in equation 5.1.

The B(R/T)DF have the same definition as the BSDF:

fr/t
(
p,ωo,ωi

)= dLo
(
p,ωo

)
dE

(
p,ωi

) = dLo
(
p,ωo

)
Li

(
p,ωi

)
cosθi dωi

[
1

sr

]
, (5.9)

but restricted domains. The domain of the BRDF is:

fr : H2
i ×H2

r →R,

where H2
i and H2

r are the incident and reflected hemispheres of directions. For BRDF H2
r =

H2
i are the same hemispheres. They can either refer to the upward hemisphere H2+, or its

complement H2−.

The BTDF is defined on the domain:

ft : H2
i ×H2

t →R, (5.10)

where H2
i and H2

t are the incident and transmitted hemispheres of directions, and where the

transmitted hemisphere H2
t =−H2

i is the complement of the incident hemisphere.

Properties of the BRDF Physically based BRDF’s have these basic properties:

1. Positivity fr
(
p,ωo,ωi

)≥ 0

2. Reciprocity fr
(
p,ωo,ωi

)= fr
(
p,ωi,ωo

)
3. Energy conservation

∫
H2

r
fr

(
p,ωo,ωi

)
cosθi dωi ≤ 1, ∀ωo.

The total energy of light reflected is less than or equal to the energy of the incident light.

These conditions are unique to reflection, since the BTDF does not always respect reciprocity.
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Since the BRDF and the BTDF are both defined on the hemispheres of directions, we need two

of each to compose the BSDF, one for each side of the surface. Therefore, purely reflective or

transmissive surfaces are special cases of the BSDF.

5.3 The Light Transport Equation

We can rewrite equation 5.8 to express the differential outgoing radiance:

dLo
(
p,ωo

)= fs
(
p,ωo,ωi

)
Li

(
p,ωi

)
dω⊥

i , (5.11)

by also using equation 5.2 to absorb the cosθi term into the projected solid angle dω⊥
i .

By integrating equation 5.11 over all directions S2
i of the unit sphere around point p, we get the

scattering equation. This equation expresses the appearance of a surface, given an incident

illumination description:

Lo
(
p,ωo

)= ∫
S2

fs
(
p,ωo,ωi

)
Li

(
p,ωi

)
dω⊥

i . (5.12)

The reflectance equation refers to the corresponding equation for one-sided, opaque sur-

faces. It is derived by exchanging the BSDF with the BRDF, and integrating over the upward

hemisphere of directions.

The Light Transport Equation (LTE), also known as the Rendering Equation, combines the

scattered (equation 5.12) with the emitted radiance, and provides a complete specification of

the light transport problem:

Lo
(
p,ωo

)= Le
(
p,ωo

)+∫
S2

fs
(
p,ωo,ωi

)
Li

(
p,ωi

)
dω⊥

i . (5.13)

It is customary to drop the subscripts for the radiance orientations because Lo and Li can be

expressed in terms of each other. We can therefore rewrite equation 5.13 as follows:

Lo
(
p,ωo

)= Le
(
p,ωo

)+∫
S2

fs
(
p,ωo,ωi

)
Lo

(
xA

(
p,ωi

)
,−ωi

)
dω⊥

i . (5.14)

where xA
(
p,ωi

)
is a ray-casting function that selects the point on the closest surface in the
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Figure 5.7 – Schematic of the rendering equation. The propagation operator G transforms the
far-field outgoing radiance into a local incident radiance field. The local scattering operator K
computes the outgoing radiance after a surface interaction, given the incoming radiance and
the BSDF of the surface. Image taken from [9].

direction ωi. We also have to reverse the direction of the second argument to Lo because the

directions are expressed relative to the local point xA
(
p,ωi

)
. This form of the equation reveals

the recursive nature of the problem.

5.3.1 Solution to the LTE

The solution to the LTE can elegantly be expressed using linear operators. A linear operator

is a linear function whose domain is a vector space. In the case of light transport, it acts on

radiance functions, and the result is another radiance function.

Light transport is considered to be an alternation of two steps. The first step is propagation, in

which photons travel between scene surfaces in straight lines. The second step is scattering,

and it describes the scattering of photons after a surface interaction. Figure 5.7 illustrates the

two steps of the rendering equation.

Propagation operator

(GLo)
(
p,ωi

)=
Lo

(
xA

(
p,ωi

)
,−ωi

)
if xA

(
p,ωi

)
is a valid surface point,

0 otherwise.
(5.15)

The propagation operator G represents the travel of light in straight lines through a fixed

medium. It starts from the exitant radiance Lo that leaves other surfaces of the scene, and

turns it into an incident radiance Li, according to Li =GLo. At the most basic level, it it acts as

a visibility mask.
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5.3. The Light Transport Equation

Local scattering operator

(KLi)
(
p,ωo

)= ∫
S2

fs
(
p,ωo,ωi

)
Li

(
p,ωi

)
dω⊥

i . (5.16)

The local scattering operator K takes the incident radiance function Li, and computes the

exitant radiance Lo =KLi that results from a single scattering operation. It operates on entire

radiance functions, rather than on a single point p, i.e., it operates over all surface points at

once.

Light transport operator. By combining the effects of the propagation and the local scatter-

ing operators, we can assemble the light transport operator:

T =KG. (5.17)

This operator takes an exitant radiance function Lo and maps it into the exitant radiance

function T Lo. The application of T results in a single scattering step.

Equilibrium radiance. We are interested in light transport computations when the scene

radiance is at an equilibrium. This is known as the equilibrium radiance or the steady-state

radiance. In this state, the exitant radiance is the sum of the emitted and the scattered radiance:

Lo = Le +T Lo. (5.18)

The solution operator. We can find the light transport solution operator by inverting the

equation for equilibrium radiance (equation 5.18):

(I−T )Lo = Le => Lo = (I−T )−1 Le, (5.19)

where I is the identity operator, and where the solution operator is:

S = (I−T )−1 . (5.20)

We can now rewrite equation 5.18 by using S :
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Lo =SLe (5.21)

The LTE solution operator has a physical interpretation. We can expand it into a Neumann

series (a generalization of the geometric series):

S = (I−T )−1 =
∞∑

i=0
T i = I+T +T 2 +·· · . (5.22)

After this expansion, the equilibrium radiance can be rewritten as:

Lo = Le +T Le +T 2Le +·· · . (5.23)

This expresses the outgoing radiance, Lo, as the sum of emitted radiance, and radiance that

has been scattered once, twice, etc.

5.3.2 Surface form of the LTE

The solution operator from equation 5.20 provides us with a very elegant solution to the LTE.

However, this hides the complexity of the BSDF models and the arbitrary scene geometries.

Therefore, it is only possible to solve the LTE analytically in very constrained cases with simple

BSDF’s (e.g., Lambertian) and scene geometries. For general scenes we have to use numerical

integration. That is the reason why researchers have invested heavily in ray tracing algorithms

and Monte Carlo integration.

Equation 5.14 can be solved with Monte Carlo integration by sampling from a distribution on

the sphere of directions and casting rays. A more elegant way to evaluate the integrand is to

sample points on scene surfaces, evaluate the coupling between the points, and trace rays to

evaluate their visibility. To rewrite equation 5.14 from an integral over directions to an integral

over area, we need to define some substitutions. We will use Figure 5.8 to aid our discussion.

There we can see that p′ is a point on a reflecting surface, and we would like to compute the

radiance leaving in the direction of point p, and we also have an incident radiance from a

surface that point p′′ lies on. We start by redefining the directions:

ωi = àp′−p′′ = p′′ → p′, ωo = �p−p′ = p′ → p. (5.24)
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LTE
Rendering equation

Solid angle

!o
<latexit sha1_base64="iF28iSqbwr7kBHV+XLwyELI5BUM=">AAACPnicbVDLSgNBEJz1/TZRPHlZDIKnsCuCHkUvHiOYByRLmJ30JkPmscz0KmHJp3jV3/A3/AFv4tWjs0kOxtjQUFR301UVp4JbDIJ3b2l5ZXVtfWNza3tnd2+/VD5oWJ0ZBnWmhTatmFoQXEEdOQpopQaojAU04+FtMW8+grFcqwccpRBJ2lc84Yyio7qlckdL6NNuR1IcGJnrcbdUCarBpPxFEM5Ahcyq1i17R52eZpkEhUxQa9thkGKUU4OcCRhvdTILKWVD2oe2g4pKsFE+0T72Tx3T8xNtXCv0J+zvi5xKa0cydpuFRPt3VpD/zdoZJldRzlWaISg2fZRkwkftF0H4PW6AoRg5QJnhTqvPBtRQhi6uuS+x1kOksZ1zkiN3NubN4YArFuVgezxJiiDDv7EtgsZ5NQyq4f1F5fpmFukGOSYn5IyE5JJckztSI3XCyBN5Ji/k1XvzPrxP72u6uuTNbg7JXHnfPzvvsA8=</latexit><latexit sha1_base64="iF28iSqbwr7kBHV+XLwyELI5BUM=">AAACPnicbVDLSgNBEJz1/TZRPHlZDIKnsCuCHkUvHiOYByRLmJ30JkPmscz0KmHJp3jV3/A3/AFv4tWjs0kOxtjQUFR301UVp4JbDIJ3b2l5ZXVtfWNza3tnd2+/VD5oWJ0ZBnWmhTatmFoQXEEdOQpopQaojAU04+FtMW8+grFcqwccpRBJ2lc84Yyio7qlckdL6NNuR1IcGJnrcbdUCarBpPxFEM5Ahcyq1i17R52eZpkEhUxQa9thkGKUU4OcCRhvdTILKWVD2oe2g4pKsFE+0T72Tx3T8xNtXCv0J+zvi5xKa0cydpuFRPt3VpD/zdoZJldRzlWaISg2fZRkwkftF0H4PW6AoRg5QJnhTqvPBtRQhi6uuS+x1kOksZ1zkiN3NubN4YArFuVgezxJiiDDv7EtgsZ5NQyq4f1F5fpmFukGOSYn5IyE5JJckztSI3XCyBN5Ji/k1XvzPrxP72u6uuTNbg7JXHnfPzvvsA8=</latexit><latexit sha1_base64="iF28iSqbwr7kBHV+XLwyELI5BUM=">AAACPnicbVDLSgNBEJz1/TZRPHlZDIKnsCuCHkUvHiOYByRLmJ30JkPmscz0KmHJp3jV3/A3/AFv4tWjs0kOxtjQUFR301UVp4JbDIJ3b2l5ZXVtfWNza3tnd2+/VD5oWJ0ZBnWmhTatmFoQXEEdOQpopQaojAU04+FtMW8+grFcqwccpRBJ2lc84Yyio7qlckdL6NNuR1IcGJnrcbdUCarBpPxFEM5Ahcyq1i17R52eZpkEhUxQa9thkGKUU4OcCRhvdTILKWVD2oe2g4pKsFE+0T72Tx3T8xNtXCv0J+zvi5xKa0cydpuFRPt3VpD/zdoZJldRzlWaISg2fZRkwkftF0H4PW6AoRg5QJnhTqvPBtRQhi6uuS+x1kOksZ1zkiN3NubN4YArFuVgezxJiiDDv7EtgsZ5NQyq4f1F5fpmFukGOSYn5IyE5JJckztSI3XCyBN5Ji/k1XvzPrxP72u6uuTNbg7JXHnfPzvvsA8=</latexit><latexit sha1_base64="iF28iSqbwr7kBHV+XLwyELI5BUM=">AAACPnicbVDLSgNBEJz1/TZRPHlZDIKnsCuCHkUvHiOYByRLmJ30JkPmscz0KmHJp3jV3/A3/AFv4tWjs0kOxtjQUFR301UVp4JbDIJ3b2l5ZXVtfWNza3tnd2+/VD5oWJ0ZBnWmhTatmFoQXEEdOQpopQaojAU04+FtMW8+grFcqwccpRBJ2lc84Yyio7qlckdL6NNuR1IcGJnrcbdUCarBpPxFEM5Ahcyq1i17R52eZpkEhUxQa9thkGKUU4OcCRhvdTILKWVD2oe2g4pKsFE+0T72Tx3T8xNtXCv0J+zvi5xKa0cydpuFRPt3VpD/zdoZJldRzlWaISg2fZRkwkftF0H4PW6AoRg5QJnhTqvPBtRQhi6uuS+x1kOksZ1zkiN3NubN4YArFuVgezxJiiDDv7EtgsZ5NQyq4f1F5fpmFukGOSYn5IyE5JJckztSI3XCyBN5Ji/k1XvzPrxP72u6uuTNbg7JXHnfPzvvsA8=</latexit>

!i
<latexit sha1_base64="N6XDpTWbYcYCSba/aRka9UrFXdk=">AAACPnicbVDLSgNBEJz1/TZRPHlZDIKnsCuCHkUvHiOYByRLmJ30JkPmscz0KmHJp3jV3/A3/AFv4tWjs0kOxtjQUFR301UVp4JbDIJ3b2l5ZXVtfWNza3tnd2+/VD5oWJ0ZBnWmhTatmFoQXEEdOQpopQaojAU04+FtMW8+grFcqwccpRBJ2lc84Yyio7qlckdL6NNuR1IcGJnzcbdUCarBpPxFEM5Ahcyq1i17R52eZpkEhUxQa9thkGKUU4OcCRhvdTILKWVD2oe2g4pKsFE+0T72Tx3T8xNtXCv0J+zvi5xKa0cydpuFRPt3VpD/zdoZJldRzlWaISg2fZRkwkftF0H4PW6AoRg5QJnhTqvPBtRQhi6uuS+x1kOksZ1zkiN3NubN4YArFuVgezxJiiDDv7EtgsZ5NQyq4f1F5fpmFukGOSYn5IyE5JJckztSI3XCyBN5Ji/k1XvzPrxP72u6uuTNbg7JXHnfPzE5sAk=</latexit><latexit sha1_base64="N6XDpTWbYcYCSba/aRka9UrFXdk=">AAACPnicbVDLSgNBEJz1/TZRPHlZDIKnsCuCHkUvHiOYByRLmJ30JkPmscz0KmHJp3jV3/A3/AFv4tWjs0kOxtjQUFR301UVp4JbDIJ3b2l5ZXVtfWNza3tnd2+/VD5oWJ0ZBnWmhTatmFoQXEEdOQpopQaojAU04+FtMW8+grFcqwccpRBJ2lc84Yyio7qlckdL6NNuR1IcGJnzcbdUCarBpPxFEM5Ahcyq1i17R52eZpkEhUxQa9thkGKUU4OcCRhvdTILKWVD2oe2g4pKsFE+0T72Tx3T8xNtXCv0J+zvi5xKa0cydpuFRPt3VpD/zdoZJldRzlWaISg2fZRkwkftF0H4PW6AoRg5QJnhTqvPBtRQhi6uuS+x1kOksZ1zkiN3NubN4YArFuVgezxJiiDDv7EtgsZ5NQyq4f1F5fpmFukGOSYn5IyE5JJckztSI3XCyBN5Ji/k1XvzPrxP72u6uuTNbg7JXHnfPzE5sAk=</latexit><latexit sha1_base64="N6XDpTWbYcYCSba/aRka9UrFXdk=">AAACPnicbVDLSgNBEJz1/TZRPHlZDIKnsCuCHkUvHiOYByRLmJ30JkPmscz0KmHJp3jV3/A3/AFv4tWjs0kOxtjQUFR301UVp4JbDIJ3b2l5ZXVtfWNza3tnd2+/VD5oWJ0ZBnWmhTatmFoQXEEdOQpopQaojAU04+FtMW8+grFcqwccpRBJ2lc84Yyio7qlckdL6NNuR1IcGJnzcbdUCarBpPxFEM5Ahcyq1i17R52eZpkEhUxQa9thkGKUU4OcCRhvdTILKWVD2oe2g4pKsFE+0T72Tx3T8xNtXCv0J+zvi5xKa0cydpuFRPt3VpD/zdoZJldRzlWaISg2fZRkwkftF0H4PW6AoRg5QJnhTqvPBtRQhi6uuS+x1kOksZ1zkiN3NubN4YArFuVgezxJiiDDv7EtgsZ5NQyq4f1F5fpmFukGOSYn5IyE5JJckztSI3XCyBN5Ji/k1XvzPrxP72u6uuTNbg7JXHnfPzE5sAk=</latexit><latexit sha1_base64="N6XDpTWbYcYCSba/aRka9UrFXdk=">AAACPnicbVDLSgNBEJz1/TZRPHlZDIKnsCuCHkUvHiOYByRLmJ30JkPmscz0KmHJp3jV3/A3/AFv4tWjs0kOxtjQUFR301UVp4JbDIJ3b2l5ZXVtfWNza3tnd2+/VD5oWJ0ZBnWmhTatmFoQXEEdOQpopQaojAU04+FtMW8+grFcqwccpRBJ2lc84Yyio7qlckdL6NNuR1IcGJnzcbdUCarBpPxFEM5Ahcyq1i17R52eZpkEhUxQa9thkGKUU4OcCRhvdTILKWVD2oe2g4pKsFE+0T72Tx3T8xNtXCv0J+zvi5xKa0cydpuFRPt3VpD/zdoZJldRzlWaISg2fZRkwkftF0H4PW6AoRg5QJnhTqvPBtRQhi6uuS+x1kOksZ1zkiN3NubN4YArFuVgezxJiiDDv7EtgsZ5NQyq4f1F5fpmFukGOSYn5IyE5JJckztSI3XCyBN5Ji/k1XvzPrxP72u6uuTNbg7JXHnfPzE5sAk=</latexit>

p
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Figure 5.8 – The three-point form of the LTE. Incident radiance from the surface around p′′

gets scattered by the surface around p′, which in turn coverts it to outgoing radiance towards
p. This example scene is used to illustrate the conversion of the LTE from an integral over
directions on the unit sphere, to an integral over points on scene surfaces. This is a modified
version of a figure from [79].

If points p′ and p are mutually visible, we can now define the exitant radiance from p′ to p as:

L
(
p′ → p

)= L
(
p′,ωo

)
, (5.25)

and the BSDF as:

fs
(
p′′ → p′ → p

)= fs
(
p′,ωo,ωi

)
. (5.26)

Furthermore, we introduce a geometric coupling term, also known as geometric kernel, that

includes a visibility term between surface points:

G(p ↔ p′) =V
(
p ↔ p′) |cosθ| |cosθ′|∥∥p−p′∥∥2 (5.27)

We can finally substitute equations 5.25, 5.26, and 5.27 into equation 5.14, and convert the

integral to operate over surface area instead of solid angle by using 5.2, to get the surface form

of the LTE:

L
(
p′ → p

)= Le
(
p′ → p

)+∫
A

fs
(
p′′ → p′ → p

)
L

(
p′′ → p′)G

(
p′′ ↔ p′)dA

(
p′′), (5.28)
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where A includes the whole surface area of the scene, i.e., the surface area of all scene objects.

5.3.3 Discretized surface form of the LTE

If we can adequately discretize the surface areas of the scene objects, we can rewrite the

surface form of the LTE as a sum instead of an integral:

L
(
p′ → p

)= Le
(
p′ → p

)+∑
A

fs
(
p′′ → p′ → p

)
L

(
p′′ → p′)G

(
p′′ ↔ p′) A

(
p′′). (5.29)

This formulation will produce correct results only in the case where the facets are small enough

such that the BSDF and the outgoing radiances do not change significantly inside the surface

facets. Furthermore, the discrete approximation of the geometric coupling is correct only in

the case where the surface facets are infinitesimal and distant from each other [71, 19].

5.3.4 Analytical solution to the LTE for a simple scene

Let us now analyze the scene from Figure 5.2. We discretize the cylinder in N facets, which can

be seen in Figure 5.9. In this figure, the facets are as square a shape as possible and have equal

areas. Having equal areas is not necessary, since the surface area is taken into account in the

equations, but it does help with having a more elegant and memory efficient implementation.

Radiance from facet pj to facet pi. We will start with the discretized surface form of the LTE

(equation 5.29), since our cylinder is discretized into facets:

L
(
p j → pi

)= Le
(
p j → pi

)+ N∑
k=1

fr
(
pk → p j → pi

)
L

(
pk → p j

)
G

(
pk ↔ p j

)
A

(
pk

)
, (5.30)

where N is the total number of cylinder facets. All facets are visible to each other, except the

ones that are collinear. However, even in this case there is no need for the visibility operator,

since the polar angles θ for those facets are π/2, so the cosines in G yield zero. Furthermore,

we use the BRDF fr instead of the BSDF fs, since we consider the cylinder to be opaque.

The cylinder is not radiant, which makes the term Le
(
p j → pi

)= 0. However, we will assume

that the facets do radiate light, thus Le
(
p j → pi

) > 0. We can do this by assuming that Le is

the first bounce radiance, i.e., the radiance that leaves the sample and bounces off of the

cylinder facets only once. The radiance L
(
pk → p j

)
is the equilibrium outgoing radiance, after

an infinite number of light bounces inside the cylinder.
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Figure 5.9 – The cylinder from Figure 5.2, discretized into 5184 facets that are as square as
possible and have equal areas.

5.3.5 Radiance of a single facet

We can remove the sum from equation 5.30 by rewriting it in matrix form:

L
(
p j → pi

)= Le
(
p j → pi

)+ f
p j→pi

T

r G→p j l→p j , (5.31)

where:

f
p j→pi
r = (

fr
(
p1 → p j → pi

)
, fr

(
p2 → p j → pi

)
, . . . , fr

(
pN → p j → pi

))T ,

G→p j = diag
(
G

(
p1 ↔ p j

)
A

(
p1

)
, G

(
p2 ↔ p j

)
A

(
p2

)
, . . . ,G

(
pN ↔ p j

)
A

(
pN

))
,

l→p j = (
L

(
p1 → p j

)
, L

(
p2 → p j

)
, . . . , L

(
pN → p j

))T .

We can expressed equation 5.31 more compactly by using a vector instead of a diagonal matrix

for G→p j , and taking the Hadamard (elementwise) product of the vectors:

L
(
p j → pi

)= Le
(
p j → pi

)+ f
p j→pi

T

r
(
g→p j ¯ l→p j

)
. (5.32)

Radiance from facet pj to all facets. We can easily extend the previous equation 5.32 to

account for the radiance reflected by a single facet to all other facets. The last term in the
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parenthesis is the irradiance that facet p j receives from all other cylinder facets, thus it remains

unchanged. However, we now have to extend the Le term into a vector and the BRDF term

into a matrix to account for all outgoing facets:

lp j→ = l
p j→
e +F

p j
r G→p j l→p j (5.33)

= l
p j→
e +F

p j
r

(
g→p j ¯ l→p j

)
, (5.34)

where:

l
p j→
e = (

Le
(
p j → p1

)
, Le

(
p j → p2

)
, . . . , Le

(
p j → pN

))T ,

F
p j
r =

(
f

p j→p1
r , f

p j→p2
r , . . . , f

p j→pN
r

)T
.

5.3.6 Radiance between all facets

The final step is to compute the radiance from all facets to all facets. Expanding on the previous

equations, we can write the following relation:

l = le +FrGl (5.35)

= le +Fr
(
g¯ l

)
,

where Fr ∈RN 2×N 2
has a complex structure, which can be seen in Appendix 5.A, and:

l =



L
(
p1 → p1

)
L

(
p1 → p2

)
...

L
(
p1 → pN

)
L

(
p2 → p1

)
...

L
(
pN → pN

)


, le =



Le
(
p1 → p1

)
Le

(
p1 → p2

)
...

Le
(
p1 → pN

)
Le

(
p2 → p1

)
...

Le
(
pN → pN

)


, g =



G
(
p1 ↔ p1

)
A

(
p1

)
G

(
p1 ↔ p2

)
A

(
p1

)
...

G
(
p1 ↔ pN

)
A

(
p1

)
G

(
p2 ↔ p1

)
A

(
p2

)
...

G
(
pN ↔ pN

)
A

(
pN

)


, G =



gT

gT

...

gT

gT

...

gT


,

l ∈RN 2
, le ∈RN 2

, g ∈RN 2
, G ∈RN 2×N 2

.
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5.3. The Light Transport Equation

Equation 5.35 is the discrete surface form of the equilibrium radiance for our simple scene. It is

very similar to the equilibrium radiance equation in operator form, equation 5.18 (L = Le+T L).

In the forward rendering problem, we are given Le together with the scene description, and

we want to compute L. The solution to equation 5.35 is:

L =SLe = (I−T )−1 Le (5.36)

l = (I−FrG)−1 le. (5.37)

In our case, we are trying to solve the inverse problem, where we observe the equilibrium

radiance L, and we want to compute Le:

Le =S−1L = (I−T )L

le = (I−FrG) l. (5.38)

Note that we consider Le to be the radiance that the facets scatter after the first bounce, and

not the radiance emitted by the sample (or, traditionally, by the light source), i.e., we move the

computation one bounce forward.

5.3.7 Lambertian cylinder

If the cylinder is coated with a Lambertian material, we can directly use equation 5.38. What

is interesting is that we can further simplify it due to the very simple BRDF and radiance

expressions.

Lambertian BRDF and radiance

The Lambertian (diffuse) BRDF is defined as:

fr
(
pk → p j → pi

)= ρ

π
. (5.39)

Since we are dealing with a cylinder whose surface is homogenous, we can assume that every

facet of the cylinder has the same reflectance ρ. This is not a difficult constraint to overcome,

and we will see how we can handle it in equation 5.43.

Each radiance measurement can be considered as the response of a hypothetical sensor placed

somewhere in the scene. Therefore, we will assume that the surface of the sensor is also part
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of the scene geometry, and we will denote the lens aperture by p0.

The diffuse radiance leaving a facet has the same magnitude in every direction. That same

radiance is also measured by the image sensor:

L
(
pk → p j

)= L
(
pk → p0

)
. (5.40)

By plugging equations 5.39 and 5.40 in equation 5.30, the radiance of the Lambertian cylinder

can be expressed as:

L
(
p j → pi

)= Le
(
p j → pi

)+ ρ

π

N∑
k=1

L
(
pk → p0

)
G

(
pk ↔ p j

)
A

(
pk

)
. (5.41)

Solution to radiance from all facets to the image sensor - Lambertian cylinder

With a Lambertian cylinder we can modify equation 5.35 to express the radiance from all

facets to facet p0 (the image sensor) as follows:

l→p0 = l→p0
e + ρ

π
GLl→p0 , (5.42)


L

(
p1 → p0

)
L

(
p2 → p0

)
...

L
(
pN → p0

)

=


Le

(
p1 → p0

)
Le

(
p2 → p0

)
...

Le
(
pN → p0

)

+ ρ

π


g→p1

T

g→p2
T

...

g→pN
T




L
(
p1 → p0

)
L

(
p2 → p0

)
...

L
(
pN → p0

)

 ,

l→p0 ∈RN , l→p0
e ∈RN , GL ∈RN×N .

We now use a compact projected solid angle matrix GL and reuse the same l→p0 for all facets.

The simplified structure of the solution operator for the inverse rendering problem, in the case

of a Lambertian cylinder, can be expressed as follows:

l→p0
e =

(
I− ρ

π
GL

)
l→p0 . (5.43)

The steady-state radiance, l→p0 , is measured by the image sensor, the projected solid angle, GL,
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5.3. The Light Transport Equation

(a) Incident polar angle θi = 0° (b) Incident polar angle θi = 75°

Figure 5.10 – The outgoing BRDF lobes of Spectralon for incident polar angles θi of (a) θi = 0°
and (b) θi = 75° (represented by the vertical pink lines). The outgoing lobe for θi = 0° is close
to hemispherical (Lambertian BRDF). However, at steep incident angles (θi = 75°) it has an
obvious specular component. Images taken from the BRDF visualization tool Tekari.3

is governed by the geometry of the scene, and ρ is the reflectance of the Lambertian coating.

If the reflectance varies across the surface of the cylinder, it can be expressed as a diagonal

matrix filled with the reflectance of each facet. We do, however, assume that the reflectance

inside the facets is constant.

5.3.8 Non-Lambertian cylinder

The Lambertian case discussed above is an interesting theoretical experiment. However, no

known material has a completely diffuse BRDF. In a more realistic case, where the coating of

the cylinder is non-Lambertian, we cannot directly use equation 5.38. The problem is that

we cannot measure the exitant radiance at equilibrium of each facet, towards all other facets

(vector l). Even if we could measure l, the solution matrix would be too large for any practical

application with a decent number of facets (N 2 ×N 2).

If we have a closer look at the solution operator from equation 5.20, we can see that in the

discrete surface form of the LTE it is a light transport matrix (LTM). The LTM encapsulates

the light paths inside our scene, i.e., the influence that the light source radiance has on the

steady-state exitant radiance captured by the camera. The light transport inside the scene can

be completely described by a matrix because it is a linear operation [76, 88].

In this work we are interested in solving the inverse rendering problem. We know the captured

image L and the scene geometry, which is represented by the geometric coupling G (equation

5.27), and we would like to retrieve the radiance distribution Le of the sample, which we can

also consider as the light source.

3https://rgl.epfl.ch/software/Tekari
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Having that in mind, we would like to generate a light transport matrix that provides a bijective

mapping between the radiance of the sample issued in the direction of every cylinder facet,

and the equilibrium radiance of every facet captured by the camera. This will result in a matrix

of size N ×N .

5.4 Light transport matrix

We can imagine that the light leaving the sample inside the cylinder is collimated in a certain

direction ω. This corresponds to a radiance L
(
ps ,ω

)
, where ps represents the center of the

sample. In an ideal world, this unidirectional radiance irradiates exactly one facet of the

cylinder. The facet then reflects this light according to its BRDF, and after an infinite number of

interreflections, the cylinder reaches a steady state. In this state, there is a bijective relationship

between L
(
ps ,ω

)
, and the irradiance distribution Ecyl on the cylinder.

The steady-state radiance flowing from the facets to the pixels of the image sensor creates an

irradiance distribution Ecam
(
x,y;ω

)
on the sensor, where x and y are the coordinates of the

image pixels. This irradiance distribution is unique for the considered incidence direction.

If we change the incident radiance, for example we multiply it by a factor of two, we do not

modify the distribution, but just its magnitude (multiplied by a factor of two), since it is linear.

Now we can assume that the incident radiance from the sample to the facets has a certain

angular distribution L
(
ps ,ω

)
that is not collimated. This radiance is the sum of several colli-

mated radiances, each one producing its irradiance distribution Ecam
(
x,y;ω

)
on the image

sensor. Since they are independent from each other (there is no interference), they simply add

up. We can represent this more formally:


L

(
p1 → p0

)
L

(
p2 → p0

)
...

L
(
pN → p0

)

=


t1,1 t1,2 · · · t1,N

t2,1
. . .

...
...

tN ,1 tN ,N




L
(
ps → p1

)
L

(
ps → p2

)
...

L
(
ps → pN

)

 . (5.44)

We can rewrite this equation in terms of the initial irradiance of each facet by the sample E0,

since there exists a bijective relationship between E0
(
pi

)
and L

(
ps → pi

)
:

E0
(
pi

)= L
(
ps → pi

)
G

(
ps ↔ pi

)
A

(
ps

)
. (5.45)

We can now express equation 5.44 in terms of the initial facet irradiance distribution E0:
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5.4. Light transport matrix


L

(
p1 → p0

)
L

(
p2 → p0

)
...

L
(
pN → p0

)

=


t1,1 t1,2 · · · t1,N

t2,1
. . .

...
...

tN ,1 tN ,N




E0
(
p1

)
E0

(
p2

)
...

E0
(
pN

)

 . (5.46)

If only one facet is irradiated by the sample, there will be a single E0
(
pk

)
that is non-zero. The

radiance distribution that this E0
(
pk

)
produces is given by the kth column of the matrix:


L

(
p1 → p0

)
L

(
p2 → p0

)
...

L
(
pN → p0

)

=


· · · t1,k · · · · · ·
· · · t2,k · · · · · ·
...

...
...

...

· · · tN ,k · · · · · ·




0

E0
(
pk

)
...

0

 . (5.47)

We can see that there is a bijective, linear relationship between E0 and L. In equation 5.45 we

also saw that there is a linear relationship between the incoming radiance function L
(
ps ,ω

)
and E0. Therefore, there is a linear relationship between the radiance distribution emitted by

the sample L
(
ps ,ω

)
and the radiance measured by the camera L.

5.4.1 Computing the light transport matrix

The light transport matrix describes how does an emitted radiance affects the final image.

In our case, we are interested in how the irradiance of each facet influences the equilibrium

radiance captured by the camera. It is the light reflected towards the camera after an infinite

number of light bounces, after the light took all possible light paths. The solution operator for

the LTE also provides us with the same concept.

We saw that we can apply the solution operator to solve for infinite bounces in the Lambertian

case of our scene. We can slightly modify equation 5.42 to express it in terms of the initial facet

irradiance vector e0, instead of the “emitted” radiance by the facets:

l→p0 = ρ

π

(
I− ρ

π
GL

)−1
e0 (5.48)

= ρ

π

(
I+ ρ

π
GL +

(ρ
π

GL
)2
+·· ·

)
e0

In the non-Lambertian case, the cylinder BRDF complicates the matters, and thus we cannot

easily compute the solution operator since we do not have access to the radiance scattered
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by each facet towards all other facets. Therefore, we have to resort to computing each light

bounce explicitly:

l→p0 = Te0 (5.49)

= (T1 +T2 +T3 +·· · )e0

The light transport matrix T can be computed with ray tracing. We can assume that the

sample irradiates only facet k. By tracing the rays for a single bounce, we can compute the

corresponding column k of the Tm matrix, where m is the number of bounces. We then

execute another bounce, and populate column k of matrix Tm+1. After computing column k

for a predetermined number of bounce, we repeat the steps for facet k +1, until all facets have

been irradiated individually.

Computing the light transport matrix is expensive. That is why parallelizing the computation

is interesting. In their dual photography paper, Sen et al. [89] were able to reduce the number

of captured images by isolating groups of projector pixels that do not affect the same camera

pixels when projected together. This is possible when the scene has isolated pockets that do

not interact with other scene surfaces. Unfortunately, in our simple scene, all facets are visible

from, and influence all other facets.

Fortunately, due to the simplicity of the scene we can still reduce the computational load. The

scene is completely symmetric, since the cylinder is rotationally symmetric and the sample

and camera are positioned along the center axis of the cylinder. Therefore, it is enough to fill

the light transport matrix for the facets along a single phi angle and all heights. With simple

circular shifts of this data we can fill the light transport matrix for all other facets, due to the

rotational symmetry of the cylinder.

In the first light bounce, the LTM scatters the initial irradiance of the facets towards the camera

as radiance. Scattering the irradiance in the direction of the camera, can be expressed by

multiplying the irradiance with the BRDF of the cylinder. The incident direction of the BRDF

is from the sample ps towards a facet pi , and an outgoing direction is from the facet pi towards

the camera p0. This also means that there are no interactions between the facets. We can

express this as a diagonal matrix that contains only the BRDF of the cylinder coating as its

diagonal elements:

T1 = diag
(

fr
(
ps → p1 → p0

)
, fr

(
ps → p2 → p0

)
, . . . , fr

(
ps → pN → p0

))
. (5.50)

For the second bounce, the radiance leaving facet pi towards the camera is the sum of the

radiance sent by each facet towards facet pi , which is then scattered towards the camera.
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5.4. Light transport matrix

Analogous to scattering the initial facet irradiance towards the camera in the single bounce,

we multiplying the irradiance by fr
(
ps → p j → pi

)
. We then calculate the irradiance of facet

pi by all other facets by taking into account the geometric coupling and the surface areas of

those facets. Finally, facet pi reflects this irradiance towards the camera. In this step we are

only interested in the second bounce radiance, thus we will not have the first bounce elements

on the LTM diagonal. Since now the facets interact with each other, we have a dense matrix:

T2
(
i , j

)= fr
(
p j → pi → p0

)
G

(
p j → pi

)
fr

(
ps → p j → pi

)
.

Note that in the previous equation we use a unidirectional G
(
p j → pi

)
, instead of the bidirec-

tional G
(
p j ↔ pi

)
that we used up until now. We define it as follows:

G
(
p j → pi

)=G
(
p j ↔ pi

)
A

(
p j

)
For the third and further bounces, we repeat the second bounce one more time. We now have

the light reflecting from all facets towards facet p j . This is the irradiance of facet p j from all

other facets, which then get reflected towards facet pi . This is represented by the sum over

all facets N . The radiance from each facets irradiates pi , which then reflects this irradiance

towards the camera p0:

T3
(
i , j

)= fr
(
p j → pi → p0

)
G

(
p j → pi

) N∑
k=1

fr
(
pk → p j → pi

)
G

(
pk → p j

)
fr

(
ps → pk → p j

)
.

Further bounces can then be recursively added until a desired number has been reached.

Figure 5.11 shows the computational schematic for a column of the LTM. The discretization is

symbolic and it assumes only three facets. Wherever an x appears in the subscripts, it should

be replaced with the corresponding column number of the matrix. The blocks of different color

represent the different parts of the computation. The matrices in the bottom row show the

intermediate results of the computation. All operations between the matrices are Hadamard

products.

The computation starts from the left side, and progresses towards the right. It starts with the

radiance that the sample issues towards the facets lps→. As explained above, each cycle of

computation produces a single column of the LTM matrix. Therefore, lps→ has a single one and

N −1 zero entries, such that a single facet is illuminated by the sample. This radiance, when it

is multiplied with the geometric coupling and the area of the sample gps→, is received by the

facets as the initial irradiance e0. It then gets scattered towards all other facets when multiplied
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<latexit sha1_base64="jZfO4qaPSXjtUtjvcyXuwekXeIA=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kIrsIS24CtM48zTug8y8as2u2wXwMnFmpIZmaHrVn/5A0iRkEVBBtO45dgxuShRwKlhW6SeaxYSOyZD1DI1IyLSbFjYyfGqUAQ6kMhUBLtS/GykJtZ6EvpnMH9WLvVz8r9dLILhyUx7FCbCITg8FicAgcZ4JHnDFKIiJIYQqbn7FdEQUoWCSm7viSzkG4us5JylwYyMPy1mMZpm0z+uOXXfuLmqN61lsZXSETtAZctAlaqBb1EQtRNETekav6M16sd6tT+trOlqyZjuHaA7W9y9+mKse</latexit><latexit sha1_base64="jZfO4qaPSXjtUtjvcyXuwekXeIA=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kIrsIS24CtM48zTug8y8as2u2wXwMnFmpIZmaHrVn/5A0iRkEVBBtO45dgxuShRwKlhW6SeaxYSOyZD1DI1IyLSbFjYyfGqUAQ6kMhUBLtS/GykJtZ6EvpnMH9WLvVz8r9dLILhyUx7FCbCITg8FicAgcZ4JHnDFKIiJIYQqbn7FdEQUoWCSm7viSzkG4us5JylwYyMPy1mMZpm0z+uOXXfuLmqN61lsZXSETtAZctAlaqBb1EQtRNETekav6M16sd6tT+trOlqyZjuHaA7W9y9+mKse</latexit><latexit sha1_base64="jZfO4qaPSXjtUtjvcyXuwekXeIA=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kIrsIS24CtM48zTug8y8as2u2wXwMnFmpIZmaHrVn/5A0iRkEVBBtO45dgxuShRwKlhW6SeaxYSOyZD1DI1IyLSbFjYyfGqUAQ6kMhUBLtS/GykJtZ6EvpnMH9WLvVz8r9dLILhyUx7FCbCITg8FicAgcZ4JHnDFKIiJIYQqbn7FdEQUoWCSm7viSzkG4us5JylwYyMPy1mMZpm0z+uOXXfuLmqN61lsZXSETtAZctAlaqBb1EQtRNETekav6M16sd6tT+trOlqyZjuHaA7W9y9+mKse</latexit><latexit sha1_base64="jZfO4qaPSXjtUtjvcyXuwekXeIA=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kIrsIS24CtM48zTug8y8as2u2wXwMnFmpIZmaHrVn/5A0iRkEVBBtO45dgxuShRwKlhW6SeaxYSOyZD1DI1IyLSbFjYyfGqUAQ6kMhUBLtS/GykJtZ6EvpnMH9WLvVz8r9dLILhyUx7FCbCITg8FicAgcZ4JHnDFKIiJIYQqbn7FdEQUoWCSm7viSzkG4us5JylwYyMPy1mMZpm0z+uOXXfuLmqN61lsZXSETtAZctAlaqBb1EQtRNETekav6M16sd6tT+trOlqyZjuHaA7W9y9+mKse</latexit>

lps!
<latexit sha1_base64="jZfO4qaPSXjtUtjvcyXuwekXeIA=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kIrsIS24CtM48zTug8y8as2u2wXwMnFmpIZmaHrVn/5A0iRkEVBBtO45dgxuShRwKlhW6SeaxYSOyZD1DI1IyLSbFjYyfGqUAQ6kMhUBLtS/GykJtZ6EvpnMH9WLvVz8r9dLILhyUx7FCbCITg8FicAgcZ4JHnDFKIiJIYQqbn7FdEQUoWCSm7viSzkG4us5JylwYyMPy1mMZpm0z+uOXXfuLmqN61lsZXSETtAZctAlaqBb1EQtRNETekav6M16sd6tT+trOlqyZjuHaA7W9y9+mKse</latexit><latexit sha1_base64="jZfO4qaPSXjtUtjvcyXuwekXeIA=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kIrsIS24CtM48zTug8y8as2u2wXwMnFmpIZmaHrVn/5A0iRkEVBBtO45dgxuShRwKlhW6SeaxYSOyZD1DI1IyLSbFjYyfGqUAQ6kMhUBLtS/GykJtZ6EvpnMH9WLvVz8r9dLILhyUx7FCbCITg8FicAgcZ4JHnDFKIiJIYQqbn7FdEQUoWCSm7viSzkG4us5JylwYyMPy1mMZpm0z+uOXXfuLmqN61lsZXSETtAZctAlaqBb1EQtRNETekav6M16sd6tT+trOlqyZjuHaA7W9y9+mKse</latexit><latexit sha1_base64="jZfO4qaPSXjtUtjvcyXuwekXeIA=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kIrsIS24CtM48zTug8y8as2u2wXwMnFmpIZmaHrVn/5A0iRkEVBBtO45dgxuShRwKlhW6SeaxYSOyZD1DI1IyLSbFjYyfGqUAQ6kMhUBLtS/GykJtZ6EvpnMH9WLvVz8r9dLILhyUx7FCbCITg8FicAgcZ4JHnDFKIiJIYQqbn7FdEQUoWCSm7viSzkG4us5JylwYyMPy1mMZpm0z+uOXXfuLmqN61lsZXSETtAZctAlaqBb1EQtRNETekav6M16sd6tT+trOlqyZjuHaA7W9y9+mKse</latexit><latexit sha1_base64="jZfO4qaPSXjtUtjvcyXuwekXeIA=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kIrsIS24CtM48zTug8y8as2u2wXwMnFmpIZmaHrVn/5A0iRkEVBBtO45dgxuShRwKlhW6SeaxYSOyZD1DI1IyLSbFjYyfGqUAQ6kMhUBLtS/GykJtZ6EvpnMH9WLvVz8r9dLILhyUx7FCbCITg8FicAgcZ4JHnDFKIiJIYQqbn7FdEQUoWCSm7viSzkG4us5JylwYyMPy1mMZpm0z+uOXXfuLmqN61lsZXSETtAZctAlaqBb1EQtRNETekav6M16sd6tT+trOlqyZjuHaA7W9y9+mKse</latexit>

Lps!
<latexit sha1_base64="rQW5+lHkiIw45yz1qkBWhiTfwGw=">AAACLnicbVBNS8NAEN34WetX1KMIi0XwVBIR9Fj04sFDBfsBbSyb7aZdusmG3YlQQk7+Gm+i/0XwIF79DZ7cpD3Y1gcDjzczzLznx4JrcJwPa2l5ZXVtvbRR3tza3tm19/abWiaKsgaVQqq2TzQTPGIN4CBYO1aMhL5gLX90nfdbj0xpLqN7GMfMC8kg4gGnBIzUs4+6IYGhH6S32UNacBWmcdbTuAsy69kVp+oUwIvEnZIKmqLes3+6fUmTkEVABdG64zoxeClRwKlgWbmbaBYTOiID1jE0IiHTXlrYyPCJUfo4kMpUBLhQ/26kJNR6HPpmMn9Uz/dy8b9eJ4Hg0kt5FCfAIjo5FCQCg8R5JrjPFaMgxoYQqrj5FdMhUYSCSW7mii/lCIivZ5ykwI2NPCx3PppF0jyruk7VvTuv1K6msZXQITpGp8hFF6iGblAdNRBFT+gZvaI368V6tz6tr8nokjXdOUAzsL5/AUaYqv4=</latexit><latexit sha1_base64="rQW5+lHkiIw45yz1qkBWhiTfwGw=">AAACLnicbVBNS8NAEN34WetX1KMIi0XwVBIR9Fj04sFDBfsBbSyb7aZdusmG3YlQQk7+Gm+i/0XwIF79DZ7cpD3Y1gcDjzczzLznx4JrcJwPa2l5ZXVtvbRR3tza3tm19/abWiaKsgaVQqq2TzQTPGIN4CBYO1aMhL5gLX90nfdbj0xpLqN7GMfMC8kg4gGnBIzUs4+6IYGhH6S32UNacBWmcdbTuAsy69kVp+oUwIvEnZIKmqLes3+6fUmTkEVABdG64zoxeClRwKlgWbmbaBYTOiID1jE0IiHTXlrYyPCJUfo4kMpUBLhQ/26kJNR6HPpmMn9Uz/dy8b9eJ4Hg0kt5FCfAIjo5FCQCg8R5JrjPFaMgxoYQqrj5FdMhUYSCSW7mii/lCIivZ5ykwI2NPCx3PppF0jyruk7VvTuv1K6msZXQITpGp8hFF6iGblAdNRBFT+gZvaI368V6tz6tr8nokjXdOUAzsL5/AUaYqv4=</latexit><latexit sha1_base64="rQW5+lHkiIw45yz1qkBWhiTfwGw=">AAACLnicbVBNS8NAEN34WetX1KMIi0XwVBIR9Fj04sFDBfsBbSyb7aZdusmG3YlQQk7+Gm+i/0XwIF79DZ7cpD3Y1gcDjzczzLznx4JrcJwPa2l5ZXVtvbRR3tza3tm19/abWiaKsgaVQqq2TzQTPGIN4CBYO1aMhL5gLX90nfdbj0xpLqN7GMfMC8kg4gGnBIzUs4+6IYGhH6S32UNacBWmcdbTuAsy69kVp+oUwIvEnZIKmqLes3+6fUmTkEVABdG64zoxeClRwKlgWbmbaBYTOiID1jE0IiHTXlrYyPCJUfo4kMpUBLhQ/26kJNR6HPpmMn9Uz/dy8b9eJ4Hg0kt5FCfAIjo5FCQCg8R5JrjPFaMgxoYQqrj5FdMhUYSCSW7mii/lCIivZ5ykwI2NPCx3PppF0jyruk7VvTuv1K6msZXQITpGp8hFF6iGblAdNRBFT+gZvaI368V6tz6tr8nokjXdOUAzsL5/AUaYqv4=</latexit><latexit sha1_base64="rQW5+lHkiIw45yz1qkBWhiTfwGw=">AAACLnicbVBNS8NAEN34WetX1KMIi0XwVBIR9Fj04sFDBfsBbSyb7aZdusmG3YlQQk7+Gm+i/0XwIF79DZ7cpD3Y1gcDjzczzLznx4JrcJwPa2l5ZXVtvbRR3tza3tm19/abWiaKsgaVQqq2TzQTPGIN4CBYO1aMhL5gLX90nfdbj0xpLqN7GMfMC8kg4gGnBIzUs4+6IYGhH6S32UNacBWmcdbTuAsy69kVp+oUwIvEnZIKmqLes3+6fUmTkEVABdG64zoxeClRwKlgWbmbaBYTOiID1jE0IiHTXlrYyPCJUfo4kMpUBLhQ/26kJNR6HPpmMn9Uz/dy8b9eJ4Hg0kt5FCfAIjo5FCQCg8R5JrjPFaMgxoYQqrj5FdMhUYSCSW7mii/lCIivZ5ykwI2NPCx3PppF0jyruk7VvTuv1K6msZXQITpGp8hFF6iGblAdNRBFT+gZvaI368V6tz6tr8nokjXdOUAzsL5/AUaYqv4=</latexit>

gps!
<latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit><latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit><latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit><latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit>

gps!
<latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit><latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit><latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit><latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit>

gps!
<latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit><latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit><latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit><latexit sha1_base64="Vwb+Jm7+J1uIOYJfzlOV+PwD0I4=">AAACLnicbVBNS8NAEN3Ur1q/qh5FWCyCp5KIoMeiF48V7Ae0MWy2m3bpJht2J0IJOflrvIn+F8GDePU3eHKT9mBbHww83sww854fC67Btj+s0srq2vpGebOytb2zu1fdP2hrmSjKWlQKqbo+0UzwiLWAg2DdWDES+oJ1/PFN3u88MqW5jO5hEjM3JMOIB5wSMJJXPe6HBEZ+kA6zh7TgKkzjzNO4DzLzqjW7bhfAy8SZkRqaoelVf/oDSZOQRUAF0brn2DG4KVHAqWBZpZ9oFhM6JkPWMzQiIdNuWtjI8KlRBjiQylQEuFD/bqQk1HoS+mYyf1Qv9nLxv14vgeDKTXkUJ8AiOj0UJAKDxHkmeMAVoyAmhhCquPkV0xFRhIJJbu6KL+UYiK/nnKTAjY08LGcxmmXSPq87dt25u6g1rmexldEROkFnyEGXqIFuURO1EEVP6Bm9ojfrxXq3Pq2v6WjJmu0cojlY37912KsZ</latexit>

Gps!
<latexit sha1_base64="2enOo+APwRiH0G9eLK8JeoIf/NA=">AAACLnicbVBNS8NAEN34WetX1KMIi0XwVBIR9Fj0oMcK9gPaWDbbTbt0kw27E6GEnPw13kT/i+BBvPobPLlJe7CtDwYeb2aYec+PBdfgOB/W0vLK6tp6aaO8ubW9s2vv7Te1TBRlDSqFVG2faCZ4xBrAQbB2rBgJfcFa/ug677cemdJcRvcwjpkXkkHEA04JGKlnH3VDAkM/SG+yh7TgKkzjrKdxF2TWsytO1SmAF4k7JRU0Rb1n/3T7kiYhi4AKonXHdWLwUqKAU8GycjfRLCZ0RAasY2hEQqa9tLCR4ROj9HEglakIcKH+3UhJqPU49M1k/qie7+Xif71OAsGll/IoToBFdHIoSAQGifNMcJ8rRkGMDSFUcfMrpkOiCAWT3MwVX8oREF/POEmBGxt5WO58NIukeVZ1nap7d16pXU1jK6FDdIxOkYsuUA3dojpqIIqe0DN6RW/Wi/VufVpfk9Ela7pzgGZgff8CPdiq+Q==</latexit><latexit sha1_base64="2enOo+APwRiH0G9eLK8JeoIf/NA=">AAACLnicbVBNS8NAEN34WetX1KMIi0XwVBIR9Fj0oMcK9gPaWDbbTbt0kw27E6GEnPw13kT/i+BBvPobPLlJe7CtDwYeb2aYec+PBdfgOB/W0vLK6tp6aaO8ubW9s2vv7Te1TBRlDSqFVG2faCZ4xBrAQbB2rBgJfcFa/ug677cemdJcRvcwjpkXkkHEA04JGKlnH3VDAkM/SG+yh7TgKkzjrKdxF2TWsytO1SmAF4k7JRU0Rb1n/3T7kiYhi4AKonXHdWLwUqKAU8GycjfRLCZ0RAasY2hEQqa9tLCR4ROj9HEglakIcKH+3UhJqPU49M1k/qie7+Xif71OAsGll/IoToBFdHIoSAQGifNMcJ8rRkGMDSFUcfMrpkOiCAWT3MwVX8oREF/POEmBGxt5WO58NIukeVZ1nap7d16pXU1jK6FDdIxOkYsuUA3dojpqIIqe0DN6RW/Wi/VufVpfk9Ela7pzgGZgff8CPdiq+Q==</latexit><latexit sha1_base64="2enOo+APwRiH0G9eLK8JeoIf/NA=">AAACLnicbVBNS8NAEN34WetX1KMIi0XwVBIR9Fj0oMcK9gPaWDbbTbt0kw27E6GEnPw13kT/i+BBvPobPLlJe7CtDwYeb2aYec+PBdfgOB/W0vLK6tp6aaO8ubW9s2vv7Te1TBRlDSqFVG2faCZ4xBrAQbB2rBgJfcFa/ug677cemdJcRvcwjpkXkkHEA04JGKlnH3VDAkM/SG+yh7TgKkzjrKdxF2TWsytO1SmAF4k7JRU0Rb1n/3T7kiYhi4AKonXHdWLwUqKAU8GycjfRLCZ0RAasY2hEQqa9tLCR4ROj9HEglakIcKH+3UhJqPU49M1k/qie7+Xif71OAsGll/IoToBFdHIoSAQGifNMcJ8rRkGMDSFUcfMrpkOiCAWT3MwVX8oREF/POEmBGxt5WO58NIukeVZ1nap7d16pXU1jK6FDdIxOkYsuUA3dojpqIIqe0DN6RW/Wi/VufVpfk9Ela7pzgGZgff8CPdiq+Q==</latexit><latexit sha1_base64="2enOo+APwRiH0G9eLK8JeoIf/NA=">AAACLnicbVBNS8NAEN34WetX1KMIi0XwVBIR9Fj0oMcK9gPaWDbbTbt0kw27E6GEnPw13kT/i+BBvPobPLlJe7CtDwYeb2aYec+PBdfgOB/W0vLK6tp6aaO8ubW9s2vv7Te1TBRlDSqFVG2faCZ4xBrAQbB2rBgJfcFa/ug677cemdJcRvcwjpkXkkHEA04JGKlnH3VDAkM/SG+yh7TgKkzjrKdxF2TWsytO1SmAF4k7JRU0Rb1n/3T7kiYhi4AKonXHdWLwUqKAU8GycjfRLCZ0RAasY2hEQqa9tLCR4ROj9HEglakIcKH+3UhJqPU49M1k/qie7+Xif71OAsGll/IoToBFdHIoSAQGifNMcJ8rRkGMDSFUcfMrpkOiCAWT3MwVX8oREF/POEmBGxt5WO58NIukeVZ1nap7d16pXU1jK6FDdIxOkYsuUA3dojpqIIqe0DN6RW/Wi/VufVpfk9Ela7pzgGZgff8CPdiq+Q==</latexit>

e0
<latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit><latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit><latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit><latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit>

e0
<latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit><latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit><latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit><latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit>

e0
<latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit><latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit><latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit><latexit sha1_base64="/0wi+QGs4kOTUKkCSexSJHovBfA=">AAACG3icbVBNS8NAEN34WetX1aOXxSJ4KokIeix68VjBfkATyma7aZdudsPuRCghf8Ob6H/xJl49+Fc8uWlzsK0PBh7vzTAzL0wEN+C6387a+sbm1nZlp7q7t39wWDs67hiVasraVAmleyExTHDJ2sBBsF6iGYlDwbrh5K7wu09MG67kI0wTFsRkJHnEKQEr+X5MYBxGGcsH7qBWdxvuDHiVeCWpoxKtQe3HHyqaxkwCFcSYvucmEGREA6eC5VU/NSwhdEJGrG+pJDEzQTa7OcfnVhniSGlbEvBM/TuRkdiYaRzazuJGs+wV4n9eP4XoJsi4TFJgks4XRanAoHARAB5yzSiIqSWEam5vxXRMNKFgY1rYEio1ARKahU8y4PaN3IblLUezSjqXDc9teA9X9eZtGVsFnaIzdIE8dI2a6B61UBtRlKBn9IrenBfn3flwPueta045c4IW4Hz9AsY5ovc=</latexit>

E0
<latexit sha1_base64="MTY00tatJLwrWi8khswYOwX5Z34=">AAACG3icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GNRBI8V7Ac0oexuN+3STTbsToQS+je8if4Xb+LVg3/Fk5s2B9v6YODx3gwz82gihQHX/XZKa+sbm1vl7crO7t7+QfXwqG1UqhlvMSWV7lJiuBQxb4EAybuJ5iSiknfo+Db3O09cG6HiR5gkPIjIMBahYASs5PsRgRENs7tp3+1Xa27dnQGvEq8gNVSg2a/++APF0ojHwCQxpue5CQQZ0SCY5NOKnxqeEDYmQ96zNCYRN0E2u3mKz6wywKHStmLAM/XvREYiYyYRtZ35jWbZy8X/vF4K4XWQiThJgcdsvihMJQaF8wDwQGjOQE4sIUwLeytmI6IJAxvTwhaq1BgINQufZCDsG1MblrcczSppX9Q9t+49XNYaN0VsZXSCTtE58tAVaqB71EQtxFCCntErenNenHfnw/mct5acYuYYLcD5+gWQWaLX</latexit><latexit sha1_base64="MTY00tatJLwrWi8khswYOwX5Z34=">AAACG3icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GNRBI8V7Ac0oexuN+3STTbsToQS+je8if4Xb+LVg3/Fk5s2B9v6YODx3gwz82gihQHX/XZKa+sbm1vl7crO7t7+QfXwqG1UqhlvMSWV7lJiuBQxb4EAybuJ5iSiknfo+Db3O09cG6HiR5gkPIjIMBahYASs5PsRgRENs7tp3+1Xa27dnQGvEq8gNVSg2a/++APF0ojHwCQxpue5CQQZ0SCY5NOKnxqeEDYmQ96zNCYRN0E2u3mKz6wywKHStmLAM/XvREYiYyYRtZ35jWbZy8X/vF4K4XWQiThJgcdsvihMJQaF8wDwQGjOQE4sIUwLeytmI6IJAxvTwhaq1BgINQufZCDsG1MblrcczSppX9Q9t+49XNYaN0VsZXSCTtE58tAVaqB71EQtxFCCntErenNenHfnw/mct5acYuYYLcD5+gWQWaLX</latexit><latexit sha1_base64="MTY00tatJLwrWi8khswYOwX5Z34=">AAACG3icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GNRBI8V7Ac0oexuN+3STTbsToQS+je8if4Xb+LVg3/Fk5s2B9v6YODx3gwz82gihQHX/XZKa+sbm1vl7crO7t7+QfXwqG1UqhlvMSWV7lJiuBQxb4EAybuJ5iSiknfo+Db3O09cG6HiR5gkPIjIMBahYASs5PsRgRENs7tp3+1Xa27dnQGvEq8gNVSg2a/++APF0ojHwCQxpue5CQQZ0SCY5NOKnxqeEDYmQ96zNCYRN0E2u3mKz6wywKHStmLAM/XvREYiYyYRtZ35jWbZy8X/vF4K4XWQiThJgcdsvihMJQaF8wDwQGjOQE4sIUwLeytmI6IJAxvTwhaq1BgINQufZCDsG1MblrcczSppX9Q9t+49XNYaN0VsZXSCTtE58tAVaqB71EQtxFCCntErenNenHfnw/mct5acYuYYLcD5+gWQWaLX</latexit><latexit sha1_base64="MTY00tatJLwrWi8khswYOwX5Z34=">AAACG3icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GNRBI8V7Ac0oexuN+3STTbsToQS+je8if4Xb+LVg3/Fk5s2B9v6YODx3gwz82gihQHX/XZKa+sbm1vl7crO7t7+QfXwqG1UqhlvMSWV7lJiuBQxb4EAybuJ5iSiknfo+Db3O09cG6HiR5gkPIjIMBahYASs5PsRgRENs7tp3+1Xa27dnQGvEq8gNVSg2a/++APF0ojHwCQxpue5CQQZ0SCY5NOKnxqeEDYmQ96zNCYRN0E2u3mKz6wywKHStmLAM/XvREYiYyYRtZ35jWbZy8X/vF4K4XWQiThJgcdsvihMJQaF8wDwQGjOQE4sIUwLeytmI6IJAxvTwhaq1BgINQufZCDsG1MblrcczSppX9Q9t+49XNYaN0VsZXSCTtE58tAVaqB71EQtxFCCntErenNenHfnw/mct5acYuYYLcD5+gWQWaLX</latexit>

BRDF
SAM   CYL

ps px p2

ps px p3

BRDF
CYL   CYL G

<latexit sha1_base64="bPFZmHZf+pvsjECkgR84G4EdeKo=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegBz0mYB6QLGF2MpsMmZ1ZZnqFsOQLvIn+izfx6h/4K56cJHsw0YKGorqb7qowEdyg5305hbX1jc2t4nZpZ3dv/6B8eNQyKtWUNakSSndCYpjgkjWRo2CdRDMSh4K1w/HtrN9+ZNpwJR9wkrAgJkPJI04JWqlx1y9XvKo3h/uX+DmpQI56v/zdGyiaxkwiFcSYru8lGGREI6eCTUu91LCE0DEZsq6lksTMBNn80al7ZpWBGyltS6I7V39vZCQ2ZhKHdjImODKrvZn4X6+bYnQdZFwmKTJJF4eiVLio3Jlrd8A1oygmlhCquf3VpSOiCUWbzdKVUKkxktAsOcmQWxtTG5a/Gs1f0rqo+l7Vb1xWajd5bEU4gVM4Bx+uoAb3UIcmUGDwBC/w6jw7b86787EYLTj5zjEswfn8AaKnnhY=</latexit><latexit sha1_base64="bPFZmHZf+pvsjECkgR84G4EdeKo=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegBz0mYB6QLGF2MpsMmZ1ZZnqFsOQLvIn+izfx6h/4K56cJHsw0YKGorqb7qowEdyg5305hbX1jc2t4nZpZ3dv/6B8eNQyKtWUNakSSndCYpjgkjWRo2CdRDMSh4K1w/HtrN9+ZNpwJR9wkrAgJkPJI04JWqlx1y9XvKo3h/uX+DmpQI56v/zdGyiaxkwiFcSYru8lGGREI6eCTUu91LCE0DEZsq6lksTMBNn80al7ZpWBGyltS6I7V39vZCQ2ZhKHdjImODKrvZn4X6+bYnQdZFwmKTJJF4eiVLio3Jlrd8A1oygmlhCquf3VpSOiCUWbzdKVUKkxktAsOcmQWxtTG5a/Gs1f0rqo+l7Vb1xWajd5bEU4gVM4Bx+uoAb3UIcmUGDwBC/w6jw7b86787EYLTj5zjEswfn8AaKnnhY=</latexit><latexit sha1_base64="bPFZmHZf+pvsjECkgR84G4EdeKo=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegBz0mYB6QLGF2MpsMmZ1ZZnqFsOQLvIn+izfx6h/4K56cJHsw0YKGorqb7qowEdyg5305hbX1jc2t4nZpZ3dv/6B8eNQyKtWUNakSSndCYpjgkjWRo2CdRDMSh4K1w/HtrN9+ZNpwJR9wkrAgJkPJI04JWqlx1y9XvKo3h/uX+DmpQI56v/zdGyiaxkwiFcSYru8lGGREI6eCTUu91LCE0DEZsq6lksTMBNn80al7ZpWBGyltS6I7V39vZCQ2ZhKHdjImODKrvZn4X6+bYnQdZFwmKTJJF4eiVLio3Jlrd8A1oygmlhCquf3VpSOiCUWbzdKVUKkxktAsOcmQWxtTG5a/Gs1f0rqo+l7Vb1xWajd5bEU4gVM4Bx+uoAb3UIcmUGDwBC/w6jw7b86787EYLTj5zjEswfn8AaKnnhY=</latexit><latexit sha1_base64="bPFZmHZf+pvsjECkgR84G4EdeKo=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegBz0mYB6QLGF2MpsMmZ1ZZnqFsOQLvIn+izfx6h/4K56cJHsw0YKGorqb7qowEdyg5305hbX1jc2t4nZpZ3dv/6B8eNQyKtWUNakSSndCYpjgkjWRo2CdRDMSh4K1w/HtrN9+ZNpwJR9wkrAgJkPJI04JWqlx1y9XvKo3h/uX+DmpQI56v/zdGyiaxkwiFcSYru8lGGREI6eCTUu91LCE0DEZsq6lksTMBNn80al7ZpWBGyltS6I7V39vZCQ2ZhKHdjImODKrvZn4X6+bYnQdZFwmKTJJF4eiVLio3Jlrd8A1oygmlhCquf3VpSOiCUWbzdKVUKkxktAsOcmQWxtTG5a/Gs1f0rqo+l7Vb1xWajd5bEU4gVM4Bx+uoAb3UIcmUGDwBC/w6jw7b86787EYLTj5zjEswfn8AaKnnhY=</latexit>

L<latexit sha1_base64="c3DeqJVZrDDju+1doHtLfBKavRE=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegFw8eEjAPSJYwO5lNhszOLDO9QljyBd5E/8WbePUP/BVPTpI9mGhBQ1HdTXdVmAhu0PO+nMLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4dtZvPzJtuJIPOElYEJOh5BGnBK3UuO+XK17Vm8P9S/ycVCBHvV/+7g0UTWMmkQpiTNf3EgwyopFTwaalXmpYQuiYDFnXUkliZoJs/ujUPbPKwI2UtiXRnau/NzISGzOJQzsZExyZ1d5M/K/XTTG6DjIukxSZpItDUSpcVO7MtTvgmlEUE0sI1dz+6tIR0YSizWbpSqjUGElolpxkyK2NqQ3LX43mL2ldVH2v6jcuK7WbPLYinMApnIMPV1CDO6hDEygweIIXeHWenTfn3flYjBacfOcYluB8/gCrA54b</latexit><latexit sha1_base64="c3DeqJVZrDDju+1doHtLfBKavRE=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegFw8eEjAPSJYwO5lNhszOLDO9QljyBd5E/8WbePUP/BVPTpI9mGhBQ1HdTXdVmAhu0PO+nMLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4dtZvPzJtuJIPOElYEJOh5BGnBK3UuO+XK17Vm8P9S/ycVCBHvV/+7g0UTWMmkQpiTNf3EgwyopFTwaalXmpYQuiYDFnXUkliZoJs/ujUPbPKwI2UtiXRnau/NzISGzOJQzsZExyZ1d5M/K/XTTG6DjIukxSZpItDUSpcVO7MtTvgmlEUE0sI1dz+6tIR0YSizWbpSqjUGElolpxkyK2NqQ3LX43mL2ldVH2v6jcuK7WbPLYinMApnIMPV1CDO6hDEygweIIXeHWenTfn3flYjBacfOcYluB8/gCrA54b</latexit><latexit sha1_base64="c3DeqJVZrDDju+1doHtLfBKavRE=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegFw8eEjAPSJYwO5lNhszOLDO9QljyBd5E/8WbePUP/BVPTpI9mGhBQ1HdTXdVmAhu0PO+nMLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4dtZvPzJtuJIPOElYEJOh5BGnBK3UuO+XK17Vm8P9S/ycVCBHvV/+7g0UTWMmkQpiTNf3EgwyopFTwaalXmpYQuiYDFnXUkliZoJs/ujUPbPKwI2UtiXRnau/NzISGzOJQzsZExyZ1d5M/K/XTTG6DjIukxSZpItDUSpcVO7MtTvgmlEUE0sI1dz+6tIR0YSizWbpSqjUGElolpxkyK2NqQ3LX43mL2ldVH2v6jcuK7WbPLYinMApnIMPV1CDO6hDEygweIIXeHWenTfn3flYjBacfOcYluB8/gCrA54b</latexit><latexit sha1_base64="c3DeqJVZrDDju+1doHtLfBKavRE=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegFw8eEjAPSJYwO5lNhszOLDO9QljyBd5E/8WbePUP/BVPTpI9mGhBQ1HdTXdVmAhu0PO+nMLa+sbmVnG7tLO7t39QPjxqGZVqyppUCaU7ITFMcMmayFGwTqIZiUPB2uH4dtZvPzJtuJIPOElYEJOh5BGnBK3UuO+XK17Vm8P9S/ycVCBHvV/+7g0UTWMmkQpiTNf3EgwyopFTwaalXmpYQuiYDFnXUkliZoJs/ujUPbPKwI2UtiXRnau/NzISGzOJQzsZExyZ1d5M/K/XTTG6DjIukxSZpItDUSpcVO7MtTvgmlEUE0sI1dz+6tIR0YSizWbpSqjUGElolpxkyK2NqQ3LX43mL2ldVH2v6jcuK7WbPLYinMApnIMPV1CDO6hDEygweIIXeHWenTfn3flYjBacfOcYluB8/gCrA54b</latexit>E<latexit sha1_base64="vqVMRfRmINkNYrr1ruuY5CHkZGc=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegCB4TMA9IljA7mU2GzM4sM71CWPIF3kT/xZt49Q/8FU9Okj2YaEFDUd1Nd1WYCG7Q876cwtr6xuZWcbu0s7u3f1A+PGoZlWrKmlQJpTshMUxwyZrIUbBOohmJQ8Ha4fh21m8/Mm24kg84SVgQk6HkEacErdS465crXtWbw/1L/JxUIEe9X/7uDRRNYyaRCmJM1/cSDDKikVPBpqVealhC6JgMWddSSWJmgmz+6NQ9s8rAjZS2JdGdq783MhIbM4lDOxkTHJnV3kz8r9dNMboOMi6TFJmki0NRKlxU7sy1O+CaURQTSwjV3P7q0hHRhKLNZulKqNQYSWiWnGTIrY2pDctfjeYvaV1Ufa/qNy4rtZs8tiKcwCmcgw9XUIN7qEMTKDB4ghd4dZ6dN+fd+ViMFpx85xiW4Hz+AJ9PnhQ=</latexit><latexit sha1_base64="vqVMRfRmINkNYrr1ruuY5CHkZGc=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegCB4TMA9IljA7mU2GzM4sM71CWPIF3kT/xZt49Q/8FU9Okj2YaEFDUd1Nd1WYCG7Q876cwtr6xuZWcbu0s7u3f1A+PGoZlWrKmlQJpTshMUxwyZrIUbBOohmJQ8Ha4fh21m8/Mm24kg84SVgQk6HkEacErdS465crXtWbw/1L/JxUIEe9X/7uDRRNYyaRCmJM1/cSDDKikVPBpqVealhC6JgMWddSSWJmgmz+6NQ9s8rAjZS2JdGdq783MhIbM4lDOxkTHJnV3kz8r9dNMboOMi6TFJmki0NRKlxU7sy1O+CaURQTSwjV3P7q0hHRhKLNZulKqNQYSWiWnGTIrY2pDctfjeYvaV1Ufa/qNy4rtZs8tiKcwCmcgw9XUIN7qEMTKDB4ghd4dZ6dN+fd+ViMFpx85xiW4Hz+AJ9PnhQ=</latexit><latexit sha1_base64="vqVMRfRmINkNYrr1ruuY5CHkZGc=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegCB4TMA9IljA7mU2GzM4sM71CWPIF3kT/xZt49Q/8FU9Okj2YaEFDUd1Nd1WYCG7Q876cwtr6xuZWcbu0s7u3f1A+PGoZlWrKmlQJpTshMUxwyZrIUbBOohmJQ8Ha4fh21m8/Mm24kg84SVgQk6HkEacErdS465crXtWbw/1L/JxUIEe9X/7uDRRNYyaRCmJM1/cSDDKikVPBpqVealhC6JgMWddSSWJmgmz+6NQ9s8rAjZS2JdGdq783MhIbM4lDOxkTHJnV3kz8r9dNMboOMi6TFJmki0NRKlxU7sy1O+CaURQTSwjV3P7q0hHRhKLNZulKqNQYSWiWnGTIrY2pDctfjeYvaV1Ufa/qNy4rtZs8tiKcwCmcgw9XUIN7qEMTKDB4ghd4dZ6dN+fd+ViMFpx85xiW4Hz+AJ9PnhQ=</latexit><latexit sha1_base64="vqVMRfRmINkNYrr1ruuY5CHkZGc=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegCB4TMA9IljA7mU2GzM4sM71CWPIF3kT/xZt49Q/8FU9Okj2YaEFDUd1Nd1WYCG7Q876cwtr6xuZWcbu0s7u3f1A+PGoZlWrKmlQJpTshMUxwyZrIUbBOohmJQ8Ha4fh21m8/Mm24kg84SVgQk6HkEacErdS465crXtWbw/1L/JxUIEe9X/7uDRRNYyaRCmJM1/cSDDKikVPBpqVealhC6JgMWddSSWJmgmz+6NQ9s8rAjZS2JdGdq783MhIbM4lDOxkTHJnV3kz8r9dNMboOMi6TFJmki0NRKlxU7sy1O+CaURQTSwjV3P7q0hHRhKLNZulKqNQYSWiWnGTIrY2pDctfjeYvaV1Ufa/qNy4rtZs8tiKcwCmcgw9XUIN7qEMTKDB4ghd4dZ6dN+fd+ViMFpx85xiW4Hz+AJ9PnhQ=</latexit>
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E<latexit sha1_base64="vqVMRfRmINkNYrr1ruuY5CHkZGc=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegCB4TMA9IljA7mU2GzM4sM71CWPIF3kT/xZt49Q/8FU9Okj2YaEFDUd1Nd1WYCG7Q876cwtr6xuZWcbu0s7u3f1A+PGoZlWrKmlQJpTshMUxwyZrIUbBOohmJQ8Ha4fh21m8/Mm24kg84SVgQk6HkEacErdS465crXtWbw/1L/JxUIEe9X/7uDRRNYyaRCmJM1/cSDDKikVPBpqVealhC6JgMWddSSWJmgmz+6NQ9s8rAjZS2JdGdq783MhIbM4lDOxkTHJnV3kz8r9dNMboOMi6TFJmki0NRKlxU7sy1O+CaURQTSwjV3P7q0hHRhKLNZulKqNQYSWiWnGTIrY2pDctfjeYvaV1Ufa/qNy4rtZs8tiKcwCmcgw9XUIN7qEMTKDB4ghd4dZ6dN+fd+ViMFpx85xiW4Hz+AJ9PnhQ=</latexit><latexit sha1_base64="vqVMRfRmINkNYrr1ruuY5CHkZGc=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegCB4TMA9IljA7mU2GzM4sM71CWPIF3kT/xZt49Q/8FU9Okj2YaEFDUd1Nd1WYCG7Q876cwtr6xuZWcbu0s7u3f1A+PGoZlWrKmlQJpTshMUxwyZrIUbBOohmJQ8Ha4fh21m8/Mm24kg84SVgQk6HkEacErdS465crXtWbw/1L/JxUIEe9X/7uDRRNYyaRCmJM1/cSDDKikVPBpqVealhC6JgMWddSSWJmgmz+6NQ9s8rAjZS2JdGdq783MhIbM4lDOxkTHJnV3kz8r9dNMboOMi6TFJmki0NRKlxU7sy1O+CaURQTSwjV3P7q0hHRhKLNZulKqNQYSWiWnGTIrY2pDctfjeYvaV1Ufa/qNy4rtZs8tiKcwCmcgw9XUIN7qEMTKDB4ghd4dZ6dN+fd+ViMFpx85xiW4Hz+AJ9PnhQ=</latexit><latexit sha1_base64="vqVMRfRmINkNYrr1ruuY5CHkZGc=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegCB4TMA9IljA7mU2GzM4sM71CWPIF3kT/xZt49Q/8FU9Okj2YaEFDUd1Nd1WYCG7Q876cwtr6xuZWcbu0s7u3f1A+PGoZlWrKmlQJpTshMUxwyZrIUbBOohmJQ8Ha4fh21m8/Mm24kg84SVgQk6HkEacErdS465crXtWbw/1L/JxUIEe9X/7uDRRNYyaRCmJM1/cSDDKikVPBpqVealhC6JgMWddSSWJmgmz+6NQ9s8rAjZS2JdGdq783MhIbM4lDOxkTHJnV3kz8r9dNMboOMi6TFJmki0NRKlxU7sy1O+CaURQTSwjV3P7q0hHRhKLNZulKqNQYSWiWnGTIrY2pDctfjeYvaV1Ufa/qNy4rtZs8tiKcwCmcgw9XUIN7qEMTKDB4ghd4dZ6dN+fd+ViMFpx85xiW4Hz+AJ9PnhQ=</latexit><latexit sha1_base64="vqVMRfRmINkNYrr1ruuY5CHkZGc=">AAACEHicbVDLSgNBEOyNrxhfUY9eFoPgKeyKoMegCB4TMA9IljA7mU2GzM4sM71CWPIF3kT/xZt49Q/8FU9Okj2YaEFDUd1Nd1WYCG7Q876cwtr6xuZWcbu0s7u3f1A+PGoZlWrKmlQJpTshMUxwyZrIUbBOohmJQ8Ha4fh21m8/Mm24kg84SVgQk6HkEacErdS465crXtWbw/1L/JxUIEe9X/7uDRRNYyaRCmJM1/cSDDKikVPBpqVealhC6JgMWddSSWJmgmz+6NQ9s8rAjZS2JdGdq783MhIbM4lDOxkTHJnV3kz8r9dNMboOMi6TFJmki0NRKlxU7sy1O+CaURQTSwjV3P7q0hHRhKLNZulKqNQYSWiWnGTIrY2pDctfjeYvaV1Ufa/qNy4rtZs8tiKcwCmcgw9XUIN7qEMTKDB4ghd4dZ6dN+fd+ViMFpx85xiW4Hz+AJ9PnhQ=</latexit>

REF
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Figure 5.11 – An iterative computation of a single column of the light transport matrix. The
first part, with green background, turns the incoming radiance from the sample towards each
facet into an outgoing radiance of each facet towards all other facets. The middle part, with
red background, accounts for the light bounces inside the cylinder. It turns the incoming
radiance from all facets towards one facet, and then distributes it again towards all other facets,
according to the BRDF of the cylinder. This is done for all cylinder facets and it can be repeated
as many times as necessary to account for multiple light bounces. The final step, with blue
background, is responsible for turning the incoming radiance from all facets towards a single
facet, and then relaying it to the camera, i.e., to the corresponding pixel of the virtual image.
This is also done for all facets. All operations are additions and multiplications, which can be
computed efficiently on the GPU.

with the BRDF, that has the sample as an incoming direction, and the corresponding outgoing

facet directions. In the red block the facets receive the radiance reflected by all other facets as

irradiance when multiplied with the geometric coupling and the area of the corresponding

reflecting facet. This irradiance is then reflected back towards all facets when applying the

BRDF. The BRDF is represented as a 3D tensor, since it has the reflecting facet as the first

dimension, the incoming facet as the second dimension, and the outgoing facet as the third

dimension. To reduce the result to a matrix, we sum over the second dimension (incoming

facet) and permute the dimensions such that the outgoing facet is now the first dimension,

and the reflecting facet is the second. This block can be recursively executed as many times as

necessary. A single execution will result in three light bounces, two executions will result in

four light bounces, etc. Finally, the blue block takes the incoming radiance from all facets as

irradiance, and scatters it towards the camera. At the end, we reduce the second dimension

(incoming facet), and we are left with the radiance scattered by the reflecting facets towards

the camera as a column vector. This process is then repeated by selecting a different facet to

be illuminated by the sample.
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5.5. Algorithm

5.5 Algorithm

Our novel approach for estimating a sample’s BTDF is based on the schematic from Figure 5.2.

An overview of our algorithm can be found in Figure 5.12. It starts with a calibration to get the

sample, cylinder and camera properly aligned. We also have to capture the intensity of the

light source and the lens vignetting. The calibration is an offline procedure.

Once we calibrate the system, we can then insert the sample and capture a set of images with

different exposure times of the cylinder inside. We preprocess these images and assemble

them in an High-Dynamic Range (HDR) image. For the simulations, we do not need the pre-

processing step, because the image is already in HDR. There is also no need for the calibration

step, since the sample, cylinder and camera are perfectly aligned, the intensity of the light

source is known, and there is no vignetting.

We then create a virtual cylinder with the same height and radius as the real cylinder, and

discretize it into facets. Since we have the geometric calibration of the camera, we can project

the discretized cylinder onto the HDR image. The projected facets are used to classify the

image pixels into different virtual pixels, and the virtual pixels give us the radiance of the facets.

This allows us to create the virtual image from the HDR image.

Now we are ready to compute the first bounce irradiance of each facet E0. To cancel the

infinite interreflections inside the cylinder, we invert the light transport matrix, and apply it to

the equilibrium radiance of the facets. In the final step, we compute the BTDF of the sample

from E0.

5.5.1 Calibration

The calibration procedure is divided in geometric and radiometric. The geometric calibration

is used to align the sample and cylinder to the camera, by matching the projection of the

real cylinder onto the camera image to the projection of an ideal cylinder. The center of the

sample should be aligned with the center of the cylinder, and with the principal point of the

image. This alignment is important, because the LTM is computed for the sample, cylinder

and camera at fixed relative positions. Deviations from those positions will introduce errors in

the computed BTDF. We perform the calibration manually: we adjust the camera and cylinder

positions, take a photo, project the expected positions of the cylinder and sample on the

captured image, and we repeat the process until we align them properly. This procedure is

executed only once, and is valid as long as the scene geometry does not change.

For the radiometric calibration we capture an image of the unobstructed light beam of the

light source. Its role is to provide the scale for the computed BTDF, thus turning relative to

absolute values. The radiometric calibration is also valid as long as the light source intensity

remains constant.
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5.5. Algorithm

(a) Captured image (b) Modeled background image (c) Vignetting removed

Figure 5.13 – In this figure we can see (a) a captured image, (b) a modeled background image,
and (c) the captured image after normalizing its pixel intensities with the modeled background
image. The modeled background image is produced after capturing a uniform white screen
and fitting a 4th order polynomial to is to remove noise and other image artifacts.

5.5.2 Preprocessing

Vignetting correction. Vignetting is the radial falloff of intensity towards the edges and

corners of an image. It can be caused by various sources [31]:

• Natural vignetting: due to geometric optics, also known as the cosine4 law.

• Pixel vignetting: light striking a photon well can be partially occluded by its sides.

• Optical vignetting: light paths blocked inside the lens body by the lens diaphragm.

This is a function of aperture size, and can be reduced by decreasing the aperture.

• Mechanical vignetting: light paths blocked by lens filters, hoods, etc.

To remove the vignetting of our camera and lens setup, we captured an image of a uniform

white screen. We then fit a 4th order polynomial model to get rid of noise, scratches, smudges,

and other image artifacts. This creates a correction image that we can apply to normalize the

captured images by dividing their pixels intensities with this image’s.

An example captured image can be seen in Figure 5.13a. The modeled background image is

visible in Figure 5.13b. The final image after normalizing with the modeled background image

can be seen in Figure 5.13c.

HDR image. The steady-state radiance values inside the cylinder exhibit a high dynamic

range. It is higher than the dynamic range of the camera that we have used. Therefore, we

needed to capture several images with different exposure times and assemble them in a single

HDR image. We captured linear images, i.e., the sensor intensities had linear response to

incident radiance, and we applied vignetting correction to the captured images. Also, our

images are geometrically registered, because our setup is static and there are no moving

objects inside the scene.
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Chapter 5. BTDF Estimation with Radial Imaging

To obtain the HDR image, we use the algorithm by Debevec and Malik [18]. In a linear imaging

system like ours, and assuming that the pixel irradiance is constant due to the steady-state

radiance assumption of the scene:

Zi j = Ei ∆t j , (5.51)

where Zi j is the pixel value of pixel i in image j , Ei is the pixel irradiance, and ∆t j is the

exposure duration of image j . From the previous equation we can recover the pixel irradiance

with the following equation:

lnEi = ln Zi j − ln∆t j . (5.52)

The algorithm uses the pixel values of each captured image for a given pixel location i , and

gives higher weight to exposures in which the pixel’s value is closer to the middle of the pixel

value range. This increases robustness, as it removes noise and other artifacts that might

appear towards the extremes of the pixel value range, such as non-linear sensor response and

saturated pixel values:

lnEi =
∑P

j=1 w
(
Zi j

)(
ln Zi j − ln∆t j

)
∑P

j=1 w
(
Zi j

) , (5.53)

with the weighting scheme:

w (z) =
z −Zmi n for z ≤ 1

2 (Zmi n +Zmax ) ,

Zmax − z for z > 1
2 (Zmi n +Zmax ) .

(5.54)

Undoing the radial and tangential distortion of the image. As a final step in the image

preprocessing we undo lens distortions of the HDR image. We calibrated the camera using

the method that we presented in Chapter 2. We performed only a geometric calibration of the

camera.

It is important to correct these distortions because in the later steps we would like to establish

correspondences between the captured image and the actual 3D points on the cylinder. These

distortions introduce nonlinear deviations to the projections of the cylinder 3D points from

their expected locations on the image.
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5.5. Algorithm

For calibrating the camera we use at least 20 images of the calibration chart. We then recover 3

radial and 2 tangential distortion coefficients. The radial distortion is radially symmetric, due

to the symmetry of the camera lens. The tangential distortion happens because of imperfect

centering of the lens components and other manufacturing defects in a compound lens. For

more details, please refer to Brown [14]. The following equation is used to rectify the image

pixel locations:

[
xu

yu

]
=

[
xd + x̄

(
k1r 2 +k2r 4 +k3r 6 + . . .

)+ [
p1

(
r 2 +2x̄2

)+2p2x̄ ȳ
](

1+p3r 2 +p4r 4 + . . .
)

yd + ȳ
(
k1r 2 +k2r 4 +k3r 6 + . . .

)+ [
2p1x̄ ȳ +p2

(
r 2 +2ȳ2

)](
1+p3r 2 +p4r 4 + . . .

)] ,

(5.55)

where k and p are the radial and tangential distortion coefficients, xd and yd are the pixel

coordinates of the distorted image, xu and yu are the pixel coordinates of the distorted image,

x0 and y0 are the coordinates of the distortion center, x̄ = xd−x0, ȳ = yd−y0, and r =
√

x̄2 + ȳ2.

The distortion is then undone by interpolating the image to the updated pixel grid.

5.5.3 Virtual image
To generate the virtual image, we use the preprocessed HDR image. Alternatively, when we

use a rendered simulation image, we do not need the preprocessing steps, because the image

is already in HDR, there is no vignetting or distortion artifacts, and the sample, cylinder and

camera are perfectly aligned.

We create a virtual image from the camera image mainly to decrease the number of pixels, or

alternatively, the number of subtended facets on the surface of the cylinder. Furthermore, we

can control the size and shape of the facets to achieve different goals, such as decrease compu-

tation, memory and storage requirements, or select a more beneficial cylinder discretization

that allocates a greater number of facets in more interesting regions of the cylinder.

Table 5.2 – Summary of the parameters used to generate the virtual image in the simulations
and in the experiments.

Parameter Simulation Experiments

Cylinder length [mm] 200
Cylinder radius [mm] 25
Camera distance [mm] 250

Focal length [mm] 30 24
Image resolution [px] 2000 x 2000 5616 x 3744

Number of facets φ 64
Number of facets θ 81
Total number of facets N 5184
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θ

ϕ

(a) The rendered image (b) Cylinder facets projected on the image

Figure 5.14 – An image of the sample and cylinder, simulated with Mitsuba. (a) shows the
rendered HDR image, which is perfectly aligned with the camera. We can also see the φ and
θ axes of the spherical coordinate system attached to the center of the sample. φ spans the
circumference, and θ the height of the cylinder. Because the coordinate system is attached to
the sample, the parts of the cylinder closer to the sample have higher θ angles. (b) shows the
facets of the virtual cylinder when projected onto the image. These facets are used to create
the virtual image.

We start by generating a virtual cylinder, that has the same dimensions as the one used in the

simulations and experiments. The cylinder parameters can be found in the top part of Table

5.2. We then discretize the cylinder into a desired number of facets along its length and its

circumference. We use φ and θ to denote the facets along the cylinder circumference and

length, respectively. We use a spherical coordinate system attached to the center of the sample,

since the BTDF of the sample expressed in its spherical coordinates is ultimately what we are

interested in measuring. A uniform discretization of the virtual cylinder with the parameters

from Table 5.2 can be seen in Figure 5.9.

Given the cylinder discretization and the internal and external camera parameters, that we

have from the geometric calibration, we can now project the facets onto the camera image.

The correct alignment of the system components, that we do in the calibration step, is very

important here. Figure 5.14a shows an example simulated image, and Figure 5.14b shows the

facets of the virtual cylinder when projected onto the image.

Now we can create facet masks that we use for computing the virtual image pixels. For

each image pixel, we check inside which projected facet does it find itself. As long as the

measurement geometry (sample, cylinder and camera positions) does not change, we can

reuse the same facet mask.
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(a) The virtual image
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(b) Unrolled discretized cylinder

Figure 5.15 – Virtual image and cylinder unrolling. (a) The virtual image computed from the
simulated image shown in Figure 5.14a. The values of the virtual pixels are the mean values of
the image pixels for each facet in Figure 5.14b. (b) The process of unrolling the cylinder. This
map represents the (inside) wall of the cylinder shown in Figure 5.9, where the opening at the
sample side is in blue and the opening at the camera side is in yellow. Both figures share the
same axes.

A virtual pixel’s value is calculated as the mean value of all image pixels that belong to the

corresponding facet. Figure 5.15a shows a virtual image computed from the image shown in

Figure 5.14a with the facet masks of Figure 5.14b. Figure 5.15b shows the discretized cylinder

from Figure 5.9 after it has been cut along its length, and then unrolled onto a flat surface. The

color correspond between the two figures, blue represents the cylinder opening at the sample

side, and yellow the cylinder opening at the camera side. There is a one-to-one mapping

between Figures 5.15a and 5.15b, in the sense that the discretization of 5.15b, after projection

onto the image (Figure 5.14b), created the masks that determine which pixels contribute to

which virtual pixel’s value, and the virtual pixel values are shown in 5.15a.

5.5.4 Initial facet irradiance from equilibrium radiance

The virtual image represents the steady-state or equilibrium radiance captured by the camera

for the uniform facet discretization, instead of the original pixel discretization, of the cylinder.

To measure the BTDF of the sample, we have to go from the steady-state radiance captured by

the camera to the radiance emitted by the sample towards each facet. Alternatively, we can

recover the BTDF from the irradiance of the facets that can be attributed solely to the sample

radiance, because in equation 5.45, we showed that there is a linear relationship between the

two.

Our approach for computing the facet irradiance due to the sample from the equilibrium

radiance is similar to the approach in dual photography [89], which is based on the Helmholtz

reciprocity of light. We already discussed the light transport matrix in Section 5.4. However,
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instead of transposing the LTM, we invert it. Transposing the matrix will switch the positions of

the sample and the camera and present us with an image as if it were "captured" by the sample

and "illuminated" by the camera. Instead, we would like to "cancel" the light transport inside

the cylinder, i.e., remove all light bounces except the first one. Therefore, we are looking for

the initial facet irradiance that will produce the equilibrium radiance captured by the camera.

Given a Lambertian cylinder with a completely diffuse reflection, we can calculate the initial

facet irradiance by inverting equation 5.48

e0 = π

ρ

(
I− ρ

π
GL

)
l→p0 . (5.56)

However, perfectly Lambertian materials do not exits. Therefore, we discussed a much more

involved computation to produce the LTM for real materials. Nevertheless, to recover the

initial facet irradiance, we apply the same principle, and invert the light transport matrix T

from equation 5.49:

e0 = T−1l→p0 . (5.57)

5.5.5 BTDF estimation

The final step is to compute the BTDF from the initial facet irradiance e0. We start by expanding

equation 5.45:

E0
(
pi

)= L
(
ps → pi

)
G

(
ps ↔ pi

)
A

(
ps

)
= Ei ft

(
pl → ps → pi

)
G

(
ps ↔ pi

)
A

(
ps

)
,

where Ei is the collimated irradiance on the sample from the light source, pl is the center of

the light source, and ft
(
pl → ps → pi

)
is the BTDF of the sample. The relations between the

quantities from the equation are illustrated on Figure 5.16. From here we can easily compute

the BTDF:

ft
(
pl → ps → pi

)= E0
(
pi

)
EiG

(
ps ↔ pi

)
A

(
ps

) , (5.58)

or in matrix form we can express it as:
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5.6. Simulations
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<latexit sha1_base64="As22JLGq5wzcEMYPDZtBkpXksXM=">AAADAXicdZLLattAFIZHStq67k1Jl90MNQZ3Y6RSaJe5YNJlCvEFLCNG45E9eKQRM0cNRtEqJO+SXei2T9K36LqrjGynWLZzQPDP958zl3MUpoJrcN0/lr23/+z5i9rL+qvXb96+cw4Oe1pmirIulUKqQUg0EzxhXeAg2CBVjMShYP1wdlr6/Z9MaS6TC5inbBSTScIjTgkYFDh/O4EfE5iqOOdFvRn9X0GBfcEiaOFHkhaBwD7IdaA3Ace+4pMpfKo3O4G7Y4u1hLMdtl6yRQpRSl4+UXu8u/bRXqeVFQ+chtt2F4G3hbcSDbSK88D5548lzWKWABVE66HnpjDKiQJOBSvqfqZZSuiMTNjQyITETI/yxWQK3DRkjCOpzJcAXtD1ipzEWs/j0GSWd9SbXgl3ecMMom+jnCdpBiyhy4OiTGAzjXLMeMwVoyDmRhCquLkrplOiCAXzM1ROCaWcAQl15SU5cPOMwjTL22zNtuh9bntu2/vxpXF0smpbDX1AH1ELeegrOkLf0TnqImr1rCvrxrq1r+07+97+tUy1rVXNe1QJ+/cD0gL3Ew==</latexit><latexit sha1_base64="As22JLGq5wzcEMYPDZtBkpXksXM=">AAADAXicdZLLattAFIZHStq67k1Jl90MNQZ3Y6RSaJe5YNJlCvEFLCNG45E9eKQRM0cNRtEqJO+SXei2T9K36LqrjGynWLZzQPDP958zl3MUpoJrcN0/lr23/+z5i9rL+qvXb96+cw4Oe1pmirIulUKqQUg0EzxhXeAg2CBVjMShYP1wdlr6/Z9MaS6TC5inbBSTScIjTgkYFDh/O4EfE5iqOOdFvRn9X0GBfcEiaOFHkhaBwD7IdaA3Ace+4pMpfKo3O4G7Y4u1hLMdtl6yRQpRSl4+UXu8u/bRXqeVFQ+chtt2F4G3hbcSDbSK88D5548lzWKWABVE66HnpjDKiQJOBSvqfqZZSuiMTNjQyITETI/yxWQK3DRkjCOpzJcAXtD1ipzEWs/j0GSWd9SbXgl3ecMMom+jnCdpBiyhy4OiTGAzjXLMeMwVoyDmRhCquLkrplOiCAXzM1ROCaWcAQl15SU5cPOMwjTL22zNtuh9bntu2/vxpXF0smpbDX1AH1ELeegrOkLf0TnqImr1rCvrxrq1r+07+97+tUy1rVXNe1QJ+/cD0gL3Ew==</latexit><latexit sha1_base64="As22JLGq5wzcEMYPDZtBkpXksXM=">AAADAXicdZLLattAFIZHStq67k1Jl90MNQZ3Y6RSaJe5YNJlCvEFLCNG45E9eKQRM0cNRtEqJO+SXei2T9K36LqrjGynWLZzQPDP958zl3MUpoJrcN0/lr23/+z5i9rL+qvXb96+cw4Oe1pmirIulUKqQUg0EzxhXeAg2CBVjMShYP1wdlr6/Z9MaS6TC5inbBSTScIjTgkYFDh/O4EfE5iqOOdFvRn9X0GBfcEiaOFHkhaBwD7IdaA3Ace+4pMpfKo3O4G7Y4u1hLMdtl6yRQpRSl4+UXu8u/bRXqeVFQ+chtt2F4G3hbcSDbSK88D5548lzWKWABVE66HnpjDKiQJOBSvqfqZZSuiMTNjQyITETI/yxWQK3DRkjCOpzJcAXtD1ipzEWs/j0GSWd9SbXgl3ecMMom+jnCdpBiyhy4OiTGAzjXLMeMwVoyDmRhCquLkrplOiCAXzM1ROCaWcAQl15SU5cPOMwjTL22zNtuh9bntu2/vxpXF0smpbDX1AH1ELeegrOkLf0TnqImr1rCvrxrq1r+07+97+tUy1rVXNe1QJ+/cD0gL3Ew==</latexit><latexit sha1_base64="As22JLGq5wzcEMYPDZtBkpXksXM=">AAADAXicdZLLattAFIZHStq67k1Jl90MNQZ3Y6RSaJe5YNJlCvEFLCNG45E9eKQRM0cNRtEqJO+SXei2T9K36LqrjGynWLZzQPDP958zl3MUpoJrcN0/lr23/+z5i9rL+qvXb96+cw4Oe1pmirIulUKqQUg0EzxhXeAg2CBVjMShYP1wdlr6/Z9MaS6TC5inbBSTScIjTgkYFDh/O4EfE5iqOOdFvRn9X0GBfcEiaOFHkhaBwD7IdaA3Ace+4pMpfKo3O4G7Y4u1hLMdtl6yRQpRSl4+UXu8u/bRXqeVFQ+chtt2F4G3hbcSDbSK88D5548lzWKWABVE66HnpjDKiQJOBSvqfqZZSuiMTNjQyITETI/yxWQK3DRkjCOpzJcAXtD1ipzEWs/j0GSWd9SbXgl3ecMMom+jnCdpBiyhy4OiTGAzjXLMeMwVoyDmRhCquLkrplOiCAXzM1ROCaWcAQl15SU5cPOMwjTL22zNtuh9bntu2/vxpXF0smpbDX1AH1ELeegrOkLf0TnqImr1rCvrxrq1r+07+97+tUy1rVXNe1QJ+/cD0gL3Ew==</latexit>

ps
<latexit sha1_base64="1ONPDavbi+r2vulkmhttLk03oVc=">AAADAXicdVLPT9swFHbCxlgYUODIxVpVCS5VgpDgWEAIjiCtBampIsd1WqtOHNkvQ1XIaRr/C7dpV/4S/gvOnOa22ZSW7kmWPn/f++X3HKaCa3DdF8te+fBx9dPaZ2f9y8bmVm17p6NlpihrUymkuguJZoInrA0cBLtLFSNxKNhtODqf6LffmdJcJt9gnLJeTAYJjzglYKig9tq4CPyYwFDFOS+cRvTvBgX2BYtgH/9l0iIQ2AdZJfQiwbGv+GAIB47J7C5JUXG4XCLrGTd1IUrJ+//Eni6PLeUq6TSqGYJa3W26U8PvgVeCOirtOqi9+X1Js5glQAXRuuu5KfRyooBTwQrHzzRLCR2RAesamJCY6V4+3UyBG4bp40gqcxLAU7YakZNY63EcGs9Jj3pRm5DLtG4G0Ukv50maAUvorFCUCWyWMVkz7nPFKIixAYQqbnrFdEgUoWA+w1yVUMoRkFDPvSQHbp5RmGF5i6N5DzqHTc9tejdH9dZZObY1tIe+on3koWPUQlfoGrURtTrWg/XTerR/2E/2L/v3zNW2yphdNGf28x+in/cT</latexit><latexit sha1_base64="1ONPDavbi+r2vulkmhttLk03oVc=">AAADAXicdVLPT9swFHbCxlgYUODIxVpVCS5VgpDgWEAIjiCtBampIsd1WqtOHNkvQ1XIaRr/C7dpV/4S/gvOnOa22ZSW7kmWPn/f++X3HKaCa3DdF8te+fBx9dPaZ2f9y8bmVm17p6NlpihrUymkuguJZoInrA0cBLtLFSNxKNhtODqf6LffmdJcJt9gnLJeTAYJjzglYKig9tq4CPyYwFDFOS+cRvTvBgX2BYtgH/9l0iIQ2AdZJfQiwbGv+GAIB47J7C5JUXG4XCLrGTd1IUrJ+//Eni6PLeUq6TSqGYJa3W26U8PvgVeCOirtOqi9+X1Js5glQAXRuuu5KfRyooBTwQrHzzRLCR2RAesamJCY6V4+3UyBG4bp40gqcxLAU7YakZNY63EcGs9Jj3pRm5DLtG4G0Ukv50maAUvorFCUCWyWMVkz7nPFKIixAYQqbnrFdEgUoWA+w1yVUMoRkFDPvSQHbp5RmGF5i6N5DzqHTc9tejdH9dZZObY1tIe+on3koWPUQlfoGrURtTrWg/XTerR/2E/2L/v3zNW2yphdNGf28x+in/cT</latexit><latexit sha1_base64="1ONPDavbi+r2vulkmhttLk03oVc=">AAADAXicdVLPT9swFHbCxlgYUODIxVpVCS5VgpDgWEAIjiCtBampIsd1WqtOHNkvQ1XIaRr/C7dpV/4S/gvOnOa22ZSW7kmWPn/f++X3HKaCa3DdF8te+fBx9dPaZ2f9y8bmVm17p6NlpihrUymkuguJZoInrA0cBLtLFSNxKNhtODqf6LffmdJcJt9gnLJeTAYJjzglYKig9tq4CPyYwFDFOS+cRvTvBgX2BYtgH/9l0iIQ2AdZJfQiwbGv+GAIB47J7C5JUXG4XCLrGTd1IUrJ+//Eni6PLeUq6TSqGYJa3W26U8PvgVeCOirtOqi9+X1Js5glQAXRuuu5KfRyooBTwQrHzzRLCR2RAesamJCY6V4+3UyBG4bp40gqcxLAU7YakZNY63EcGs9Jj3pRm5DLtG4G0Ukv50maAUvorFCUCWyWMVkz7nPFKIixAYQqbnrFdEgUoWA+w1yVUMoRkFDPvSQHbp5RmGF5i6N5DzqHTc9tejdH9dZZObY1tIe+on3koWPUQlfoGrURtTrWg/XTerR/2E/2L/v3zNW2yphdNGf28x+in/cT</latexit><latexit sha1_base64="1ONPDavbi+r2vulkmhttLk03oVc=">AAADAXicdVLPT9swFHbCxlgYUODIxVpVCS5VgpDgWEAIjiCtBampIsd1WqtOHNkvQ1XIaRr/C7dpV/4S/gvOnOa22ZSW7kmWPn/f++X3HKaCa3DdF8te+fBx9dPaZ2f9y8bmVm17p6NlpihrUymkuguJZoInrA0cBLtLFSNxKNhtODqf6LffmdJcJt9gnLJeTAYJjzglYKig9tq4CPyYwFDFOS+cRvTvBgX2BYtgH/9l0iIQ2AdZJfQiwbGv+GAIB47J7C5JUXG4XCLrGTd1IUrJ+//Eni6PLeUq6TSqGYJa3W26U8PvgVeCOirtOqi9+X1Js5glQAXRuuu5KfRyooBTwQrHzzRLCR2RAesamJCY6V4+3UyBG4bp40gqcxLAU7YakZNY63EcGs9Jj3pRm5DLtG4G0Ukv50maAUvorFCUCWyWMVkz7nPFKIixAYQqbnrFdEgUoWA+w1yVUMoRkFDPvSQHbp5RmGF5i6N5DzqHTc9tejdH9dZZObY1tIe+on3koWPUQlfoGrURtTrWg/XTerR/2E/2L/v3zNW2yphdNGf28x+in/cT</latexit>

A (ps)
<latexit sha1_base64="M3wWcCqke0pGtkWZPD7oPzJo090=">AAADAXicbZLLTuMwFIadcJ1yK7BkY1FVgk2VoJGGJRchWBZpWpCaKnJcp7XqxJF9AqpCVgjehd1otjwJb8Ga1bi3UVtyJEu/v3OxfY6DRHANjvNh2UvLK6tr6z9KG5tb2zvl3b2mlqmirEGlkOo+IJoJHrMGcBDsPlGMRIFgd0H/cui/e2BKcxn/hkHC2hHpxjzklIBBfvmzeuV7EYGeijKel6rh/x3k2BMshCM8JUnuC+yBnAV6EXDsKd7twXHJVHYKSswEXBe49ZiNQohS8rE497w4dVp5ls7tuF+uODVnZPi7cCeigiZW98tfXkfSNGIxUEG0brlOAu2MKOBUsLzkpZolhPZJl7WMjEnEdDsbTSbHVUM6OJTKrBjwiM5mZCTSehAFJnJ4R73oG8IiXyuF8LSd8ThJgcV0fFCYCmyGMRwz7nDFKIiBEYQqbu6KaY8oQsF8hrlTAin7QAI995IMuHlGbprlLrbmu2ie1Fyn5t7+rJxdTNq2jg7QITpCLvqFztANqqMGolbTerJerFf72X6z/9h/x6G2NcnZR3Nmv/8DqOX3Ew==</latexit><latexit sha1_base64="M3wWcCqke0pGtkWZPD7oPzJo090=">AAADAXicbZLLTuMwFIadcJ1yK7BkY1FVgk2VoJGGJRchWBZpWpCaKnJcp7XqxJF9AqpCVgjehd1otjwJb8Ga1bi3UVtyJEu/v3OxfY6DRHANjvNh2UvLK6tr6z9KG5tb2zvl3b2mlqmirEGlkOo+IJoJHrMGcBDsPlGMRIFgd0H/cui/e2BKcxn/hkHC2hHpxjzklIBBfvmzeuV7EYGeijKel6rh/x3k2BMshCM8JUnuC+yBnAV6EXDsKd7twXHJVHYKSswEXBe49ZiNQohS8rE497w4dVp5ls7tuF+uODVnZPi7cCeigiZW98tfXkfSNGIxUEG0brlOAu2MKOBUsLzkpZolhPZJl7WMjEnEdDsbTSbHVUM6OJTKrBjwiM5mZCTSehAFJnJ4R73oG8IiXyuF8LSd8ThJgcV0fFCYCmyGMRwz7nDFKIiBEYQqbu6KaY8oQsF8hrlTAin7QAI995IMuHlGbprlLrbmu2ie1Fyn5t7+rJxdTNq2jg7QITpCLvqFztANqqMGolbTerJerFf72X6z/9h/x6G2NcnZR3Nmv/8DqOX3Ew==</latexit><latexit sha1_base64="M3wWcCqke0pGtkWZPD7oPzJo090=">AAADAXicbZLLTuMwFIadcJ1yK7BkY1FVgk2VoJGGJRchWBZpWpCaKnJcp7XqxJF9AqpCVgjehd1otjwJb8Ga1bi3UVtyJEu/v3OxfY6DRHANjvNh2UvLK6tr6z9KG5tb2zvl3b2mlqmirEGlkOo+IJoJHrMGcBDsPlGMRIFgd0H/cui/e2BKcxn/hkHC2hHpxjzklIBBfvmzeuV7EYGeijKel6rh/x3k2BMshCM8JUnuC+yBnAV6EXDsKd7twXHJVHYKSswEXBe49ZiNQohS8rE497w4dVp5ls7tuF+uODVnZPi7cCeigiZW98tfXkfSNGIxUEG0brlOAu2MKOBUsLzkpZolhPZJl7WMjEnEdDsbTSbHVUM6OJTKrBjwiM5mZCTSehAFJnJ4R73oG8IiXyuF8LSd8ThJgcV0fFCYCmyGMRwz7nDFKIiBEYQqbu6KaY8oQsF8hrlTAin7QAI995IMuHlGbprlLrbmu2ie1Fyn5t7+rJxdTNq2jg7QITpCLvqFztANqqMGolbTerJerFf72X6z/9h/x6G2NcnZR3Nmv/8DqOX3Ew==</latexit><latexit sha1_base64="M3wWcCqke0pGtkWZPD7oPzJo090=">AAADAXicbZLLTuMwFIadcJ1yK7BkY1FVgk2VoJGGJRchWBZpWpCaKnJcp7XqxJF9AqpCVgjehd1otjwJb8Ga1bi3UVtyJEu/v3OxfY6DRHANjvNh2UvLK6tr6z9KG5tb2zvl3b2mlqmirEGlkOo+IJoJHrMGcBDsPlGMRIFgd0H/cui/e2BKcxn/hkHC2hHpxjzklIBBfvmzeuV7EYGeijKel6rh/x3k2BMshCM8JUnuC+yBnAV6EXDsKd7twXHJVHYKSswEXBe49ZiNQohS8rE497w4dVp5ls7tuF+uODVnZPi7cCeigiZW98tfXkfSNGIxUEG0brlOAu2MKOBUsLzkpZolhPZJl7WMjEnEdDsbTSbHVUM6OJTKrBjwiM5mZCTSehAFJnJ4R73oG8IiXyuF8LSd8ThJgcV0fFCYCmyGMRwz7nDFKIiBEYQqbu6KaY8oQsF8hrlTAin7QAI995IMuHlGbprlLrbmu2ie1Fyn5t7+rJxdTNq2jg7QITpCLvqFztANqqMGolbTerJerFf72X6z/9h/x6G2NcnZR3Nmv/8DqOX3Ew==</latexit>

ft (pl ! ps ! pi)
<latexit sha1_base64="WB0bLjttVHcOiaDqQiJjiLNce0A=">AAADAXicdZLLSsNAFIYn8V5vVZduBougm5KIoEsviC4VbBWaEibTSTt0kgkzJ0qJWYm+iztx65P4Fq5dOb0oba0HAv98/zlzOSdBIrgGx/mw7Knpmdm5+YXC4tLyympxbb2qZaooq1AppLoNiGaCx6wCHAS7TRQjUSDYTdA+7fo3d0xpLuNr6CSsHpFmzENOCRjkFz+3z3wvItBSUcbzQvi7gBx7goWwg39IkvsCeyCHgR4HHHuKN1uwWzAbOxO2GEo4n2DrPuulEKXk/T+1x5Nrf+xhOrLifrHklJ1e4L/CHYgSGsSlX/zyGpKmEYuBCqJ1zXUSqGdEAaeC5QUv1SwhtE2arGZkTCKm61lvMjneNqSBQ6nMFwPu0eGKjERad6LAZHbvqMe9Lpzk1VIID+sZj5MUWEz7B4WpwGYa3THjBleMgugYQaji5q6YtogiFMzPMHJKIGUbSKBHXpIBN8/ITbPc8db8FdW9suuU3av90tHJoG3zaBNtoR3kogN0hC7QJaogalWtB+vJerYf7Rf71X7rp9rWoGYDjYT9/g3O7/cT</latexit><latexit sha1_base64="WB0bLjttVHcOiaDqQiJjiLNce0A=">AAADAXicdZLLSsNAFIYn8V5vVZduBougm5KIoEsviC4VbBWaEibTSTt0kgkzJ0qJWYm+iztx65P4Fq5dOb0oba0HAv98/zlzOSdBIrgGx/mw7Knpmdm5+YXC4tLyympxbb2qZaooq1AppLoNiGaCx6wCHAS7TRQjUSDYTdA+7fo3d0xpLuNr6CSsHpFmzENOCRjkFz+3z3wvItBSUcbzQvi7gBx7goWwg39IkvsCeyCHgR4HHHuKN1uwWzAbOxO2GEo4n2DrPuulEKXk/T+1x5Nrf+xhOrLifrHklJ1e4L/CHYgSGsSlX/zyGpKmEYuBCqJ1zXUSqGdEAaeC5QUv1SwhtE2arGZkTCKm61lvMjneNqSBQ6nMFwPu0eGKjERad6LAZHbvqMe9Lpzk1VIID+sZj5MUWEz7B4WpwGYa3THjBleMgugYQaji5q6YtogiFMzPMHJKIGUbSKBHXpIBN8/ITbPc8db8FdW9suuU3av90tHJoG3zaBNtoR3kogN0hC7QJaogalWtB+vJerYf7Rf71X7rp9rWoGYDjYT9/g3O7/cT</latexit><latexit sha1_base64="WB0bLjttVHcOiaDqQiJjiLNce0A=">AAADAXicdZLLSsNAFIYn8V5vVZduBougm5KIoEsviC4VbBWaEibTSTt0kgkzJ0qJWYm+iztx65P4Fq5dOb0oba0HAv98/zlzOSdBIrgGx/mw7Knpmdm5+YXC4tLyympxbb2qZaooq1AppLoNiGaCx6wCHAS7TRQjUSDYTdA+7fo3d0xpLuNr6CSsHpFmzENOCRjkFz+3z3wvItBSUcbzQvi7gBx7goWwg39IkvsCeyCHgR4HHHuKN1uwWzAbOxO2GEo4n2DrPuulEKXk/T+1x5Nrf+xhOrLifrHklJ1e4L/CHYgSGsSlX/zyGpKmEYuBCqJ1zXUSqGdEAaeC5QUv1SwhtE2arGZkTCKm61lvMjneNqSBQ6nMFwPu0eGKjERad6LAZHbvqMe9Lpzk1VIID+sZj5MUWEz7B4WpwGYa3THjBleMgugYQaji5q6YtogiFMzPMHJKIGUbSKBHXpIBN8/ITbPc8db8FdW9suuU3av90tHJoG3zaBNtoR3kogN0hC7QJaogalWtB+vJerYf7Rf71X7rp9rWoGYDjYT9/g3O7/cT</latexit><latexit sha1_base64="WB0bLjttVHcOiaDqQiJjiLNce0A=">AAADAXicdZLLSsNAFIYn8V5vVZduBougm5KIoEsviC4VbBWaEibTSTt0kgkzJ0qJWYm+iztx65P4Fq5dOb0oba0HAv98/zlzOSdBIrgGx/mw7Knpmdm5+YXC4tLyympxbb2qZaooq1AppLoNiGaCx6wCHAS7TRQjUSDYTdA+7fo3d0xpLuNr6CSsHpFmzENOCRjkFz+3z3wvItBSUcbzQvi7gBx7goWwg39IkvsCeyCHgR4HHHuKN1uwWzAbOxO2GEo4n2DrPuulEKXk/T+1x5Nrf+xhOrLifrHklJ1e4L/CHYgSGsSlX/zyGpKmEYuBCqJ1zXUSqGdEAaeC5QUv1SwhtE2arGZkTCKm61lvMjneNqSBQ6nMFwPu0eGKjERad6LAZHbvqMe9Lpzk1VIID+sZj5MUWEz7B4WpwGYa3THjBleMgugYQaji5q6YtogiFMzPMHJKIGUbSKBHXpIBN8/ITbPc8db8FdW9suuU3av90tHJoG3zaBNtoR3kogN0hC7QJaogalWtB+vJerYf7Rf71X7rp9rWoGYDjYT9/g3O7/cT</latexit>

G (ps $ pi)
<latexit sha1_base64="1BeD0XahnWEnNF7K3wwHb4560GI=">AAADAXicdVLLTuMwFHUyvKa8yrBkY1FVgk2VICRYAqMRLItEC1JTRY7rtFadOLJvQFUmK8T8CzvEli/hL1izGvcFbSlXsnR8zr3X9+EgEVyD47xa9o+FxaXllZ+F1bX1jc3i1q+6lqmirEalkOomIJoJHrMacBDsJlGMRIFg10H3d1+/vmVKcxlfQS9hzYi0Yx5ySsBQfvGt/Mf3IgIdFWU8L5TDjxvk2BMshD08ZpLcF9gDOUnoWYJjT/F2B/YLJrMzJ8Wnw/kcVQ+5gQdRSt59k/t0fuxYnmSnbtwvlpyKMzD8FbgjUEIjq/rFd68laRqxGKggWjdcJ4FmRhRwKlhe8FLNEkK7pM0aBsYkYrqZDTaT47JhWjiUypwY8ICdjMhIpHUvCoxnv0Y9q/XJeVojhfC4mfE4SYHFdPhQmApsltFfM25xxSiIngGEKm5qxbRDFKFgPsPUK4GUXSCBnuokA27ayM2w3NnRfAX1g4rrVNzLw9LJ2WhsK2gH7aI95KIjdIIuUBXVELXq1l/rwfpn39uP9pP9PHS1rVHMNpoy++U/tqX3Ew==</latexit><latexit sha1_base64="1BeD0XahnWEnNF7K3wwHb4560GI=">AAADAXicdVLLTuMwFHUyvKa8yrBkY1FVgk2VICRYAqMRLItEC1JTRY7rtFadOLJvQFUmK8T8CzvEli/hL1izGvcFbSlXsnR8zr3X9+EgEVyD47xa9o+FxaXllZ+F1bX1jc3i1q+6lqmirEalkOomIJoJHrMacBDsJlGMRIFg10H3d1+/vmVKcxlfQS9hzYi0Yx5ySsBQfvGt/Mf3IgIdFWU8L5TDjxvk2BMshD08ZpLcF9gDOUnoWYJjT/F2B/YLJrMzJ8Wnw/kcVQ+5gQdRSt59k/t0fuxYnmSnbtwvlpyKMzD8FbgjUEIjq/rFd68laRqxGKggWjdcJ4FmRhRwKlhe8FLNEkK7pM0aBsYkYrqZDTaT47JhWjiUypwY8ICdjMhIpHUvCoxnv0Y9q/XJeVojhfC4mfE4SYHFdPhQmApsltFfM25xxSiIngGEKm5qxbRDFKFgPsPUK4GUXSCBnuokA27ayM2w3NnRfAX1g4rrVNzLw9LJ2WhsK2gH7aI95KIjdIIuUBXVELXq1l/rwfpn39uP9pP9PHS1rVHMNpoy++U/tqX3Ew==</latexit><latexit sha1_base64="1BeD0XahnWEnNF7K3wwHb4560GI=">AAADAXicdVLLTuMwFHUyvKa8yrBkY1FVgk2VICRYAqMRLItEC1JTRY7rtFadOLJvQFUmK8T8CzvEli/hL1izGvcFbSlXsnR8zr3X9+EgEVyD47xa9o+FxaXllZ+F1bX1jc3i1q+6lqmirEalkOomIJoJHrMacBDsJlGMRIFg10H3d1+/vmVKcxlfQS9hzYi0Yx5ySsBQfvGt/Mf3IgIdFWU8L5TDjxvk2BMshD08ZpLcF9gDOUnoWYJjT/F2B/YLJrMzJ8Wnw/kcVQ+5gQdRSt59k/t0fuxYnmSnbtwvlpyKMzD8FbgjUEIjq/rFd68laRqxGKggWjdcJ4FmRhRwKlhe8FLNEkK7pM0aBsYkYrqZDTaT47JhWjiUypwY8ICdjMhIpHUvCoxnv0Y9q/XJeVojhfC4mfE4SYHFdPhQmApsltFfM25xxSiIngGEKm5qxbRDFKFgPsPUK4GUXSCBnuokA27ayM2w3NnRfAX1g4rrVNzLw9LJ2WhsK2gH7aI95KIjdIIuUBXVELXq1l/rwfpn39uP9pP9PHS1rVHMNpoy++U/tqX3Ew==</latexit><latexit sha1_base64="1BeD0XahnWEnNF7K3wwHb4560GI=">AAADAXicdVLLTuMwFHUyvKa8yrBkY1FVgk2VICRYAqMRLItEC1JTRY7rtFadOLJvQFUmK8T8CzvEli/hL1izGvcFbSlXsnR8zr3X9+EgEVyD47xa9o+FxaXllZ+F1bX1jc3i1q+6lqmirEalkOomIJoJHrMacBDsJlGMRIFg10H3d1+/vmVKcxlfQS9hzYi0Yx5ySsBQfvGt/Mf3IgIdFWU8L5TDjxvk2BMshD08ZpLcF9gDOUnoWYJjT/F2B/YLJrMzJ8Wnw/kcVQ+5gQdRSt59k/t0fuxYnmSnbtwvlpyKMzD8FbgjUEIjq/rFd68laRqxGKggWjdcJ4FmRhRwKlhe8FLNEkK7pM0aBsYkYrqZDTaT47JhWjiUypwY8ICdjMhIpHUvCoxnv0Y9q/XJeVojhfC4mfE4SYHFdPhQmApsltFfM25xxSiIngGEKm5qxbRDFKFgPsPUK4GUXSCBnuokA27ayM2w3NnRfAX1g4rrVNzLw9LJ2WhsK2gH7aI95KIjdIIuUBXVELXq1l/rwfpn39uP9pP9PHS1rVHMNpoy++U/tqX3Ew==</latexit>
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Figure 5.16 – Sample irradiance Ei due to radiance from a collimated light source. The sam-
ple transmits the incident irradiance towards the cylinder facets in the form of radiance
Li

(
ps → pi

)
. The radiance distribution is governed by the BTDF ft

(
pl → ps → pi

)
.

ft = 1

Ei
e0 ®gs , (5.59)

where® is Hadamard (element-wise) division, and gs =
(
G

(
ps ↔ p1

)
A

(
ps

)
, G

(
ps ↔ p2

)
A

(
ps

)
, . . .

)T.

The irradiance on the sample Ei is measured during the radiometric calibration, by taking a

photo of the collimated light source when there is no sample in place. Since the light source is

collimated, the irradiance on the image sensor will be the same as the one on the sample. The

camera measures only relative radiance values, and not absolute, as it is not radiometrically

calibrated. However, the values of e0 are also scaled by the same factor, therefore, they are

comparable to those of Ei. Naturally, all values should be scaled appropriately for the exposure

period of the photo.

5.6 Simulations

In this section we will discuss our findings when evaluating our proposed system for BTDF

estimation in simulations performed with Mitsuba: A Physically Based Renderer, Jakob [49].

Mitsuba is a research-oriented physically based rendering system. It is extremely modular,

as it consists of a small set of core libraries and over 100 different plugins that implement

functionality ranging from materials and light sources to complete rendering algorithms. It is

a very convenient tool for us, as it offers great control over the light and material interactions.
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(a) Sample BTDF: Diffuse
Cylinder BRDF: Lambertian

Light bounces: Single

(b) Sample BTDF: Diffuse
Cylinder BRDF: Lambertian

Light bounces: Infinite

(c) Sample BTDF: Canon IJM 617
Cylinder BRDF: Spectralon

Light bounces: Infinite

Figure 5.17 – The physically based renderer Mitsuba allows us to accurately simulate real-
world light interactions with objects. The three example images were produced by using
different settings for the number of light bounces inside the cylinder, or the scene materials
have different characteristics (BRDF, BTDF), while the scene geometry remains the same.

5.6.1 Simulations with Mitsuba: A Physically Based Renderer

We recreated our BTDF estimation setup from Figure 5.2 as a 3D scene in Mitsuba. Since

Mitsuba is a physically-based renderer, it simulates the interaction of light with objects truth-

fully. All images in Figure 5.17 were rendered with Mitsuba by using different parameters and

plugins.

The plugin developed by Dupuy and Jakob [22] allows us to load the measured BRDF of Spec-

tralon, which can be found in the open-access material database4 of the Realistic Graphics

Lab (RGL) at EPFL. We also measured the BTDF of our samples with a very accurate gonio-

photometer, the pgII from Pab Advanced Technologies Ltd, to which Wenzel Jakob of the RGL

kindly gave us access, and helped us tremendously with the measurements, to which we are

grateful.

We modified Mitsuba to read a measured BTDF of our samples, and apply it as a light distri-

bution of an area light source. We would then make the sample an area light source. Instead

of this shortcut, we could have recreated the scene as if it would be in reality. In that case

the sample would receive its proper BTDF, and it would be illuminated by a collimated light

source. We, however, opted for the first approach, since it produces images with much less

noise. That is the case because each shadow ray cast towards the light source after any number

of bounces would reach the sample (the light source), since it is visible from any point on the

cylinder. If, as in the second case, a collimated light source illuminated the sample, a ray must

first reach the sample for the light source to become accessible. Like this, we would need to

trace many more samples per pixel to reach the same level of signal-to-noise ratio (SNR).

4http://rgl.epfl.ch/materials
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Figure 5.18 – The light directionsω are represented in the spherical coordinate system attached
to the sample. The azimuthal angle φ is the angle from the x-axis to the projection of the ω
direction on the xy-plane. The inclination, or polar angle θ is the angle between the z-axis
and the direction ω. The hemisphere of transmitted directions H2

t faces the camera, and the
hemisphere of incident directions H2

i (not shown) faces the light source, H2
i =−H2

t .

5.6.2 Simulation parameters

The incoming and outgoing hemispheres of directions of radiance are measured in a spherical

coordinate system centered on the sample. For all simulations and experiments we used an

incident direction aligned with the axis of the cylinder, thus θi = 0° and φi is irrelevant, since

this is the pole of the hemisphere. The hemisphere of outgoing directions is rotated towards

the inside of the cylinder, where θo spans the height of the cylinder, and φo its circumference.

Figure 5.18 shows the spherical coordinate system attached to the sample for the outgoing

directions H2
t .

The B(R/T)DF can be isotropic or anisotropic. Most materials are isotropic. Their BRDF

changes when the illuminating direction changes its θi angle, but it does not vary when it

is illuminated from a different φi. Alternatively, we can rotate the material about its normal

without changing its appearance. An example of isotropic BRDF is Spectralon. Anisotropic

materials have a more general BRDF, since it changes with both the incident θi and φi angles.

Anisotropic materials are less common, and some examples include brushed metals and

textiles.
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Figure 5.19 – Ground truth BTDF of (a) a completely diffusing (Lambertian) sample and (b) a
IJM 617 sample, which is a coated white polyester textile. The diffuse sample is synthetic, and
it has a constant BTDF. The BTDF of IJM 617 was measured with a pgII goniophotometer.

There is a special case where the B(R/T)DF can be constant. This is called a Lambertian

B(R/T)DF, and we will also use the term diffuse interchangeably. The value of the Lambertian

BRDF in every direction of the unit hemisphere is ρ/π, where ρ is the material reflectance,

and π is the projected solid angle of the hemisphere (the area of a unit circle). A material that

transmits light equally in all directions has a Lambertian BTDF. Therefore, its BTDF is constant

in all directions of the unit hemisphere, with a value of T /π, where T is the transmittance of

the material. It is unknown if such materials exist in the real world. In the simulations, we

used ρ = 0.99 and T = 1. The constant BTDF will therefore be 1/π= 0.3183.

The ground-truth BTDF of a synthetic Lambertian sample and a real IJM 617 sample can be

seen in Figure 5.19. The horizontal axis showsφo and the vertical axis shows θo, in the sample’s

hemisphere of outgoing directions H2
t . The Lambertian sample has a constant BTDF, since it

perfectly diffuses the light in all directions. The IJM 617 sample is a coated white polyester

textile used for printing. It diffuses light fairly well, but there is a visible falloff towards steeper

outgoing θo angles.

Table 5.3 summarizes the parameters that we used for the simulations and for the experiments.

We tried to keep them consistent where relevant, such that the results will be comparable.

5.6.3 Single bounce

In this case the light leaves the sample, reflects from the cylinder and is registered by the

camera. This simplified case is interesting to analyze because the cylinder can be considered as

an infinite set of adjacent lines. Therefore, the cylinder can be replaced by a long and flat stripe

of diffusely reflecting material that rotates around the sample. There will be no interreflections,

thus the single light bounce will greatly simplify the mathematical formulation for retrieving
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Table 5.3 – This table summarizes the experimental setup, camera, rendering and virtual image
parameters for the Mitsuba simulations and for the experiments.

Parameter Simulation Experiments

Cylinder length [mm] 200
Cylinder radius [mm] 25
Sample radius [mm] 3
Camera distance [mm] 250
Cylinder coating Diff., Spec. Spectralon

Focal length [mm] 30 24
Image resolution [px] 2000 x 2000 5616 x 3744
Aperture size f/∞ f/2.8

Number of bounces [1, ∞] ∞
Samples per pixel 4096 n/a

Number of facets φ 64
Number of facets θ 81
Total number of facets N 5184

the BTDF. This approach will require multiple photos of the stripe taken at different rotation

angles φo. Each photo will contain many outgoing θo angles and a single outgoing φo angle.

In this case we can still use equation 5.57, however, we only need to invert T1 to compute e0.

T1 is a diagonal matrix, composed of the BRDF of each facet evaluated with the sample as an

incident direction and the camera as an outgoing direction (equation 5.50).

The BTDF recovered from the rendered images that were allowed a single light bounce from

the cylinder can be seen in Figure 5.20. The left column features the hypothetical diffuse

(Lambertian) sample, and the right column a real sample from the material Canon IJM 617.

The top row shows the ground truth BTDF, the middle row shows the BTDF recovered from the

images simulated using a Lambertian cylinder, and the bottom row shows the BTDF recovered

from images simulated using the Spectralon cylinder.

When using a Lambertian cylinder, we can see that the estimated BTDF is very accurate

for both samples. The mean difference from the ground-truth is 0.09 % and 0.15 % for the

diffuse and the IJM 617 samples, respectively. We can also see that the directional variation of

the IJM 617 sample is accurately recovered, in a slight smoother version than the measured

ground-truth. The smoothing is due to the non-infinitesimal size of the sample; its finite size

illuminates several facets even when considering a single collimated outgoing light direction.

In the case of the Spectralon coated cylinder, the accuracy decreases somewhat. The mean

difference to the GT is now 0.35 % and 0.44 %, for the diffuse and IJM 617 samples, respectively.

We can see stripes in the BTDF of the diffuse sample, when the GT is completely uniform in all

directions. This is likely caused by measurement errors (e.g., noise) in the BRDF of Spectralon,

compounded by the size of the facets. We can also see the errors in the BTDF of IJM 617. While
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Diffuse sample Canon IJM 617
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Figure 5.20 – Recovered BTDF after a single light bounce inside the cylinder. The left column
features the hypothetical diffuse (Lambertian) sample, and the right column the real sample
IJM 617. The top row shows the ground truth BTDF, the middle row shows the BTDF recovered
from the simulated images when using a Lambertian cylinder, and the bottom row shows the
recovered BTDF from images simulated using the Spectralon cylinder.
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Figure 5.21 – Recovered BTDF after a single light bounce inside the cylinder. These BTDFs
feature high-frequency patterns with abrupt radiance changes. The left column features a
BTDF in the shape of an arrow pointing north-east, and the right column a BTDF in the shape
of the EPFL logo. The top row shows the ground truth BTDF, the middle row shows the BTDF
recovered from the simulated images when using a Lambertian cylinder, and the bottom row
shows the recovered BTDF from images simulated using the Spectralon cylinder.
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the shape of the BTDF is generally correct, it is slightly distorted where the stripes appear on

the diffuse sample.

Figure 5.21 shows the estimated BTDF of two synthetic samples that feature high-frequency

patterns with abrupt changes. There are no obvious differences between the reconstructions

with both the Lambertian and the Spectralon cylinders. The Arrow sample spans almost all

outgoing angles that the cylinder covers. We can see that the reconstruction in the lower part

of the figure, larger θo angles, is sharper and more accurate. These outgoing angles send light

in the region of the cylinder that is closer to the sample. This outgoing radiance is intercepted

by the side of the cylinder close to a right angle, and it therefore covers less facets. When θo

decreases, the angle that the light forms with the cylinder sides is much steeper, and thus

the projection of the light beam covers more facets, according to Lambert’s cosine law. We

see a similar situation with the EPFL logo, where the top of the letters get stretched, and this

smoothing decreases the contrast of the recovered BTDF.

5.6.4 Infinite bounces

In Figure 5.22 we can see the estimated BTDF after an infinite bounces of light inside the

cylinder. This case should simulate what happens in the real world. However, even in reality

light does not reflect an infinite number of times before it is absorbed or it escapes the cylinder,

but a few tens of times, depending on the geometry and absorptance of the material. With

each absorption and scattering event, the initial radiance leaving the sample gets diminished,

and therefore contributes less to the overall radiance leaving towards the camera.

Diffuse sample, Lambertian cylinder is the simplest case. Due to the symmetry of our scene,

for the diffuse sample it sufficed to render a single slice of the image (cylinder), and then

repeated it circularly to create the complete image. This allows us to trace 220 samples per

pixel, while the rendering still finishes within a few minutes. Like this, we effectively render

only 1000 pixels, instead of 4 million pixels, for a 2000 x 2000 pixel image.

The mean difference to the ground truth (GT) in this case is 3.33 %. As we can see from the

figure, the error is mostly concentrated in the region close to the camera, up until a θo of about

11°. The facets closer to the camera are more dependent on light interreflection (number

of bounces) to reach their equilibrium radiance, since they receive less direct light from the

sample. Thus, it is likely that neighboring pixels reach different numbers of bounces, which

creates a significant amount of noise in their values.

If we look at the estimated BTDF for the diffuse sample in the Spectralon coated cylinder, we

can see that the standard deviation of the values decreases, and the mean difference is now

also lower at 1 %, compared to the same sample in the Lambertian cylinder. We can still see a

similar gradual decrease of the BTDF intensity towards lower θo angles. If the reflectance of

the material would decrease further, this BTDF intensity decrease would be eliminated, since

the light will achieve a lower number of bounces.
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Diffuse sample Canon IJM 617
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Figure 5.22 – Recovered BTDF after an infinite light bounces inside the cylinder. The left
column features the hypothetical diffuse (Lambertian) sample, and the right column the real
sample IJM 617. The top row shows the ground truth BTDF, the middle row shows the BTDF
recovered from the simulated images when using a Lambertian cylinder, and the bottom row
shows the recovered BTDF from images simulated using the Spectralon cylinder.
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Figure 5.23 – Recovered BTDF after an infinite light bounces from the cylinder. These BTDFs
feature high-frequency patterns with abrupt intensity changes. The left column features a
BTDF in the shape of an arrow pointing north-east, and the right column a BTDF in the EPFL
logo. The top row shows the ground truth BTDF, the middle row shows the BTDF recovered
from the simulated images when using a Lambertian cylinder, and the bottom row shows the
recovered BTDF from images simulated using the Spectralon cylinder.
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5.6. Simulations

A more prominent artifact in this case is the bulging in the center of the BTDF, 10° to 25°

θo. What this tells us is that, according to our method, it takes larger values for the BTDF in

those regions to produce the image values of the rendered image. Those are also the cylinder

regions that have the highest likelihood to reach the greatest number of light bounces. We do

not get the bulging with the Lambertian cylinder, but we calculate the light transport matrix

differently, as explained in subsection 5.4.1. As we get closer to the sample, the BTDF reaches

its correct value. In those regions the direct illumination from the sample dominates the light

due to interreflections.

When estimating the IJM 617 sample’s BTDF with the Lambertian cylinder, we can see that the

subtle details of the BTDF are lost. The mean difference from the GT is 1.76 %. The BTDF is

again estimated to have a slightly lower average value, similar to what we saw with the diffuse

sample. The general shape of the BTDF is, however, preserved. A Lambertian cylinder with a

reflectance value of 75 %, instead of 99 %, yields a BTDF which preserves the finer details. This,

however, lowers the radiance captured by the camera, which would require more sensitive

sensors, or longer exposure times to keep the same SNR.

The final subfigure shows the reconstruction of the IJM 617 sample’s BTDF with a Spectralon

coated cylinder. The subtle details again seem to be lost. In this reconstruction, we can still see

a shape that more closely approaches the ground truth BTDF of the sample, with the values in

the top-left and top-right corners being slightly darker, than the top-center part of the figure,

similar to the ground truth BTDF. The mean difference from the ground truth is 0.59 %. We

again see the characteristic bulge in the middle of the cylinder, that we saw when estimating

the BTDF of the diffuse sample with the Spectralon coated cylinder.

In Figure 5.23 we can see the reconstruction of the synthetic and difficult Arrow and EPFL logo

samples. The reconstructed BTDFs again seem correct, as in the single bounce case, without

major differences. The most obvious one is the increase in the noise level at the top of the

letters of the EPFL logo in the case of the Lambertian cylinder. This is again inline with what

we saw in the BTDF reconstruction of the IJM 617 sample.

5.6.5 Compensating for the systematic error

Figures 5.24 shows the BTDF reconstruction results after applying a simple compensation for

the systematic error that causes the bulging of the BTDF in the central part of the cylinder. To

compute the compensation we perform forward ray tracing by using equation 5.49. We use the

BTDF of the diffuse sample to compute the initial facet irradiance e0 and the light transport

matrix T for the Spectralon cylinder. This computes the virtual image for the diffuse sample.

The compensation is then a simple ratio between the virtual image that we compute and the

virtual image rendered by Mitsuba. We then apply this compensation to the virtual image

rendered by Mitsuba for any sample. Using the compensated virtual image, we compute the

BTDF with the inverse approach, i.e., by following the steps backwards.
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Diffuse sample Canon IJM 617
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Figure 5.24 – Recovered BTDF after an infinite light bounces inside the cylinder, and after a
compensation has been applied for the systematic error of the central BTDF values. The left
column features the hypothetical diffuse (Lambertian) sample, and the right column the real
sample IJM 617. The top row shows the ground truth BTDF, and the middle row shows the
BTDF recovered from the simulated images when using a Spectralon cylinder. The bottom
row shows the recovered BTDF from images simulated also using the Spectralon cylinder, but
to which the simple compensation has been applied, and are lightly filtered with a Gaussian
filter (size = 5, σ= 2) to eliminate the noise.
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5.7. Experiments

In the bottom row of Figure 5.24 one can see the BTDF which we compute after applying a

compensation to the virtual images computed by Mitsuba. The compensation eliminates

all errors for the diffuse sample, which is to be expected, since we use it as the basis for

computing the compensation. What is more interesting is the BTDF of the IJM 617 sample, to

whose virtual image rendered with Mitsuba we applied the compensation computed with the

diffuse sample. We also lightly filtered the result with a Gaussian filter of size = 5 and σ= 2 to

eliminate the noise. We can see that the simple compensation works well, and that even the

subtle directional variations of the BTDF have reappeared. Results for four additional samples,

Canon IJM 601, Canon IJM 637, Avery Dennison MPI 2020, and Avery Dennison MPI 3151, can

be found in Appendix 5.B.

5.7 Experiments

In this section we discuss the experimental setup that we used to evaluate the proposed

radial imaging approach for estimating the BTDF of real samples. The experiments require

more steps in order to process the images and compute the BTDF, than the simulations. The

added complexity comes from the preprocessing steps, that are imposed by limitations in the

hardware, and the difficulty of aligning the optical elements.

5.7.1 Experimental setup

For the experiments, we recreated the setup that can be seen in Figure 5.2. All of the parts that

we used were off-the-shelf optical components, except for the cylinder made out of Spectralon,

which we acquired fairly easily from SphereOptics. We performed our experiments in a dark

room to minimize the amount of stray light. The dark room can be easily replaced by a light

insulating box with an opening that provides access to the measured samples.

An image that contains all components which comprise our experimental setup can be seen

in Figure 5.25. The components before the cylinder are used as a simple collimator. As a

light source we use a Dolan-Jenner DC-950H DC-Regulated Halogen Illuminator to which we

attach an optical fiber. The output of the optical fiber goes through an iris diaphragm, then

gets filtered by an interference filter with a center wavelength of 545 nm and a full width at half

maximum (FWHM) of 10 nm. A 100 mm lens has the iris diaphragm at its focus, and sends the

light in parallel rays through another iris diaphragm that we use to control the radius of the

illumination spot on the measured sample.

The sample is mounted on a black disk with an opening at the center. The disk is mounted at

the opening of the cylinder, and the sample sits flush with the beginning of the cylinder. The

light that passes through the sample gets scattered inside the cylinder, and the camera, Canon

5D Mark II with a Canon 24 mm f/2.8 lens, captures the steady state radiance.
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Figure 5.25 – An implementation of our proposed radial imaging setup. The elements to
the right of the cylinder are used to collimate the illumination light beam. The light that is
transmitted by the sample is collected by the cylinder. After a large number of interreflection,
the cylinder radiance reaches a steady-state, which is captured by the camera.

5.7.2 Image capture

The photos captured by the camera have a much lower dynamic range than the range of

radiances inside the cylinder. Therefore, we have to capture multiple photos with different

exposure times and merge them in a single HDR image. Table 5.4 shows the camera parameters

that we used to capture a set of images that will be merged into an HDR image.

Before we assemble the captured photos in an HDR image, we perform vignetting correction to

each photo. We also geometrically calibrate the camera, because we need the internal camera

matrix to project the virtual facets onto the image, and to undo the radial and tangential

distortions of the image caused by the lens. These steps are described in more detail in

subsection 5.5.2.

Table 5.4 – Summary of the camera parameters used for capturing photos for the experiments.

Parameter Value

Image type Linear RAW
Aperture size f/2.8
Exposure time [s] 1

6 , 1
4 , 0.5, 1, 2, 4, 8, 15, 30

ISO 100
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5.7. Experiments

(a) Captured HDR image (b) Virtual cylinder projected on image

Figure 5.26 – The alignment of the cylinder to the camera is not perfect, which is why we had
to lightly manipulate the virtual cylinder before projection onto the image. (a) An HDR image
computed from a set of images captured with different exposure times. (b) A virtual cylinder
projected onto the HDR image, after a small rotation and translation.

5.7.3 Results

In Figure 5.26a we can see the HDR image computed from a set of images captured with the

camera parameters from Table 5.4. In Figure 5.26b we can see the projection of the virtual

cylinder onto the image. Even after the calibration, the alignment of the sample, cylinder

and camera is not perfect, as it was in the Mitsuba simulations. We therefore performed a

manual rotation and translation of the virtual cylinder before projecting it onto the image.

The rotation angles are small, 0.29° and 0.75° along the x- and y-axes, respectively, and the

translation along the x-axis is 0.075 mm. The camera was also translated by around 5 mm

further away from the sample. If the sample, cylinder and camera are not aligned properly,

and at the correct locations and orientations that were used when computing the LTM, then it

becomes invalid. Therefore, a precise alignment of all optical elements is crucial.

Figure 5.27 shows the comparison between the virtual image computed from the captured

HDR image (blue line), and the virtual image computed from the image simulated with

Mitsuba (red line), using the same scene parameters. Here we can show them as lines, instead

of surfaces of two variables, since the lines represent the average radiance across all φ angles

for each θ angle. The blue lines have been rescaled such that their maximal values are equal to

those of the red lines. Naturally, the scale of the y-axis is for the simulated image (red line).

The alignment on the right side of the plots (close to the sample) is good across all samples.

However, as we move towards the left side (closer to the camera), they start to diverge. The

largest differences appear in the middle of the plots, where the values of the captured images

are higher than if the simulated images. Finally, as get to the left side, the values converge

again. The only exception from this observation is the IJM 617 sample, and it is also the only

textile sample.
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10
-3 Virtual image comparison - MPI 2020

Captured MPI 2020, f/2.8

Simulated MPI 2020, f/
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10
-3 Virtual image comparison - MPI 3151

Captured MPI 3151, f/2.8

Simulated MPI 3151, f/
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10
-3 Virtual image comparison - IJM 601

Captured IJM 601, f/2.8

Simulated IJM 601, f/
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10
-3 Virtual image comparison - IJM 637

Captured IJM 637, f/2.8

Simulated IJM 637, f/
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10
-3 Virtual image comparison - IJM 617

Captured IJM 617, f/2.8

Simulated IJM 617, f/

Figure 5.27 – A comparison between the captured HDR images (shown with blue line) and the
images simulated with Mitsuba (shown with red line) using the same parameters. The lines
represent the average radiance across all φ angles for each θ angle. The left sides of the plots
are close to the camera and the right sides are close to the sample. We can see a similar trend
for most samples, where the ends are well aligned between the two images, but the captured
images have higher radiance in the central part of the cylinder. A notable exception is IJM 617,
where the differences are also pronounced on the left side (close to the camera).
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Figure 5.28 – Required compensation that will equalize the captured and the simulated images.
There is a systematic error in the measurements, with the IJM 617 being the only outlier, and
also the only textile.

The sharp falloff at the left end of the plots (the camera end of the cylinder) for the captured

images is due to the finite size of the physical aperture in the camera. The camera is focused

on the sample, and the cylinder end close to the camera gets blurred. The blur circles then mix

the content of the image due to parts of the cylinder and parts outside of the cylinder. This

problem can be addressed by decreasing the size of the aperture, and by taking multiple HDR

images with different focal planes, e.g., at the sample, at the middle of the cylinder, and at the

cylinder opening close to the camera.

To confirm the observed trend, we computed the ratio between the two lines, for each sample.

The results are shown in Figure 5.28. These values are, as in the previous figure, the average

across all φ angles, for each θ angle. This is the required compensation by which we need

to divide the captured values to reach the simulated values. The figure confirms that there

are indeed systematic differences in the measurements. With the exception of IJM 617, the

samples’ virtual images could be compensated with a very similar factor.
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Chapter 5. BTDF Estimation with Radial Imaging

There are multiple factors that can contribute to these systematic differences. As it can be seen

in Figure 5.26a, the sample size in the experiments is larger than the one in the simulations.

Although the sample is illuminated with a collimated beam of light, of the same size as in the

simulations, the increased size of the sample contributes to backscattering of light inside the

cylinder. In the simulations, this light would escape the cylinder. Although it does not seem

to influence the image close to the sample, it does influence the values closer to the camera,

since those are much more dependent on the interreflections, than on direct irradiance by the

sample.

Furthermore, subsurface scattering inside the sample increases its effective illuminated area.

Therefore, the sample must be cut to the correct size, or be isolated from backscattering the

light inside the cylinder by covering it with a physical barrier or highly absorbing paint.

Another source of backscattering that does not appear in the simulations is from the camera

lens towards the cylinder. This can also contribute towards increasing the radiance values,

especially of the pixels near the camera. The camera should thus either be mounted further

away from the cylinder and/or decreased in size.

Spectralon is translucent, which can be seen in Figure 5.30b. Therefore, light that enters the

material at one point, can get transported under the surface, to emerge at a different point.

This can also add to the differences in the measurements, since the simulations were carried

out without subsurface scattering. This would means that the high intensity irradiance close

to the sample could be transported towards the middle of the cylinder, where it emerges and

increases the registered radiance by the camera.

Another reason that might add to the discrepancies in values between the captured and the

simulated images is the difference in surface roughness of the Spectralon that was used to make

the cylinder and that of the measured Spectralon tile. The Spectralon BRDF measurement that

we used in the Mistuba simulation might have been performed on a tile that was compacted

more than the Spectralon of which the cylinder was made.

Figure 5.29 shows the ratio between the BTDF computed from the captured virtual images, and

the ground truth BTDF of the materials, measured with the pab pgII goniophotometer. Before

computing the BTDF, we compensated each virtual image by the corresponding amount,

shown in Figure 5.27. Note that this compensation is computed as the average over all φ

angles, and not for every
(
φ,θ

)
pair.

We can again see a systematic error in the results. They are lower close to the sample, falling

below 10 %, and increase to more than 300 % close to the camera. The main reason is the

misalignment issue between the sample, cylinder and camera, which we discussed above. The

light source seems to illuminate the samples slightly off-center, shifted along the x-axis, as it

can be seen by the increased intensity around φ = 190°, and decreased at the opposite side of

the cylinder φ = 10°. This shows that the approach is highly sensitive to misalignment issues.
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IJM 637 - Captured vs. GT BTDF [%]
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Figure 5.29 – The BTDF ratio when it is computed from the captured images, to the ground
truth. Each captured image was compensated by the corresponding amount, as shown in
Figure 5.28. The differences are below 10 % in the parts close to the sample, and increase
to more than 300 % when moving towards the camera. We again see a systematic error in
all figures, which is caused by the misalignment of the sample, cylinder and camera in our
experimental setup.
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5.8 Practical considerations and limitations

Generating the light transport matrix is very computationally and memory intensive. On the

positive side, all operations are additions and multiplications. The graphics processing unit

(GPU) is a specialized hardware to very efficiently perform such operations. The problem is

also embarrassingly parallel, and it can easily be run on multiple GPUs, as long as there is

enough memory. Selecting a symmetric scene, like ours, means that we need to compute the

columns of the LTM corresponding to just a single φo angle and all θo angles of the cylinder,

i.e., a stripe of facets along its height. The rest of the matrix can be populated with circular

shifting of this data.

We computed the light transport matrix for 5184 facets and 100 light bounces in 7.14 hours

on three Nvidia Titan Xp GPUs, running optimized MATLAB code. This can certainly be

accelerated with better optimization in a lower-level coding language. The main difficulty with

the computation is storing the 3D BRDF tensor of the cylinder (Figure 5.11). Again, due to the

symmetry of the scene, it can be stored partially, and the rest can be populated with circular

shifting of this data. This is acceptable, since the light transport matrix is computed offline,

and only once as long as the scene geometry and cylinder BRDF do not change. The forward

rendering, computing the equilibrium radiance from the BTDF, is a simple matrix-vector

product (equation 5.49), and the inverse rendering, computing the BTDF from the equilibrium

radiance, is a matrix inversion followed by a matrix-vector product (equation 5.57). Since

the light transport matrix is fixed, the inverted matrix can also be stored, thus the inverse

rendering will also become a simple matrix-vector product.

The proposed approach is capable of measuring many outgoing angles, but only a single

wavelength of light. For each additional wavelengths, we will need to exchange the light filter,

and repeat the process of taking a set of photos. With the parameters from Table 5.4, we were

able to take one set of photos in around one minute. A more practical approach to illuminate

with white light, and use a multispectral or a hyperspectral camera to capture all desired

wavelengths in a single capture session. This will trade-off spatial for spectral resolution.

Given the size of the virtual pixels, multiple image pixels will still be available for averaging to

compute the value of the virtual pixel.

The size of the sample acts as a low pass filter on the computed BTDF (Figure 5.21). That

makes it difficult to capture intricate details in the BTDF. Decreasing the radius of the sample

can preserve more details, however, the cylinder will then become darker. A more sensitive

camera, or longer exposure times must then be used for achieving decent SNR.

In the current implementation, we illuminate the sample at a right angle (θi = 0°). For samples

that are fairly transparent, there can be problems with lens flare, since most of the light will

continue straight towards the camera, and the smaller portion will be scattered around the

cylinder. The stray light in the camera optics will make the measurements biased and therefore

useless. This is illustrated in Figure 5.30a. To avoid this problem, a mirror tilted at 45° can be

placed in front of the camera to divert the direct light component away from the camera, and
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(a) Lens flare in the camera optics due to the
unscattred portion of the direct illumination

(b) Illumination through the cylinder wall with a
phone flashlight

Figure 5.30 – Practical limitations of our proposed setup for estimating BTDF. (a) When mea-
suring samples that are highly transmitting and lightly scattering, the intense unscattered
portion of the illumination causes lens flare in the camera optics. This stray light scatters to
other pixels of the image, and biases the measurement. It is most notable as the halo around
the central saturated part of the image, when this portion of the image should be dark. (b) The
translucency of the Spectralon cylinder lets intense light enter from the outside. This imposes
an upper limit on the intensity of the light source, for light to be fully contained inside the
cylinder.

outside of the cylinder. This will also lower the captured radiance of the cylinder when using

larger apertures, because a portion of the camera lens will be blocked.

Another practical consideration is that Spectralon is translucent. Thus, light could escape the

cylinder if it is not thick enough for the irradiance exerted on its walls. Figure 5.30b depicts

the opposite case, where light enters the cylinder from the outside. This upper limit on the

intensity of the illumination could be circumvented by using more sensitive cameras.

5.9 Summary

BSDFs have traditionally been measured with scanning goniophotometers. Where measure-

ment accuracy is critical, they are irreplaceable. However, they require long acquisition times.

This issue lead to the design and development of parallel goniophotometers. Many different

approaches have already been proposed, and new approaches are continuously being added,

or the existing ones are being perfected.

In this work, we proposed and evaluated a novel design for a parallel goniophotometer, which

is simple and inexpensive to build. Our approach relies on a cylinder with a highly diffusing

internal surface, that reflects many outgoing directions from the sample towards the camera.

Because the cylinder inside is convex, many interreflections take place before it reaches its

steady-state radiance. We then invert the light transport that takes place inside the cylinder to

compute the irradiance of the cylinder facets that is due only to the sample, and not due to

other cylinder facets. From this initial irradiance we can compute the BTDF of the sample.
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Chapter 5. BTDF Estimation with Radial Imaging

Our approach relies on a simple hardware design and an involved computational framework.

We have therefore presented all steps from the mathematical foundation diligently and trans-

parently. The intensive computations are performed offline, and can be reused for as long

as the geometry of the measurement setup remains unchanged. The online computations

performed during measurement are lightweight, consisting of simple matrix-vector products.

The results from the simulations look promising. Inverting the light bounces with the light

transport matrix works well, and the computed BTDFs are well aligned with the ground-truth,

for both low-frequency and high-frequency patterns with abrupt changes. We also identified

some possible issues. The BTDFs becomes somewhat noisy in the regions of the cylinder that

are far away from the sample. This happens when we use very high reflectance values for the

cylinder walls, and can mostly be attributed to the noise in the rendering. Decreasing the

reflectance decreases the noise due to interreflections, but also decreases the equilibrium

radiance inside the cylinder. The systematic error in the central part of the cylinder remains

to be addressed at a more profound level than the simple compensation that we proposed,

although it proved to be very effective in suppressing them. The size of the measured sample

presents another trade-off. Where a larger sample acts as a smoothing filter on the BTDF,

especially farther away from the sample, it allows for higher internal cylinder steady-state

radiance.

The results from the real world experiments are not entirely satisfactory. That is mainly

because of shortcomings in the assembly and calibration of our setup, where we failed to

align all optical elements properly. We believe that an industrial grade implementation can

approach the accuracy that we achieved in the simulations. We have also identified some of

the practical limitations, and have proposed possible directions for their mitigation.
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5.B Appendix: Additional results
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Figure 5.31 – Recovered BTDF after an infinite light bounces inside the cylinder, and after a
compensation has been applied for the systematic error of the central BTDF values. The left
column features a sample from Canon IJM 601, and the right column a sample from Canon
IJM 637. The top row shows the ground truth BTDF, and the middle row shows the BTDF
recovered from the simulated images when using a Spectralon cylinder. The bottom row shows
the recovered BTDF from images simulated also using the Spectralon cylinder, but to which
the simple compensation has been applied, and are lightly filtered with a Gaussian filter (size
= 5, σ= 2) to eliminate the noise.
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Figure 5.32 – Recovered BTDF after an infinite light bounces inside the cylinder, and after a
compensation has been applied for the systematic error of the central BTDF values. The left
column features a sample from Avery Dennison MPI 2020, and the right column a sample
from Avery Dennison MPI 3151. The top row shows the ground truth BTDF, and the middle
row shows the BTDF recovered from the simulated images when using a Spectralon cylinder.
The bottom row shows the recovered BTDF from images simulated also using the Spectralon
cylinder, but to which the simple compensation has been applied, and are lightly filtered with
a Gaussian filter (size = 5, σ= 2) to eliminate the noise.
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6 Conclusion

6.1 Thesis summary

In this thesis we looked into the measurement of material properties, primarily with cameras.

In the first part of the thesis we were concerned with material appearance in reflectance

mode, i.e., when the illuminant and the observer are on the same-side of the material. A very

important feature that governs the appearance is surface roughness. Therefore, in Chapters

2 and 3 we explored the use of structured light systems for measuring the surface structure

of materials, which can then be summarized by the roughness measure. In the second part

of the thesis, we were interested in measuring the transmitting properties of materials. In

Chapter 4 we focused on the hemispherical transmittance, and the proper measurement of

total transmittance. We then went a step further in Chapter 5, and proposed a novel device for

the measurement of directional transmittance, which is represented by the BTDF.

In Chapter 2, we discussed the importance of calibration for stereo systems based on struc-

tured light projection. In addition to geometric calibration, which is essential, structured light

systems that employ codes with continuous variation require a radiometric calibration, when

there is a non-linear processing in the loop. It is generally the case that the projectors add the

non-linear processing, since modern cameras can output linear images. Due to the popularity

and benefits of codes with continuous variation, radiometric calibration is slowly becoming

another essential part of the process.

The radiometric calibration increases the complexity of the process in terms of additional

capture time and manual intervention, for example, exchanging the calibration board used

for geometric calibration with one for radiometric calibration. Therefore, we proposed an

algorithm that performs a geometric calibration of the projector-camera pair and a radiometric

calibration of the projector, simultaneously, using a single calibration board and from the

same set of captured images. The algorithm does not require additional user intervention for

the radiometric calibration. We also showed that our algorithm offers high quality calibration,

similar to the state-of-the-art algorithms, for both calibrations.
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Chapter 6. Conclusion

In Chapter 3 we applied the calibration procedure from Chapter 2 to a structured light system

that we built for the purpose of measuring surface roughness. Macroscopic surface roughness

is an important factor in determining the appearance of a surface. We focused on scanning the

surface of printing textiles. Due to the increasing popularity of digital printing on textiles, it

would be of great interest to devise color prediction models that can incorporate such surface

information.

In the chapter we provided and overview of the main categories of structured light encoding

techniques, and discussed the potential sources of errors. We then designed and assembled the

system for depth estimation. We selected the surface roughness metric to compare the scans

of our system to those from a profilometer based on the confocal principle. When properly

calibrated, we managed to achieved comparable results for materials that had surface feature

with periods from 0.5 mm to 1 mm, surface height of up to 150 µm, and moderately complex

surfaces. Moreover, our system offered faster scanning and/or wider scanning area than the

profilometer, at the expense of lower resolution.

In the second part of the thesis we concentrated on measuring transmittance. In Chapter 4

we evaluated different techniques for measuring hemispherical transmittance. We presented

different measurement geometries for total transmittance, and discussed the sources of

error. We then built a system for total transmittance measurement to evaluate several of the

measurement geometries. We also compared our measurements to those from commercial

solutions. We showed that certain measurement geometries introduce a significant bias,

which should be compensated. Therefore, when reporting total transmittance, it is a good

practice to also state the measurement geometry.

Finally, in Chapter 5 we expanded the work on transmittance measurement, towards measur-

ing the Bidirectional Transmittance Distribution Function (BTDF). It describes the angular

distribution of the incident light after it passes through the material. It is thus of great interest

for computer simulations, special effects and architectural modelling of illumination of spaces.

Our contribution is a novel design for a parallel goniophotometer. Our system is based around

a diffusing cylinder that collects the outgoing light from a sample that is illuminated by a

collimated beam of light. The steady-state radiance of the cylinder’s interior is then captured by

a camera. We then compute the BTDF after mathematically reversing all light interreflections

between the cylinder walls. Our method trades mechanical complexity with computation.

We provided a rigorous mathematical discussion on the foundation of the method. We then

built the proposed design in Mitsuba, a physically based renderer, and truthfully simulated

the physical interactions of light with the objects, to evaluate our approach. The results

were well aligned with the ground-truth, opening the door for experimental validation. The

prototype that we build was based on off-the-shelf components, except for the cylinder that

can also be acquired easily. The experimental results were not entirely successful mainly due

to mechanical alignment issues. However, we believe that an industrial grade implementation

could overcome the practical issues, and approach the accuracy from the simulations.
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6.2. Future research

6.2 Future research

6.2.1 Simultaneous calibration

Incremental calibration. The method does not mandate the calibration to be performed

after a predetermined number of images have been acquired. Therefore, an incremental

calibration can provide the operator with an immediate feedback on the calibration accuracy

for the geometric calibration, and an overview of the gamma estimation convergence. This

will allow to condition the number of captures on the desired calibration accuracy.

Self-identifying corners. Currently we expect to see all printed and projected corners in

order to determine the orientation of the patterns and match the two sets of corners for

computing the prewarp. However, an interesting future direction is to investigate pattern

designs that can uniquely identify the corners by inspecting their surrounding squares.

Radiometric calibration for all color channels. In the current implementation, the radio-

metric calibration is preformed only for one color channel, and it is assumed that it is equal for

the other color channels. For devices that have widely varying response functions for different

color channels, it is possible to generate projected pattern in different colors, and to extract

their corner locations and intensities from the corresponding camera channels, and the white

squares of the printed pattern. This will require a more intricate managing of possible failures

when the projected pattern is not detected, and we also have to make sure that we do not

interfere with the printed pattern.

Accounting for distance falloff to get more accurate values for the radiometric calibration.

When the calibration board is relatively close to the projector and the camera, we should

account for the irradiance changes due to the distance falloff. In this case, different parts of

the projected pattern would lie at significantly different distances from the devices. Assume

that the calibration board is close to a Lambertian reflector, we should normalize the captured

values in the camera image by the distance squared from both devices. The geometric cali-

bration provides us with the relative position and orientation of the calibration board with

respect to both the projector and the camera, which is all the information needed to perform

this compensation.

6.2.2 Surface roughness

The unexpected very narrow valleys that were visible in the reconstruction of the Canon

IJM618, we suspect appeared due to specular reflections. The unpolarized light from the DLP

projector gets partially polarized parallel to the surface when it reflects from the textile (a

dielectric). Therefore, an effective solution for suppressing specular reflections is by using

a linear polarization filter in front of the camera [70]. This, however, comes at the cost of a

4-8 times reduction in the captured brightness. Cross-polarization is an even more effective

solution for lowering the amount of specularly reflected light and it uses polarization filters in

front of both the camera and the projector [104].
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θi = 0°

Figure 6.1 – Geometry for capturing a different outgoing hemisphere.

Recent color prediction models for printing account for the roughness of the inks, but do not

take into account the roughness of the substrate, which is about two orders of magnitude

greater for textile substrates. Therefore, it would be interesting to extend the existing color

prediction models to take into account the roughness of the surface at the macroscopic

scale, by possibly incorporating local interreflections. Work in this direction has already been

performed, for the more specialized, but very important case of specular V-cavities [86, 84].

6.2.3 Parallel goniophotometer

A simple extension to the proposed parallel goniophotometer design would be to explore

different facet discretizations of the cylinder, since there are no inherent limits on the possible

discretizations. Those with rotational symmetry are more efficient to compute, since the

matrix can be computed only partially, and then circularly shifted and repeated. Interesting

discretizations can allocate a larger amount of facets in more interesting regions of the cylinder.

For example, we might be more interested in the smaller θo angles, and the current uniform

discretization would work well in that case. A simple variation would be a discretization where

the θo angles progress uniformly, which will make the facets closer to the camera larger.

There is, however, a limitation on the number of facets, because it can make the computation

impractically long. A recent paper on differential rendering by Nimier-David et al. [75], could

allow us to use much higher number of facets, and potentially the whole resolution of the

camera. The concept is similar to ours, in the sense that it also tries to reverse the light

transport in the scene. It starts from an initial state of a scene, and the goal is to update the

parameters of the rendering such that it matches a target rendering. The downside is that the

intense computation will have to be performed online, for each measured sample, but a static

scene like ours could be set to an initial state that is not too far from the target state. Also, the

differentiation requires the BTDF to be a smooth function, which should not be problematic

for most materials.

As it can be seen from the results in Section 5.6, the design based on a cylinder covers all

φo angles, however, the θo angles start from around 7°, and go all the way to more than 87°.

The missing angles between 0° and 7° can be captured by rotating the light source and the

sample in unison, while the cylinder and camera remain fixed. This is illustrated in Figure

6.1. Furthermore, to capture an additional BTDF slice for a different incident direction, the
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  ≠
 0°

 
θi 

Figure 6.2 – Geometry for capturing an oblique incoming direction.

light source should be rotated relative to the cylinder and the sample, like in Figure 6.2. These

modifications do not incur computational costs, since the same cylinder discretization and

LTM can be reused.

Another interesting direction for future research is to replace the Spectralon coating of the

cylinder with a paper-like coating, to further reduce the cost of the setup. There is no inherent

limitation for doing this, since the BRDF of the coating is taken into account in the LTM.

However, the reflectance of paper is lower than that of Spectralon, and it is also less diffuse.

This will decrease the equilibrium radiance that the camera captures, and might necessitate

the use of a more sensitive camera to avoid excessively long exposure times.

The proposed design can also be used to capture BRDF. In that case, the sample will be

illuminated from the same side as the camera. The illuminating beam and the camera could

be at θi = 0° to the measured sample, which will require a beamsplitter. For other incident

directions the sample will be illuminated off center. The incident angles will, however, be

limited, since the cylinder will block many directions, depending on the length of the cylinder.

A workaround would be to also rotate the sample together with the light source.

Shapes different from a cylinder can also be used. The cylinder is convenient because it can

easily and accurately be fabricated. Conical frustums are also interesting, because they can

easily be fabricated, and allow for a different viewing geometry, which can reflect more direct

radiance towards the camera, but the angles to the sample will become steeper. An in-depth

discussion on the measurement geometry for radial imaging can be found in [55].

In Section 5.6 we introduced a single bounce version of the proposed design. It is based

on a long flat stripe made out of diffusing material, that, by rotating, describes a cylinder.

Alternatively, the sample could be rotated, while the stripe stays fixed. At each φo position, it

reflects many θo angles. This implementation will reduce the computational requirements

to a simple vector division: evaluating equation 5.58, where E0 is the radiance captured by

the camera divided by T1, or the BRDF for the light path sample -> pixel location -> camera.

On the other hand, it would require many more captured sets of images. For example, we

had 64 facets along φo in our experiments with the cylinder. The upper limit for the angular

resolution along θo for this design is the resolution of the camera. The ideal camera for such a

design would be an HDR push broom video camera.
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Figure 6.3 – Schema of the mirrored cylinder. The lines of different color represent different
number of bounces, blue is a single bounces, green is two bounces, and red is three bounces.
The purple circles show the positions of the last light bounce. These are the positions that
the camera registers in the image. The noted angles correspond to θo of the outgoing light
directions.

Drawing another idea from the same work, [55], is to place mirrored rings inside the cylinder

on the places where the camera observes the sample after one, two, three, or more bounces.

These locations can easily be computed, and are shown on Figure 6.3 for the given geometry.

Two images from two different measurement geometries are shown in Figure 6.4. Figure 6.4a

shows the reflections of a sample with a radius of 2.5 mm, and the Figure 6.4b, shows the

reflections of a sample with a radius of 1 mm, but also after the camera has moved closer to

the cylinder and a wider angle lens has been used. The estimated BTDF at these positions is

very accurate, and can be used as a guide for the BTDF of the other outgoing directions.

(a) Sample radius = 2.5 mm
Cylinder length = 2500 mm
Cylinder radius = 500 mm

Camera distance = 3000 mm
Focal length = 35 mm

θ1 =
10.89 º

θ2 =
21.04 º

θ3 =
29.98 º

θ4 =
37.57 º

θ5 =
43.88 º

θ6 =
49.09 º

θ7 =
53.39 º

θ8 =
56.98 º

θ9 =
59.98 º

(b) Sample radius 1 mm
Cylinder length = 2500 mm
Cylinder radius = 500 mm

Camera distance = 2600 mm
Focal length = 10 mm

Figure 6.4 – Simulated images for a diffuse sample and mirrored cylinders. The camera
registers radiance only at the places where it see the sample after a certain number of bounces.
The θo angle from the sample increases with the radius of the circle.
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