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Abstract

Braided rivers form some of the most fascinating �uvial patterns found on Earth. They are identi�able by their
unique morphology of complex networks of intertwined channels that spread across wide �oodplains. Detailed
knowledge of their dynamics is needed to de�ne proper river management strategies that can address both human
needs (e.g. protection against �oods, bank migration, etc.) and natural needs (e.g. the preservation of fauna and
�ora, river restoration, etc.).

Recently, the study of braided rivers has undergone signi�cant progress. Developments in the areas of laboratory
experiments, monitoring techniques and �eld surveys, in addition to new paradigms in the �eld of geosciences
and mathematical modelling have greatly improved our understanding of braided rivers. However, many ques-
tions remain unanswered. Is it possible to predict the long-term evolution of a braided river under steady �ow
conditions? More fundamentally, where do the braided pattern emerge from? Does it grow out of an intrinsic
�ow instability? And, if this is the case, which one? The present work aims to �ll two speci�c gaps in the current
state of knowledge: the dynamics of braided river networks and the development of a morphodynamic model
that uses a non-equilibrium bedload formula that can predict bedforms that ultimately produce braiding.

This thesis studied the dynamics of the braided networks experimentally. Two laboratory-scale experiments were
performed from which we extracted and investigated the braided network’s temporal evolution. A set of variables
describing the network was determined –namely the number of nodes, the number of links and the network’s
total link length. These variables were shown to relate to the �ow conditions. Moreover, the evolution of the
braided network was described by identifying similar network con�gurations as modes. The modes’ evolution was
well captured by their probability. Using a Markov process, we were ultimately able to reproduce the probability
of occurrence of those modes.

A morphodynamic model based on the shallow-water equations and a stochastic-based bedload transport formula
was developed. Applying linear stability theory, we were able to obtain marginal stability curves that predicted the
development of bedforms. Two types of bedforms were identi�ed: two-dimensional bedforms (antidunes and
dunes) and three-dimensional bedforms (bars). The results agreed well with the literature. The present work was
the �rst morphodynamical model to predict the development of both dunes and bars within the same framework
using shallow-water equations. Moreover, we were able to show, albeit qualitatively, the in�uence of particle
di�usion–present in the bedload transport equation– in the development of bedforms.

Keywords: braided rivers, laboratory modelling, morphodynamics, bedload transport, linear stability theory
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1 Introduction

1.1 Why braiding matters?

Braiding is a �uvial pattern characterised by a complex dynamic where multiple channels join and split continu-
ously along their �oodplain (see Figure 1.1). It is one of Earth’s most dynamic surface processes, and it belongs to
the continuum of river channel patterns [Kleinhans, 2010]. Braiding rivers are not commonly found in nature,
and this is due to the particular combination of conditions that is needed for them to form: a laterally active bed
and the presence of bars, a quite particular type of �uvial bedform [Kleinhans and van den Berg, 2011]. These
forming conditions are met in mountainous regions (like the Swiss Alps), in Piedmont plain environments or
in wide river deltas. Moreover, the presence of bars in the middle of these webs of channels renders braiding
an ecological niche [Tockner et al., 2009]. The combination of all these elements makes braiding a fascinating,
highly complex, dynamic system [Ashmore, 2013].

River management has long been an issue for humankind. Indeed, rivers are simultaneously a source of life and
death. One the one and, they carry the water essential to the development of agriculture and human life. On the
other hand, �oods are a permanent danger looming over the people living on river banks. This is why populations
have always tried to control rivers and bring out the best in them. Ancient civilizations, such as the Egyptians or
the Chinese, were characterised by their mastery of hydraulics. Their management of the Nile and the Yellow
River, respectively, was necessary for their very survival and one of the main reasons why they �ourished. Without
going so far back in time, the Netherlands is a notable example of a country that has had to control its rivers for
the safety of its inhabitants. However, there is a limit to the extent to which humankind can manage rivers. The
�oods that a�ected Europe in October–November 2018 showed once again that nature’s behaviour is di�cult to
predict, even in the twenty-�rst century. In part, this limitation comes from the unpredictable nature of river
�oods, but it also comes from our incomplete understanding of hydraulics.

Braided rivers are not an exception in our partial knowledge of river mechanics. For hundreds of years, human
activity has resulted in changes in sediment supply and transport regimes that have caused the braiding intensity
of many European braided rivers to diminish. This, in turn, has provoked the unwanted destruction of ecological
niches [Gurnell et al., 2009, Belletti et al., 2015]. Moreover, in the context of global warming and biodiversity
loss, river restoration and the rebuilding of natural habitats for fauna is of particular importance today. Braided
rivers can become signi�cant parts of these restoration programs [Wohl et al., 2005, Dufour and Piégay, 2009].
However, for them to be fully e�cient and avoid causing unwanted damage in the long run requires a solid
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understanding of their dynamics. That understanding is currently lacking, unfortunately (or fortunately, for a
PhD student).

1.2 What is braiding?

Braiding emerges from an intertwining of mechanisms acting at various scales, ranging from the particle-scale
(microscopic-scale) up to the catchment-scale (macroscopic-scale).

– at the microscopic scale: Hydrodynamics and sediment transport describe the mechanisms acting at the
particle-scale and explain how �uvial patterns develop from an instability;

– at the macroscopic scale: Field studies, experimental studies and numerical modelling describe the overall
braided network via its macroscopic constituents.

Combining hydrodynamics and sediment transport into a coherent model, a so-called morphodynamic model,
allows us to study the development of �uvial patterns through the governing equations. This approach, also
called physics-based approach, relies on the precision and physical well-foundedness of the governing equations.
This is true for the hydrodynamic equation, but not quite so for sediment transport models. Because of the
inherent di�culty in solving the complete system of equations, the literature on morphodynamics shows that
the study of �uvial patterns has relied predominantly upon the use of linear stability analysis (see Figure 1.2)
[Engelund and Skovgaard, 1973, Parker, 1976, Blondeaux and Seminara, 1985, Colombini et al., 1987, Tubino,
1991, Devauchelle et al., 2010, Andreotti et al., 2012, Colombini and Stocchino, 2012, Bohorquez and Ancey, 2015].
These models can predict the early development of bedforms (at the linear stage of development), but they fail to
describe the dynamics of an already developed braided system (non-linear system).

Figure 1.1: Waimakariri is a braided river in the Southern Alps in the hinterland, Canterbury, New Zealand
(from Te Ara). This picture captures the very essence of a braided river: a wide, uncon�ned valley covered with a
complex network of channels joining and splitting across the �oodplain and forming this beautiful pattern.
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1.2. What is braiding?

We can develop a good understanding of the evolution of braided systems as a whole by combining numerical
models with �eld and experimental investigation, since these approaches are able to describe the macroscopic
structures (such as bars, bifurcations, etc.) which control the braiding mechanism [Bolla Pittaluga et al., 2003,
Bertoldi and Tubino, 2007, Bertoldi, 2012, Kleinhans et al., 2013]. Numerical models generally solve the full,
non-linear, morphodynamical system. They therefore go beyond the linear stage of bedform development and
can thus simulate a complete �uvial pattern. Field investigation remains, to this day, the only means with which
to obtain quantitative data about real braided rivers. By reducing the scale of the problem to laboratory scale and
by operating in controlled environment, experimental investigation facilitates a thorough examination of speci�c
aspects of the problem in a reliable and reproducible way, as well as the collection of high-quality data.

Each approach has its particular �aw: complex to management (�eld studies), potential oversimpli�cation of
reality (experimental studies and morphodynamics) and computational too expense (numerical modelling).
Since I will follow an experimental and morphodynamic approach, I will highlight their respective strengths and
explanatory powers.

(a)

(b)

(c)

(d)

(e)

Figure 1.2: Fluvial patterns found in nature. (a) sand ripples (from MIT); (b) migrating antidunes in Belle Île, Port
Andro (from Pierre-Yves Lagrée); (c) alternate bars in Japan (from Deltares); (d) meandering river in Goosenecks
State Park (from NASA Earth Observatory); (e) Tagliamento braided river in Veneto (from Pinterest).

1.2.1 Experimental approach to braided dynamics

The processes occurring in braided rivers can be studied under closely monitored and controlled experimental
conditions by using reduced-scale models. The main idea behind the experimental approach to braided rivers is to
describing and relating the evolution of the braided network to the hydraulic conditions. Mosley [1983] conducted
a series of �eld studies to investigate the in�uence of slope and water discharge on the complexity of braided
networks. He associated an increasing trend in network’s complexity with an increase in the river’s longitudinal
slope and water discharge. Ashmore [1991b] con�rmed these results by means of laboratory experiments instead of
�eld study. He highlighted the product of discharge and gradient (the stream power) as a potential key parameter
controlling network’s complexity. More recently, Egozi and Ashmore [2009] emphasised the tendency of braided
systems to adapt to changes in water discharge and to reach new steady-state con�gurations. They mentioned
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an increase in braiding intensity at higher discharges. Bertoldi et al. [2009b] individuated two dimensionless
parameters controlling braided systems at steady state, the dimensionless discharge and dimensionless stream
power. The common attribute of these works was to show a deep relationship between hydraulic conditions
and the braided network of the river. Nonetheless, these investigations failed to answer the question of how to
properly quantify the braided network, or at the very least, they failed to address it fully.

When modelling braided rivers, Howard et al. [1970] and Webb [1995] emphasized their network-like nature.
In particular, they identi�ed a set of topological and geometrical properties characterising the braided network.
They demonstrated the possibility of describing braided rivers abstractly and opened the door to new insights.
Using a similar approach, Foufoula-Georgiou and Sapozhnikov [2001] showed that multi-channel geometry was
self-a�ne over a range of spatial scales and this self-a�nity implied a statistical scale invariance. More recently,
Redol� et al. [2016] showed that the cross-sections of experimental braided rivers were statistically equivalent to a
single channel whose section satis�ed a power-law function. They went on to calculate the bedload transport
rate in this synthetic channel and their estimation agreed well with experimental results. Although they appear
di�erent in nature and goal, these works both highlighted two important aspects: the use of statistical methods
to study the braided rivers and the ability to precisely describe braided networks.

1.2.2 Morphodynamical approach

Morphodynamics is the technical term referring to the branch of science devoted to the understanding of the
erosional processes that shape the Earth’s surface [Seminara, 2010, Blondeaux et al., 2017]. Its main goal is to
describe and predict the development of bedforms that ultimately lead to fully developed �uvial patterns, in our
case, braided rivers. Morphodynamic models are based on equations, usually obtained from physics, therefore
based on well-established science. They rely on the Navier-Stokes or Saint-Venant equations for hydrodynamics
and the Exner equation for river-bed mass conservation [Paola and Voller, 2005]. To account for sediment
transport processes, morphodynamic models are completed by sediment transport models, which are generally
obtained empirically. They thus depend heavily on the sediment transport equation used. Even today, after more
than a century of research, sediment transport (and bedload transport in particular) is not completely understood.
Let us brie�y introduce the subject.

Bedload transport is a particular form of sediment transport where the granular material is eroded and advected
by the �ow. It occurs in the near vicinity of the river bed, in the so-called bedload layer, and it is mainly composed
of three modes of transportation: rolling, sliding and saltating (see Figure 1.3). Bedload transport was originally
developed as a sub�eld of civil engineering and geomorphology before gaining considerable attractiveness to
other branches of science because of its multi-disciplinary nature. Indeed, bedload transport embraces �elds
as varied as granular physics and �uid mechanics Ancey [2020a]. Since the pioneering work of du Boys [1879],
a vast number of bedload transport models have been proposed, ranging from purely empirical formulations
[Meyer-Peter and Müller, 1948] to models inspired from kinetic theory of gases [Furbish et al., 2012b]. I will not
attempt to make an exhaustive presentation of this vast subject, the interested reader may refer to Yalin [1972],
Graf [1984], Julien [2010] for general books on the subject or to Gomez and Church [1989], Gomez [1991], Ancey
[2020a,b] for extended review articles. I will limit myself to introducing the bedload transport model that is
going to be used in this work and to putting that into context with respect to the other equations.
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1.2. What is braiding?

Figure 1.3: Schematic de�nition of bedload transport and bedload layer (from Dey [2014]).

There are two main approaches to examining bedload transport: the deterministic/mechanical approach and
the statistical/stochastic approach. The deterministic approach is rooted in the early work of du Boys [1879].
He was the �rst to relate bedload transport to the shear stress exerted by the �ow on the river bed, the bed shear
stress. He pointed out that bedload transport started above a certain threshold, the critical shear stress. Later on,
Shields formalised the concept of critical shear stress by introducing the dimensionless number that holds its
name, the Shields number θ [Shields, 1936]. θ serves to de�ne the critical Shields number, i.e. the threshold for
incipient sediment motion. Parallel to du Boys’ view on bedload transport, there was Bagnold’s approach. He
argued that bedload transport was not proportional to the excess shear stress but rather to the excess energy of the
�ow, the so-called stream power [Bagnold, 1956]. Ultimately, du Boys and Bagnold’s approaches are quite similar
in their foundations, they are both deterministic in the sense that bedload transport is directly proportional to
the mechanical forces exerted on the bed.

Deterministic approaches are based on the key assumption that bedload transport is intimately linked to �ow
conditions; therefore every law is ultimately calibrated with laboratory or �eld data. This explains the success
of deterministic approaches in the comparison of predictions with experimental data. However, despite these
calibrations, they have has been shown to perform poorly when compared to �eld data [Gomez and Church,
1989, Gomez, 1991]. Moreover, deterministic approaches are unable to grasp the inherent �uctuations observed
in bedload time-series from both the �eld and the laboratory. These �uctuations can reach up to 10 times the
average bedload �ux, even in laboratory experiments [Dhont and Ancey, 2018]. To improve bedload models
predictions, researchers re�ned them by introducing more dependent variables into their equations, e.g. grain
size distribution among others. The main idea was that the more parameters were used in the models, the more
accurate their results should be [Wong and Parker, 2006, Recking, 2013]. A fundamentally di�erent strategy
was to improve understanding of the physical mechanisms underlying bedload transport. To account for the
�uctuations of bedload time-series, which could not be explained by measurement errors alone, researchers had
to follow a statistical approach to sediment transport.

The statistical approach originated with the work of Einstein [1950]. In his view, sediment transport is, by nature,
a random process, as shown by the trajectory of eroded particles. Indeed, when looking at individual particles,
he noted an erratic pattern; composed of moments of rest and moments of travel, with varying travel distances
and travel speeds. In short, a random-walk-like movement. He noticed that, on average, the number of eroded
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particles equalled the number of deposited particles. In the long run, the bed remained at the same altitude despite
the erosional processes. He formulated that, at equilibrium and for steady state uniform �ows, bedload transport
should match the entrainment and deposition of particles from the bed. He then identi�ed the relationship
between bedload transport and the exchange of particles between the river bed and the �ow. This formulation
opened the door to a discrete, probabilistic description of the problem, relating the entrainment and deposition
rates to probabilities of being entrained or deposited respectively. Although Einstein was credited as the father
of stochastic models of bedload transport, this was not exactly true. His model, despite using probabilities, is
deterministic and does not derive from a purely stochastic process. Nonetheless, he surely paved the way for
the introduction of stochastic methods that researcher subsequently used. I will brie�y present the stochastic
framework that will be used in the morphodynamic model, namely Ancey et al. [2008]’s microstructural model.

The microstructural model uses a Markovian framework to determine the bedload �ux. Consider the following
situation: a particle is sheared o� the bed by the �ow and advected, either by rolling, sliding or, on occasion,
saltating (this situation corresponds to entrainment); from time to time it collides with other resting particles,
entraining them in turn (this situation corresponds to collective entrainment); eventually, after a given time, it
comes back to rest on the bed (this situation corresponds to deposition). Making an analogy with population
dynamics –deposition being similar to death, entrainment to birth and displacement to migration– it is possible
to use the framework of jump Markov processes to model bedload [Ancey et al., 2008, Ancey and Heyman, 2014,
Ancey et al., 2015]. Using this approach, they were able to obtain bedload time-series that exhibited the large
non-Gaussian �uctuations observed in experiments. Even though the model had been developed at the grain scale,
they were able to de�ne average quantities, such as the mean bedload �ux, and to determine a governing equation
for the average number of moving particles. Interestingly, this equation took the form of an advection-di�usion
equation. Strictly speaking the model is not stochastic, but it is the result of averaging the stochastic model. It
thus originates from a purely stochastic framework, namely the birth-death Markov processes.

1.3 Points requiring clari�cation

1.3.1 Open questions about the braided dynamics

Recent technological progress has given researchers access to a wide range of a�ordable, reliable image-based
and computer-vision-based techniques (Structure from Motion, LIDAR scanning, etc.). There has ensued an
explosion of available data, and their abundance has paved the way towards statistical methods which have created
staggering advances in the �eld of geosciences. Indeed, the abundance of data has led to data-driven approaches
(e.g. machine-learning) and new statistical methods across science in general, e.g. the works of Mariethoz et al.
[2010], Pirot et al. [2014]. They were able to simulate the evolution of braided rivers from a set of training images
using a method based on multiple-point statistics. These works are by no means isolated and are part of a more
general trend emphasising the use of statistical techniques [Mariethoz and Caers, 2015].

Parallel to the development of statistical techniques, graph theory has also made its apparition in the �eld of
geomorphology. A constantly growing proportion of researchers are now drawing attention to the concept of
connectivity and its importance in understanding how geomorphological systems behave [Heckmann et al., 2015,
Phillips et al., 2015, Wohl et al., 2017, Turnbull et al., 2018, Connor-Streich et al., 2018, Wohl et al., 2019]. Graph
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1.3. Points requiring clari�cation

theory is the branch of mathematics concerned with the quantitative analysis of networks [Harary, 1969, Newman,
2003, 2010]. Braided rivers, with their network-like patterns, naturally suggest following a graph theory-based
approach. The application of graph theory to braided rivers is not new, going back as far as Howard et al. [1970]
and Webb [1995]. They used network-based metrics (inspired by graph theory) to describe the topology of braided
rivers. Lehotský et al. [2018] took a graph theory approach to quantify sediment connectivity between bars in a
wandering-braided river. Marra et al. [2014] have combined satellite images with graph theory to analyse braided
channel network structures using connectivity metrics. Kleinhans et al. [2017] very recently proposed a method,
the Low Path algorithm, for extracting a braided system’s network in the form of a graph from bed elevation data.
This method was used by Hiatt et al. [2020] to study the topology of estuaries and braided rivers.

Although successful when used on their own, I suspect that the statistical approach and the connectivity approach
have not yet been employed to their full potential. Their joint utilisation within a uni�ed framework coupled
with experimental data could bring new insights to the study of braided rivers. As mentioned above, the Low
Path method is in its infancy and, besides Hiatt et al. [2020]’s work, it has not been applied anywhere else, to
the best of my knowledge. However, it shows very promising potential in the investigation of braided rivers’
dynamics as a whole. Indeed, no other method can provide such a detailed, precise description of the braided
network in the form of a graph. Moreover, that description is obtained from the bed elevation, which is the most
reliable and easily obtained data on braided rivers (via image-based techniques, as mentioned above). It thus
single-handedly answers the long standing problem of how to quantify braided systems and, at the same time,
opens up the possibility of a more mathematical analysis of those systems. Equipped with this powerful tool and
within the current context of statistical and connectivity approaches, I believe that I can address the following
questions:

– What is the appropriate metric of the braided network?

– Is it possible to relate the braided network’s evolution to hydraulic conditions?

– Given a braided system, is it possible to simulate, in a statistical sense, its dynamics?

1.3.2 Open questions about bedload and morphodynamics

The formulation of the �uid mass and momentum conservation equations is a fundamental component of
any morphodynamic model. In their most general form, they are the Navier–Stokes equations. In �uvial
environments, where the �ow depth is generally several orders of magnitude smaller than the �ow width, the
Navier-Stokes equations can be reduced to the Saint-Venant equation, alternatively called the depth-averaged
equations. They present the advantage of having one less component: the vertical one. They are therefore
easier to solve both analytically and numerically and are often used. Morphodynamic models that include the
depth-averaged equations have been successfully used to describe the formation of alternate bars and higher-order
bar modes [Callander, 1969, Parker, 1976, Blondeaux and Seminara, 1985, Colombini et al., 1987, Tubino et al.,
1999]. The use of shallow-water equations to describe the formation of dunes and antidunes is, however, not
common in the literature. Indeed, the �rst attempts to do so were unsuccessful and concluded that depth-averaged
models damped two-dimensional bedforms for Fr < 2 in an unphysical manner [Reynolds, 1965, Gradowczyk,
1968, Balmforth and Provenzale, 2001]. Further, they concluded that only fully three-dimensional �ow equations

7



Chapter 1. Introduction

which considered the vertical structure of the �ow were capable of capturing the development of bedforms.
Indeed, researchers have managed to explain the development of both bars and dunes, within the same theoretical
framework, for both turbulent �ows [Andreotti et al., 2012, Colombini and Stocchino, 2012] and laminar �ows
[Devauchelle et al., 2010]. A non-exhaustive summary is presented in table 1.1. On the other hand, to the best of
my knowledge, there is as yet no uni�ed framework using the shallow-water equations that is able to predict the
development of both dunes and bars does not exist.

Table 1.1: Morphodynamic models classi�ed in function of the �ow model and the bedload model
Shallow-Water Navier–Stokes

MPM
Parker [1976]

Blondeaux and Seminara [1985]
Colombini et al. [1987]

Tubino [1991]
Colombini and Stocchino [2012]

Non MPM Bohorquez and Ancey [2015, 2016]
Vesipa et al. [2012]

Devauchelle et al. [2010]
Andreotti et al. [2012]

In an attempt to explain the failure of shallow-water-based morphodynamic models to predict the development
of dunes and antidunes, the emphasis was put on the failure of the �ow model and not on the sediment transport
equation used. However, sediment transport plays an important, if not crucial, role in the bedform development
process. Indeed, many of the aforementioned studies used empirical sediment transport equations, such as the
classic MPM formula [Meyer-Peter and Müller, 1948], even though it has proven to be too simplistic to describe
the full extent of bedload transport. This is demonstrated by the fact that MPM formula may over-estimates
sediment transport rates by several orders of magnitude [Recking, 2012, 2013] and is unable to reproduce the
�uctuations observed in bedload time-series from experiments or �eld measurements.

Using more re�ned bedload transport models, researchers have been able to capture the development of two-
dimensional bedforms using depth-averaged equations [Vesipa et al., 2012, Bohorquez and Ancey, 2015, Bohorquez
et al., 2019]. One of the reasons explaining the success of these models (often called non-equilibrium models) is
that they break the one-to-one relationship between bedload transport and the �ow conditions. In other words,
classical equilibrium formulations such as the MPM equation are a direct function of �ow conditions of the form
qs = qs(h, u) (with h and u representing the �ow conditions). A di�usion mechanism, for instance, breaks this
relationship by introducing a second order di�erential term into the bedload equation (as in Ancey et al. [2008]’s
microstructural model). The relationship is also broken when the bedload transport is derived from a di�erential
equation (as in Charru et al. [2004]’s model). These non-equilibrium equations have been shown to outperform
equilibrium equations both at the laboratory scale and in numerical simulations [Bohorquez et al., 2019].

The presence of di�usion in the bedload model seems to be the key element in the development of bedforms
in shallow-water-based morphodyamical models. The di�usive term provides a more complete and complex
physical description of the bedload process, even if its origin is not purely physical [Ancey et al., 2015]. Particle
di�usion’s in�uence on the development of bedforms should not be underestimated. Recently, several authors
have highlighted particle di�usion as one of the potential driving mechanisms behind the determination of the
width of alluvial rivers [Seizilles et al., 2013, 2014]. The recent work of Abramian et al. [2019] has even shown that
particle di�usion is the main mechanism driving the development of bedload streaks [Colombini and Parker,
1995] that may be ultimately responsible of the early development of braided rivers.
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In the light of these recent developments, I believe that by coupling the microstructural bedload transport model
to the shallow-water equations, I can address the following questions:

– Is a morphodynamic model based on shallow-water equations combined with a non-equilibrium bedload
transport model, able to predict the development of bars and dunes/antidunes within the same framework?

– What is particle di�usion’s influence on the development of bars and dunes/antidunes?

1.4 Thesis’ goals and objectives

1.4.1 Thesis’ goals

Recent developments in research into braided rivers have highlighted that although there has been a tremendous
increase in our understanding of them, many gaps remain. In particular, long-term predictions of their evolution
are still elusive. This could be inherent to the fact that they are complex, unpredictable systems (just as chaotic
systems are inherently unpredictable in the long run). Nevertheless, given the current state of research, I propose
to:

Use a graph-theory-based method to develop a statistical framework with which to investigate the
dynamic temporal evolution of an experimental, laboratory-scale, braided river network.

Linear stability analysis has been the favoured method with which to study the development of �uvial patterns
such as braided rivers. However, the morphodynamic models on which that analysis was applied often used
bedload transport equations that lacked physical depth. Recent years have seen the development of stochastic
bedload transport models that introduce di�usion into the overall process. Simultaneously, di�usion has been
proposed as a mechanism which might explain the early development of braided rivers. Therefore, I propose to:

Build a morphodynamic model that uses the shallow-water equations, coupled with an advection-
di�usion model for bedload transport, to predict the development of the three-dimensional bedforms
(bars) that are ultimately responsible for the development of braided rivers.

1.4.2 Thesis’s objectives

To achieve these goals, I have broken them down into a list of questions to be addressed by the present thesis.
First, the questions related to the braided river dynamics are:

(i) What are the appropriate variables with which to quantify braided river dynamics?

(ii) What is the temporal evolution of a braided network under given hydraulic conditions?

(iii) How does the braided network relates to hydraulics conditions?

(iv) Can I implement a statistical framework to reproduce the network’s evolution?
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These questions will be tackled in the following manner:

– flume experiment: I will design and build a �ume in which to carry out the experiments.

– braided morphology: I will use the recently developed Low Path method to extract the networks of ex-
perimental braided rivers [Kleinhans et al., 2017]. From this dataset, I will de�ne a set of variables that
characterises the braided network and study its temporal evolution. I will compare that set to a set of
variables characterising the hydraulic conditions and the bed morphology.

– stochastic modelling: I will apply a recently developed methodology that will allow me to identify the
particular modes/states of my braided system [Scheidt et al., 2016, Ho�mann et al., 2019]. The resulting
statistical distribution of these modes will be used within a Markov framework (the whole process is called
modal analysis). The novelty lies in the joint use of the Low Path method and stochastic modelling.

– perspectives: Once the results have been obtained, I will propose a new perspective on the dynamics of
braided rivers. Comparing results from the three di�erent angles of bed morphology, braided network
and modal analysis, I will observe and describe the di�erence in the system’s behaviour and argue that this
di�erence has to be taken into account in future investigations.

The questions addressed by my morphodynamic model are:

(i) Is the morphodynamic model linearly unstable? That is, can it develop both bars and dunes/antidunes?

(ii) Do the predicted bedforms fit the experimental data?

(iii) Can di�usion’s influence on the development of both bars and dunes/antidunes be quantified?

These questions will be tackled in the following manner:

– morphodynamic model: I will develop a morphodynamic model coupling the microstructural model of
bedload transport and the Shallow-water equations. Applying linear stability, I will demonstrate its ability
to predict the development of bars and dunes/antidunes within the same framework (which is the model’s
novelty).

– comparison with the experimental dataset: I will assess my morphodynamical model’s validity by comparing
its predictions with experimental datasets obtained from the literature.

– particle di�usivity: I will highlight, even if qualitatively, particle di�usion’s in�uence on the development
of both bars and dunes/antidunes.
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1.5 Thesis’ organisation

The overall structure of the thesis is presented in Figure 1.4. The general content of each chapter is described
below:

– Chapter 2 introduces the experimental setup, its design, the measurement devices and measurement
techniques, and the methods used to analyse the obtained data. The �rst section presents my �ume and
proposes a non-exhaustive summary of the literature on experimental braided rivers. The second section
describes the design of the �ume: the theory of similarity is introduced and applied to determine the
experimental setup. The third section presents the measurement devices and measurement techniques.
The fourth section is devoted to the various methods that I will apply in the Results and Discussion
chapters. Finally, the �fth section is a brief introduction to Markov processes.

– Chapter 3 presents the results obtained from the experiments. The �rst section starts with brief preliminary
considerations on the experimental runs. The second section introduces the bedload time-series. The third
section presents the results of the river bed’s morphological evolution. The fourth section is dedicated to
the braided network’s evolution. The �fth section presents the results of the modal analysis. Finally, the
sixth section is a concise summary of all the results, with a take-home message at the end.

– Chapter 4 discusses the results in more details. The �rst section analyses the similitude of the time-series of
network and morphological variables. Second two enters into greater detail about the modal analysis: its
parameter determination, the time evolution of modes, the probabilities of modes and the Markov process.
The end of this section presents some concluding remarks on the modal analysis. Section three discusses
a methodology, based on the similarity theory (of Chapter 2) to extend my results on network variables.
Section four discusses my approach’s limitations. The chapter ends with a conclusion to the discussion.

– Chapter 5 is entirely devoted to the morphodynamic model. Section one brie�y introduces the chapter.
Section two presents the �ow equations, the boundary conditions and the closure relations. The third
section introduces the Exner equation. Section four is a thorough presentation of the bedload transport
model: I start by introducing it in details and then extend it in order to use it in my morphodynamic model.
Finally, I present a steady-state solution which is used later on. Section �ve brie�y presents linear stability
theory, introduces its fundamental steps and presents the linearised governing equations. Section six is a
brief presentation of the resolution procedure. Section seven introduces the main results of my model, i.e.
the marginal stability curves. These curves are compared with experimental datasets of bedforms from
the literature. Section eight explore the model’s novelties: its two-dimensional limit and the in�uence of
particle di�usion. Moreover, I discuss the model’s shortcoming. The chapter closes with ninth section
with including the main conclusions and the contributions of the morphodynamic model.

– Chapter 6 summarises the main results of this thesis, re�ects on its contributions and ends with some
perspectives opened up by the work.
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Chapter 1: Introduction

Chapter 2: Materials & Methods

Chapter 3: Results

Chapter 4: Discussion

Chapter 5: Morphodynamics

Chapter 6: Conclusion & Perspec-
tives

Braided dynamics Morphodynamical modelling

Figure 1.4: Organization of the thesis.
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2 Material and methods

2.1 Experimental �ume

2.1.1 Experimental �ume

The experiments were realized in the hydraulic facilities. They are equipped with high discharge pumps that feed a
network of �umes. The experiment was designed from a �ume that was previously used for experiments that did
not involved braided rivers. A sketch of the �ume is shown in Figure2.1. At the upper end of the �ume are found
the water inlet and the sediment feeder. The water inlet is preceded of a small retention basin connected to one of
the high discharge pump. This retention basin serves to break the pressure with which the water enters the �ume.
The �ow is forced to pass through a honeycomb structure to soften its entrance. The sediment feeder is located
right after the retention basin, above the water inlet and feeds the �ume with dry sediment. It is composed of a
hopper containing dry sediment and connected to a vibrating device. The sediment in�ow is directly proportional
to the vibration intensity. A mobile cart equipped with a camera is mounted on rails above the �ume. Using
this mobile cart, it was possible to shot the �ume at regularly spaced intervals. The pictures are then used to
reconstruct the topography with Structure from Motion (SfM, see section 2.3.1). A sediment collector is located
at the lower end of the �ume and collects the outgoing sediment. This collector is connected to a weight and
measures the bedload transport rate (see section 2.3.2).

water
inlet

sediment
feeder

mobile
cart camera weight

sediment
collector

Figure 2.1: Schematic representation of the �ume.

The general dimensions of the �ume are found on table 2.1.

Table 2.1: Flume dimensions
lengthL widthW slope ϑ dischargeQ

12.5 m 2.2 m 0.015 1–100 l/s
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2.1.2 Flumes in the literature

There is a large amount of experimental studies on braided rivers in the literature. On table 2.2 a non-exhaustive
list of experiments with their main characteristics is presented: the �ume dimension, the sediment mean diameter
and the water discharge.

Table 2.2: List of experimental investigations on braided rivers
Reference Flume dimen-

sions L×W
Sediment diame-
ter ds

Water discharge
Q

Bed slope ϑ

Ashmore [1982] 9× 1.3 m 1.20 mm 1.2–3 l/s 0.013
Ashmore [1988] 10× 2 m 1.16 mm 1.2–3 l/s 0.015
Ashmore [1991a] 10× 2 m 1.16 mm 1.2–3 l/s 0.010–0.015
Ashmworth et al. [2007] 5.5× 3.6 m – 1.8 l/s 0.007–0.017
Bertoldi and Tubino [2005] 12× 0.6 m 0.50–1.30 mm 0.2–0.5 l/s 0.010–0.020
Bertoldi et al. [2009a] 25× 2.9 m 0.63 mm 0.7–1.5 l/s 0.0067–0.016
Davies and Lee [1988] 2× 2 m 0.50 mm 1.43 l/s 0.01
Egozi and Ashmore [2008] 20× 3 m 1.17 mm 1.4–2.8 l/s 0.040
Egozi and Ashmore [2009] 18× 3.3 m 1.20 mm 1.0–3.0 l/s 0.040
Germanoski and Schumm
[1993]

18.8× 1.8 m 0.87–2.20 mm 2.4 l/s 0.015–0.038

Germanoski and Harvey [1993] 18.8× 1.8 m 0.87 mm 2.4 l/s 0.015–0.038
Hoey [1996] 14.2× 3 m 0.57 mm 1.9 l/s 0.010
Ikeda [1984] 25× 2.9 m 1.00 mm 1.5–2.5 l/s 0.010
Garcia Lugo et al. [2015] 25× 2.9 m 1.00 mm 1.5–2.5 l/s 0.010
Métivier and Meunier [2003] 1× 0.5 m 500 µm 0.016–0.041 l/s 0.033–0.093
Paola [2001] 11× 1 m 2.23 mm 1.8–4.5 l/s 0.016
Pryor et al. [2011] 12× 0.8 m 1.00 mm 1.1 l/s 0.030
Tubino [1991]1 19× 0.6 m 1.10 mm 4.9–6.4 l/s 0.007
Warburton and Davies [1994] 20× 3 m 0.50 mm 1.4 l/s 0.011
Warburton [1996] 25× 3 m 0.50 mm 1.4 l/s 0.011–0.012
Young and Davies [1991] 20× 3 m 0.30 mm 0.9–1.4 l/s 0.007–0.011

There is a wide range of possibility in the design of experiments. The dimensions of the �ume vary over one
order of magnitude for both the length and the width of the �ume, from 1× 0.5 m to 25× 3 m. The sediment
diameter is always of the order ot the millimetre, exception made of Métivier and Meunier [2003] where the
authors speci�cally used very small glass beads. Water discharge is in general of the order of the litre per second
(exception made again for Métivier and Meunier [2003]). Flume slopes are more variables but are generally found
in the range of 0.01. When designing the experiment I faced the following problem: given the experimental
facility, how to determine the proper hydraulic conditions to reproduce a braided river experimentally? The
answer lies in the similarity theory and is presented in the next section.
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2.2 Similarity theory and setup’s design

The design of the experimental setup is of the utmost importance in our investigation and in hydraulic engineering
in general. In order to investigate experimentally the properties of braided rivers, the experiment actually has to
reproduce its dynamics. To do so, the reduced-scale rivers must be similar to the full-scale river: similar in the
geometric, kinematic and dynamic sense. This is the fundamental idea behind the principle of similarity. The
same principle is used with small-scale plane tested in wind tunnels, where the real plane is scaled down while
keeping the same aspect ratio as the real plane and the air �ow is adapted to represent the same �ying condition. I
followed the cardinal works of Yalin [1971], Warburton and Davies [1994], Young and Warburton [1996] to design
the hydraulic reduced-scale model. The reader interested in the theoretical aspects of the scaling laws can refer to
Barenblatt [2003].

2.2.1 Dimensional analysis

The cardinal concept behind similarity theory is dimensional analysis, i.e. the analysis of the relationships between
di�erent physical variables by identifying their base quantities (length, mass, time, and electric charge for instance)
and units of measure (kilometres, kilograms second and volt). Paraphrasing [Barenblatt, 2003] ‘Despite the
seemingly simple aspect of dimensional analysis researchers have been able to obtain remarkably deep results that
have sometimes changed entire branches of science’. The idea on which it is based is indeed very simple and can
be stated on a single phrase understandable by the layman: physical laws do not depend on arbitrarily chosen
basic units of measure. An important conclusion can be drawn from this fundamental idea: the functions that
express physical laws must possess a certain property, which in mathematics is called generalized homogeneity
or symmetry. With this property, the number of arguments in these functions can be reduced, thereby making
them simpler to obtain by computation or through experiments. This is the core of dimensional analysis.

The so-called Π-theorem may be stated in the following form: A physical relationship between some dimensional
(generally speaking) quantity and several dimensional governing parameters can be rewritten as a relationship
between some dimensionless parameter and several dimensionless products of the governing parameters; the number
of dimensionless products is equal to the total number of governing parameters minus the number of governing
parameters with independent dimensions [Barenblatt, 2003]. The Π-theorem incorporates the fact that physical
laws are independent of the arbitrary choice of units. A dimensionless relationship of the form has the following
advantages:

(i) it is a correct version of a natural law;

(ii) it is a function of a reduced number of variables;

(iii) its numerical value does not depend on the system of units:

(iv) the variable Πi are the criteria of similarity of the phenomenon.
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2.2.2 Similarity theory

Principle of similarity

The concept of physical similarity is a generalization of the concept of similarity in geometry. Take two triangles
for instance, they are said to be similar if they di�er only in the numerical values of the dimensional parameters
(i.e. the lengths of their sides) while the dimensionless parameters (i.e. the angles at the vertices) remain identical.
Analogously, two physical phenomenon are similar if the numerical values of their dimensional parameters
x1, . . . , xn di�ers while their corresponding dimensionless parameters Π1, . . . , Πm remain identical (recall that
n = m+ k with k the number of basic quantities describing the problem at hand). The quantities Π1, . . . , Πm

are called the similarity parameters. Lets do some nomenclature. The system that is going to be studied is called
prototype (for instance the real river) and the parameters related to it are noted with the superscript P . The
reduced-scale model (or simply model) is the system that is going to be designed (for instance the experimental
�ume) and the related parameters are noted with the superscript M . The scaling ratio λx is de�ned as the ratio
between the model and the prototype for any variable or parameter x, i.e.

xM

xP
= λx. (2.1)

Lets consider the example of a hydraulic model representing a real river. If in the model water is used to represent
the real stream, then the scaling ratios for the viscosity and density readλµ = µM/µP = 1 andλ% = %M/%P =
1 respectively.

Geometric similarity is obtained when the length scaling ratio, namely λl = lM/lP where l is a characteristic
dimension, is respected for all the lengths of the model and in all the directions of the model. For instance if one
reduces (or increases) the dimensions of a cube by a factor λl for two ou of the three sides one does not obtained
a geometrically similar cube. This full geometric similarity implies that areas and volumes are scaled by a factor
λ2
l and λ3

l respectively.

Kinematic similarity is obtained when the velocity of the model is a fraction λu of the prototype velocity and is in
the same direction as in the prototype. An important property of kinematic similarity is that it directly involves
geometric similarity. Indeed the velocity u can be viewed as the ration between l and a characteristic time t, so
in de�nitive λu = lM tP /(tM lP ) = λl/λt. It means that if, for instance, one wants to build a 1:50 reduced
scale model (meaning λl = 1/50) and decide to run the experiment two times faster than in reality (meaning
λt = 2) then the ratio of velocities should be λu = (1/50)/2 = 1/100, i.e. the velocity in the model should be
a hundred times slower than in the prototype.

Dynamic similarity is obtained when the dynamics of the model is similar to the dynamics of the prototype. By
virtue of Newton’s second law F = ma dynamic similarity also involves massic properties of the system. In a
�uid massic properties relate to the density %, the viscosity µ and the surface tension γ. The idea of dynamics
similarity is that the model has to reproduce the force ratios of the prototype. Let’s illustrate the concept of force
ratio with the following example: when an aircraft �ies, if the thrust is two times greater (in amplitude) than
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the drag, then when building a reduced-scale model this force ratio should be maintained. In �uid mechanics
there are two types of forces: body forces such as the weight under a gravitational �eld and surface forces such as
viscous forces, pressure gradients or surface tension forces. In hydraulics surface tensions e�ects are in general
negligible as long as the model is large enough, for very small model surface tension e�ects start to appear (see
Métivier and Meunier [2003] in table 2.2 for instance). Gravity is the driving force of free surface �ows while
viscous forces are the driving forces of sediment transport. In order to respect dynamic similarity between a real
river and a laboratory river, the ratio between these two forces have to be maintained in the reduced-scale model.

With the Buckingham−Π theorem, it is possible to determine the dimensionless numbers that govern the �ow
and also the similarity criteria. In hydraulics �ows, two numbers are of particular importance, the Reynolds
number and the Froude number:

Re = %ul

µ
, Fr = u√

gl
. (2.2)

They represent the importance of viscous e�ects and gravitational e�ect respectively. To be more precise they
represent the relative importance of inertial forces over viscous forces for Re and the relative importance of the
kinetic energy of the �ow over the potential energy (hence the gravitational energy) for Fr. In a sense they are the
dynamic similarity criterion that any hydraulic model has to respect, i.e. λRe = λFr = 1. By de�nition of both
number the dynamic similarity criterion implies that

λ%λuλl
λµ

= λu√
λgλl

. (2.3)

If in both the model and the prototype water is used and the gravitational acceleration g is kept the same, then
dynamic similarity implies λl = λu = 1, i.e. the only way to achieve perfect dynamic similarity is to use a full
scale model!

To overcome this limitation the only way to proceed is to determine which of the forces acting on the hydraulic
system are the most relevant. In open channel �ows the gravitational force is predominant since it is the main
driver of the �ow. It is thus fundamental to respect the Fr similarity between the prototype and the model.
Viscous forces can be neglected provided some precautions are taken. In particular as long as Re is su�ciently
high one can consider that viscous forces dominate over inertial forces and thus the dynamic similarity of viscous
forces between the prototype and the model is respected. This is true because in general the �ow resistance does
not depend on the viscosity (like in the Chézy law or Manning law) when Re > 100.

To conclude, when water is used in a reduced-scale hydraulic model full dynamic similarity is impossible. To
overcome this di�culty, the dynamic similarity is restricted to the Froude number only, i.e. λFr = 1. By partially
satisfying similarity in the Reynolds number,i.e. by respecting ReM > 100, it is ensured that at least the ratio
of inertial to gravitational forces is respected in the model and that viscous forces are negligible in the model
(perhaps not as negligible as in reality but at least they are to some extent). This is the whole idea behind Froude
similarity and is at the core of model design. It will be used to its full extent when modelling a river with sediment
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transport in it.

2.2.3 Similarity in hydraulic models

General case

As showed in the previous section, using water and the same gravitational acceleration in the model hinders
dynamic similarity and forces to use a partial similarity criterion. However the selection of the scaling ratio was
not discussed, especially of how many of them and how they are chosen.

Hydraulic systems are a subsets of mechanical systems, and therefore three fundamental units are at play in those
systems. Only three dimensionally independent variables are needed to express any dimension of the system. It
means that provided that there are three scaling ratio, say λa, λb and λc of three dimensionally independent
variables a, b and c, then those ratio uniquely de�ne the scaling ratio of the system. In other words, one needs to
choose only three scaling ratio.

In our particular case both λµ, λ% and λg are determined by water and gravity. Yet g and % (or g and µ) are
dimensionally independent variables. It means that there is only one free scaling ratio to design the experiment.
The last dimensionally independent variable relevant to hydraulics is the length of the model, i.e. the scaling ratio
which in turn de�nes the geometric similarity. In other words when using water, the scaling ratio λl is the only
free choice when building the hydraulic model. Once λl is chosen, the rest of the scaling ratios are automatically
determined by the similarity principles. How this scaling ratio is chosen will be answered in the next section.

Up until now the attention was focused on Fr and Re, which are the most important dimensionless numbers but
not the only ones. The Buckingham−Π theorem will now be used to determine all the relevant dimensionless
numbers to model a hydraulic system with sediment transport.

A �uvial system coupled with sediment transport is a particular case of a mechanical system without thermal or
electromagnetic interactions. It is then completely described by 3 fundamental units, they are generally chosen to
be lengthL, massM and time T . Therefore the number of independent variables in a �uvial system is always
at most k = 3. The governing parameters are directly related the problem and a good understanding of the
underlying physics is needed to enumerate the relevant ones. Sparing the details (they are found in Yalin [1971] for
instance) the governing parameters are classi�ed into three categories:

1. the physical properties of the �uid: its density % of dimension ML−3 and its viscosity µ of dimension
ML−1T−1;

2. the physical properties of the sediment: its density %s of dimensionML−3 and its characteristic length ds
of dimensionL;

3. the base �ow, or uniform �ow over an �at inclined bed: in this case the governing equation of motion
reduce to the simple expression τb = %gh sin θ. Are considered as governing parameters: the gravitational
acceleration g of dimensionLT−2, the �ow depth h of dimensionL and the bed slope of dimension 1 or
[−] (dimensionless).
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Following Yalin [1971] the shear velocity is used v∗ =
√
gh sin θ to relate both the slope and the gravitational

acceleration and the speci�c weight of grains in �uid γs = (%s − %)g. There is a total of 7 governing parameters
from which three are chosen and form the set of independent parameters. ds, v∗ and % are chosen. The
Buckingham-Π theorem thus states that four dimensionless parameters completely characterize the �ow. They
are

Π1 = %s
%
, Π2 = v∗ds

ν
, Π3 = h

ds
, Π4 = %v2

∗
γsds

, (2.4)

where ν = µ/% is the kinematic viscosity. Π2 is nothing more than the Reynolds number and Π4 is the Shields
number θ. The Shields number is the ratio between viscous forces and the buoyant weight of particles and is the
critical number describing the sediment transport phenomenon. In particular one should ensure that in both the
prototype and the model θ is kept constant in order to have dynamic similarity in the bedload transport process.
In practice it is su�cient to ensure that in the model θ is su�ciently above the critical shear stress, i.e. θM > θcr.

Perfect dynamic similarity between the hydraulic model and the prototype (the real river) is impossible, as
demonstrated earlier. However, provided that some conditions are respected,a partial dynamic similarity called
Froude similarity is achieved. These conditions are the following:

– FrM = FrP : there must be Froude similarity (the most important condition to be respected);

– ReM > 100: the �ow has to be hydraulically rough;

– θM > θcr: the Shields number should be above the critical Shields number.

Once these conditions are met, it is possible to relate the scaling ratios of all the dependent variables of the problem
to the three scaling ratios de�ned by the set of independent variables used, i.e. λl, λ% and λg . These ratio are

λds = λl, λϑ = 1, λQ = λ
5/2
l . (2.5)

In other words once the scaling ratio λl is chosen, then the sediment size, the slope of the �ume and the discharge
are automatically de�ned. The last remaining question to be solved is how is this scaling ratio chosen.

2.2.4 Hydraulic model design

The only free scaling ratio is λl, i.e. the length scaling ratio. In theory, the model should be based on a real braided
river reach and λl chosen according to the dimensions of the �ume. For instance having a �ume of 12.5× 2.2 m,
a reach of say 20 × 5 km with a length scaling ratio of approximately λl = 6.25 10−4 could be modelled. In
practice I proceeded otherwise. Ashmore [1988] among others have designed its experiments based on a braided
reach of the Sunwapta River in Alberta, Canada. They used the geometric scale of λl = 1/20 to design their
model (see table 2.2). Their �ume is very similar to mine, 10× 2 m long in their case compared to 12.5× 2.2 m
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in mine. Their setup was used as the prototype and my setup as the model to de�ne the geometric scaling ratio λl.
Because their �ume is a little bit smaller than ours, it turned out to be an upscaling rather than a downscaling of
the prototype.

Both �ume’s lengths were used to de�ne λl, i.e. lP = 10 and lM = 12.5. It yields a geometric scale of
λl = lM/lP = 1.25. Following equations (2.5) the corresponding sediment diameter, slope and water discharge
is computed:

dMs = λld
P
s = 1.45 mm, SM = 1 · SP = 0.015, QM = λ

5/2
l QP = 2.1− 5.25 l/s. (2.6)

The choice of the sediment was mostly constrained by economic as well as practical reason. Quartz sand of 1.1 mm
median diameter had to be bought, which is close to the sand used in Ashmore [1988]. The water discharge,
although being determined theoretically, serves as the adjustment variable to ensures that our setup did produced
braided rivers. The discharge was tested to ensure that the system was indeed braiding even with these sediments.

It is of primordial importance for the Froude number to be in a range close to unity, as braided rivers naturally
occur for transitional �ows at the limit between super and sub critical �ows [Warburton and Davies, 1994].
Ashmore [1988] model was based on a reach of the Sunwapta river where Fr was found in the range 0.41–1.08.
The Shields number is notoriously di�culty to be measure especially in braided rivers. It is quite hard to evaluate
properly the shear stress and it is not self-evident to measure it (by the mere existence of several channels in
braided rivers). Fr, Re and θ were estimated theoretically by considering an initial straight channel under the
�ow conditions presented in equation (2.6). The results, as well as the main characteristics of the �ume are
summarized on table 2.3 below.

Table 2.3: Experimental parameters of the �ume.
L W S Q ds Fr Re θ

12.5 m 2.2 m 0.015 2 l/s 1.1 mm 0.8–1.5 250 0.5
λl λl λS λQ λl λFr λRe λθ
1.25 1.25 1 1.75 1.25 1 1 1

2.3 Measurement devices

2.3.1 Bed elevation and Structure from Motion

Structure-from-Motion (SfM) is a technique that reconstructs three-dimensional structures from a sequence
of images. It belongs to the broader �eld of photogrammetry, which is de�ned by the American Society for
Photogrammetry and Remote Sensing (ASPRS) as: ‘Photogrammetry is the art, science, and technology of
obtaining reliable information about physical objects and the environment, through processes of recording,
measuring, and interpreting images and patterns of electromagnetic radiant energy and other phenomena.’

SfM works on the principles of stereoscopic photogrammetry: a series of overlapping picture is used to recreate
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the three dimensionality of the studied object. The characteristic property of SfM lies in its ability to solve
automatically the location and orientation of the camera without any a priori knowledge of its position. It is
solved automatically by a highly redundant, iterative bundle adjustment algorithm based on features detected
in the set of pictures (see Snavely et al. [2008] for more details on the method). This approach is thus ideal for
highly overlapping pictures of a given scene such as our experimental setup. To determine the real dimensions
of the scanned scene, SfM requires the precise location of some control points, the Ground Control Points
(GCP). They can be set manually (thus de�ning a local frame of reference) or using points with precisely known
GPS coordinates. GPS coordinates are better suited for �eld work whereas local GCPs are better suited for
experimental works.

In addition to its technical speci�cation SfM posses several practical aspects. It require little to no installation
equipment. In theory the picture can be taken from anywhere provided that the GCPs remain �xed. In practice
however, a mobile system like a moving cart (see in Figure2.1) is ideal for an automated acquisition. Any camera
will work provided that the pictures taken cover the area of interest with an appropriate overlap. The greater the
camera resolution, the higher the precision of SfM. That being said any non-blurred set of picture is in principle
su�cient. The constant increase in computational power has also helped overcome one of the main drawbacks
of SfM, namely the processing time and power needed to make it work. Today any regular computer is good
enough to process a set of pictures at a reasonable time (of the order of 30 minutes per set). For all these reasons I
decided to go for SfM to determine the bed elevation.

We used a Nikon D7000 mounted on a mobile chariot to scan the �ume. Each picture is taken at a distance of
approximately 1.5 m of the bed, meaning that they have a resolution of≈ 0.3 mm/pix. The �ume is scan by
shooting the river bed every 20 cm on a total distance of≈ 11 m for a total of 53 pictures per scan. On the left
and right sides of �ume are installed the GCPs. They are regularly spaced on a rectangular grid to maximize
the performance of the SfM algorithm, and they are tagged by uniquely identi�able markers that are detected
automatically by the SfM software. The disposition of the GCP is shown in Figure and an example of marker is
shown in Figure 2.2.

GCP 1 GCP 2 GCP 3 GCP 4 GCP 5

GCP 6 GCP 7 GCP 8 GCP 9 GCP 10

Figure 2.2: GCPs and markers of the fume for SfM

There is a large choice of SfM softwares, and the vast majority of them o�er academic licences at an a�ordable
price. The software Pix4D was used. It is a professional SfM software that also o�ers academic license. After
processing the images Pix4D returns the bed elevation in the form of a geo ti� image. It is basically a greyscale
image where the shade of grey encodes the altitude information. The geo ti� is ultimately imported and treated
as arrays (matrices) of bed elevation with Python.
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2.3.2 Bedload time-series

The bedload is measured by weighting the outgoing sediment collected in the basket located at the downstream
end of the �ume (see �gures 2.1). I originally planned to also measure the bedload optically by particle tracking
velocimetry (PTV), i.e. tracking the individual sediment particle and measuring their velocity. This method
requires a complex installation: a white board where it is possible to �lm the passing sediments; high speed camera
to track them; proper lighting; a large computational power and large memory to treat the data and store it. The
method was working but with a considerable amount of drawbacks; especially the data storage and computations
which required too much memory to store the data in addition to the processing time (the idea was to compute
the bedload with a precision of the order of the second). All things considered, a simple yet precise weighting
of the sediments was used to measure the mass balance and from it extrapolate to have an averaged bedload
measurement.

2.4 Methods

2.4.1 Edge detection

I developed a procedure to quantify the braided pattern from the bed elevation to have an alternative measurement
in order to assess the results obtained by the Low Path method. The idea is to extract a ‘footprint’ of a given
braided pattern consisting of only binary information. In other words, a black and white image containing the
relevant information about the pattern. Scheidt et al. [2016] and Ho�mann et al. [2019] used a similar approach.
In their experiments, they dyed the water in blue and with an appropriate algorithm were able to extract the
channel network as a black and white image. In our case, a similar technique was not a viable option since the
water is shared with other experiments.

The idea behind the method, called Edge Detection, is the following: to convert the topographic data into a
greyscale image, the shades of grey representing the bed elevation, and from the greyscale image extract features
representing the braided pattern. The most distinctive features of the braided pattern such as banks, scour holes,
bends etc appear quite distinctively on a greyscale image by the sharpness of the intensity gradient, which re�ects
the elevation gradient. The sharper the gradient, the higher the contrast on the greyscale. Combining the Canny
edge detection method [Canny, 1986] with a preprocessing �lter (Gaussian blur), it is possible to build an image
containing only the most salient edges for a given bed elevation. An example is shown in Figure2.3 where the
detected edges are depicted in green.

Only the most relevant morphological features are detected. Regions with low elevation variations do not exhibit
strong colour gradients and consequently are not detected by the Edge Detection algorithm. The method can
be �ne tuned to exhibit longer edges. However there is a point where noise starts to appear. The parameters of
the algorithm were optimized (mostly by visual inspection) to detect the important features while minimizing
the noise. The data obtained is a black and white image where the white pixels are the points corresponding the
edges. This image is transformed into a matrix of points whose coordinates correspond to the real location of
the edges. The matrix forms a set of point in a metric space that can be analysed with the Hausdor� distance
presented in the next section.
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edges

Figure 2.3: Edges detection algorithm

2.4.2 Modi�ed Hausdor� distance and DBSCAN clustering

To quantify the variation of the braided pattern in time, a robust tool is needed to properly measure and identify
its evolution. Following Scheidt et al. [2016], Ho�mann et al. [2019], a metrics based on the Hausdor� distance
was used to measure the similitude (in our case the dissimilitude) between patterns and thus quantify their
evolution in time. The Hausdor� distance is a measure of the distance between two subsets of a metric space
(V, d) where d is the Euclidean distance. It is widely used in computer vision in object matching algorithms
[Dubuisson and Jain, 1994]. By de�nition, object matching aims at minimizing the distance separating two
objects. In our case matching patterns is not exactly the goal. The goal is to gather patterns that look similar
and identify them as modes/states of the braided river (both terms will be used indistinctively). To achieve it, a
combination of the Hausdor� distance with a clustering algorithm will be used. Again, this idea is inspired by
Scheidt et al. [2016], Ho�mann et al. [2019].

Mathematically the Hausdor� distance is a measures how far two subsetsX and Y of a metric space (V, d) are
from each other. It is de�ned as

δH(X,Y ) = max
(

sup
x∈X

inf
y∈Y

d(x, y), sup
y∈Y

inf
x∈X

d(x, y)
)
, (2.7)

where inf is the in�munm and sup the supremum andX andY are the two sets whose distance is being measured.
In this thesis, a modi�ed version of δH is used. It is simply called Modi�ed Hausdor� Distance (MHD) and
noted δmhd [Dubuisson and Jain, 1994]. It works in the following manner:

(i) it evaluates the distance betweenX and Y and the distance between Y andX (which can di�er);

(ii) the maximum of these two distances is taken as δmhd.

The distance between a point x and a set Y is noted d(x, Y ). It is de�ned as the distance of x to the closest point
y ∈ Y

d(x, Y ) = miny∈Y ‖x− y‖ . (2.8)
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The distance d(X,Y ) between two setsX and Y is the average of those distances

d(X,Y ) = 1
Nx

Nx∑
x∈X

d(x, Y ). (2.9)

In order to respect the fundamental property of a distance, namely that d(X,Y ) = d(Y,X) which by de�nition
of (2.9) is not always the case, δmhd is de�ned as the maximum distance betweenX and Y

δmhd(X,Y ) = max(d(X,Y ), d(Y,X)). (2.10)

δmhd can be used to measure the distance between curves as well. Indeed, a curve is a set of points. The important
prerequisite to use δmhd is that the sets upon which it is applied must be subsets of a metric space. In general
the Euclidean distance is used to measure distances, provided that the coordinates of each points in the subsets
are properly de�ned. In our case, when measuring the distances of patterns obtained from the Edge Detection
method (see in Figure2.3 in section 2.4.1) each points have the real world coordinates of the braided pattern
(which belongs to the Euclidean space). When comparing two curves representing the time variations of a given
variable, say the temporal evolution of the bedload qs in two di�erent experiments for instance, each points of
the curve have a coordinate (ti, qs,i) in the plane (space) t− qs which is not a metric space strictly speaking. To
overcome this di�culty, these curves are rendered dimensionless in order to have a collection of points in the
plane [0, 1]− [0, 1]. More detail is found on appendix A.3.

The DBSCAN (density-based spatial clustering applications with noise) clustering algorithm was used to detect
potential clusters of morphological patterns. Clustering algorithms are a class of algorithm used in knowledge
discovery in database (KDD) processes with the particularity that they are able to identify clusters, i.e. grouping
of objects closely related according to some particular requirement Ester et al. [1996]. DBSCAN algorithms
use a minimum density level estimation to detect clusters, the density being based on the minimum number
of neighbours nneigh within a given radius ε. Points with more than nneigh neighbours (including the query
point) within the radius of inquiry ε are considered core points. All points within a radius ε of a core point are
considered to be part of the cluster of points. If a point is in the cluster but does not have enough neighbours then
it is considered to be a border point of the cluster. A point which is not reachable to any core point is considered
to be noise and do not belong to any cluster.

A

B

C

N
nneigh = 3

Figure 2.4: Illustration of the DBSCAN cluster model. The radius ε is depicted as the coloured circle around the
points. Red points (A) are the core points, yellow points (B andC) are the border points and the blue point is
noise (N ). The �gure is taken from Schubert et al. [2017].
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in Figure2.4 illustrates the working principles of DBSCAN.A is a core point (and all subsequent red points);
observe that each of them possess at least two neighbours, the radius of inquiry being the red circle around each
points. B andC are border points, since they belong to the cluster (they have at least on neighbour inside the
cluster) but they do not ful�l the number of neighbours condition (in this case three neighbours). N is a noise
point since it has no core point within the radius of inquiry. For simplicity no distinction will be made between
border points and core points, both being identi�ed as core points. Only noise points will be di�erentiated from
core points.

2.4.3 Fréchet distance

The Fréchet distance is a measure of the similarity between two curve in a metric space. It can be viewed intuitively
as follows: a man walks a dog on a leash, both the man and the dog move on di�erent paths. Each path represents
the two curves whose similarity is measured. The man and the dog can move on each respective path varying their
speed but are not allowed to backtrack. The Fréchet distance is basically the answer to the following question:
what is the length of the shortest leash that is su�cient fo traversing both curves? By de�nition the Fréchet
distance takes into account the ordering of the curves, in other words and reusing the man and dog metaphor, the
Fréchet distance takes into account the direction of travel along the curves. It is more sensitive than the Hausdor�
distance to the shape of curves, and more speci�cally to the variations of the shape. Its formal mathematical
de�nition is given in appendix A.4.

The Fréchet distance, noted δFr, will be used as a tool to compare the temporal evolution of the morphological
variables (see section 4.1). However, similarly to the Hausdor� distance, δFr is de�ned on a metric space. The
compared variables thus need to be expressed in a metric space in order to measure their similarity properly.
WThe same non-dimensionalization procedure mentioned in section 2.4.2 will be used. Again more detail is
found on appendix A.4

2.4.4 Low Path method

Kleinhans et al. [2017] developed an algorithm that extracts the braided network from the DEM of a braided river.
The braided network is represented in the form of a graph, where by graph is intended a series of edges/links
and nodes connected together (the mathematical de�nition of a graph found in Harary [1969]). This algorithm,
named Low Path, has been developed especially to reconstruct the complex network of channels exhibited in
braided rivers. An example of graph generated by the Low Path algorithm from a bed elevation is shown in
Figure2.5.

The Low Path algorithm was developed to extract the network-like structure of braided rivers from bed elevation
data only and to represent it in terms of nodes and edges, i.e. in the form of a graph. The edges represent the
channels of the braided pattern while the nodes represent con�uences. These channels are intimately linked to
the notion of thalweg, i.e. the path corresponding to the lowest points on a given topography. Indeed, rivers
generally �ow along the path of steepest descent. In braided rivers however it is not always the case since channels
can split and merge, hence they dot not always following the path of steepest descent but several local paths of
steepest descents. This notion of thalweg is the core concept behind the Low Path algorithm.
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node

link ℓ = 0

link ℓ = 1

link ℓ = 2

link ℓ = 3

link ℓ = 4

link ℓ = 5

link ℓ = 6

link ℓ = 7

link ℓ = 8

Figure 2.5: Example of bed elevation �eld with its corresponding braided network. The shades of grey represent
the altitudes of the bed elevation, with darker shades corresponding to lower points in altitude and vice-versa.
In thick black line is depicted `0, while others links `i are depicted in coloured thinner lines. The black circles
represent the nodes (junctions between two edges) of the network.

The starting point of the modelization of braided river is the bed elevation data. The authors de�ned the lowest
paths followed by braided channels as ‘the paths that do not go higher than they need to go to connect the
endpoints’ [Kleinhans et al., 2017], where the endpoints are the two ends points of the bed elevation. To �nd such
paths the author use a descending quasi Morse-Smale complex algorithm (for more details see the original work
of Kleinhans et al. [2017] and the references therein). This method computes a great number of channels that
are not physically meaningful. To discriminate between them the authors introduced a di�erentiation criterion,
the so-called sand function. Paraphrasing again Kleinhans et al. [2017] for the clarity of their explanation, its
de�nition reads: ‘[the sand function] relates to the volume of sediment the river has to move before the two
channels become one. More volume needs more time to be removed. A bar of very small volume separating two
channels requires insigni�cant time to be removed, so the channels are not signi�cantly di�erent. However a large
bar with a large volume may require multiple �oods to be shaved o� or cut through by a new channel, meaning
that the two channels separated by this bar are signi�cantly di�erent.

in Figure2.5 shows the bed elevation in greyscale, the computed links of the graph in coloured lines and the nodes
of the graph in black points. Darker shades of grey correspond to deeper regions of the bed elevation. Each link
`i is noted with the subscript i corresponding to the rank of the link. The numbering starts from 0 which is
the rank of the main link, the one representing the global thalweg. Each link have a characteristic parameter
called signi�cance s. It relates to the rank of each link `i, with link `0 having the higher signi�cance s0 =∞. By
de�nition si > si+1 ∀i ≥ 1. The higher the rank of a link the lower its signi�cance. It is possible to generate a
graph with a given number of links or in functions of their signi�cance.

Each link posses a length noted L`i and is made of a collection of points of coordinates (xk, yk). Each node
is de�ned by its position in coordinates (xn, yn) and is rank r, where r corresponds to the highest rank of the
junction. For instance if a node is at the junction of a rank 1 and rank 2 link, then the node is of rank 1.

There are two ways to generate a graph such as the one displayed in Figure2.5, choosing the number of links (in
this case there are 9 links) or choosing the links above a certain signi�cance threshold. This second procedure
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ensures that the graph have a certain physical reality. Indeed the lower s the higher the number of links, but
there is a point were the Low Path algorithm generates arti�cial links. The author recommended (by personal
communication) to check manually the proper signi�cance value in order to generate graphs that represent the
actual braided river. The graph displayed in Figure2.5 is computed with sthr = 0.047. The rest of the graphs
are computed with the same sthr. It has been chosen because it correspond to the signi�cance that most closely
relates the graph to the actually observed river network. I stress out the fact that even though sthr have been
carefully chosen to best represent the actual river network in some cases it fails. In some bed elevations links and
nodes are arti�cially generated and do not correspond to the exact braided stream. Nevertheless this situation was
the exception rather than the norm. On average and over the whole set of experimental data the error relative to
false positive links and nodes is relatively small.

2.5 Markov process

A Markov processes is a stochastic process describing a sequence of possible events in which the probability of
each event depends only on the state attained in the previous event [Gagniuc, 2017]. It has the property of being
memoryless, meaning that the next step only depends only on the current state. In other words, knowing the
present of a system is the only relevant information to derive its future.

Markov processes possess interesting properties that have facilitated their usage in many areas of science. The
reader may refer to Gardiner [1985] for a more insightful list of examples. One in particular have captured our
attention, it is an investigation on mathematical information theory made by Shannon [1948]. In his seminal
paper, the author investigated the possibility to generate words and sentence from the statistical distribution
of letters and words obtained from literature. Using an algorithm based on Markov processes, he was able to
generate sentences. In other words, the Markov process was able to reproduce (in a certain sense) the grammar
without knowledge of the rules a priori. This property attracted our interest: to the present day, the mechanisms
governing the braided dynamics are unknown but they could be grasped by means of a Markov process.

Ho�mann et al. [2019] recently used a combination of stochastic methods (among which a Markov process) to
generate synthetic images of a braided delta. They obtained, from a set of experiments, a statistical distribution of
modes/states of the braided delta and derived probability of transitioning between the modes. From experiments,
it was possible for the authors to obtain informations about the evolution of the braided system, in a statistical
sense, that was then used by a Markov chain to simulate the braided dynamics (regardless of their understanding
of the physics behind). It is analogous with Shannon [1948]’s model where he was able to reproduce grammatically
correct phrases from statistics obtained from literature. With these examples in mind, I will develop a Markovian
framework to study the braided dynamics with results obtained from our experiments.

First, lets brie�y introduce Markov processes, or the kind of Markov processes that are going to be used. A simple
discrete Markov process can be seen as a collection of discrete states S1, S2, . . . , Sn. In addition there exist a set
of transition probabilities pij that correspond to the probability of transitioning fromSi toSj . This probabilities
must respect certain conditions, the most important being

∑
j pij = 1. It simply means that whenever the

system is in state Si there is certainty the it will evolve to another state Sj . A graphical representation of a Markov
process with 3 states is shown in Figure2.6.
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S1

S2

S3

p1(2)

p2(1)

p2(3)
p3(2)

p3(1)
p1(3)

p1(1)

p2(2)

p3(3)

Figure 2.6: Graphical representation of a Markov process. The transition probabilities pij are the arrows, their
direction indicates the transition towards the corresponding state.

In Figure2.6, each circle represents a state and each arrow represents a transition probability. Each state can tran-
sition to any of the existing states, thus implying 32 probabilities (in the general case it would be n2 probabilities
for n states). Each of these transition probabilities are collected in a transition matrix written as follows

pij =

 p11 p12 p13
p21 p22 p23
p31 p32 p33

 , i, j = 1, 2, 3 (2.11)

where each row i corresponds to transition from state Si to any state Sj (recall the property
∑
j pij = 1).

The transition probability matrix is then written, in the most general form for n states and n× n transitions
probabilities

pij =


p11 p12 . . . p1n
p21 p22 . . . p2n

... . . . ...
pn1 pn2 . . . pnn

 , i, j = 1, 2, . . . , n. (2.12)

Suppose that, for any reason, we are able to identify states that accurately represent the braided river. Suppose
that we are able to provide a probability of occurrence to theses states, in other words, to the frequency with
which theses states appear. Let us note Sm = {S1, S2, . . . , Sm} the collection of m states and Pm =
{p1, p2, . . . , pm} their respective probabilities. Supposing that, when the braided river is in a given state si, it
has a certain probability pi,j to switch to another mode sj (with i, j = 1, 2, . . .m) and that this probability
only depends on the current state si, then a Markov process is the natural candidate to simulate such system.

The issues are twofold:
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1. are we able to identify hypothetical states Si of the braided river?

2. are we able to obtain the probabilities pi of these states, and their transition probabilities pij?

The combination of Low Path, DBSCAN and δmhd will provide us a method, called modal analysis, whose goal
is to identi�ed states. A detailed description of the modal analysis will be provided in Chapter 3. Summarising
brie�y its working principles, it consists in the three following steps:

– Low Path applied to DEM provides the braided network in the form of a graph;

– δmhd measures the di�erence between these graphs;

– DBSCAN regroups together similar graphs and identi�es them as modes (the states mentioned earlier).

Applying the modal analysis to our experimental results, we are then able to obtain the modes’ probabilities,
both pi and pij . Once obtained, we will be able to use them in simulations. The algorithm used for our Markov
process is presented in appendix A.2.
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3 Results

3.1 Preliminary considerations

In section 2.2, dimensional analysis and similarity theory were used to design the experiments. However, some
practical issues remain. Feeding the �ow with an appropriate sediment �ux is crucial if one wants to maintain
the river bed at a constant level on average, i.e. neither eroding nor aggrading (no net increase or decrease of the
river bed slope on average either). A proper timescale to scan the river bed is needed if one wants to capture the
relevant morphological changes. Continuous data acquisition is not possible for several reasons:

– it has a prohibitive data cost and processing time cost: each scanning of the bed weights more than 10 GB
in raw data. Additional memory is also needed during the post-process for a �nal result of approximately
400 MB/scan in geoti� images and each processing last about 30 minutes;

– it is expensive: a continuous scanning technique would require an automated system which we did not
have funds for, in addition the experimental �ume was not particularly adapted to bear the equipments
needed and would have required lengthy and costly works to be fully prepared;

– it lacks scienti�c value: as shown by Vesipa et al. [2017] a continuous monitoring of a braided river does
not necessarily highlight the braiding dynamics which acts on a relatively large time-scale.

A detailed discussion about how these two issues were treated is found on appendix A.1. Here, the main results
are summarized:

– the sediment in�ux qs,in is �rst estimate by mean of Recking’s bedload formula [Recking et al., 2009]
for the �rst hours of both experimental runs and afterwards the outgoing sediment is recirculated in the
�ume to ensure sediment mass balance;

– qs,out is measured every ∆t = 60 min at the �ume outlet by weighting the outgoing sediments;

– the bed topography is measured every ∆t = 60 min to ensure that all the relevant morphological changes
are captured and to avoid stopping the experiment too often.
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Lets recall the goal of the experiments: to study and quantify the evolution of a braided river’s network experimen-
tally and relate it to the hydraulic conditions. To do so, the attention is focused on two stages of the development
of a braided river. In the �rst experiment (called run 1), the emphasis is put on the evolution of a straight channel
into a fully braided river. In the second experiment (called run 2), the evolution of a fully developed braided
river with the same hydraulic conditions as in run 1 is monitored. By comparing both runs, I want to properly
characterize the equilibrium state in contrast to the transition state, especially to assess the braided network in
both stages. In table 3.1 below are recalled the main hydraulic conditions of both runs.

Table 3.1: Experimental conditions
run duration water discharge sediment diameter slope braided regime
1 35 h 2 l/s 1 mm 1.5 % transitory
2 100 h 2 l/s 1 mm 1.5 % developed

3.2 Bedload time-series

In this section, the attention is focused on the outgoing bedload, q̄s,out. Recall that it is measured by weighting
every ∆t = 60 min the mass of sediment that leaves the �ume. It thus writes

q̄s,out = ∆m
∆t (3.1)

where ∆m is the weighted mass. From now on, the bedload outgoing �ux is simply written as q̄s instead of the
more cumbersome q̄s,out.

The bedload time-series and the other relevant variables are presented in Figure 3.1. The red curves correspond to
run 1 whereas the yellow curves correspond to run 2. To simplify the comparisons between both experiments the
time is plotted in two di�erent axis, the lower x–axis corresponding to run 1 and the upper x–axis corresponding
to run 2. Figure 3.1 (a) shows the time-series of bedload in run 1 and 2. Figure 3.1 (b) shows the cumulative mass of
the outgoing bedload transport and the theoretical cumulative mass obtain by integrating the average bedload q̄s.
Figure 3.1 (c) shows the temporal evolution of the total eroded volume of the river bed ve. Figure 3.1 (d) shows
the temporal evolution of the cumulative eroded volume Ve. In plots (a), (c) and (d) are depicted for clarity the
moving average mov() of qs, ve and Ve. The moving average is computed over the two neighbours of the point
at hand, namely

mov(xi) = 1
5

i+2∑
j=i−2

xj . (3.2)

The general trend of qs(t) in run 1 is to globally increase until reaching an equilibrium so to speak (see Figure 3.1 (a)).
This trend is more clearly observed on the moving average curve (red dashed line). Notice that in both runs q̄s
is virtually equal (less than 2.5 % maximum relative di�erence between the two). Unlike in run 1, qs �uctuates
around its mean during the entire duration of run 2. Looking carefully at mov(qs) (yellow dashed line) two
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3.2. Bedload time-series
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Figure 3.1: Temporal evolution of the bedload transport rate in run 1 and 2. Plot (a) displays the temporal evolution
of qs; plot (b) displays the cumulative sum of bedload transport rate qs; plot (c) displays the temporal evolution
of the eroded volume ve; plot (d) displays the cumulative sum Ve of the eroded volume ve. In all four plots run 1
is depicted in red and run 2 is depicted in yellow. The lower x–axis is used to plot the time-series of run 1 and
the upper x–axis is used to plot the time-series of run 2. The dashed lines in plots (a), (c) and (d) represent the
moving averages of qs, ve and Ve respectively.

slightly distinct regimes are observed: in the �rst half of run 2 where qs < q̄s and one where qs ≈ q̄s. In both
case qs is �uctuating in a similar fashion. The river is thus slightly aggrading in the �rst half of run 2 before �nally
settling around its mean.

The cumulative mass is de�ned as

m(qs) =
∫ tf

ti

qs dt (3.3)

where ti and tf are the initial and �nal times respectively. It is simply the total sum in time of the outgoing
sediment, i.e. the total weigh. Comparing it with the cumulative mass of the average bedload gives an estimation
of the overall sedimentary state of the river. Ifm(qs) < m(q̄s) (orm(qs) < m(qs,in)), then the river is globally
aggrading. Conversely, ifm(qs) > m(q̄s) then the river is globally eroding. The behaviour ofm(qs) con�rms
the general trend of qs during run 1, that it is globally aggrading. Indeed,m(qs) is always belowm(q̄s) but slowly
tends towards m(q̄s) and reaches it at the very end of run 1. It is coherent with the regime of run 1, since the
initially rectangular channel turns into a fully braided river. This process involves an intense morphological
activity which is re�ected on both qs andm(qs). In this case, the river is aggrading and accumulating sediment
to establish the braided system. During run 2,m(qs) reachesm(q̄s) around half of the run. It means that for
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slightly more than half of the duration of the experiment the sediment activity �uctuates around its mean. Once
again,m(qs)(t) con�rms the trends observed in Figure 3.1 (b). Up until t = 3300m(qs)(t) lies belowm(q̄s)(t).

The eroded volume is de�ned as follows: let z(x, y, t) be the river bed elevation at a given time and z(x, y, t+∆t)
be the river bed elevation at the following time (recall that in our experiments ∆t = 1 h). The elementary eroded
volume for a variation of z in time is de�ned as ∆z = z(x, y, t + ∆t) − z(x, y, t)dxdy. The total eroded
volume is thus

ve =
∫
L

∫
W

∆z dxdy. (3.4)

The total eroded volume can be seen as a proxy of the outgoing sediment transport rate, since by conservation of
mass any change in the bed volume is related to the �ux of sediment within this volume. As with the cumulative
mass, it is possible to de�ne the cumulative eroded volume Ve. It is the cumulative sum of ve, i.e.

Ve =
∫ tf

ti

ve dt. (3.5)

Figure 3.1 (c) shows the temporal evolution of ve in run 1 and run 2. In both runs, ve �uctuate around their
average, which are both close to 0 (v̄e,1 = 0.0020 and v̄e,2 = 0.0009). Their �uctuations also look similar, even
though they are more intense in run 1. However, the di�erence is not staggering. It is not possible to conclude on
any particular erosional activity. However, by the shape of both curves, it is possible to infer that the erosional
activity is similar in both runs.

Figure 3.1 (c) shows the temporal evolution of Ve in run 1 and run 2. In both runs, an increase of Ve is observed
until �nally stabilizing around their average. This behaviour is better seen when looking at the moving averages
(the dashed curves). By de�nition of Ve, this means that the system is accumulating sediment in the initial stages
of both runs, which means that there is a slight aggradation.

3.3 Bed morphological evolution

A video of the bed temporal evolution can be found on the YouTube webpage of the laboratory using the
following link: https://www.youtube.com/channel/UCoA_xWkxSxU3UQLAk1HYpbg/videos.

3.3.1 Bed morphological variables

From the bed elevation it is possible to de�ne several variables that characterize the bed dynamics. Following
Leduc [2013], the variables used are the following:

– the bed slope sx;
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3.3. Bed morphological evolution

– the mean bed elevation zm;

– the bed elevation standard deviation σz ;

– the Bed Relief IndexB;

– the longitudinal Bed Relief IndexBl;

– the Morphologically Active LengthLma;

– the bed convexityC ;

– the bed area above averageAa;

– the hydraulic power Ω.

Table 3.2: Bed morphological variables and their utilisation

variable utility

sx
measures the general erosional pattern: an increasing sx means aggradation and a decreasing sx

means erosion

zm
measures the average bed elevation: an increasing zm means aggradation and a decreasing zm

means erosion

σz
measures the (lateral) extent of braided: an increasing σz means a widening braiding channel and a

decreasing σz means a narrowing braiding channel

B
measures the average transverse cross-section variability (with respect to zm): an increasingB

means erosion and a decreasingB means aggradation

Bl
measures the average longitudinal cross-section variability (with respect to zm): an increasingBl

means erosion and a decreasingBl means aggradation

Lma
measures the average proportion of the bed morphologically active (eroding or aggrading): 1

means a fully active bed and 0 means an inactive bed

C
measures the average bed convexity with respect to zm: an increasingC means aggradation, a
decreasingC means erosion;C > 0 means a concave bed pro�le,C < 0 means a convex bed

pro�le

Aa
measures the average proportion of the bed above zm: an increasingAa means erosion and a

decreasingAa means aggradation

Ω measures the stream power, by de�nition it is a proxy of sx: Ω = %gQsx

The are thoroughly de�ned in appendix A.5. Their main characteristics/properties are presented in table 3.2. In
the rest of the thesis, they are separated and organized into two categories, the variable describing the state of the
bed at a given time and the variables describing the erosional dynamics of the bed at a given time:

– the bed variables: sx, zm and σz ;

35



Chapter 3. Results

– the bed dynamic variables: B,Bl,Lma,C ,Aa and Ω.

This dichotomy is arbitrary and do not ensue from a particular physical consideration, but it is considered relevant
to clarify the presentation of the results.

3.3.2 Results

Before going into the results, it is important to mention that there was a problem with the bed elevation data of
run 1 for the time t = 900 min. Therefore, almost all the time-series presented below show an unusual behaviour
at this instant. Despite many attempts to correct the raw data, it was impossible to do so. I chose to keep the
dataset as it is even if it may induce errors in some analysis and display an unusual behaviour.

Bed variables
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Figure 3.2: Temporal evolution of the bed variables sx, zm and σz for run 1 (red line) and run 2 (yellow line).

Figure 3.2 (a) shows the temporal evolution of slope in run 1 and 2 in red and yellow respectively. Two distinct
behaviours are observed. In run 1 sx starts around 0, because the bed is initially �at and there is no slope and
gradually increases. The increase however is not monotonous since sx rise from t = 0 to t = 1000 before
progressively settling and �uctuating around the average s̄x = 6.31 · 10−4. On the other hand, run 2 does
not exhibit a clear trend, neither increasing nor decreasing but �uctuating smoothly around s̄x. The slight
but constant increase of sx in run 1 indicates that the system is globally aggrading (following the lane balance
principle). The reason lies with the fact that in run 1 the river evolves from a straight channel to a fully braided
river. A braided river is characterized by the presence of multiple channels separated by bars and the presence of
con�uences and zones. The formation of these bars from a straight channel imply that at some point much of the
bed material must be mobilised. This is coherent with the global increase in sx. Nevertheless, this aggradation
phase is not continuous, and at some point (around t = 1000 min) sx tends to stabilize. On the other hand,
once the system have reached a certain equilibrium (in run 2) the slope �uctuates mildly. It means that globally
the system does not erodes nor aggrades, it undergoes erosional activity but not so intense as to fundamentally
change sx.
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3.3. Bed morphological evolution

Figure 3.2 (b) shows the temporal evolution of zm in run 1 and 2. In both runs, the same behaviour is observed:
an increase in zm in the initial stage of the run before a stabilization around the average. z̄m is higher in run 2
than in run 1, testifying the constant accumulation of sediment by the braided river. This behaviour is interpreted
as follows: the system accumulates sediment in the initial stage of each run (roughly half of their duration) to
�nally stabilize. Once it stabilizes, the dynamics of zm is similar in both cases.

Figure 3.2 (c) shows the temporal evolution of the standard deviation of the bed elevation. In contrast with zm,
σz is virtually similar in both runs (σ̄z,1 ∼ σ̄z,2). They are also similar in shape, even though the �uctuations are
wider in run 1. The similar behaviour of both runs strongly suggests that despite the di�erence in the average
elevation of both river beds, they undergo the same erosional processes. This could come as a contradiction with
the conclusion that was drawn from the evolution of zm and other variables, i.e. that the river bed is undergoing
a slight aggradation. For the moment, not enough evidence are gathered to make a de�nitive conclusion. It will
be discussed it in more detail in chapter 4.

Bed dynamics
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Figure 3.3: Temporal evolution of the bed dynamical variablesB,Bl,Lma,C ,Aa and Ω for run 1 (red line) and
run 2 (yellow line).

Figure 3.3 (a) shows the temporal evolution ofB in run 1 and 2. In both runs,B �uctuates in a narrow range, and
both runs have virtually the same average B̄1 = B̄2 = 0.0016. Even their trends are similar. B is an indicator of
the erosional activity of the cross-section. B do not exhibit neither erosion nor aggradation, or at leastB is not
able to capture any clear tendency. It appears, however, that both runs display a very similar erosional behaviour
(at the level of their cross-sections).

Figure 3.3 (b) shows the temporal evolution ofBl in run 1 and 2. In both run,Bl is virtually constant. This is
especially true for run 2 where all the data lies very close to the average, whereas in run 1 the �uctuations are
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slightly wider. In both runs, B̄l are virtually similar. Bl measures the variability of a longitudinal cross section.
SinceBl is similar in value and trend in the two experiments, it is again inferred that the erosional activity of the
bed is similar.

Figure 3.3 (c) shows the temporal evolution of Lma in run 1 and 2. Lma exhibits wide �uctuations in both
runs with no particularly identi�able trend. L̄ma,1 and L̄ma,2 are close but not quite so (L̄ma,1 = 0.293 while
L̄ma,2 = 0.352). Run 2 displays more dispersion than run 1. Lma measures the spatial extent of the erosional
activity. On average, run 1 has a narrower erosional activity than run 2. This could be explained by the fact that
in run 1 there is a transition from a narrow straight channel to a braided channel, and thus the extent ofLma is
automatically constrained by the initial channel width. However, a braided pattern appears very rapidly, around
2 to 3 h after the beginning of the run. It thus represent roughly 10 % of the total duration of the experiment. It
seems unlikely that this short period could explain the overall di�erence. Moreover,Lma shows a decreasing trend
in the �rst 5 to 6 hours of experiment. Aside from the di�erence in their value, both curves �uctuate similarly.
Run 2 have a wider (in space) morphological activity than run 1, but the dynamics of this morphological activity
is similar.

Figure 3.3 (d) shows the the temporal evolution of C in run 1 and 2. In both runs C is virtually null. Indeed,
C̄1 = 3.2 · 10−18 while C̄2 = −1.1 · 10−18. In spite of several veri�cations, no mistakes or were found
in the algorithm used to compute C . However, it is not possible to entirely discard the fact that C might be
meaningless (10−18 is indeed extremely low!). The obtained results are going to be considered nonetheless and
put in perspective with the rest of the variables. In both runs,C �uctuates around 0. Run 1 do however exhibit a
growth tendency. Run 2 on the other hand does not exhibit such behaviour. An increasing convexity is generally
associated with an overall aggrading system. Run 1 is thus aggrading on average. This is coherent with the results
of sx where the evolution of the bed slope in run 1 suggested a slightly aggrading system. Run 2 does not exhibit
a particular behaviour, which is again coherent with results observed in section 3.3. Despite the ridiculously low
C , its behaviour seems to con�rm its validity, especially when compared with the other variables.

Figure 3.3 (e) shows the the temporal evolution ofAa in run 1 and 2. In run 1,Aa decreases continuously until
t = 1000 min, the moment when it starts growing until t = 1400 min to start decreasing again. In run 2,Aa
simply �uctuates randomly around its mean. The �uctuations are quite narrow. The global trend ofAa in the
initial stage of run 1 suggests that the system is globally aggrading, at least until t = 1000 min. After this period,
run 1 seems to enter in the same dynamics as run 2, i.e. random �uctuations around its average. Once again this
aggrading phase is consistent with trends observed for sx andC .

Figure 3.3 (f) shows the temporal evolution of Ω in run 1 and 2. From its de�nition in table 3.2, Ω will have the
exact same trend as sx, i.e. Ω tend to increase during run 1, meaning a slight aggradation; Ω randomly �uctuates
in run2, meaning no particular erosional state.

All the results are summarized at the end of this chapter (section 3.6) in tables 3.3, 3.4, 3.5 and 3.6.
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3.4. Braided network

3.4 Braided network

Again, video of the braided network temporal evolution can be found on the YouTube webpage of the laboratory
using the following link: https://www.youtube.com/channel/UCoA_xWkxSxU3UQLAk1HYpbg/videos.

3.4.1 Low Path method
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link ℓ = 6

link ℓ = 7
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Figure 3.4: Example of bed elevation with its corresponding braided network (copy of Figure 2.5 from sec-
tion 2.4.4).

To quantify the braided river network, the following set of variables are introduced:

– the number of linksN`;

– the length of a linkL`i ;

– the total length of the braided networkL`;

– the number of nodesNn;

where `i is the ith link of the network. Recall from graph theory that a link (or edge) is an entity that connects two
nodes (vertices) of a graph, the graph being the mathematical representation of a network. In this case, the braided
system is the network, the links represent the channels and the nodes represent the con�uences (see Figure 3.4).
Each link possess a length noteL`i . For sake of generality, it will be always referred to their dimensionless length,
i.e. the dimensional length of a given link divided by the total length of the �umeL = 12.5 m. The total length
of the braided network is simply the sum of all the links’ lengths in a given topography. It reads

L` =
n∑̀
i=1

L`i (3.6)

where n` is the number of links in the topography. Again for sake of generality, the dimensionless versionL`/L
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Chapter 3. Results

will always be used. The variables are separated into two groups, the links variables (N`,L`i andL`/L) and the
node variables (Nn).

3.4.2 Results
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Figure 3.5: Dynamics of the links and nodes of the braided network. Plot (a) displays the temporal evolution
of the number of linksN` in run 1 (solid red line) and run 2 (solid yellow line). In dashed line is depicted their
corresponding moving average. Plot (b) displays the temporal evolution of the total length of the braided network
L` normalized by the channel length in run 1 (solid red line) and run 2 (solid yellow line). In dashed line is
depicted their corresponding moving average. Plot (c) displays the temporal evolution of the number of nodes
Nn in run 1 (solid red line) and run 2 (solid yellow line)

Figure 3.5 shows the temporal evolution of the network variables. In order to compare run 1 and run 2, each run
respective time-series is displayed on the lower and upper x–axis for run 1 and 2 respectively (for plots (a) and
(b)). Figure 3.5 (a) shows the time evolution ofN`. At �rst glance, the behaviour of both runs is quite similar, as
indicated by the closeness of N̄`. Indeed, the maximum relative di�erence of both N̄` is 5.5 %.

Figure 3.5 (b) shows the time evolution of theL`/L. Again the general behaviour of run 1 and 2 is very similar. It
is interesting to note that again the maximum relative di�erence of both L̄`/L is 5.5 %.

Figure 3.5 (c) shows the time evolution of the number of nodes in both experiments. At �rst sight, the number of
nodes is relatively similar in both runs but not as quite. Indeed, the maximum relative di�erence between both
N̄n is of the order of 22 %, i.e. almost 4 nodes. This is true even thought for run 1Nn = 0 for the �rst two hours
of the experiment, i.e. when the initial channel is still evolving into a fully braided river. In spite of the di�erence
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in their mean, both curve ofNn do display a similar shape.

3.5 Modal analysis

By modal analysis is intended the identi�cation of modes of the braided system and the analysis of their temporal
evolution. The idea is based on Scheidt et al. [2016] and Ho�mann et al. [2019] work. The cornerstone of the
modal analysis lies in the modes identi�cation process. The idea is to use a measure of similarity (or disimilarity)
between the braided networks to group together similar (or disimilar) clusters of networks. This similarity is
measured by the modi�ed Hausdor� distance δmhd. To �nd and identify the relevant modes, the DBSCAN
clustering algorithm is used to regroup together the clusters of similar braided networks. These clusters are then
identi�ed as modes of the braided system (see section 2.4.2).

Two datasets representing the braided river are used: the set of points representing the salient edges of the bed
elevation (see section 2.4.1) and the graph of the network (see section 2.4.4). They are called edge dataset and
network dataset respectively. From them, similarity matrices based on δmhd between each networks of the
respective datasets are computed. The clusters of similarly looking elements, which are ultimately identi�ed
as modes, are obtained from these matrices. Subsequently, we proceed to the modal analysis of run 1 and 2 for
both datasets. Keep in mind that the main purpose is to use the network dataset, which correspond to the data
obtained from the Low Path method. The edge dataset has been developed to have a point of comparison and to
assess the validity of the network dataset. The results of the modal analysis are presented �rst for the edge dataset
and then for the network dataset.

3.5.1 Edge dataset

Figure 3.6 shows the result the modal analysis applied to the edge dataset. Plot (a) and (b) show the identi�ed
modes of run 1 and plot (c) and (d) show the identi�ed modes of run 2. In coloured circles are depicted the modes
whereas black circles represent the noise points. The key parameters used by the DBSCAN method to identify
the clusters are the number of neighbours nneigh and the radius ε (see section 2.4.2 for more details on their
meaning). A detailed discussion on the determination of these parameters will be presented in section 4.2. Plot
(b) and (d) are simply a zoom on the region where the clusters of run 1 and 2 are found respectively.

In Figure 3.6 (a) and (b), only one mode has been identi�ed, in addition to noise points (which do not belong to
any cluster). It is coherent with the nature of run 1, where the system evolves from a straight channel towards
braiding. Since the transition occurs quite rapidly (after 2–3 hours the system already exhibits a marked braided
topography), it is clear that no cluster of mode corresponding to the �at bed could have been identi�ed. Moreover,
most of the noise points are found in the initial stage of the experiment, which is a clear sign of the lack of
identi�cation of a mode. The system then evolves towards braiding and a cluster of points corresponding to the
braided system is found. This cluster remains stable in time with some noise points detected occasionally (they
are mainly due to the corrupted data at t = 900 min). Figure 3.7 (a) shows the time evolution of modes in run 1
and con�rms the transition from straight channel to braided channel (i.e. the transition from noise points to
mode 1) with the sporadic detection of noise points after t ≈ 300 min.
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Figure 3.6: Clusters of modes computed from the δmhd matrix of the dataset of salient edges of the topography.
Black points represent the noise points, coloured points represent point identi�ed with a given mode. Plot (a)
shows the complete collection of elements of run 1 (35 elements) and plot (b) show a zoom on the relevant zone
of the clusters. Plot (c) shows the complete collection of elements of run 2 (100 elements) and plot (d) show a
zoom on the relevant zone of the clusters.

In Figure 3.6 (c) and (d), four modes in addition to noise points are observed. Three clusters of points are clearly
separated one from the other, except for mode 3 and 4. Run 2 starts with mode 1 already settled and it remains
for the �rst 25 hours before switching to mode 2. In the vicinity of the mode switch, an increase of noise points
is observed (with some occasional noise points detected as observed in Figure 3.7 (b)). The emergence of noise
points between modes is kind of an early warning of a phase transition. Once mode 2 settles, it remains for
approximately 50 hours before switching to mode 3, which is immediately followed by mode 4 for the next
3 hours before ultimately switching back to mode 3. This alternation between mode 3 and mode 4 lasts for about
20 hours before the systems settles back to mode 3 until the end of run 3. During this last part of run 2 (where
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Figure 3.7: Time evolution of modes detected through the modal analysis of the edge dataset of run 1 (plot (a))
and run 2 (plot (b)).

the alternation occurs), some noise points are detected sporadically. Again this presence of noise points seems to
announce the onset of mode transition.

This alternation of modes in run 2 is less obvious to interpret than in run 1 since the system is supposed to
be at equilibrium, where by equilibrium is meant the morphodynamic de�nition of equilibrium presented in
section 1.2 where the bedload transport rate is constant (to be precise, the sediment feeding rate balances exactly
the sediment outgoing rate). Nevertheless, four di�erent modes are observed, i.e. modes of the system that seem
to be uncorrelated to the bed topographical and dynamical variations. A more detailed analysis will be presented
in section 4.2.

3.5.2 Network dataset

Figure 3.8 shows the result of the modal analysis applied to the network dataset. Plot (a) and (b) show the identi�ed
modes of run 1 and plot (c) and (d) show the identi�ed modes of run 2. As in section 3.5.1, the coloured circles
show the modes whereas black circles represent the noise points identi�ed by the DBSCAN clustering algorithm.
Again a detailed discussion on the determination of DBSCAN parameters will be presented in section 4.2.

In Figure 3.8 (a) and (b), two modes are observed in addition to the noise points. There is an majority of
points identi�ed as mode 1, whereas noise points are being detected at the beginning of run 1 (again con�rming
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Figure 3.8: Clusters of modes computed from the δmhd matrix of the dataset of network graphs. Black points
represent the noise points, coloured points represent point identi�ed with a given mode. Plot (a) shows the
complete collection of elements of run 1 (35) and plot (b) show a zoom on the relevant zone of the clusters. Plot
(c) shows the complete collection of elements of run 2 (100) and plot (d) show a zoom on the relevant zone of the
clusters.

the transition from straight to braided channel that occurs). In contrast with the state analysis based on edge
detection, the apparition of a second mode during run 1 is observed, it develops in the early stage (around
t = 360−−420 min of experiment), it lasts until t = 840 min and �nally switches back to mode 1 which lasts
until the end of run 1. The time evolution of modes in run 1 is shown in Figure 3.9 (a).

In Figure 3.8 (c) and (d), three modes in addition to noise points are observed. We do not clearly observe three
well de�ned clusters of points but rather a unique one with points relatively close one to another forming the
core of mode 2. At the upper and lower ends of this cluster are found the points belonging to mode 1 and 3.
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Figure 3.9: Time evolution of modes detected through the modal analysis of the network dataset of run 1 (plot
(a)) and run 2 (plot (b)).

Run 2 starts with mode 1 already settled for the �rst 20 hours, albeit with some signi�cant amounts of noise
points detected. The transition to mode 2 occurs after a prolonged series of noise point (approximately 5 hours);
again they appear as a warning sign of mode switching. Mode 2 is the dominant mode of run 2, lasting until
the end of the run with spaced yet sporadic apparition of noise points and one very short transition to mode 3
(which lasts for only three hours). The temporal evolution of modes in run 2 is shown in Figure 3.9 (b).

We again observe an alternation of modes during run 2, only this time with one less mode and with a clearly
dominant mode within the run (mode 2) with respect to the state analysis from edge detection. Mode 1 appears
at the beginning for about the same amount of time as in the previous analysis (20 hours compared to 25) while
mode 3 only appears for 3 hours before the system returns to mode 2. An explanation for this behaviour might
lie in the nature of the cluster of points obtained from the distance matrix. Indeed, there is a unique cluster of
points constituting mode 2, with mode 1 and 3 being located at the boundary of this cluster. Incidentally more
noise points are observed in this analysis than in the previous one. A more detailed analysis will be presented in
section 4.2.

The overall mode dynamics is broadly similar, whether the edge dataset is used or the network dataset. It means
that independently of the quanti�cation of the braided system, its dynamic is fairly constant (with respect to
modal analysis). A proper quantitative argument will be given in chapter 4. It is interesting to note that run 2 is
much more active than run 1. Regardless of the dataset used, run 2 always displays a higher number of modes
than run 1. In a sense this result come as a surprise, since run 1 is characterized by a transition from single to
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braided channel whereas run 2 is simply the braided channel at equilibrium. Therefore, new modes should not
be detected. They are a clear indication that the braided network is evolving, rearranging its shape, in spite of the
constant hydraulic conditions.

3.6 Results summary

A summary of this chapter is presented. First, the most relevant results of the analysis of the bed topography are
recalled and �nally the relevant results of the braided network dynamics are then summarized the relevant result
of the Markov model are presented.

3.6.1 Bedload

Summary of the results of the analysis of the bedload time-series. All the variables are summarized in table 3.3.

Table 3.3: Summary of bedload variables. "—" means that there is no particular trend identi�ed or the variables is
not de�ned.

variable run average std dev global trend system state

qs
1 5.83 — ↗ aggrading
2 5.97 — — �uctuating

m(qs)
1 — — — aggrading
2 — — — �uctuating

ve
1 ≈ 0 — — �uctuating
2 ≈ 0 — — �uctuating

Ve
1 0.052 — ↗ aggrading
2 0.135 — ↗ aggrading

The main conclusions that we can draw are:

– run 1 is on average aggrading as testi�ed by qs,m(qs), and Ve;

– run 2 is neither aggarading nor eroding, except for Ve which shows aggradation;

– in both runs the dynamics of the erosional process is similar, as testi�ed by ve.

In general the bedload time-series suggests that run 1 and 2 are in di�erent regimes, run 1 is slightly aggrading and
run 2 is neither eroding nor aggrading, i.e. at equilibrium.

3.6.2 Bed morphology

Summary of the results of the analysis of the bed morphology. All the variables are summarized in table 3.4.

The main conclusions that we can draw are:
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Table 3.4: Summary of morphological variables. "—" means that there is no particular trend identi�ed or the
variables is not de�ned.

variable run average std dev global trend system state

sx
1 6.31 · 10−4 1.21 · 10−3 ↗ aggrading
2 −6.76 · 10−4 3.42 · 10−3 — �uctuating

B
1 1.63 · 10−3 4.90 · 10−4 — �uctuating
2 1.61 · 10−3 3.80 · 10−4 — �uctuating

Bl
1 3.88 · 10−4 2.30 · 10−4 — �uctuating
2 3.93 · 10−4 5.50 · 10−5 — �uctuating

Lma
1 0.293 0.178 — �uctuating
2 0.352 0.233 — �uctuating

C
1 3.27 · 10−17 1.12 · 10−17 ↗ aggrading
2 6.31 · 10−4 1.21 · 10−3 — �uctuating

Aa
1 0.53 0.031 ↘ aggrading
2 0.517 0.024 — �uctuating

Ω 1 0.307 0.026 ↗ aggrading
2 0.281 0.007 — �uctuating

zmean
1 6.31 · 10−4 1.21 · 10−3 ↗ aggrading
2 6.31 · 10−4 1.21 · 10−3 — aggrading

σzmean

1 6.31 · 10−4 1.21 · 10−3 ↗ aggrading
2 6.31 · 10−4 1.21 · 10−3 — �uctuating

– run 1 is on average aggrading as testi�ed by sx,C ,Aa, Ω, zmean and σzmean ;

– run 2 is on average neither aggarading nor eroding, except for zmean;

– as a general rule, all variables representing the bed elevation (zmean, σzmean , sx) shows that both runs are
on average aggrading;

– some aspects of the erosional process are similar in both run, as testi�ed byB,Bl andLma; others aspects
clearly shows a distinction between run 1 and 2, as testi�ed byC andAa;

– the erosional processes are in general similar in both runs, they �uctuates and do not clearly represent one
or the other erosional regime (namely erosion or aggradation).

The morphological variables suggest that run 1 and 2 are in di�erent regimes, with run 1 being slightly aggrading
and run 2 is neither eroding nor aggrading. This observation is much more nuanced than with the bedload
time-series. Indeed, the morphological variables measuring erosional processes suggest that run 1 and 2 undergo
the same dynamics. This has to be put in contrast with bed variables that suggest a clear distinction between both
runs, i.e. run 1 is aggrading and run 2 is not (it is not eroding either).

3.6.3 Braided network

Summary of the results of the analysis of the braided network. All the variables are summarized in table 3.5.
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Table 3.5: Summary of braided network variables. "—" means that there is no particular trend identi�ed or the
variables is not de�ned.

variable run average std dev global trend system state

N`
1 11.4 — — —
2 10.8 — — —

L`/L
1 5.7 — — —
2 5.4 — — —

Nn
1 ≈ 0 19.8 — —
2 ≈ 0 16.1 — —

The results of the network variables strongly suggests that there is no di�erence in the behaviour of both runs, as
observed by the mean value and the shape of the curves ofN`,L`/L andNn. It suggest that despite the di�erent
regimes in which both runs are (run 1 being in aggradation and run 2 being at equilibrium), both runs have the
same braided network.

3.6.4 Modal analysis

Summary of the results of the modal analysis. All the variables are summarized in table 3.6

Table 3.6: Summary of the modal analysis
variable run Edge dataset Network dataset

States 1 1 + noise 2 + noise
2 4 + noise 3 + noise

Noise points % 1 28.6 11.4
2 10.0 23.5

The main result obtained from the modal is the following: run 2 have more modes than run 1 (with the edge
dataset and with the network dataset). It is as if the braided system as a whole was more active in run 2 than in
run 1 even though run 2 is supposed to be at morphodynamic equilibrium. It is counter-intuitive with the results
obtained from the morphological variables. In any case, both runs exhibit a modal activity, suggesting that the
network constantly evolves, and especially in run 2 (which is at equilibrium).

3.6.5 Take home message

As a general concluding remark, the following points are outlined:

– the morphological variables show that run 1 and run 2 have a similar erosional activity (shown by most of
the dynamic variables) but are in slightly di�erent regimes: run 1 is slightly aggrading whereas run 2 is at
equilibrium. Nonetheless, this di�erence is mainly due to the transition from straight channel to braided
system;

– network variables do not exhibit any di�erence between run 1 and run 2. The braided network is unaltered
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throughout both runs;

– the modal analysis shows that both runs are active (by switching modes). More speci�cally, run 2 is more
active than run 1.

The experimental results suggest that the braided system exhibit di�erent behaviours depending on the perspective
with which it is examined:

– from a hydraulic perspective, the system is at equilibrium (constant water discharge, constant sediment
feeding rate);

– from morphological perspective, the system goes towards an equilibrium and reaches it;

– from a network perspective, the system is at equilibrium;

– from a mode perspective, the system is active.
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4 Discussion

4.1 Similarity measures

When presenting the results in chapter 3, it was often mentioned that times-series of several variables were similar
by visual inspection (when comparing say qs in run 1 and run 2). In this section, these similarities are going
to be discussed in a quantitative manner using the Hausdor� and Fréchet distances to compare the respective
time-series.

As mentioned in section 2.4, both distances are de�ned in a metric space and require to be used within one. The
time-series, as function of time, are de�ned in a space of the form t×f (where f is the function considered). They
belong to a space similar to the phase space of functions in dynamical systems, and thus the distances measures
are not properly de�ned and should not be used. To overcome this di�culty, the time-series are transformed
into dimensionless curves de�ned on an interval ranging from 0 to 1 and whose image space is also de�ne in the
interval 0 to 1. The procedure is the following: consider the following parabolic function f(x) = ax2 de�ned
on the interval [−b, b] where a and b are positive real numbers with its extrema on the interval fmax = ab2

and fmin = 0. By applying the transformation f ′ = (f − fmin)/(fmax − fmin) to both the function f and
its original interval of de�nition, it is possible to rede�ne f into a function f ′ whose outputs lie in the interval
[0, 1] and de�ned on the interval [0, 1] without altering the shape of the function. Once de�ned in the plane
[0, 1]× [0, 1] which is a metric space by de�nition, the Hausdor� and Fréchet distances are used to compare this
parabolic function f ′ with any other function g′.

By construction, the distances are bounded in the interval [0, 1] for δmhd, where 0 implies no distance between
the compared curves (identity) and 1 being the maximum di�erence (see appendix A.3). δFr is bounded in the
interval [0, 2] where 0 implies no distance between the compared curves (identity) and 2 being the maximum
di�erence (see appendix A.4). This procedure will be applied to all the time-series presented in section 4.1. The
criteria of similitude are shown on table 4.1 below.

4.1.1 Morphological indicators

The similarity quanti�cation of bedload variables is presented on table 4.2 below.

The following points are outlined:
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Table 4.1: Measure of similarity criteria
similarity δmhd δFr
very strong similarity 0− 0.2 0− 0.4
moderate similarity 0.2− 0.4 0.4− 0.8
no particular similarity 0.4− 0.6 0.8− 1.2
moderate dissimilarity 0.6− 0.8 1.2− 1.6
very strong dissimilarity 0.8− 1 1.6− 2

Table 4.2: Bedload similarity measure
variable δmhd δFr r

qs 0.105 0.788 0.205
m(qs) 0.018 0.035 0.999
ve 0.042 0.348 0.138
Ve 0.060 0.417 0.261

– both time-series of qs are similar in δmhd and slightly dissimilar in δFr;

– there is an almost perfect match between bothm(qs) curves as shown by the low values of both δmhd and
δmhd;

– both time-series of ve are very close in δmhd and δFr;

– both time-series of Ve are quite close in δmhd and δFr.

As a concluding point, remark that time-series of bedload variables are, on the whole very similar in both shape,
trend and values. However, qs and Ve (the bedload �ux and the cumulated eroded volume, its proxy) do exhibit
trends of an aggrading channel. This is mainly due to the transition from a straight channel towards a fully
braided system at equilibrium. Note, however, the following feature: a similar erosional activity is observed for
both regimes.

The results of the similarity measure of bed variables are summarized in table 4.3 below.

Table 4.3: Bed variables similarity measure
variable δmhd δFr r

sx 0.099 0.559 0.009
zm 0.060 0.418 0.279
σz 0.082 0.544 −0.014

The following points are outlined:

– both time-series of sx are close in δmhd but not as much in δFr;

– both time-series of zm are close in both δmhd and δFr;
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– both time-series of σz are close in δmhd but not as much in δFr.

The similitude measures seem to suggest that in run 1 and 2 the bed variables exhibit similar �uctuations in
general (as shown by the low δmhd) but not quite so in trends, except for zm (as shown by the relatively low
δFr = 0.418 compared to 0.559 and 0.544 for sx and σz respectively). This result is interpreted as follow: the
erosional processes of run 1 and 2 are similar in dynamics, as shown by the low δmhd; on the other hand they
may follow slightly diverse trends, as shown by the relatively high δFr, that is the consequence of the transient
behaviour of run 1.

The results of the bed dynamic variables similarity measures are summarized in table 4.4 below.

Table 4.4: Bed dynamic variables similarity measure
variable δmhd δFr r

B 0.049 0.470 −0.029
Bl 0.096 0.465 0.053
Lma 0.041 0.335 −0.067
C 0.033 0.382 −0.084
Aa 0.067 0.737 −0.067
Ω 0.099 0.559 0.009

The following points are outlined:

– both time-series ofB are very close in both δmhd and δFr;

– both time-series ofBl are very close in both δmhd and δFr;

– both time-series ofLma are very close in both δmhd and δFr;

– both time-series ofC are very close in both δmhd and δFr;

– both time-series ofAa are very close in δmhd but not in δFr;

– both time-series of Ω are quite close in δmhd but not in δFr.

As a general concluding point, remark that all bed dynamics variables display similar trends, thereby con�rming
that dynamically the bed undergoes comparable erosional activity. Apart fromAa and Ω whose δFr is relatively
high, it is quite di�cult to say that run 1 and run 2 are in di�erent bed regimes. A conclusion similar to that
of morphological variables is drawn: both run have a similar erosional activity (recall from section 3.3 that
B,BlLma, Aa, C,Ω are all variables characterizing the bed erosional processes).

The results of the similarity measures of network variables are summarized in table 4.5 below.

The following points are outlined:
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Table 4.5: Network variables similarity measure.
variable δmhd δFr r

N` 0.078 0.347 0.135
L`/L 0.082 0.371 0.178
Nn 0.067 0.336 0.124

– both time-series ofN` are very close in δmhd and in δFr;

– that both time-series ofL`/L are very close in in δmhd and in δFr;

– both time-series ofNn are are very close in in δmhd and in δFr.

As general concluding point, remark that all three network variables are very similar in both run 1 and run 2.
Aside from the early stage of run 1, both run 1 and 2 display a similar behaviour with respect to network variables
N`,L`/L andNn. This result suggests that the braided network is practically constant, regardless of the nature
of the experiment and depends solely on the hydraulic conditions. A similar conclusion was drawn by Bertoldi
et al. [2009b]. In their study, they related the main morphological indicator to the dimensionless discharge and
the dimensionless stream power and showed that they were the only controlling parameters of the morphological
activity of the bed. Here it is possible to go a step further and assert that the network structure of the braided
system remains unchanged throughout both runs, even though run 1 is in a di�erent regime (aggrading) than run
2 (equilibrium).

4.1.2 Concluding remarks

Generally speaking, all variables exhibit very similar trends in both runs, as testi�ed by the low δmhd. The same
general trend is observed for δFr, albeit in a signi�cantly less pronounced way. Higher δFr are observed, in
particular for qs andAa to other variables and especially in run 1. Network variables are, generally speaking, more
homogeneous than the rest, both in δmhd and δFr. This is even observed in their r coe�cient, which are always
positive and generally higher than for the rest of the variables.

Regardless of the variable focused on, there is always a high similarity between time-series, especially observed
in δmhd. It is interpreted in the following manner: both runs are two distinct stages of a unique system, i.e. a
braided river, thereby the relevant variables should display a similar dynamic on the whole. Consequently, it
is expected that they behave similarly in time. In particular, their �uctuations, global trend and shape should
somehow resemble. This is what is shown through δFr and especially δmhd.

These results are interpreted as a con�rmation of the concluding remarks of chapter 3, i.e.:

– the morphological variables shows that run 1 and run 2 have a similar erosional activity;

– network variables do not exhibit a signi�cant di�erence between run 1 and run 2;

– the braided network depends on the hydraulic conditions of the �ow.
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4.2 Modal analysis

In this section, the results on the modal analysis presented in section 3.5 are going to be discussed in more details.
First, the choice of the DBSCAN parameters will be detailed (a crucial step in the mode detection process). Then,
the modes temporal evolution of both datasets (edges and network) are going to discussed, compared them and
their respective di�erences, strengths and weaknesses assessed. Finally, this section will be closed with a direct
application of the modal analysis to Markov processes and a discussion on its potential future utilization.

4.2.1 Parameters determination
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Figure 4.1: Parameters determination of the DBSCAN algorithm of run 1 for the edges dataset (plot (a) and
(b)) and for the network dataset (plot (c) and (d)). Plots (a) and (c) show the number of detected clusters (i.e.
modes) in function of εmeasured in δmhd for nneigh = 2, 3, 4, 5 displayed in red, orange, green and blue lines
respectively. Plots (b) and (d) show the number of core points (i.e. points that belong to a mode) in function of
εmeasured in δmhd for nneigh = 2, 3, 4, 5 displayed in red, orange, green and blue solid lines respectively; in
coloured dashed lines are shown the noise points (i.e. points that do not belong to a mode). The vertical thin
black dashed line represent the mean distance δmhd between points; the vertical thin black dotted-dashed line
represent the median distance δmhd between points.

The DBSCAN algorithm mainly relies on two parameters: the radius of inquiry ε and the number of neighbours
nneigh (recall section 2.4). They fully determine the output of the clustering method and their selection has to
meet some basic criteria. ε should not be too small, otherwise no points are located su�ciently close to others, and
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therefore no cluster of points is detected. On the other hand if ε is too large, all points are close to each other and
ultimately they tend to form a unique cluster. There are thus two theoretical limits to ε, limε→0 nclusters = 0
and limε→∞ nclusters = 1. In practice, ε is bounded by the minimum and maximum distances computed when
analysing the datasets (δmin and δmax). If ε = δmin is used, one cluster of 2 points at best is obtained while the
rest of the points are identi�ed as noise (for nneigh = 2). On the other hand, using ε = δmax, the tendency is to
obtain a unique cluster of points with some noise points scattered around (with the extreme case being on single
cluster with no noise point, which is the theoretical limit if ε→∞). An upper limit of εmax = 2δmax/3 and a
lower limit of εmin = δmin was decided. The optimal ε should lie somewhere in between.

The other cardinal parameter is the minimum number of neighbours nneigh. This is the minimum number of
neighbouring points needed to form a cluster. Its lowest bound is 2 and its maximum is the total number of
points. The higher its value, the harder for DBSCAN to detect a cluster. However, using its lowest bound or a
low nneigh value, there is a risk to consider any close gathering of points a threshold. A compromise has to be
found.

For a given ε, di�erent nneigh could yield di�erent number of clusters (in fact it is almost always the case).
Consider the following hypothetical example: for nneigh = 2, 3, 4, 5, nc = 30, 20, 15, 15 are obtained. It is
clear that nneigh = 2 overestimates the number of clusters. In other words, non-relevant clusters are detected,
non-signi�cant. On the other hand, nneigh = 5 is redundant in the sense that increasing nneigh does not change
the number of detected clusters. In fact increasing it further will ultimately decrease the number of clusters up to
1 (when the number of points needed to form a clusters equals the total number of points). The most signi�cant
nneigh is loosely de�ned as the lowest value of nneigh for which it is possible to detect of the same amount of
clusters. In the previous example, nneigh = 4, 5 yields nc = 15, 15, the most signi�cant (the lowest) number of
minimum cluster in this case being nneigh = 4. I want to emphasize that it is not an exact criterion but rather a
guideline.

The algorithm discriminates between two kind of points, core points (which belong to a cluster) and noise points
(which do not). The balance between these two points is important to assess the relevance of the clusters. The
output of a couple of parameter (ε, nneigh) is considered to be relevant if and only if the number of core points
outgrows the number of noise points. It simply means that the majority of points belong to one of the detected
clusters. Ideally, one should seek to minimize the number of noise points, but we will satisfy ourselves with just
outgrowing them.

The �nal set of criteria used to select the DBSCAN parameters are summarized hereafter:

(i) the optimal ε has to be bound in the range: δmin ≤ ε ≤ 2δmax/3;

(ii) the optimal nneigh as to be signi�cant. By signi�cant is intended that it has to be the lowest value for the
same number of detected clusters;

(iii) for a given couple of parameters (ε, nneigh) the number noise points has to be less than the number of core
points.

First, the determination of the DBSCAN parameter with the edges distance database will be discussed (Figure 4.1)
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4.2. Modal analysis

and then the graph network distance database (Figure 4.2). The analysis is based on two graphs, the number of
clusters in function of ε for di�erent nneigh and the number of core points in function of ε for di�erent nneigh.
These two graphs are depicted for both run 1 and run 2 and from their analysis the optimal couple of parameters
(ε, nneigh) will be determined.
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Figure 4.2: Parameters determination of the DBSCAN algorithm of run 2 for the edges dataset (plot (a) and
(b)) and for the network dataset (plot (c) and (d)). Plots (a) and (c) show the number of detected clusters (i.e.
modes) in function of εmeasured in δmhd for nneigh = 2, 3, 4, 5 displayed in red, orange, green and blue lines
respectively. Plots (b) and (d) show the number of core points (i.e. points that belong to a modes) in function of
εmeasured in δmhd for nneigh = 2, 3, 4, 5 displayed in red, orange, green and blue solid lines respectively; in
coloured dashed lines are shown the noise points (i.e. points that do not belong to a mode). The vertical thin
black dashed line represent the mean distance δmhd between points; the vertical thin black dotted-dashed line
represent the median distance δmhd between points.

Figure 4.1 (a) and (c) show the number of clusters in function of ε (expressed in δmhd on the x axis) for four
nneigh (the four distinct colours) for run 1 (plot (a)) and run 2 (plot (c)) for the edge dataset. Plots (b) and (d)
show the number of core points (solid lines) and the number of noise points (dashed lines) in function of ε for
the same four nneigh for run 1 (plot (b)) and run 2 (plot (d)). Criteria (iii) is met when the dashed and solid lines
cross each other on plot (b) and (d) and that it determines the lower bound for ε. This crossing point is roughly
similar for both runs and is located around 10. The upper bound being set by criteria (i) (2δmax/3 ≈ 30), the
range of possible values of ε is already determined (approximately 10 and 30 for both plots (b) and (d)). Criteria
(ii) is met for nneigh = 3 on plot (a) and nneigh = 4 on plot (c). The �nal set of parameters is summarized on
table 4.6 below.
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Table 4.6: DBSCAN algorithm parameters for the edges database
run 1 run 2

ε 12.5 12.5
nneigh 3 4

Figure 4.2 (a) and (c) show the number of clusters in function of ε (expressed in δmhd on the x axis) for four
nneigh (the four distinct colours) for run 1 (plot (a)) and run 2 (plot (c)) with the networks graphs dataset.
Following the previous analysis, criteria (iii) is met around 0.25 for run 1 and around 0.3 for run 2. The upper
bound in both is the same, i.e. δmax = 0.35 (criteria (i)). Criteria (ii) is met when nneigh = 3 for run 1. For run
2 the situation is more complex to properly assess since there is no unique number of cluster that is consistently
detected when varying nneigh. By trial and error and visually inspecting the results of DBSCAN, nneigh = 4
was used. The �nal set of parameters is summarized on table 4.7 below.

Table 4.7: DBSCAN algorithm parameters for the graph network database
run 1 run 2

ε 0.275 0.32
nneigh 3 4

4.2.2 Modes temporal evolution

Lets recall the goal of the modal analysis: identify the modes of the braided system by a clustering method
(DBSCAN). DBSCAN takes as an input the distance matrixmij where every element of the matrix represent
the similarity (measured in δmhd) between two con�gurations i and j of the braided system. Provided that the
parameters of DBSCAN are well determined, it is possible to proceed to the modal analysis of the braided system.
The main results have been presented in section 3.5. Here, they will be discussed in greater details. The focus will
be put �rst on the di�erences obtained when applying the DBSCAN method to both datasets, the edges dataset
and the network dataset.

Both representations, the edge dataset and the network dataset, are a quanti�cation of the braided system and
should in theory yield the same results when applying modal analysis to them. As stated in section 3.5, it was not
exactly the case even though the general dynamics remained fairly similar. Here, this similarity will be quanti�ed
and an explanation to these di�erences will be proposed.

In Figure 4.3 is shown the temporal evolution of modes computed from the edge dataset (red solid line) and from
the network dataset (blue solid line) for run 1 (plot (a)) and run 2 (plot (b)). Lets brie�y recall what was said in
section 3.5:

– run 1: for both datasets the system starts from noise points (mode 0) to �nally settle into a unique mode
(mode 1) at the end of the run. From the network dataset (blue line in Figure 4.3 (a)) another mode (mode
2) is brie�y explored by the system during the �rst half of the run before settling at mode 1;

– run 2: for both datasets the system starts from mode 1 (the mode is already settled) and for approximately

58



4.2. Modal analysis

the same amount of time remains in this con�guration. There is a switch towards mode 2 roughly
simultaneously. From then on the behaviour is quite di�erent according to the dataset used. For the edge
dataset (red line in Figure 4.3 (b)) the system alternates between three di�erent modes (mode 1, 3 and 4)
whereas for the network dataset (blue line in Figure 4.3 (b)) the system only alternates between two modes
(mode 1 and 3).

δmhd, δFr and r was computed for time-series of run 1 and 2. Both the edges dataset and the network dataset
(respectively the red and blue lines in Figure 4.3) are similar and positively correlated together, with δmhd = 0.206
and δmhd = 0.115 for run 1 and run 2 respectively and r = 0.212 and r = 0.303 for run 1 and run 2 respectively.
On the other hand, they do not resemble much in the Fréchet sense, with δFr = 1 and δFr = 2. These results
tend to corroborate the relative similarity in the mode dynamics despite the fact that di�erent dataset were used.
However, the high δFr suggests that there are non negligible discrepancies. This is especially visible in the late
stage of run 2. Overall, the mode dynamics is relatively similar, as testi�ed by the positive correlation in both runs.
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Figure 4.3: Temporal evolution of mode in run 1 (plot (a)) and run 2 (plot (b)) for the edge dataset (solid red line)
and network dataset (solid blue line).

The di�erence observe in both modal analysis is mainly due to two factors:

– the internal structure of each dataset;

– the information contained by each dataset.
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The edge dataset is composed of sparse points scattered around while the network dataset is composed of an
dense alignment of points (forming the graph of the network). To give an idea of the di�erence between them,
the point density of an edge dataset is typically in the range 0.04 and while the point density of a network dataset
is typically in the range 0.1. The point density of each database is de�ned as the total number of element divided
by the size of the array (the matrix containing the data in python). This di�erence is readily observed in the
distance matrices, where for the edge datasets typical distances between each elements were of the order of 10−40
whereas for the network datasets distances where of the order of 0.1− 0.4 (an order of magnitude lower). The
higher density of the network dataset almost mechanically induces a higher precision in the measure of similarity
between its elements and thus leads to a better determination of modes, at least in theory. Nevertheless, this it is
not straightforwardly observed in the data, especially if one looks at the number of noise point detected. If one of
the two method was more precise than the other, then it would have a signi�cantly less amount of noise point
than the other. This is not the case and in fact noise points are almost exactly in equal quantity in both method
(with even a slight over-representation in the network dataset). It is interpreted as a sign of robustness of both
method: they detect roughly the same number of noise points.

The edges dataset is an abstraction of the braided morphology that measures the location of the most salient
edges, i.e. strong elevation gradients in the topography. This corresponds to banks, con�uences, a�uences, scour
holes, etc., all elements constituting a braided river. By construction, it is a simpli�cation of the information
contained in the braided system through its most speci�c constituents, a kind of snapshot of the braided system.
On the other hand, the network dataset is a straightforward representation of the braided network. Following
the snapshot analogy, the network representation is more of a direct footprint of the system. It conveys much
more information of the braided system than the edges dataset, even if both dataset are ultimately obtained from
the same raw data, the bed elevation.

To conclude this discussion, the slight superiority of the network dataset over the edge dataset is highlighted. By
its very nature, it is believed to be more directly linked to the physics of the braided system by representing its
network-like structure, which is what one wants to quantify and study in the end. The edges dataset is supposed
to follow any eventual morphological evolution of the braided river, but it is harder to ensure that it does. It
is more likely to contain errors, or to misrepresent the braided pattern than the network dataset. Nonetheless,
they are complementary and they could be used together. Indeed, both datasets were used to have a point of
comparison, a calibration if one may, of the modal analysis.

Now that the validity of the modal analysis have been discussed, several question arise about the interpretation of
the results obtained. Below are listed some of the questions raised:

– how to interpret the di�erences in the modes between run 1 and run 2?

– does the modal evolution relates to morphological variations?

– is it possible to relate the modes variations observed in Figure 4.3 to the morphological variables?

The focus will not be put on all the topographic variables but on four of them, namely the stream power Ω, the
bedload transport rate qs, the number of linksN` and the number of nodesNn. They are regrouped into two
groups, the topographical variables and the network variables:
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4.2. Modal analysis

– morphological variables: Ω and qs. Ω have been identi�ed by Bertoldi et al. [2009b] as one the two main
variables quantifying and controlling the evolution of a braided system, especially the topographical aspects.
Following their approach, I want to con�rm or not their insight on the modal evolution. The bedload �ux
qs is chosen, as it is expected to be an excellent overall indicator of the erosional state of the river bed;

– network variables: N` andNn. They were identi�ed as the two most important characteristics variable
quantifying the evolution of the the network, it thus seem coherent to compare their evolution with the
modal analysis.
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Figure 4.4: Temporal evolution of modes (blue line) in run 1 plotted alongside morphological variables (grey line):
(a) the stream power Ω, (b) the bedload �ux qs, (c) the number of linksN`, (d) the number of nodesNn.

In Figure 4.4 are shown both the mode temporal evolution(blue line respectively) and the temporal evolution of
Ω, qs,N` andNn (in grey line) on plot (a), (b), (c) and (d) respectively for run 1. The mode is displayed on the left
y axis whereas Ω, qs,N` andNn are displayed on the right y axis (ticks are marked in grey). At �rst sight, none of
the variables chosen seem to correlate with the mode evolution. More precisely, when a mode switch occur no
particular behaviour in Ω, qs,N` orNn is observed. By particular behaviour is intended an in�exion point, a
tendency shift, a step increase/decrease etc. Modes seem to be following a dynamics of their own, decoupled from
both the hydraulics and the network’s dynamics. Nonetheless, there seem to be a positive correlation withN`

andNn (respectively the number of links and nodes in the braided network). Indeed the rapid transition from
straight channel to braided channel causes a rapid growth in bothN` andNn that do relates to the emergence of
modes.
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Figure 4.5: Temporal evolution of modes (blue line) in run 2 plotted alongside morphological variables (grey
line): (a) the stream power Ω, (b) the bedload �ux qs, (c) the number of linksN`, (d) the number of nodesNn.

Figure 4.5 is the comparison of the mode temporal evolution for the edge and network datasets and the temporal
evolution of Ω, qs, N` and Nn for run 2. Again, a �rst observation of the curves does not show a particular
correlation between modes evolution and variables evolution, nor there is a particular behaviour in Ω, qs,N` or
Nn that might explain the modes variations.

In their study of the dynamics of braided streams, Bertoldi et al. [2009b] observed that (paraphrasing them):

1. "two dimensionless parameters, the dimensionless discharge q∗ and the dimensionless stream power ω∗

(we use their notation) control and represent the braided system";

2. "braided streams reach a ‘steady state’ con�guration, in terms of belt width, number of branches and nodes
in a cross-section";

3. "Morphological parameters can be divided into two groups: (i) those characterizing the whole network
that depend on the total discharge and (ii) those related to the instantaneous morphological activity that
depend on the stream power".

These observations are con�rmed, especially for morphological variables. Indeed, the experiments were carried
at constant discharge, and no signi�cant variations inN`,Nn orL`/L (the network variables) were observed.
Moreover, most of the bed variables did not show any particular trends either (aside from some mild �uctuations,
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4.2. Modal analysis

see table 3.4). Some of them showed trends related to a slight aggradation of the system but only for run 1, which
is the transition from straight channel to braided channel.

What is interesting to notice, nonetheless, is the braided system’s ‘activity’ in terms of modes. It means that the
braided network is evolving, rearranging, displacing itself (otherwise no modes could be detected) but keeping
its core structure constant, i.e. keepingN`,Nn orL`/L constant. This process of rearrangement of the bed is
undergoing regardless of the fact that hydraulic conditions are constants.

4.2.3 Modes probabilities

mi
k is de�ned as the kth mode of run i (with k = 0, 1, . . . and i = 1, 2). Each mode mi

k is composed of nik
elements, the total number of elements per run isNi. The total number of modes per run is de�ned asN i

m. The
probability of occurrence of a modem for the run i (again with i = 1, 2) is de�ned as

P (mi
k) = pik = nik

Ni
. (4.1)

pik of run 1 and 2 are noted in table 4.8 below

Table 4.8: Modes probabilities.
run 1 run 2

pik

p1
0 = 0.114
p1

1 = 0.686
p1

2 = 0.200

p2
0 = 0.235
p2

1 = 0.102
p2

2 = 0.633
p2

3 = 0.031

All the noise points are considered to form a mode of their own notedmi
0. In addition to the mode probability,

the occupation rate a of a given mode is de�ned. By occupation rate is intend the area covered by a given mode
over the total area. Consider for instance Figure 4.6 (a): each coloured graph represent one of the elements of the
modem1

0 (n1
0 = 4 con�gurations over a total ofN1 = 35) and they cover a percentage a = 0.044 of the total

area. The probability of being in mode m1
0 is p1

0 = 4/35 = 0.114. a gives an idea of the area covered by the
mode, thus us quantifying the extent of its spatial spreading. The thickness of the graphs of Figure 4.6 have been
ampli�ed in order to appear clearly on the �gure, they do not represent the actual covered area a.

Figure 4.6 shows all the graphs of the three modes of run 1. Mode 1 covers over a third of the area (a = 0.387)
while mode 2 covers a = 0.153. Although mode 1 is more than three times more likely to appear than mode 2,
it does not cover much more than two times its area (a1/a2 = 2.53 while p1/p2 = 3.43). Mode 1 on average
occupies less space per graph than mode 2, its graphs are con�ned in a narrower space. In other words mode 1 is
more static, less spread than mode 2. Each mode is composed of similarly looking graphs. This is not true for
mode 0 (noise points) where it is clearly observed that each graph is very di�erent one with the other.

Figure 4.7 shows all the networks of the identi�ed modes of run 2. For mode 1 and mode 3, all the graphs looks
similar. Mode 0 and mode 2 have less similar graphs, and this is shown by their higher occupation rate (a = 0.339
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Figure 4.6: Graphic representation of the set of all graphs identi�ed as modes for run 1. Plots (a), (b) and
(c) correspond to mode 0 (noise points) mode 1 and mode 2 respectively and they are displayed with their
corresponding probability p, occupation rate a and number of elements n.

and a = 0.732 respectively).

Observing the graphs of �gures 4.6 and 4.7 helps to have an idea of the modes of the system and to verify a
posteriori the accuracy of the DBSCAN method. Indeed, a visual inspection of mode 2 in run 1 (Figure 4.6 (c))
and more spectacularly modes 1 and 3 in run 2 (Figure 4.7 (b) and (d)) demonstrates that the graph of the
networks are indeed quite similar, thus justifying the identi�cation of these clusters as modes. Nonetheless, is less
true for mode 1 in run 1 (m1

1) and mode 2 in run 2 (m2
2). Moreover, the graphs seem to cover the whole area,

thus implying very diverse elements, hence their large a as mentioned above.

While interesting in their own right, the mode probabilities do not give a complete overview of the evolution
of mode and of the evolution of the braided system in general. More precisely, they give a static image of the
distribution of modes once the process have �nished but they do not inform about the ongoing dynamics. To
put it di�erently, we would like to have a movie of what is happening but we only have a picture. Instead of just
knowing that after a long time T mode i is likely to be found with a probability pi, it would be more interesting
to know the following: given that at time t the system is in mode i, what is the probability of switching towards
mode j? Even more interesting, provided that these probabilities are known, is it possible to simulate the process
numerically? Does the simulation resembles reality? Could it be useful to study the braided network dynamics
and anticipate its possible evolution in time? I propose to use a Markovian framework to address these questions
in the following section.
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4.2. Modal analysis

Figure 4.7: Graphic representation of the set of all graphs identi�ed as modes for run 2. Plots (a), (b), (c) and (d)
correspond to mode 0 (noise points) mode 1 mode 2 and mode 3 respectively and they are displayed with their
corresponding probability p, occupation rate a and number of elements n.

4.2.4 Markov simulations

In section 2.5 Markov processes and their usage in the morphodynamic literature were brie�y presented. Here,
a Markovian process will be used to exploit the statistics obtained from run 1 and 2 on the mode evolution.
For more details about its implementation, see appendix A.2. As a brief reminder, recall that a Markov process
is a stochastic process where a �nite number of events (states or modes in our terminology) have a certain
probability of transitioning between them and where this probability of transition only depends on the current
state. Observing the time-series of modes in Figure 4.3, it is tempting to think of their evolution as a paradigmatic
example of Markov process. Indeed, why would not the transition from one mode to another be de�ned by a
certain probability? That this probability depends on the physics/hydraulics of the problem at hand is a certainty,
and this lack of knowledge is an obvious limitation in our understanding of braided systems (especially if one
wants to study and predict their behaviour). On the other hand, and given the lack of precise knowledge about
the dynamics of braided system, stochastic processes such as Markov processes seem to be a good way out. Indeed,
probabilities are but a way to quantify what is not known in a useful manner. In the case of braided rivers: it is
not known how and why the system evolves, but at least its frequency of change is known. As Poincaré stated so
eloquently ‘Le hasard n’est que la mesure de notre ignorance’ (chance is but a measure of our ignorance). If this is
true, then stochastic processes are the best tool at hand to take advantage of it.

The interesting aspect of the evolution of modes is not only their probability, interesting per se, but also the
probability of transitioning from one mode to another. Let pkij be the probability of transition from mode
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i towards j in run k (k = 1, 2). This transition probability is measured from the time-series of modes (Fig-
ure 4.3 (b)). Basically the number of times mode i is followed by mode j is counted, dividing it by the total
number of occurrences of mode i and the transition probability is obtained. The total information is stored in a
transition probability matrix whose coe�cients are pkij with i the index of the row and j the index of the column.
All elements in the row i thus represent the transition probabilities of mode i. Thus for instance p1

01 = 0.2 is the
probability that mode 0 switches to mode 1 in run 1 (recall that modes are numbered from 0, with 0 representing
noise, toN i

m−1 withN i
m the number of mode of run i). The transition probabilities of run 1 and 2 are presented

hereafter

p1
ij =

 0.5 0.5 0
0.04 0.92 0.04

0 0.14 0.86

 , p2
ij =


0.39 0.13 0.48 0
0.4 0.6 0 0
0.16 0 0.79 0.05

0 0 1 0

 . (4.2)

Depending on the mode the system is actually in, some transitions are impossible. For instance in run 1, transition
form mode 2 to mode 0 (noise point) is impossible (p1

2(0) = 0) as well as transition from mode 1 to mode 2 in
run 2 is impossible. Indeed a quick examination at Figure 4.3 (a) and (b) con�rms it, some transitions were not
observed during the runs.

A Markov process with these transition matrices was ran and the �nal mode probabilities obtained from the
simulations was compared with the probabilities measured from the experiments. The results are shown in
Figure 4.8 (a) and (b). The Markov process is, on average, able to reproduce quite closely the modes probabilities
measured from the experiments. This is true quite independently of the number of simulations used to compute
them. Indeed pwhich �uctuates around its mean value regardless of the number of simulations used. This result
tends to con�rm the validity of the hypothesis made in proposing a Markov process to model the mode evolution,
i.e.

– there is a �nite number of modes;

– there is a probability that one mode i is followed by another mode j;

– the probability of transition towards mode j only depends on the actual mode i.

In contrast to Ho�mann et al. [2019], a full stochastic model that could actually generate numerically a full scale
braided system’s evolution was not developed. In their work, they proposed a complete model that generates
synthetic time series of images. Using a criterion based on Bayesian inference, they were able to rejects images that
do not reproduce the key morphodynamic statistics obtained from their experimental dataset. I wanted to apply
the full extent of their model to our experimental dataset, but because of lack of time I was not able to develop
the idea further. However, I think that this is a promising path in the investigation of the braided system since it
provides an additional tool to study this complex phenomenon.
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Figure 4.8: Markov simulations from transition probabilities matrices of run 1 and 2 (respectively plot (a) and (b)).
On the y axis is shown the probability of each mode, represented by a speci�c colour. x axis represent the number
of simulations used to compute the average mode probability p obtained from the simulation. Each simulation
last 35 time steps and 100 time steps for run 1 and run 2 respectively (they last as long as the experimental runs, i.e.
35 and 100 hours respectively). p̄ is the mode probability obtained from the experiments while p̄sim is the mode
probability obtained from the simulation. The solid coloured line represents p in function of the number of
simulations, the dashed line represents the moving average of p, the dotted-dashed line represents p̄sim and the
bullet at the right end of the plot represents p̄.

4.2.5 Concluding remarks

Lets brie�y summarized the discussion on the modal analysis with the following key points:

– the DBSCAN algorithm can be combined with the graphs obtained by the Low Path method to identify
clusters of similar graphs that form what are identi�ed as modes/states of the braided system. The similarity
is measured by a modi�ed version of the Hausdor� distance, which is (mathematically) a measure of the
distance between sets and which has been adapted to measure the distance between graphs;

– applying the procedure to the experiment results, three modes were identi�ed for run 1 (two mode plus
noise) and four modes for run 2 (three modes plus noise). Comparing the temporal evolution of these
modes (here called modal analysis) with the topographic variables, it was observed that the system have
two distinct behaviour whether one looks at it from the braided network point of view (through modal
analysis) or from the hydraulics point of view (through topographic variables);
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– following earlier works, it was shown that the results of the modal analysis are ideally suited for Markovian
framework. The statistical distribution of modes after a given time is well reproduced by a Markov
process, which suggest that a generalization of this process within a more complete stochastic simulation
is not unrealistic. Due to lack of time, this path was not pursued but is highly recommended for future
investigations.

A comment on the last point: to a very large extent, I was inspired by Scheidt et al. [2016], Ho�mann et al.
[2019]’s work, especially for the mode detection. The main di�erence between the present work and theirs lies in
the nature of the modes: while they used a set of digitalized images of a braided experiment, where each image
represented the braided pattern (by dying the water), I took advantage of the Low Path method to work directly
with the graph representing the braided pattern. Ultimately both method represent the braided system. I do
think however that working directly with the graph is more relevant if one wants to study the dynamic of the
braided network. Especially if the graphs are obtained directly from topographic data. Moreover, I believe that
it o�ers broader opportunities to investigate the braided system with graph theory, opening the way to a more
mathematical approach. Even better, it could also lead to a more physically based description of the braided
network. Considering the vast literature on the statistical mechanics of networks of other types (see Strogatz
[2001], Albert and Barabási [2002], Cimini et al. [2019] for instance), it is tempting to consider the possibility of
describing the braided network in terms of statistical mechanics too, or to the very least apply concepts from
statistical mechanics to the study of braided networks.

4.3 Dimensionless numbers and network variables

In this section a methodology to generalize the results obtained from application of the Low Path method to
�eld data and to compare the results obtained from our experiment with the literature is proposed. Based on the
similarity theory presented in section 2.2, a set of dimensionless groups and an appropriate adimensionalization
of the main network variables are introduced, namely the number of nodes Nn, the number of links N` and
the dimensionless total links length L`/L. Finally, a procedure to construct a database to obtain reliable and
comparable information to rigorously study braided systems is proposed. I want to insist on the fact that this
section is purely speculative, since more time than available was needed to apply the methodology proposed here.
It should be viewed as a ‘philosophical discussion’, or a proposition of future work based on this investigation.

4.3.1 Dimensionless numbers

Dimensional analysis is a powerful theoretical tool to determine the dimensionless variables that characterize the
phenomenon being studied [Barenblatt, 2003]. Fluvial system such as braided rivers are excellent candidate for
dimensional analysis, since their dynamics remains unknown for the most part and is particularly hard to grasp.
For instance, it is known that a braided river is an intertwinement of channels, but little is known about the
physics governing their dynamics. Apart from the so-called bar theory, which mainly focuses on the linear stage
of development of bedforms, no mathematical model has yet been proposed to explain the network dynamics.

The results obtained on the evolution of the braided network are interesting in their own right and allow to
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4.3. Dimensionless numbers and network variables

already grasp some aspects about a given braided river. However, they are not particularly useful if one wants to
generalize these �ndings to other systems or simply to compare braided rivers, be it in other experiments or even
on the �eld. To do so would require to express them in the most general way. Here is where dimensional analysis
come into play.

The Buckingham-Π theorem states that it is possible to build a set of 4 dimensionless parameters that completely
characterizes a hydraulic system with sediment transport [Yalin, 1971]. They are

Π1 = %s
%
, Π2 = v∗ds

ν
, Π3 = h

ds
, Π4 = %v2

∗
γsds

, (4.3)

where ν = µ/% is the kinematic viscosity. Π2 is nothing more than the Reynolds number and Π4 is the Shields
number. The interesting part is that once the dimensionless variables are determined, it is possible to relate any
other quantity of the problem in function of them. That is to say that for a dimensional quantity q it exist a
function Φ such as

Πq = q

dasv
b
∗%
c

= Φ(Π1,Π2,Π3,Π4) (4.4)

where a, b and c are real number chosen so as to render the ratio Πq = q/(dasvb∗%cf ) dimensionless. It is then
possible to determine experimentally the function Φ relating the quantity q to the variables Πi. In this case, the
goal is to �nd a general relations between the hydraulics conditions and the network dynamics, in short �nd
the relationship between Πi and N`, Nn and L`. Three new parameters that characterize the network of the
braided river were determined (in addition to the purely hydraulic parameters). They are the number of linksN`

which is dimensionless, the number of nodesNn which is also dimensionless and the total link lengthL` whose
dimension isL.

Some precisions must be made with respect toN`,Nn andL`. As they were presented in section 3.4, they do not
give much information about the braided river. For instance the number of nodes or links of the river network
without knowledge of the dimension of the whole braid plain does not say much about the magnitude of the
braided dynamics. It is de�nitely more meaningful to express those three variables in function of the braided area
A = LW . Therefore, the following new variables were de�ned

nn = Nn

A
, n` = N`

A
, l` = L`

A
(4.5)

where their dimension are respectively L−2, L−2 and L−1. It is then possible to de�ne their dimensionless
counterparts and relate it to the governing dimensionless parameters
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Πn`
= n`d

2
s = Φn`

(Π1,Π2,Π3,Π4), (4.6)

Πnn = nnd
2
s = Φnn(Π1,Π2,Π3,Π4), (4.7)

Πl` = l`ds = Φl`(Π1,Π2,Π3,Π4), (4.8)

(4.9)

where Φn`
, Φnn and Φl` are the function to be determined experimentally that relate the network properties of

the braided river to the governing dimensionless number.

4.3.2 Network dimensionless numbers

To develop empirical laws relating the network variables to the hydraulic conditions, one should create a wide
dataset of experiments with carefully controlled hydraulic conditions. The hydraulic conditions are contained in
the dimensionless variables Πi. By varying each of them while keeping the other three constant, one can map the
space of hydraulic con�gurations and thus obtain a dataset from which it would be possible to obtain empirical
formulae relating n`, nn and l` to Πi. In practice, however, it would not be so easy to vary each Πi separately on
from the other. Consider for instance Π3 = h/ds: to make it vary would imply to play with the discharge of
the �ow (since in this present case it is one of the few parameters controlled directly). However, by de�nition of
Π2 = Re, varying the discharge would automatically mean varying Re through velocity. The solution is thus
to simply vary the controlling parameters, in our case the �ow dischargeQ, measure n`, nn and l` and Π1, Π2,
Π3 and Π4 and proceed to analyse the results. On table4.9 below are gathered all the relevant parameters and
variables of the problem.

Table 4.9: Dimensional and dimensionless hydraulic parameters
dimensional parameters

% %s µ ds h γs v∗ sin θ
1000 2698 0.00005 0.001 0.0087 16658 0.036 0.015

�ow dimensionless variables
Π1 Π2 Π3 Π4

2.69 717.00 8.74 0.077
network dimensionless variables

n` nn l`
11 12 15

As Bertoldi et al. [2009b] pointed out, the dimensionless variables that controlled the dynamics of the braided
network were:

– the dimensionless discharge q. In their work they de�ned it as: q = Q/(L
√
g∆d3

s) withL = Q2/5/g1/5

a length scale and ∆ = %s/% the sediment relative density;

– the dimensionless stream power ω. In their work they de�ned it as: ω = QS/(L
√
g∆d3

s) with S the bed
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slope.

It is indeed observed in the dataset that at constant hydraulic conditions n`, nn and l` are virtually constant in
both runs. It would thus be more interesting to express Πn`

, Πnn and Πl` in function of q and ω rather than
Πi. Again, this is feasible by virtue of the similarity theory. Indeed, q and ω can be expressed as functions of
Π1,Π2,Π3,Π4, and thus in turn express Πn`

, Πnn and Πl` as a function of q and ω. That is

Πn`
= Φn`

(q(Π1,Π2,Π3,Π4), ω(Π1,Π2,Π3,Π4)), (4.10)

Πnn = Φnn(q(Π1,Π2,Π3,Π4), ω(Π1,Π2,Π3,Π4)), (4.11)

Πl` = Φl`(q(Π1,Π2,Π3,Π4), ω(Π1,Π2,Π3,Π4)). (4.12)

(4.13)

4.3.3 Concluding remarks

The argument presented this section is purely speculative and apart from a set of dimensionless variables, does
not present any results. Moreover, Πi were already determined by Yalin [1971]. The idea is to convince the reader
of a potential use of the network variables in general.

Indeed, these variables are relatively easy to de�ne once the braided network is known. Moreover, the braided
network is straightforwardly obtained from the bed elevation. As mentioned in the introduction, obtaining
reliable bed elevation today is not a challenge, quite the contrary. Thereby, it is argued that developing empirical
relation between the network variables and the �ow condition is a potential goal of future research.

4.4 Limitations

We want to outline the following limitations of our approach:

– experimental data: only two experimental runs were performed and in the same hydraulic conditions,
albeit in two di�erent stages of the same system. Other runs in di�erent hydraulic conditions would have
been necessary.

– Network variables: as general as they are, they do not say much about the internal structure of the network
(its spatial organization). For instance, there could be two networks with the same number of nodesNn,
but on having them all aligned on a straight line and the other having them scattered all over the place.
This hypothetical example demonstrates that spatial information about the network is needed.

In a sense, the modal analysis con�rms that the spatial organization of the network changes while keeping
constant its key constituents (statistically). If this was not true, then only a unique mode would be detected.
Moreover, run 2 should be less active than run 1 since it is at equilibrium while run 1 is (in part) a transient
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regime. All of this implies that a more profound analysis of the network is required, in particular to
quantify its spatial distribution.

– Markov process: the current Markov process has actually very limited use. In fact, it has virtually no
practical use at all. Moreover, the original aim was to develop it further within a more complete stochastic
framework that would be able to simulate a real braided river. It nonetheless serves as a proof of concept
of the modal analysis. Indeed, with the Markov process it was veri�ed a posteriori that the transition
probabilities obtain from the modal analysis are able to reproduce the mode probability distribution. It
may seem like a circular argument, but apart from that there was no other mean to verify the validity of
the modal analysis.

4.5 Take home message

To conclude the discussion, the following points are outlined:

– two experiments were conducted, namely run 1 and run 2: run 1 focused on the transition from a straight
channel into a fully braiding channel; run 2 focused on the equilibrium stage of run 1, that is when the
braided system has settled for a signi�cant amount of time.

– both runs were quanti�ed with two sets of variables, each focusing on a particular aspect of the braided
system:

• the morphological variables focusing more on hydraulic and morphological aspects of the braided
system, with variables such as: the bedload transport rate qs, the average bed elevation z̄, the hydraulic
power Ω etc.

• the newly de�ned network variables focusing more on quantifying the braided network, with
variables such as: the number of nodesNn or the number of linksN`.

– Morphological variables show that run 1 is on average aggrading as a signature of the transition from single
channel to multiple channel, whereas run 2 is on average at equilibrium.

– analysis of the temporal evolution of network variables showed a diverse picture. Even though on average
the number of nodes and links remains quite static, the spatial organization of the network was far from
being at equilibrium, especially in run 2 (which was indeed at equilibrium). This was particularly noticeable
through the modal analysis of the braided network.

– the statistics of modes evolution of the braided network is well captured and reproduced by a Markov
process. At this stage of development, this Markov is only the �rst step for the development of a broader
stochastic framework. The added value, however, comes from the utilisation of Low Path method to
obtain a solid dataset quantifying the braided network’s evolution.
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5 Morphodynamical model

5.1 Preliminary introduction

Classic morphodynamical models often uses phenomenological equations such as the Meyer-Peter-Müller
equation to express bedload transport. On top of the key issue that these models do not capture the wide
�uctuations exhibited by sediment transport, they also underperform when used in numerical simulations and
when predicting beforms formation. Seminara [2010] relates this failure to the lack of physical details in the
bedload formulation. Previous work have highlighted the impact of di�usion on the development of bedforms in
one-dimensional �ow [Bohorquez and Ancey, 2016]. In their study, the authors coupled an advection-di�usion
equation for the sediment balance with the classic Saint-Venant-Exner equations. They showed that particle
di�usion plays a key role in bedload transport, thus ultimately in�uencing the development of bedforms (dunes
and antidunes). Even better, benchmark analysis of numerical experiments tend to show that non-equilibrium
bedload formulations (some of them including particle di�usion) perform better than classic phenomenological
models [Bohorquez et al., 2019]. Several questions naturally arises:

– is an advection-di�usion bedload transport model couple with a shallow-water system able to predict the
development of bedforms in a two dimensional �ow?

– what is the in�uence di�usion on the development of bedforms?

We will address these questions in this chapter. First, I will introduce in detail the governing equations of the
morphodynamical model (sections 5.2, 5.3 and 5.4). Then, I will present the linear stability analysis and apply it
to the model (section 5.5). In section 5.6 I will introduce the numerical method used to solve the set of equations
obtained from the linear stability analysis. In section 5.7 I will present the results obtained from the model and
put it in perspective with the literature. In section 5.8 I will discuss these results and the limitations of the model.
Finally I will conclude the chapter in section 5.9.
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Figure 5.1: Sketch of the problem. Figure (a) shows the front view of the �ow (water �owing towards the reader);
Figure (b) shows the upper view of the �ow (water �owing from left to right); Figure (c) shows the side view of
the �ow (water �owing from left to right).

5.2 Hydrodynamics

5.2.1 Flow equations

The mass and momentum conservation equation for a viscous �uid are the Navier-Stokes equations. In �uvial
environments, where in general the �ow depth is relatively small compared to the river width, the equations can
be simpli�ed by averaging along the vertical direction (the direction along the �ow depth). Mathematically the
procedure consists in integrating the Navier-Stokes along the vertical direction, from the bottom of the �ow (the
river bed interface or bed elevation) up to the �ow free surface. The number of equations and terms is reduced and
the problem is simpli�ed. The resulting system of equations is commonly referred to as Saint-Venant equations
or shallow-water equations. Both formulations will be used indistinctively. They are the foundational equations
of practically every river engineering problem unless one speci�cally wants to study the vertical structure of the
�ow, in particular its turbulent structure. In my case I want to investigate the early stage formation of braided
rivers, which are a paradigmatic case of shallow-water �ow. Indeed, their width can be several orders of magnitude
greater than their water depth, thus qualifying as shallow �ows.

A proper derivation of shallow-water equation and can be found in numerous references books [Wu, 2007].
Here are simply presented the set of turbulent Shallow-Water equations that are going to be used in this study.
They write, in compact form

∂h

∂t
+∇ · (hū) = 0, (5.1)

∂hū

∂t
+∇ · (hūū) +∇

(
gh2

2

)
= −gh∇η − τb

%
+∇ · (ν∇ū) , (5.2)
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where t is time, x is the longitudinal coordinate, y is the transverse coordinate, z is the vertical coordinate, h is the
water depth measured along the vertical coordinate, ū is the depth-averaged velocity vector, η is the bed altitude,
g is the acceleration due to gravity and ν the turbulent viscosity tensor.∇ is the gradient operator and∇· is
the divergence operator. The right hand side of equation (5.2) is composed of two source terms, the bed slope
∇η = tanϑ and the bottom shear stress τb/%where % is the water density. The last term in the right hand side
represents the depth-average Reynolds stress tensor where ν is the viscosity tensor. In the rest of the study, the bar
decoration used to express the longitudinal and transverse depth-averaged velocities will be discarded for clarity.
Anytime the variable uwill be written it will refer to its depth-averaged counterpart ū, the same for v and v̄.

5.2.2 Boundary conditions and closure relations

Boundary conditions

The reference bed con�guration, also called base state, is a straight rectangular channel of widthW with rigid
banks as shown in Figure 5.1. Rigid banks means vanishing �ux of water and sediment on the banks, i.e. at
y = ±B with B = W/2 the half width on the channel and y = 0 being at the centre of the channel (see
Figure 5.1). They read

v̄ = qsy = 0 (y = ±B) (5.3)

Friction law

The bottom shear stress vector τb is expressed in function of the Darcy-Weisbach friction factor f . It reads

τb
%

= f

8u ‖u‖ . (5.4)

By setting the bed roughness to 4ds and assuming a wide channel [Bohorquez and Ancey, 2015] it is possible to
rewrite the friction factor as

1√
f

= −2 log
(

ds
3.71h

)
(5.5)

where ds is the sediment median diameter and h is the �ow depth.

Viscous stress tensor

The eddy viscosity is usually neglected in ideal shallow water �ows. In the seminal works on alternate bar
development and meandering development, the authors have neglected it in their morphodynamical model
[Blondeaux and Seminara, 1985, Colombini et al., 1987]. In spite of this omission, their model was able to predict
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the formation of alternate bars. However, numerical simulations of free surface instabilities have shown that a non-
negligible eddy viscosity is required to reproduce the non-linear steady-state shape of roll waves ([11],[15],[18],[64]
in [Needham and Merkin, 1984, Balmforth and Vakil, 2012, Bohorquez and Ancey, 2015]) as well as to avoid
the development of unphysical short wavelength instabilities. In Bohorquez and Ancey [2015], the main role of
eddy viscosity was to prevent the development of discontinuities in the free surface of their morphodynamical
model. All thing considered, the turbulent eddy viscosity was included for the completeness of the model. It was
considered to be isotropic, meaning that the viscosity tensor ν reduces to a scalar value ν. A rough estimation of
the eddy viscosity is given by

ν = νt

√
f

8 (5.6)

where νt is a dimensionless parameter found in the range 4 ≤ νt ≤ 18 [Cao et al., 2015]. For simplicity, νt is
considered νt = 1 in the rest of the work.

5.3 Exner equation

The sediment continuity equation is the result of the balance of erosion and deposition of particles at the interface
between the solid phase and the �uid phase. In morphodynamic literature it is called the Exner equation. Its
derivation is found on appendix B.1. In two dimension it reads

(1− ζb)
∂η

∂t
= −∇ · qs = D − E. (5.7)

where ζb is the bed porosity, η = η(x, y, t) is the bed elevation, qs is the bedload �ux vector,D andE are the
deposition and entrainment respectively (they will be de�ned properly later on). It is generally admitted that
morphological variations of the bed and variations in the �uid �ow act on di�erent timescales. Indeed, the �uid
response time scales with the surface waves velocity c =

√
gH0 for shallow water �ow, withH0 the characteristic

�ow depth. Given a characteristic length scaleL0 of the �ow, the hydrodynamic time-scale is

TH = L0√
gH0

. (5.8)

The morphological time scale is obtained from the Exner equation and writes

TM = H0L0
Qs0

(5.9)

whereQs0 = aU0H0 is the characteristic sediment �ux,U0 is the characteristic �uid velocity and a is a coe�cient.
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In �uvial environments a is generally of the order 10−3 [Seminara, 2010]. Comparing both time scales,

TH
TM

= L0√
gH0

10−3U0
L0

= 10−3Fr0 (5.10)

Fr0 being of orderO(1) the ratioTH/TM ∼ 10−3. The �ow is supposed to adapt instantaneously to any change
in the bed interface. This implies that the hydrodynamics may be decoupled from the bed dynamics, each system
of equation being treated separately. When solving the full morphodynamical system, hydrodynamic equations
can be considered at steady-state (no temporal terms in equations (5.1) and (5.2)).

The �ow dynamics and the bed dynamics are related by the bedload transport mechanism through the term
∇ · qs, combined together they form the morphodynamical loop (see Figure 5.2 below). The bedload �ux is
driven by viscous forces that erode granular material from the bed; the particles are advected by the �ow and
�nally settle back on the bed after a certain distance (or a certain time, depending on the particle velocity which
depends on the �ow conditions). Depending on the �ow conditions, the entrainment and deposition of particles
on the river bed can result in a whole range of morphological patterns such as dunes, antidunes, bars, chevrons etc.
These bedforms alter the course of the �uid which adapts instantaneously to changes in the bed interface, induce
a form drag that can mitigate or enhance the bottom shear stress. Changes in the bed shear stress alter the bedload
�ux which can increase or decrease, thus �nally destroying or not the bedform, and the morphological loop starts
again. If the conditions are such that the loop is stable, then the bedform will remain settled, otherwise no clear
bedform can develop. In a nutshell, the linear stability analysis of the morphodynamical model determines the
conditions for which a bedform of a given characteristics (dimension, celerity) can develop, at least at the linear
level.

�ow characteristics sediment transport

river morphology

(1)

(2)(3)

Figure 5.2: The morphodynamical feedback loop.

It is clear from Figure 5.2 that the sediment transport formulation plays a key role in the morphological feedback
loop. Indeed, one could say that it plays a decisive role since it is the only physical mechanism that connects both
the �ow and the bed interface. Qualitatively speaking, one can readily imagine that the more physically precise
the bedload formulation, the more realistic the prediction.
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5.4 Bedload transport

5.4.1 Microstructural model

As stated in the introduction (section 1.1) there are numerous approaches for modelling bedload transport. Broadly
speaking, they can be separated in two main families: deterministic approaches and stochastic approaches. Here
only the latter is considered, and the main results and outcomes of this approach are brie�y presented.

Classic bedload formulation commonly used in the literature provide decent prediction of bedload time series at
su�ciently high Shields number and over long time-scales, but at the same time they can be inaccurate up to
one order of magnitude [Recking, 2012]. These �uctuations occur both in natural streams and in experimental
streams and to date no conclusive model have been able to grasp them. The microstructural approach to sediment
transport developed by Ancey et al. [2008], Ancey [2010], Ancey and Heyman [2014] tackles the problem by
taking into account the stochastic nature of the sediment transport phenomena. In particular it focuses on the
microscopic interactions between grains. The framework of birth–death Markov processes o�ers a convenient
theory to model the statistics of these exchanges.

Consider a control volume V like the one depicted in Figure 5.3. A particle may be in one the following states:
resting on the bed or advected by the �ow. Even without precise knowledge on the mechanics that erodes the
resting particles, it is possible to assign probabilities of being entrained or deposited. Lets denote by λ the rate
(probability) at which particles are being eroded from the bed and by σ the rate at which particles are being
deposited back. In addition to the entrainment rate, consider that a particle may be entrained if there are already
particles moving. This is called the collective entrainment µ. In V the total bedload is nothing more than the
number of particlesN that are moving (i.e. not resting) during a time interval dt, i.e. the sum of erosion and
deposition events that occur during a time interval dt.

Individual entrainment
at rate λ

Deposition at rate σ

Collective entrainment
at rate µ

Figure 5.3: The mechanism of sediment transport in the control volume V (Figure from Ancey and Heyman
[2014]). The number of moving particles observed within the window varies with time depending on the number
of particles being entrained from/deposited on the stationary bed.

This formulation of the problem in terms of probabilities satis�es a probabilistic partial di�erential equation,
called a master equation [Ancey et al., 2008]. When solving it, one determines the probability distribution of the
number of moving particlesN within the control volume V . This probability distribution follows a negative
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binomial law:

P (N = n) = Γ(r + n)
Γ(r)n! p

r(1− p)n, (5.11)

with r = λ/µ and p = 1 − µ/(µ + σ). The following step is to generalise the model from a discrete model
to a continuous one. This is done through a technique called Poisson representation, which is a kind of Fourier
transform that maps continuous and discrete probability spaces [Ancey and Heyman, 2014]. After ensemble-
averaging the problem, bedload is expressed not in terms of moving particlesN but in its continuous counterpart,
the mean particle activity 〈γ〉, where 〈〉 stands for the ensemble average. γ denotes the number of moving particles
per unit bed area. The master equation ultimately reduces, provided some approximations [Ancey et al., 2015], to
an advection-di�usion equation for the activity, namely:

∂〈γ〉
∂t

+ ∂(ūp〈γ〉)
∂x

− ∂2(Dp〈γ〉)
∂x2 = λ− (σ − µ)〈γ〉 = E −D (5.12)

where ūp is the average particle velocity (taken to be constant),Dp is the particle di�usivity,E = λ+ µ〈γ〉 is
the total erosion andD = σ〈γ〉 is the total deposition. Equation (5.12) is an advection-di�usion equation with a
source terms that gives the ensemble average of the particle activity. Its interpretation is as follows: particle activity
varies in time as a result of transport of particles by the water stream (advection), spreading (dispersion or di�usion
due to particle velocity �uctuations), and mass transfer with the streambed (entrainment and deposition). Some
comments must be made about its terms.

∂〈γ〉/∂t is the temporal variation of the particle activity. It simply relates the rate of change of 〈γ〉with the other
processes.

The advection term reads ∂(ūp〈γ〉)/∂x. It represents the number of particles that are carried by the �ow. One
of the key assumptions is to consider that the particle average velocity ūp is independent of time and position but
is dependent on �ow conditions only. Several authors have proposed models to compute this velocity (see for
instance Ancey et al. [2002], Lajeunesse et al. [2010], Furbish et al. [2012b]). ūp will be considered as the �ow
velocity mitigated only by a coe�cient α ≤ 1, i.e. the particle velocity can only be lower or equal to �ow velocity:

ūp = αu (5.13)

The di�usive term reads ∂2(Dp〈γ〉)/∂x2. Some comments must be made about the nature of this term. Di�u-
sion is a phenomenon that arises in a wide variety of physical problems such as thermal conduction or particle
di�usion among many others. It appears in many areas of geophysics related to sediment transport such as
landscape evolution, bedload transport or suspended transport. Despite its widespread presence in the geophysi-
cal science and in particular in the sediment transport process, no consensus exists on its physical origin. The
stochastic approach of sediment transport Furbish et al. [2012a], Ancey and Heyman [2014] assimilates di�usion
to the particles velocity �uctuations. Ancey et al. [2015] even highlights the importance of non-local e�ects of
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these �uctuations in the di�usion coe�cient. On the other hand, Lajeunesse et al. [2010], Seizilles et al. [2014],
Abramian et al. [2019] emphasise the random-walk nature of particle displacement and therein lies the origin of
di�usion. Here I will adopt a more pragmatic stance and treat di�usion as a second order term in equation (5.12)
regardless of its physical origin.

The erosion term reads E = λ + µ〈γ〉. As a �rst approximation it is useful to consider that the collective
entrainment term vanishes. Lets now focus in the details of the physical mechanisms governing λ. In a viscous
�ow, the particles are entrained by the viscous forces. The entrainment rate is thus expected to be proportional to
viscous e�ects. In addition, a grain also feels its own weight (corrected by buoyancy). The ratio between these two
forces is in essence the entrainment rate. When viscous forces dominate λ� 0 and erosion occurs, when the
weight of the particles dominates λ→ 0. It is convenient to suppose that the entrainment rate is proportional
to the excess shear stress, i.e. the amount of shear stress above the particle own weight. Even more convenient
is to express this excess shear stress as an excess Shields number, i.e. the dimensionless version of the force ratio
mentioned above. In de�nitive, it is possible to express the entrainment rate as

λ = ceVp
%d3

s

τb − τc√
(s− 1)gds

(5.14)

where Vp is the particle volume (Vp = πd3
s/6), ce is an empirical coe�cient related to the deposition rate,

s = %s/% is the relative sediment density, τb is the bottom shear stress corresponding the Shields number, τcr is
the bottom shear stress corresponding the critical Shields number (the threshold of incipient motion) and g is
the gravitational acceleration.

Lets now focus on the deposition rate. Once entrained, particles are advected over a certain distance (as identi�ed
by Einstein [1950]) at a given velocity. They travel for a certain amount of time depending on their velocity. The
deposition rate is thus proportional to this time of travel, given that a particle is supposed to get deposited back
on average after the travel time. The deposition rate is proportional to the weight of the particles and to the
�uid in which the particle travel, the heavier the particle the shorter the travel time and vice-versa. In de�nitive, a
deposition rate of the form of the Stokes settling time is determined

σ = cd

√
(s− 1)g
ds

(5.15)

where cd is an empirical coe�cient determined from experiment. Lajeunesse et al. [2010] have evaluated this term
as cd = 0.096± 0.04. For simplicity, I will consider cd = 0.1 in the rest of the study unless stated otherwise.

Bedload �ux

The bedload �ux can be derived from the particle activity, even thought this derivation is not unique and poses
certain problems [Furbish et al., 2012a]. Here Ancey and Heyman [2014] formulation will be followed, i.e. the
sediment transport per unit width over a control volume V of length ∆x and widthB. The bedload �ux then
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reads

qs(x, t) = $p

∆x

N∑
i=1

up,i = γ

N

N∑
i=1

up,i (5.16)

with γ = N$p/∆x the particle activity, $p = 4πd3
s/(24B) is the particle volume per unit width, N is the

number of particle inside the control volume V , up,i is the stream-wise component of the particle i and ∆x is
the width of the control volume. This de�nition of the bedload �ux is valid inside the control volume V (see
Figure 5.3). When ensemble-averaging equation (5.16) the mean bedload transport rate is obtained:

〈qs〉 = 〈γ〉ūp −
∂(Dp〈γ〉)

∂x
. (5.17)

Using equation (5.17) and replacing it in the advection-di�usion equation (5.12) and after some reformulations,
the following equation is obtained:

∂〈qs〉
∂x

= E −D − ∂〈γ〉
∂t

. (5.18)

If the term ∂〈γ〉/∂t is small, then equation (5.18) reduces to the Exner equation (5.7). Recall that the Exner
equation reads (1− ζb)∂η/∂t = D − E.

To compute the bedload �ux, one must �rst solve equation (5.12), and provided that the �uid velocity is known
(through solving the shallow-water equations), on can determine the intensity and direction of the bedload �ux.

5.4.2 Two-dimensional extension

Equation (5.12) is one-dimensional. Equation (5.12) needs to be extended in two-dimensions in order to study the
developments of bars, i.e. two dimensional bedforms. The proper way would require extending the stochastic
microstructural model in two-dimensions and deriving the governing equation for the particle activity. However,
this is out of the scope of this thesis. The model is going to be extended in two-dimension from purely qualitative
considerations. This approach have already been used in the literature by Devauchelle et al. [2010] among
others. In their work, the authors generalised the one-dimensional Erosion-Deposition model of Charru et al.
[2004] in two-dimensions. This model is a particular case of the stochastic bedload model where the collective
entrainment term µ is neglected and the di�usive term does not appear. Devauchelle et al. [2010] then managed
to obtain a morphdynamical model that was able to capture, in its linear perturbed form and for laminar �ows,
the development of dunes, ripples and chevrons, and their transition towards bars (multi-dimensional chevrons
as they called it). Therefore, if done properly, the extension of equation (5.12) in two-dimensions should yields
similar results in the morphodynamical model.

To extend equation (5.12), each term is going to be analysed separately. The �rst thing to consider is that γ is now
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a function of x, y and t, and not only of x and t. The �rst term of equation (5.12) thus remains the same, i.e.

temporal term = ∂γ

∂t
. (5.19)

It remains unchanged with the only di�erence that γ is now a function of (x, y, t), i.e. γ = γ(x, y, t). The
bracket decoration 〈〉 for the particle activity γ and the mean bedload �ux qs is dropped for simplicity. This
notation change is maintained for the rest of the thesis.

The second term of equation (5.12) is the advective term. It originates from the mass balance equation of moving
particles passing through control volume as they are advected by the �ow. The particle velocity should scale
with the �ow velocity. It is not known whether it scales with the shear velocity, hence ‖up‖ ∝ τb, or with the
�ow velocity ‖up‖ ∝ ‖u‖. For simplicity, I decided to relate the particle velocity to the �ow velocity. The �ow
velocityu is considered to be modulated by a coe�cient α ≤ 1, so that particles cannot go faster than the �ow.
The particle velocity ultimately writesup = αu. The advection term then writes

∇ · (upγ) = α

(
∂uγ

∂x
+ ∂vγ

∂y

)
. (5.20)

The third term of equation (5.12) is the di�usive term. Without a proper derivation of the advection-di�usion
equation, it is not known whether di�usive e�ects act in two-dimensions or not, thus this possibility must be
taken into account. Following Guazzelli et al. [2011], the di�usive term is expressed in the most general form

∇ · (Dp(x)∇γ) with Dp(x) =
(
Dxx(x) Dxy(x)
Dyx(x) Dyy(x)

)
(5.21)

whereDij are the di�usion coe�cients (with i, j = x, y) and x is the position along the bed. Unless there are
anisotropic e�ects in the bedload transport process, the di�usion matrixDp(x) is symmetric (Dxy = Dyx).
Here I must make some hypothesis to simplify its expression. In the most general case, the di�usion coe�cient of
Dp may depend on the position along the bed. For instance the di�usion of a particle may be radically di�erent
if it is located on the crest or on the trough of a bedform. For simplicity, the di�usion process is considered to be
isotropic and homogenous, meaning that the componentDij(x) do not depend on the position and on the
orientation of the �ow. An estimation the values of these components is now needed. Seizilles et al. [2014] studied
di�usion in bedload transport and have estimated the cross-stream di�usion (that is the coe�cientDyy) as being
proportional to the sediment diameter ds and the particle settling velocity Vs (which also relates to a di�usion
length that they have identi�ed). They proposed random-walk as the mechanism responsible of di�usion. Indeed,
when a particle is advected by the �ow, the roughness of the bed or some �ow �uctuation might induce a random
lateral movement. However, as Ancey et al. [2015] showed, the di�usive term in their microstructural model was
interpreted as a mathematical artefact due the averaging process used to extend their model from a discrete model
to a continuous one. In other words, they argue that this di�usive term have a purely mathematical origin no
physical basis. Without entering into the debate, I will consider the physical insights provided by Seizilles et al.
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[2014] to simplify the di�usive terms ofDp. Seizilles et al. [2014] identi�ed the mechanism originating di�usion
as the di�erence in particle density. This gradient of density induces a Fickian �ux of particle. This mechanism is
has already been proposed to explain the stability of equilibrium channel [Seizilles et al., 2013, Métivier et al., 2017].
As a result the cross-stream di�usion is considered to have the same magnitude as the longitudinal di�usion, i.e.
Dxx = Dyy = Dp. The last remaining terms areDxy andDyx. There is at the moment no clear estimation on
their value nor on their physical meaning. For simplicity, they are discarded, i.e. Dxy = 0. The di�usive term
then reduces to

∇ · (Dp∇γ) = Dp

(
∂2γ

∂x2 + ∂2γ

∂y2

)
(5.22)

Finally the source terms, corresponding toE andD remain unchanged. The only di�erence here is that they
now depend on x, y and t. They write

λ = ceVp
%d3

s

τb − τc√
(s− 1)gds

, (5.23)

σ = cd

√
(s− 1)g
ds

. (5.24)

The advection-di�usion equation �nally writes

∂γ

∂t
+ α

(
∂uγ

∂x
+ ∂vγ

∂y

)
−Dp

(
∂2γ

∂x2 + ∂2γ

∂y2

)
= λ− (σ − µ)γ. (5.25)

Recall thatu and v are the longitudinal and transverse depth-averaged velocity component from the shallow-water
equations (5.1)–(5.2) respectively.

5.4.3 Steady-state solution

Before going into the linear stability analysis, it is fundamental to consider the solution of equation (5.25) at
steady-state. Its importance stems from the fact that rivers in general and braided river in particular exist at
steady-state condition (constant water and sediment discharge at the boundaries). This implies that the resolution
of the morphodynamical model should be at steady-state too. Consider the base �ow described in Figure 5.1,
namely a uniform �ow over a �at inclined bed inside a rectangular channel, then u and v are constants. Even
more speci�cally v = 0, the �ow being unidirectional in the longitudinal direction. At base state on a �at bed, γ
is also homogenous and time-independent. Equation (5.25) then writes

0 = λ− (σ − µ)γss ⇒ γss = λ

σ − µ
= λ

κ
(5.26)
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where γss is the steady-state particle activity and κ = σ − µ. For the rest of the study the collective entrainment
will not be considered, i.e. µ = 0 and thus κ = σ. From now on, κwill be used as the deposition rate instead of
σ. Using equation (5.26), equation (5.25) then reduces to

∂γ

∂t
+ α

(
∂uγ

∂x
+ ∂vγ

∂y

)
−Dp

(
∂2γ

∂x2 + ∂2γ

∂y2

)
= κ(γss − γ). (5.27)

Using the new de�nition of γss the Exner equation (5.7) reduces to

(1− ζb)
∂η

∂t
= κ(γ − γss). (5.28)

A small caveat has to be made here. γss is the particle activity at steady state but it is not necessarily the activity at
base state, which is noted γ0 (the subscript 0 referring to any variable evaluated at base state). The base state is the
reference �ow that will be analysed and whose stability is studied in the linear stability theory (see section 5.5.1).
Another way to see it is to say that the base state is the reference �ow, and thus γ0 is the reference particle activity.
It is noted

γ0 = λ0
κ

(5.29)

with λ0 the entrainment rate at base �ow, i.e.

λ0 = ceVp
%d3

s

τb0 − τc√
(s− 1)gds

, (5.30)

with τb0 the bottom shear stress at base state.

5.5 Linear stability problem

5.5.1 Linear stability theory

Fluid systems are often described and characterised by their stability. Perturbations of in�nitesimal amplitude that
grow in time when superimposed on an equilibrium state of the �ow, the so-called base state, render the base �ow
unstable; conversely perturbations of in�nitesimal amplitude that decay in time render the �ow stable. In order to
assess whether a given basic state is stable or unstable to an arbitrary small-amplitude perturbation, one needs to
perform a direct numerical simulation of the full non-linear system, i.e. solving the complete morphodynamical
model. It is computationally expensive as well as non-trivial. The clever way out of this involves linear stability
theory (LST) [Juniper et al., 2014].

The instability of �ows to small amplitude perturbations is analysed in the frequency domain through Fourier
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transforms of the problem dependent variables after a proper linearisation of the governing equations. Given
an operator describing the evolution of small perturbations, the temporal or spatial development of individual
eigenmodes of that operator is considered. If the linearised set of equations possess at least one eigenvalue in the
unstable half-plane (we shall see in the next section precisely what this means), an instability is deduced. The
linear stability theory relies on the decomposition of any of the �ow variable v into a steady part v0, usually called
the base state or base �ow, and an unsteady part v1. The decomposition reads

v(x, t) = v0(x) + εv1(x, t) (5.31)

where x is the position vector, t is time and ε is a small amplitude factor. Substituting this perturbation into
the governing equations and neglecting terms of orderO(ε2), one obtains the set of linearised equations that
are going to be solved. A key element of this procedure is the determination of the base state around which the
perturbation is done. Once the base state is provided, the equations are expanded in normal modes, which are
Fourier transforms of the dependent variables. The expansion writes, in the most general form

v1(x, t) = v̂1eiΘ (5.32)

where v̂1 is the complex amplitude and Θ is the phase. In general the phase is a function of both the wavelength(s)
k of the problem and the frequency ω, i.e. Θ = Θ(k, ω). When one wants to study the growth or decay of
the perturbation in time, the frequency ω is considered to be a complex number. When one wants to study the
growth or decay of the perturbation in space, the wavelength k is considered to be a complex number. Once
expanded, the system reduces to an eigenvalue problem expressed in the general matrix form

Av̂1 = 0. (5.33)

The dispersion relation is obtained by setting the determinant of the stability matrix to zero, i.e.

D(k, ω) = 0 (5.34)

where D is the determinant operator. The whole process is summarised in the following diagram.

The dispersion relation relates the frequency ω to the wavenumber k of the perturbation expansion. It is the
pinnacle of the linear stability theory and answers the key questions of any stability problem:

1. for any value of the control parameter k, is the base state linearly stable or unstable, i.e. do the perturbations
decay or grow in time?

2. what is the threshold value of k at which the base state becomes unstable?

85



Chapter 5. Morphodynamical model

non dimensionalisation of governing equations

determination of the relevant dimensionless numbers

linearisation of governing equations and closure relations

normal-mode expansion of the linearised system

determination of the eigenvalue problem

resolution of the dispersion relation

plotting the marginal stability curves

Figure 5.4: Steps of the linear stability analysis.

3. at the onset of instability, what is the spatial form of the unstable perturbations, and how fast do they
grow?

Before continuing with the stability analysis of the morphodynamical problem, it is necessary to give a brief
de�nition of stability. In general stability is viewed in the sense of Lyapunov. This de�nition is the following:
xe is a stable equilibrium if for every neighbourhoodU of xe there is a neighbourhood V ⊆ U of xe such that
every solution x(t) starting in V (x(0) ∈ V ) remains in U for all t ≥ 0. Notice that x(t) need not approach
xe. If xe is not stable, it is unstable (de�nition from Scholarpedia). In other words, a system is stable if after any
perturbation applied on the system it returns to its initial state after waiting an in�nite time. This de�nition of
stability, based on an in�nite time, is counter-intuitive to the observation of �nite-time processes such as the
developments of bedforms. For this reason, the concept of Lyapunov’s stability will not be used. Instability is
de�ned as the ampli�cation of an initial perturbation, and stability as the damping of the perturbation.

5.5.2 Non-dimensionalisation and controlling parameters

In this section and in the rest of the chapter, the following notation will be used: dimensional variables will
be noted with a hatˆdecoration while dimensionless variables will not have any decoration (unless explicitly
mentioned).

The following set of scales is used to non-dimensionalise the governing equations:
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(x̂, ŷ) = B̂(x, y), (5.35)

t̂ = B̂

Û0
t, (5.36)

û = Û0u, (5.37)

(ĥ, η̂) = Ĥ0(h, η), (5.38)

γ̂ = γ̂0γ, (5.39)

γ̂ss = γ̂0γss, (5.40)

τ̂b = %̂f

8 Û2
0u ‖u‖ , (5.41)

where Û0 and D̂0 are the velocity and �ow depth of the uniform �ow respectively. In our case the uniform �ow is
the �ow down an inclined rectangular channel whose bed is at equilibrium (neither aggrading nor degrading).The
uniform �ow is the base state around which the system is perturbed. B̂ is the half width of the channel, γ̂0 is the
base �ow particle activity (not to be confused with the steady-state particle activity γ̂ss), %̂ is the water density
and f is the Darcy-Weisbach friction factor.

Using the aforementioned scales, equations (5.1), (5.2), (5.27) and (5.28) are rewritten in dimensionless form. They
read:

∂h

∂t
+ ∂hu

∂x
+ ∂hv

∂y
= 0, (5.42)

Fr2
[
β
∂hu

∂t
+ ∂hu2

∂x
+ ∂huv

∂y
− ν

β

(
∂

∂x

(
h
∂u

∂x

)
+ ∂

∂y

(
h
∂u

∂y

))]
+ h

∂(h+ η)
∂x

=

βS0h−
βfFr2

8 u |u| , (5.43)

Fr2
[
β
∂hv

∂t
+ ∂huv

∂x
+ ∂hv2

∂y
− ν

β

(
∂

∂x

(
h
∂v

∂x

)
+ ∂

∂y

(
h
∂v

∂y

))]
+ h

∂(h+ η)
∂y

=

− βfFr2

8 v |u| , (5.44)

∂η

∂t
= κη (γ − γss) , (5.45)
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∂γ

∂t
+ α

β

(
∂uγ

∂x
+ ∂vγ

∂y

)
− D

β2

(
∂2γ

∂x2 + ∂2γ

∂y2

)
= κγ (γss − γ) , (5.46)

where the dimensionless parameters are

Fr = Û0√
ĝD̂0

the Froude number, (5.47)

νd = 1
Re = ν̂

Û0Ĥ0
the Reynolds number, (5.48)

θ = ‖τ̂b‖
%̂ (s− 1) ĝd̂s

the Shields number, (5.49)

β = B̂

Ĥ0
the width-to-depth ratio, (5.50)

δ = d̂s

Ĥ0
relative sediment diameter, (5.51)

S = fFr
8 the bed slope, (5.52)

κη = κ̂Ĥ0

Û0
the entrainment, (5.53)

κγ = κ̂γ̂0

(1− ζb)Û0
the deposition number, (5.54)

D = D̂p

Û0Ĥ0
the particle di�usion coe�cient. (5.55)

A detailed computation of the non-dimensionalisation is found in appendix B.2. I will brie�y introduce and
discuss the nature and relevance of each dimensionless parameter for our problem.

The Froude numberFr is the ratio between the �ow inertia and gravity acting on it. It is also a mean to characterise
the relative importance between the �ow velocity to surface wave velocity (gravity waves). The critical value
Frc = 1 is fundamental in the study of open channel �ow since it characterises the nature of the �ow, de�ned
as supercritical if Fr > 1 and subcritical if Fr < 1. Both regimes are often referred to as upper �ow regime for
Fr > 1 and lower �ow regime for Fr < 1. The distinction between both �ow regime is important because in
supercritical �ows, information cannot propagate upstream since the �ow velocity is greater than the surface
wave velocity (the mean of propagation of information). Bedforms are also radically di�erent in function of the
�ow regime and their behaviour is also profoundly a�ected by the �ow regime.

The Reynolds number Re is the ratio between the �ow inertial forces and the �ow viscous forces. It is one of the
most fundamental, if not the most fundamental dimensionless number of any hydrodynamical problem. Low
values of Reynolds number correspond to a �ow dominated by viscous forces, the �ow thus tending to be laminar.
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High Reynolds number correspond to a �ow dominated by inertial forces, the �ow being classi�ed as turbulent.
Laminar �ows are generally smooths, reversible and time independent. Turbulent �ows are generally chaotic,
full of eddies, vortices, time dependent and displays large �uctuations in their variables (velocity �uctuations
especially). Fluvial system are always turbulent. In this study, Re is written as the inverse of its generally accepted
de�nition, i.e. νd = 1/Re. This notation will simplify the writing of the set of equations, as will be seen later on.

The Shields number θ is the ratio of bottom shear stress to the particle buoyant weight [Andreotti et al., 2013].
It is traditionally used in sediment transport problems to describe and quantify the transport threshold. It is
generally admitted that above a certain threshold, usually called threshold for incipient motion or critical Shield
stress (noted θcr) a granular medium starts moving under the erosive actions of viscous forces exerted by the
�uid (water or air). This threshold is not universal and depends on many parameters like the hydrodynamic
conditions, the slope, the physical properties of the grain among others. Moreover, the transport threshold is not
unequivocally de�ned: generally transport is considered to occur when a ‘signi�cant’ portion of the granular
bed is entrained without any clear de�nition of signi�cant. Moreover, the intermittent and stochastic nature of
sediment transport further complicates a clear de�nition of transport threshold. Despite the obvious di�culties
in the proper de�nition of the critical Shield stress, it still serves its purpose in sediment transport model to give a
reasonable approximation on the threshold of erosion process. In the rest of the study θcr = 0.02, as generally
found in the literature [Julien, 2010].

The width-to-depth ratio β is the dimensionless number characterising the spatial extent in the transverse
direction of the �ow, or in other words the aspect ratio of the �ow. It has been recognised both theoretically and
experimentally as being the key parameter controlling the formation of free bars in rivers. Provided a given �ow
condition, sediment properties and that the dominant mode of sediment transport is bedload, bar forms above a
certain threshold of β [Colombini et al., 1987, Tubino et al., 1999, Seminara, 2010]. In general braided rivers are
found in nature for β > 10.

The relative sediment diameter (also called relative roughness) δ is the ratio between the grain size and the base
�ow depth. It measures the extent shallowness of the �ow with respect to the granular material composing its bed.
Deep �ow tend to have low δ and conversely shallow �ow tend to have large δ. Braided rivers, which are in general
shallow and/or have large sediment with respect to the �ow, tend to have high δ of the order of 10−1–10−2.

The bed slope S is by de�nition dz/dx, i.e. the change in altitude with changes in position. By de�nition S is
dimensionless. Here it is expressed in function of Fr and of the Darcy-Weisbach friction factor f to emphasise its
relation with the base state. It is also a convenient way to groupe together two dimensionless parameters into one.

The bed deposition number κη is a dimensionless version of the deposition rate κ and relates to the time it
takes for a particle to settle down (alternatively called time of �ight). It appears in the dimensionless Exner
equation (5.65) and can be viewed as the parameter governing the rate of changes of the bed. In a way it directly
relates to the bedform shape and dimension.

The activity deposition number κγ is a dimensionless version of γ and relates to the moving particles activity. It
appears in the dimensionless particle activity equation (5.66).

The particle di�usion coe�cient D the dimensionless expression ofDp and relates to the di�usion of particles in
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the sediment transport process. To the best of our knowledge it has not been properly measured experimentally,
it will be estimated by virtue of the Schmidt number Sc, the ratio between viscosity and di�usion. It will be
introduced in more detail later on (see section 5.7).

5.5.3 Linearisations

Following the LST process (Figure 5.4), the governing equations (5.42)–(5.46) are linearised and perturbed. Every
variable is expressed in the perturbed form

x = x0 + εx1 +O(ε2) (5.56)

where x is one of the variable between u, v, h, η and γ. The terms of orderO(ε2) are neglected. The expansions
write

u = u0 + εu1 +O(ε2), (5.57)

v = v0 + εv1 +O(ε2), (5.58)

h = h0 + εh1 +O(ε2), (5.59)

η = η0 + εη1 +O(ε2), (5.60)

γ = γ0 + εγ1 +O(ε2), (5.61)

with u0 = U0/U0 = 1, v0 = 0 and h0 = H0/H0 = 1, η0 = 1 and γ0 = γ0/γ0 = 1. Recall that all variables
and constants are dimensionless at this point. Replacing expansions (5.57)–(5.61) into equations (5.42)–(5.46),
the set of linearised equations is obtained. It reads

∂h1
∂t

+ ∂h1
∂x

+ ∂u1
∂x

+ ∂v1
∂y

= 0, (5.62)

Fr2
[
β
∂(u1 + h1)

∂t
+ 2∂u1

∂x
+ ∂h1

∂x
+ ∂v1

∂y
− ν

β

(
∂2u1
∂x2 + ∂2u1

∂y2

)]
+ ∂(h1 + η1)

∂x
=

βSh1 −
βf0Fr2

8 (2u1 + Cfh1) , (5.63)

Fr2
[
β
∂(h1 + v1)

∂t
+ ∂v1
∂x
− ν

β

(
∂2v1
∂x2 + ∂2v1

∂y2

)]
+ ∂(h1 + η1)

∂y
= −βf0Fr2

8 v1, (5.64)
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∂η1
∂t

= κη
(
γ1 − γ′ss

)
, (5.65)

∂γ1
∂t

+ α

β

(
∂(u1 + γ1)

∂x
+ ∂v1

∂y

)
− D

β2

(
∂2γ1
∂x2 + ∂2γ1

∂y2

)
= κγ

(
γ′ss − γ1

)
, (5.66)

where Cf is de�ned as

Cf = 1
f0

df
dh

∣∣∣∣
h0

(5.67)

and γ′ss is the linearisation of γss. It reads

γ′ss = 1 + ε
θ0

θ0 − θcr
(2u1 + Cfh1) (5.68)

The closure relations have been linearised and expressed in terms of the dependant variables of the problem
and of the dimensionless parameters. They are linearised with a �rst order Taylor series expansion around the
base state. A detailed computation of the linearisation of the closure relations is found on appendix C.1. At
this point equations (5.62)–(5.68) have been expressed in function of the dependent variables of the problem
(u1, v1, h1, η1, γ1) and of the dimensionless parameters. It is now possible to apply the Fourier transform to
compute their normal mode expansion and to derive the eigenvalue problem.

5.6 Eigenvalue problem

5.6.1 Normal-mode expansion

As mentioned in section 5.5.1, the variables of the system of the linearised equations (5.62)–(5.66) are expanded in
terms of their Fourier transform. The eigenvector thus writes

(u1, v1, h1, η1, γ1) =
(
ū1, v̄1, h̄1, η̄1, γ̄1

)
ei(kxx+kyy−ωt) (5.69)

where ū1, v̄1, h̄1, η̄1, and γ̄1 are the complex amplitude of u1, v1, h1, η1 and γ1 respectively, kx and ky are the
real longitudinal and transverse wavenumber respectively. ω is the complex frequency. It is complex because the
temporal stability of the perturbations is being studied, i.e. if they grow or decay in time and not in space. ω is
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thus decomposed into a real and imaginary part, ω = ωr + iωi. kx and ky are de�ned as

kx = 2πĤ0

Λ̂x
, ky = 2πĤ0

Λ̂y
(5.70)

where Λ̂x and Λ̂y are the longitudinal and transverse wavelengths respectively. Note that for a given bar pattern,
the transverse wavelength is related to the bedform that will ultimately develop. In particular the bar pattern
is directly correlated to ky . It will be presented in greater detail in section 5.7 and is of great importance when
solving the dispersion relation to determine regions of stability and instability.

By expanding equations (5.62)–(5.66) in normal mode, a matrix equation is obtained. It reads in the general form

Ag = 0 (5.71)

where A is the matrix equation and g =
(
û1, v̂1, ĥ1, η̂1, γ̂1

)
is the vector of complex amplitudes of the

dependent variables (the original unknowns of the system). The unknowns are now the wavenumbers kx, ky ,
the temporal frequency ωr and the growth rate of the perturbation ωi. kx and ky are the spatial dimensions
of the bed perturbation that will ultimately develop, in the case of dunes for instance kx corresponds to the
wavenumber of the dune. The complete expression of A is presented in appendix C.2.

5.6.2 Numerical resolution of the dispersion relation

Recalling the de�nition of the normal mode expansion and decomposing ω into its real and complex part, any
variable f can be written in the form

f = f̄ei(kxx+kyy−ωt) = f̂ei(kxx+kyy−ωrt)eωit. (5.72)

With this decomposition it appears clearly that ωr is the temporal frequency of the bed perturbation and its
sign determines the direction of propagation of the bed perturbation. On the other hand, ωi is the growth rate
of the amplitude f̄ and its sign determine the growth or decay of f̄ , which is ultimately the amplitude of the
bed perturbation. The longitudinal celerity of a given perturbation being c = ωr/kx and kx > 0, it moves
downstream if ωr > 0 (dunes for instance) and upstream if ωr < 0 (antidunes for instance). If ωi > 0, the
amplitude f̄ grows, the system is thus unstable and the bedform can develop. Conversely ifωi < 0, the amplitude
f̄ decays, the system is stable and no bedform can develop. The condition ωi = 0 serves to determine the neutral
curve, i.e. the frontier between stability and instability. The Marginal Stability Curve (MSC) is the surface plot
where ωi is displayed. When plotted in a given parameter space, these marginal stability curves will synthesise the
�ow conditions for which bedforms can develop. They will be presented in section 5.7.

To obtain ωr and ωi and plot the MSC, the dispersion relation is solved numerically for a given set of parameters

92



5.7. Results

{kx, ky,Fr, δ, β}. The numerical solution returns ωr and ωi in the parameter space {kx, ky,Fr, δ, β}. The
choice of {kx, ky,Fr, δ, β} is in principle free of constraints. Nevertheless, some range of values are more
interesting than others. In particular one has to compare results of the linear stability analysis to experimental
data on bedform development to assess the validity of the results. For instance if dunes are found in a speci�c
range of kx, δ and Fr, then the numerical resolution of the stability problem should yield ωr > 0 and ωi > 0 in
this range of kx, δ and Fr.

In practice, a range of two parameters is explored while �xing the other three in order to have MSC in a plane and
to display it as a simple 2 dimensional plot. Which parameters are �xed and which parameters are varied depends
on the bedform. For dunes and antidunes, the relevant parameters are the wavelength kx and the Froude number
Fr. For bars/alternate bars the relevant parameters are the longitudinal and transverse wavelengths kx and ky
respectively. A more detailed presentation of experimental data on river bedforms is found on section 5.7 when
the results of the morphodynamical model are presented in a much more detailed manner.

5.7 Results

5.7.1 Experimental observations

In this section I will present and discuss the main experimental observations on two and three-dimensional
bedforms. I will introduce their main features in function of the dimensionless parameters that characterise them
and determine their region of occurrence in the parameter space. To this end, several bedforms datasets from the
literature are going to be used. For dunes and antidunes, the dataset of �ume experiments by Guy et al. [1966] was
used. Recking et al. [2009] provided a dataset of antidunes in both experimental study and �eld measurement,
the same for Carling and Shvidchenko [2002], Cheng [2016] and Bradley and Venditti [2017] (both experimental
and �eld studies for dunes).

For alternate bars and diagonal bars, the dataset of Colombini and Stocchino [2012] was used, referred to as
JSM in their original paper, in reference to the collection of experiments from Jaeggi [1984], Sukegawa [1972],
Muramoto and Fujita [1978]. In their investigation the authors made a clear distinction between alternate bars
and diagonal bar, a distinction that is kept in this thesis even though it is not of particular importance. The
dataset is complemented with a collection of alternate-bars experiments, namely Garcia and Niño [1993] and
Lanzoni [2000]. Finally, the dataset is completed with Charru et al. [2013]’s as it is mentioned in Andreotti et al.
[2012] (all the references of the corresponding work can be found in it).

Among all the parameters characterising a �uvial system over a loose bed, only a few dimensionless numbers are
of practical relevance for the linear stability analysis. Recall the relevant ones when studying the development of
bedforms, apart from the wavelengths:

Fr = û√
ĝĥ
, δ = d̂s

ĥ
, β = B̂

ĥ
, (5.73)
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central bar
m = 1

alternate bar
m = 1/2

multiple bar

m = 2

Figure 5.5: Bedforms in function of the transverse wavenumber for bar mode of order m. (a) alternate bars
Λ̂y = 4B̂; (b) central bars Λ̂y = 2B̂; (c) for multiple bars Λ̂y = B̂. The total width of each con�guration is
Ŵ = 2B̂.

where B̂ is the half width of the river channel, ĥ is the �ow depth, û is the �ow velocity, ĝ is the gravitational
acceleration and d̂s is the sediment mean diameter. Recall here the de�nition of the longitudinal wavenumber
and the transverse wavenumber from section 5.5.2

kx = 2πĥ
Λ̂x

, ky = 2πĥ
Λ̂y

(5.74)

where Λ̂x and Λ̂x are the longitudinal and transverse wavelengths respectively. Note that for a given bar pattern,
the transverse wavelength is inversely proportional to β. For instance alternate bars have a transverse wavelength
of twice the total channel width, i.e. Λ̂y = 4B̂ = 4ĥ/β (see Figure 5.5). This means that, for alternate bars
ky = 2πĥ/4B̂ = π/2β. Higher bar modes of orderm have a wavelength Λ̂y,m = 2B/mwhich means that
the transverse wavenumber for bar mode of orderm is ky,m = mπ/β. It reduces the number of �xed parameters
when solving the dispersion relation numerically.

Figure 5.6 (a) presents bedforms in the kx − Fr plane as have been commonly done in the literature (Charru et al.
[2013] for instance). One readily observe the governing e�ect of Fr on the appearance of dunes and antidunes.
Most of the experimental data on antidunes fall above the threshold Fr > 1, even though a non negligible
portion of antidunes are found at Fr close of below unity. In particular most �eld data of antindunes (the hollow
green squares) are found for Fr < 1. On the other hand, dunes display a more marked behaviour. Virtually all
experimental data is found for Fr < 1. This is even more pronounced for �eld data, where all the data is found for
Fr < 0.251. With respect to their wavelength (or wavenumber kx), dunes and antidunes behave very similarly.
Indeed, the bulk of the data is found in the region 0.5− 2, with a slight tendency for dunes to cover a broader
range, especially for �eld dunes. Alternate bars and diagonal bars are less sensitive to Fr. Indeed, they are mostly
found in the region 0.7− 1.3 quite indistinctively. This con�rms the fact that the global controlling parameter
for their occurrence is not Fr. A clear distinction between diagonal bars and alternate can be made through
their longitudinal wavenumber kx. Indeed, alternate bars have lower kx than diagonal bars in general (up to one
order of magnitude). kx for diagonal bars is even closer to dunes and antidunes than to alternate bars to some
extent. They have even been identi�ed by some investigators as the transitional pattern between two-dimensional
dunes and three-dimensional patterns through the decisive in�uence of the �ow depth via Fr [Colombini and
Stocchino, 2012]. However, such a distinction, although noteworthy of mention, is not of primary interest for

94



5.7. Results

Figure 5.6: Bedform dataset from �ume and �eld experiments. Plot (a) displays bedforms in the kx − Fr plan;
plot (b) displays bedforms in the kx − δ plan; plot (c) displays bedforms in the kx − ky plan; plot (d) displays
bedforms in the 1/δ − β plan. The data comes from the GSR and JSM dataset from Colombini and Stocchino
[2012] (containing dunes, antidunes, alternate bars and multiple bars), Recking et al. [2009] for antidunes and
Carling and Shvidchenko [2002], Cheng [2016] and Bradley and Venditti [2017] for dune experiments.

this work.

Figure 5.6 (b) shows the bedforms in the kx − δ plane. The bulk of the dune dataset is found in the region
10−3 − 10−2. The majority of antidunes are also found in this region, except of a cluster of data which is found
around 10−1. This cluster correspond to experiments from the Recking et al. [2009] dataset, where the author
investigated antidunes on steep slope. It is thus not very surprising to �nd higher values of δ, since on steep slopes
the �ow tend to be shallower, hence a higher relative roughness ratio. Alternate bars and diagonal bars behave
similarly with respect to δ. They are found in the region 0.02− 0.2, with slightly lower δ for diagonal bars. The
only notable exception is the Garcia and Niño [1993] dataset whose experimentally observed alternate bars are all
found in the region δ = 1. A substantial distinction between dunes and bars is thus δ which account for the fact
that bars are found in shallow �ows (low depth hence higher δ) or gravel bed rivers (high d̂s hence higher δ). Of
course, antidune on steep slopes are a notable exception to this global trend.

Figure 5.6 (c) shows the bedforms in the kx − ky plane, thus discarding by de�nition dunes and antidunes. It is
readily observed that alternate bars have lower kx that diagonal bars. It is even true for the transverse wavenumber.
In general diagonal bar have a higher ky than alternate bar, in the most extreme cases up to an order of magnitude
higher. This mean that they appear for lower values of the width-to-depth ratio β. Recall that for alternate and
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diagonal bars kz = π/(2β). They are then consistently shorter than alternate bar and are found in relatively
deeper �ows.

Figure 5.6 (d) shows the bedforms in the δ − β plane, as was famously shown by Yalin and da Silva [2001].

5.7.2 Bars marginal stability curves

Figure 5.7: Marginal stability curve in the kx − ky plane. The parameters are: (a) δ = 0.005, Fr = 0.2272;
(b) δ = 0.0275, Fr = 0.3992; (c) δ = 0.203, Fr = 0.7234; (d) δ = 0.203, Fr = 0.886. The black lines
correspond to the bar instability whereas the grey lines correspond to the antidune instability. The thick lines
correspond to the neutral curve and the thin lines to growth rates ofωi = 0.001, 0.005, 0.01, 0.02, 0.04, 0.08

Figure 5.7 shows the marginal stability curve in the plane kx − ky for di�erent values of δ and Fr. Black line
represent the growth rate of bars and grey lines represent the growth rate of antidunes (see section 5.8.1 for a
thorough discussion). Increasing δ (plots (a), (b) and (c)) mainly a�ects the bar instability (black lines). Between
plots (a) and (b) δ rises from 0.005 to 0.0275 and a very signi�cant change is observed in the instability region,
although it does no cover all the dataset on alternate and diagonal bars. When δ rises from 0.0275 to 0.203 the
region of instability drastically increases and cover almost all of the experimental dataset. It appears that the
instability region starts ‘two-dimensional’, in the sense that the maximum of the growth rates lies almost on
the kx axis (all the black lines are almost horizontal). It means that the fastest growing bedforms barely have a
transverse direction component, they are almost purely two dimensional waves in the longitudinal direction. This
behaviour is observed in Figure 5.6 (b), for a given kx dunes are the bedforms that appear for the lowest values of
δ. When δ increases three-dimensional bedforms such as alternate and diagonal bar start to appear. Moreover,
when δ rises the maximum of the growth rate is translated toward lowest kx. This is observed by the translation
of the thin black lines towards the left in Figure 5.7 (a)–(b). This means that the fastest growing disturbances
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have a diminishing wavenumber, a characteristic of bars more than of antidunes/dunes (see Figure 5.6 (a)–(d)).
Therefore when δ increases the bedform becomes increasingly ‘three-dimensional’. δ controls the transition from
two-dimensional to three-dimensional bedform.

In Figure 5.7 (a) and (b) Fr is slightly increased with respect to the increase of delta. Indeed, it rises from
Fr = 0.2272 to Fr = 0.3732, i.e. less than a twofold increase, whereas δ is increased from 0.005 to 0.02272 so
almost a �vefold increase. Therefore the changes in the neutral curves are more likely to be attributed to δ than to
Fr. Therefore Fr does not alter the bar instability region in a substantial manner. On the other hand increase in
Fr explains the appearance of the antidune instability region (grey lines on plot (b)). Indeed, antidunes are found
for high Fr (Fr > 0.7) as shown in Figure 5.6 (a). However, variation in δ is much more substantial with respect
to variation in Fr so it is not easy to clearly identify at this stage which one of the two parameters controls the
onset of this instability. This point will be discussed in greater details in section 5.8.1. In Figure 5.7 (c)–(d) Fr is
increased while δ is kept constant. The antidune instability region drastically widens. The maximum growth
rate also increases with Fr (more thin grey lines on plot (d)), meaning that the antidune instability tends to grow
faster than the bar instability, at least at the linear level. Moreover, the region of instability is found for kx in
the neighbourhood 1− 10, which is the characteristic longitudinal wavenumber for dunes and antidunes (see
Figure 5.6 (a) and (b)). In addition on experimental and �eld studies antidunes are found in the upper �ow
regime, i.e. for Fr close to or higher than unity.

As an intermediate conclusion:

– the MSC is able to capture the region of formation of bars and alternate bars;

– δ controls the transition from two to three-dimensional bedforms, the higher δ the greaterky (the transverse
wavelength of the bedform);

– Fr does not alter signi�cantly the bar instability region;

– Fr controls the dune/antidune instability, the higher Fr the greater the growth rate of the dune instability.

Bedforms celerity

Figure 5.8 shows the marginal stability curve of the antidune bedform in the plane kx − ky for di�erent values
of δ and Fr and its corresponding celerity. The grey lines represent regions of positive growth rate (with the
thicker line corresponding to the neutral curve at ωi = 0) and the colour plot represent the celerity of the
corresponding perturbation. In all four plots ωr < 0 in the region where ωi > 0 (the region inside the grey thick
lines). The bedform celerity being c = ωr/kx and kx > 0, the bedforms migrate upstream. This is another of
the characteristic features of antidunes in addition to high Fr and their characteristic scales, namely kx ∼ O(100)
and δ ∼ 0.01.

Figure 5.9 shows the marginal stability curve of the bar bedform in the plane kx − ky for di�erent values of δ and
Fr and its corresponding celerity. The grey lines represent regions of positive growth rate (with the thicker line
corresponding to ωi = 0) and the colour plot represent the celerity of the corresponding perturbation. In all
four plots ωr > 0 in the region where ωi > 0 meaning that bars migrate downstream. This is a characteristic of
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Figure 5.8: Marginal stability curve in the kx − ky plane (solid grey lines) and the corresponding bedform celerity
(in colour) for the antidune instability. The parameters are: (a) δ = 0.005, Fr = 0.2272; (b) δ = 0.0275,
Fr = 0.3992; (c) δ = 0.203, Fr = 0.7234; (d) δ = 0.203, Fr = 0.886. The thick grey line correspond to the
neutral curve and the thin grey lines to growth rates of ωi = 0.001, 0.005, 0.01, 0.02, 0.04, 0.08. The thin
red lines correspond to contour line of the antidune celerity.

bars, which tend to migrate downstream. Speci�cally the fastest growing bars tend to have higher celerity, another
characteristic feature of bars.

5.8 Discussion

5.8.1 Two-dimensional formulation

One of the objectives was to build a morphodynamical model that incorporates the development of both
dunes/antidunes and bars. This model must incorporate the results obtained by [Bohorquez et al., 2019] on
dunes. Their model was successful in capturing the development of dunes and antidunes with shallow-water
equations coupled with the advection-di�usion bedload model. Their results should be recovered in the two-
dimensional formulation of the present model. Two-dimensional formulation means that when computing
the MSC there is no transverse wavelength in the perturbation, i.e. ky = 0. All derivative with respect to y are
discarded in the complex eigenvalue problem (see section 5.6). To compare both models, the same numeric values
for the range of explored parameters in the computation of the MSC were used.

Figure 5.10 (a) shows a comparison of the MSC curves of the two models. In black lines is depicted Bohorquez
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Figure 5.9: Marginal stability curve in the kx − ky plane (solid black lines) and the corresponding bedform
celerity (in colour) for the bar instability. The parameters are: (a) δ = 0.005, Fr = 0.2272; (b) δ = 0.0275,
Fr = 0.3992; (c) δ = 0.203, Fr = 0.7234; (d) δ = 0.203, Fr = 0.886. The thick black line correspond to the
neutral curve and the thin black lines to growth rates of ωi = 0.001, 0.005, 0.01, 0.02, 0.04, 0.08. The thin
red lines correspond to contour line of the bar celerity.

et al. [2019]’s model with δ = 0.01 (see Figure 6 (a) in Bohorquez et al. [2019]) and in grey lines is depicted our
morphodynamical model with the same δ. In the antidunes regime (for Fr > 1) the two curves almost exactly
match each other. Dissimilarities arise for Fr close to or below unity, where the model fails to predict the second
unstable region (the black lines that covers the dunes). It does partially cover it, although in a narrower range. In
fact it includes the most unstable dunes regions (higher values of the growth rate of the lower unstable region in
black). Interestingly, both model correctly predict that both dunes and antidunes should appear close to the
maximum growth rate. This is coherent with the fact that δ = 0.01 or lower is the region where dunes and
antidunes are mostly found in the dataset (see Figure 5.7.1). One possible explanation for this discrepancy is the
fact that the model does not incorporate a phase lag between the bottom shear stress and the bed elevation. This
phase lag has been proven to be of critical importance in the development of dunes, but not so of antidunes.
This might explain why the model successfully predicts the occurrence of antidunes but not quite so of dunes.
Nonetheless, the region of occurrence of the most unstable dunes is accounted for, even if a clear distinction
between dunes and antidunes is not possible.

Figure 5.10 (b) shows the in�uence of δ on the MSC. By increasing δ (and keeping all other parameters constant)
the neutral curve is translated to the right, i.e. towards higher wavenumbers (or lower wavelengths). It means
that the unstable bedforms, if they develop, are more likely to be ripples or any kind of bedform that scale with
the grain size. Recall that increasing δ is equivalent to increasing the grain size or decreasing the �ow depth (or
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Figure 5.10: Comparison of the fully one-dimensional morphodynamical model of Bohorquez et al. [2019]
(the reference curve) with the two-dimensional morphodynamical model. The stability curves for δ = 0.01
are shown on the kx–Fr plane (as in Figure 5.6 (a)). (a) The contour lines of constant growth rate are
shown for the one-dimensional model of Bohorquez et al. [2019] (black lines) and for the two-dimensional
model (gray lines), the thick lines correspond to the neutral curve and the thin lines to growth rates of
ωi = 0.001, 0.005, 0.01, 0.02, 0.04, 0.08 for antidunes and one fourth of these values for dunes. (b)
Neutral curves of the two-dimensional model for increasing values of δ, lighter grey lines correspond to higher δ,
the black line correspond to the reference curve. (c) Neutral curves of the two-dimensional model for increasing
values of β, lighter grey lines correspond to higher β, the black line correspond to the reference. (d) Neutral
curves of the two-dimensional model for increasing values of ky , lighter grey lines correspond to higher ky , the
black line correspond to the reference curve. In all four �gures are displayed the dataset of bedforms, the same
colour code as Figure 5.6 is used.

both), a con�guration much more suitable for the appearance of ripples. Interestingly a threshold appears for
Fr = 1. Below 1 no bedforms grows, their development is con�ned to the so-called upper-regime. A clari�cation
has to be made on the signi�cance of large longitudinal wavenumbers. kx is de�ned as kx = 2πĥ/Λ̂x, so large
kx (typically of orderO(101) and above) correspond to deep �ows. In this case the shallow-water approximation
is invalid and the results must be discarded, or at the very least taken with extreme caution.

Figure 5.10 (c) shows the in�uence of β on the stability curve. By increasing it (and keeping all other parameters
constant) the neutral curve is again translated towards higher wavenumbers. Physically increasing β is equivalent
to increasing the �ow width or decreasing the �ow depth (or both), again a con�guration more suitable for the
appearance of ripples (or bars for that matter). It is interesting to notice that this time the threshold Fr = 1
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does not appear. Indeed, the instability region exists for Fr above or below unity. Again in the two-dimensional
formulation of the model high β is not a �ow regime suited for the appearance of dunes/antidunes, and if they
appear it is at the limit of validity of the model (deep �ows).

Figure 5.10 (d) shows the in�uence of ky on the stability curve. This time the translation towards high kx is less
pronounced and the neutral stability curve still grasp some of the antidunes from the dataset. Here I must stress
the physical signi�cance of ky . It represent the transverse wavenumber of the bed perturbation and appear in the
eigenvalue problem (see appendix B) anytime a partial derivative in y appears. Therefore ky = 1 correspond to
a complete sinusoidal perturbation along the channel width. In the two-dimensional formulation, increasing
the transverse perturbation alter the shape of the instability region but not as signi�cantly as increasing δ or
β. It also slightly translates the neutral curve towards high kx but not up to unphysical wavenumbers. In the
two-dimensional formulation, the model is thus able to predict the formation of two-dimensional bedforms
(mainly antidunes) even if a transverse perturbation is introduced ad hoc, so it con�rms the robustness of the
model.

5.8.2 In�uence of di�usion

The equations that govern the evolution of the bed are the Exner equation (5.45) and the advection-di�usion
equation (5.46). Three dimensionless parameters control these equations, namely D , κη and κγ . They are the
dimensionless counterparts of the particle di�usivity D̂p (for D) and of the deposition rate κ̂ (for κη and κγ).
To assess the in�uence of di�usion on the development of bedforms, the in�uence of these parameters on the
MSC must be assessed. D̂p and κ̂ are expressed in function of the dimensionless parameters (see appendix C.1)

D̂p = ν̂

Sc , σ̂ = cd

√
s− 1
Frδ (5.75)

where Sc is the Schimdt number (the ratio of viscosity to di�usivity) and cd is an empirical parameter [Lajeunesse
et al., 2010]. Sc is chosen to be close to 1. This choice is made because there is no experimental study on particle
di�usion that de�ne a proper range of values for D̂p. Nonetheless, it is unlikely that this di�usivity is several
order of magnitude lower or higher than water viscous e�ects. It is then convenient to de�ne the di�usivity by
setting the Schmidt number. A caveat has to be made: originally Sc is the ratio between a given �uid viscosity
and its mass di�usivity, and so it characterize the relative strengths of its internal processes. In this case, the �uid
viscosity is compared to the particle di�usivity, so strictly speaking two di�erent physical processes are being
compared. However, it can be argued that the particle di�usivity is the result of viscous e�ects of the �uid on the
particles, hence particle di�usivity originates from the same physical process of water viscosity. By this line of
reasoning ν̂ ∼ D̂p. Therefore the range Sc = 0.125, 0.25, 0.5, 1, 2 is going to be explored, i.e. a di�usivity 8
times, 4 times, 2 times, equal and one half the strength of viscosity respectively.

cd is a purely empirical parameter. It appear in the de�nition of the deposition rate, i.e. the typical time taken
by a particle entrained by the �ow to settle down. Lajeunesse et al. [2010] empirically determined its value as
cd = 0.094± 0.006. Once the base �ow is given, the deposition rate is entirely determined by the nature of the
sediment s and by cd. The range cd = 0.01, 0.05, 0.1, 0.5, 1 is going to be explored.
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Figure 5.11: Marginal stability curve of the model in the kx − ky plane for the antidune bedform with varying cd
(plots (a) and (c)) and Sc (plots (b) and (d)). The parameters of the base �ow are: δ = 0.0275, Fr = 0.3992 for
plots (a) and (b); δ = 0.203, Fr = 0.886 for plots (c) and (d). In plot (a) and (c) the Schmidt number is kept at
Sc = 0.5. In plot (b) and (d) cd is kept at cd = 0.1. The neutral curves are depicted in grey with lighter greys
corresponding to lower values of the varied parameter.

Figure 5.11 shows the marginal stability curves for the antidune instability in the kx− ky plane for di�erent values
of δ and Fr and for varying values of cd and Sc. On plots (a) and (c) are shown the neutral curves for increasing
values of cd (in increasing shades of grey) for two di�erent �ow condition, δ = 0.0275 and Fr = 0.399 and
δ = 0.203 and Fr = 0.886 respectively, the Schmidt number is �xed at Sc = 0.5. The same �ow conditions
are used on plot (b) and (d), this time cd is �xed at cd = 0.1 and the Schmidt number is varied. In the lower
regime (low Fr), the antidune instability only exists for cd ≥ 0.1, which is the experimentally determined value
by Lajeunesse et al. [2010]. In spite of its existence, the instability region is extremely skewed and located on the
horizontal axis for high kx (on the bottom right of plot (a)). As mentioned earlier, these values of kx are on the
limits of validity of the shallow-water approximation. Moreover, in the lower regime antidunes are less likely to
appear, which might explain why the instability region is smaller than the bar region and its growthrate is lower
than the growthrate of the bar region (see section 5.7.2). In the higher regime, increasing values of cd correspond
to wider regions of the instability (plot (c)). This is probably due to the in�uence of cd on the deposition rate.
Indeed, both dimensionless deposition rates depends linearly on cd (see equation (5.75)). Physically, the deposition
rate is the timescale that a moving particle takes to settle back on the bed. Equivalently, it corresponds to the
particle deposition length, i.e. the distance travelled by a particle before it settles back on the bed. This deposition
length controls the size of alternate bars or rhomboid pattern [Devauchelle et al., 2010, Andreotti et al., 2012].
Intuitively, a higher deposition length is likely to induce larger bedforms. It is observed on plot (c), the higher cd
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the wider the instability region. With that being said, it is not self-evident that a wider instability region means a
larger bedform. A wide instability region covers a range where large and small bedforms can develop (spanning
over several order of magnitude of kx), but the most unstable bedforms is not guaranteed to be in�uenced by this
increase in the deposition rate. Further investigation is thus needed.

Variation of Sc does not seem to a�ect the instability in the same manner. Comparing plot (a) to (b) and (c) to
(d), it is observed that di�usion seems to slightly alter the neutral curve, especially comparing with the e�ects
cd have on the neutral curves. It is even less pronounced in the higher regime (plot (d)) compared to the lower
regime (plot (b)) even though in the higher regime antidunes are most likely to appear (and Indeed, the instability
region is much wider). Lower values of Sc (that is higher relative in�uence of di�usion with respect to viscosity)
correspond to wider instability regions (lighter grey curves on plot (b) and (d)). This results makes sense physically:
a higher di�usion of particles is likely to increase their travelled distance, hence resulting in a wider instability
region. In other words, it is very unlikely that di�usion, augmenting particle mobility, would not alter the
instability region. Nevertheless, it does not seem to a�ect much the antidune instability, especially in the higher
regime. A possible explanation might be the following: antidunes are bedforms that migrate upstream, whereas
di�usion e�ects, unless they are particularly strong, are advected downstream by the �ow. It might explain why
in the antidune regime the di�usive e�ects of the particle activity are not ‘felt’ by the antidune. Keep in mind
that it is a highly speculative explanation and further investigation must be done.

Figure 5.12 shows the marginal stability curves in the plane kx−ky for di�erent values of δ and Fr and for varying
values of cd and Sc for the bar instability. On plots (a) and (c) are shown the neutral curves for increasing values
of cd (in increasing shades of grey) for two di�erent �ow condition, δ = 0.0275 and Fr = 0.399 and δ = 0.203
and Fr = 0.886 respectively, the Schmidt number is �xed at Sc = 0.5. The same �ow conditions are used
on plot (b) and (d), this time cd is �xed at cd = 0.1 and the Schmidt number is varied. In the lower regime,
variations of cd does not a�ect signi�cantly the shape of the instability region. Apart from a slight peak around
kx = 10−1 for cd = 0.01, no signi�cant changes in the instability region are observed. In the higher regime,
changes in the instability region are much more pronounced. Increasing cd has the e�ect of ‘translating’ the the
instability region upwards (towards higher ky). At this point, it is hard to determine the real in�uence of cd
on the bar instability. Compared to the antidune instability, where increasing cd widens the instability region,
here increasing cd shifts the instability region. The physical signi�cance of cd being the same (that is controlling
the deposition rate or equivalently the deposition length), it would be expected that its e�ects are rather similar,
which does not seem to be the case here. Moreover, the e�ects of cd are signi�cantly di�erent in the lower and the
higher regime (a behaviour that is also found in the antidune instability).

Variation in Sc does not seem to a�ect the instability region in the same manner as variation in cd (as in the
antidune case). In the lower regime (plot (b)), Sc has virtually no e�ect on the MSC. In the higher regime,
increasing Sc (that is decreasing the relative in�uence of di�usion) widens the instability region. Indeed, the
horizontal lines are translated downwards. The opposite behaviour is observed when increasing cd in the higher
regime. A clear and intuitive explanation does not come to mind in this case and I could only speculate on its
potential e�ects on the bar instability.

The exact e�ects of di�usion on the development of bedforms have not been investigated in this study, and unless
a proper quantitative analysis is conducted the results presented here are only speculative. They give a qualitative
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Figure 5.12: Marginal stability curve of the model in the kx − ky plane for the bar bedform with varying cd (plots
(a) and (c)) and Sc (plots (b) and (d)). The parameters of the base �ow are: (a) and (b) δ = 0.0275, Fr = 0.3992;
(c) and (d) δ = 0.203, Fr = 0.886. In plot (a) and (c) the Schmidt number is kept at Sc = 0.5. In plot (b)
and (d) cd is kept at cd = 0.1. The neutral curves are depicted in grey with lighter greys corresponding to lower
values of the varied parameter.
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assessment of the in�uence of the advection-di�usion sediment transport model used in the morphodynamical
model. To better assess and understand the in�uence of the advection-di�usion bedload model a proper numerical
and/or analytical investigation is needed. Nonetheless, I can conclude that the morphodynamical model, with
the presence of di�usion in the bedload transport formulation, is able to capture the development of two and
three-dimensional bedforms. In particular, I showed that particle di�usivity plays a non-negligible role in the
bedform development by modifying the bedforms instability regions. However, I was not able to relate the
alterations of the marginal stability curves to the actual e�ects it has on the bedform development, besides some
purely speculative hypothesis. I do argue, however, that di�usion combined with the particle deposition, the two
mechanisms governing both the advection-di�usion model and the Exner equation, must be reckoned when
investigation the development of bedforms, and further investigation down that road is needed.

5.8.3 Limitations

Figure 5.13: Marginal stability curve in the kx − β plane. In solid black lines is shown the marginal stability
curve of the morphodynamical model; in solid gray lines is shown the marginal stability curve of Colombini et al.
[1987].

I have identi�ed two important limitations of the morphodynamical model: the inability to reproduce an accurate
marginal stability curve of the bar bedform in the kx−β plane (like the one shown in Figure 5.7.1 in appendix A.1)
and the inability to predict the development of dunes in the two-dimensional formulation. Let me expand on
both issues:

– Marginal stability curve: in the �rst works on the development of bars, the authors obtained an U-shape
marginal stability curve in the plane kx − β [Blondeaux and Seminara, 1985, Colombini et al., 1987]. The
curve is depicted in grey in Figure 5.13. The model is able to predict an unstable region in the kx − β plane,
however the shape is very di�erent.

For one thing, the unstable region is a prolonged horizontal stripe that overlaps in part with the U-shaped
curve. Nonetheless, both curves actually contain most of the alternate bar experimental dataset.

At the moment, I have not found a clear explanation as to this failure. It is a particularly important point
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to correct, because β has been identi�ed as the key controlling parameter of the onset of bars development
(and therefore braiding). The encouraging part is that in spite of this failure (the shape of marginal stability
curve), the morphodynamical model is able to grasp the lower bound of β ∼ 3 at which diagonal bars
occur.

– Dune development: in Figure 5.14, the dune instability region is not recovered. More precisely, it is found
for Fr corresponding Shields numbers below θcr. From the de�nition of bedload transport, for these
values of Fr there should be no sediment transport, hence no bedfrom development.

Figure 5.14: Marginal stability curve in the kx − β plane. In solid black lines is shown the marginal stability
curve of the morphodynamical model; in solid gray lines is shown the marginal stability curve of Colombini et al.
[1987].

5.9 Take home message

To conclude this chapter, I outline the following points:

– the morphodynamical model is able to capture the development of bars. Moreover, I showed that it is also
able to predict the development of dunes and antidunes;

– I identi�ed one of the key controlling parameter that governs the transition from two to three-dimensional
bedforms, namely the relative grain diameter δ. This observation was successfully confronted with experi-
mental results from the literature;

– I investigated qualitatively the in�uence of di�usion on the development of bed form. I showed that it
a�ects the shape of the marginal stability curves of both bar and dunes instability.
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6 Conclusion and perspectives

The main goal of this thesis was to study braided rivers from two di�erent angles: from the angle of the braided
network as a whole and from the angle of morphodynamics. Each part will be recapitulated separately.

Braided network dynamics

The evolution of braided networks was investigated using a laboratory-scale experiment. A �ume was designed
in which two experimental runs were conducted; the �rst run focusing on the development of braiding from a
straight channel and the second focusing on the braided system at equilibrium. The Low Path method was used
to extract the temporal evolution of the braided network from the topographic data Kleinhans et al. [2017]. A set
of variables characterising the network was established (Nn,N`,L`/L), and they were found to depend on the
�ow conditions. With constant �ow conditions, the network variables remained fairly constant, even in run one
where the system evolved from a straight channel towards a fully braided river. Similar results were found in the
literature [Bertoldi et al., 2009b], con�rming the validity of our approach.

I subsequently developed our analysis based on identifying modes of the braided network from the network
dataset [Ho�mann et al., 2019], a procedure called modal analysis. Surprisingly the braided network was found
to evolve by constantly switching between modes. This result contrasted with the network variables, which
remained constant in both runs. Finally, I used a Markov process to retrieve the probability of occurrence of the
di�erent modes.

The novelty of the approach followed in this thesis lies in the use of the Low Path method, �rstly to obtain high-
precision quanti�cation of the braided system and subsequently to simulate the braided dynamics by applying
the Low Path method within a stochastic framework. Both approaches addressed two speci�c current issues in
the �eld, namely an appropriately rigorous de�nition and quanti�cation of the braided network and a long-term
predictions, in a statistical sense, of the network’s evolution. To the best of my knowledge, this was one of the
�rst investigation to tackle these issues jointly.
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Morphodynamics

I developed a morphodynamic model based on coupling the shallow-water equations with Ancey et al. [2008]’s
bedload transport model. The model’s particularity lies in the introduction of a di�usive term into the bedload
transport equation, which renders the model more complex than traditional ones Meyer-Peter and Müller [1948].
By applying linear stability theory to the model, the problem was solved numerically and I obtained marginal
stability curves which predicted in which region of the parameter space bedforms would occur. Comparing these
results with experimental data from the literature, these bedforms were identi�ed as bars, dunes and antidunes.

The model is thus able to predict, within the same framework, the development of dunes and antidunes (two-
dimensional bedforms) and bars (three-dimensional bedforms). To date, attempts to this using shallow-water
equations had failed, and I believe the reason lies within the bedload equation. Using the microstructural bedload
equation, which introduces di�usion into the process, made it possible to overcome the limitations of the shallow-
water equation. Indeed, it was shown, albeit qualitatively, that di�usion had an impact on the marginal stability
curves.

The morphodynamic model’s novelty lies in the introduction of the di�usive term. It breaks the one-to-one
relationship between �ow conditions and bedload transport and seems to counterbalance the inherent limitations
of the shallow-water equations. Coupling the microstructural bedload equation with the shallow-water equation
is not new and, indeed has proven to work for the prediction of dunes and antidunes in a two-dimensional model
[Bohorquez et al., 2019]. However, to the best of my knowledge, this is the �rst successful attempt to describe the
development of three-dimensional bedforms (bars) within a three-dimensional model while at the same time
describing the development of two-dimensional bedforms (dunes and antidunes).

In summary, this work emphasises the importance the bedload equation in morphodynamic models. Indeed, cou-
pling the microstructural bedload model with the shallow-water equation allowed us to predict the development
of both dunes and bars. Moreover, this also highlighted di�usion’s e�ects on the overall process.

Perspectives

Three main perspectives were identi�ed from my analysis of braided systems:

– unsteady flow conditions: Future investigations should address questions about the e�ects of unsteady �ow
conditions (water discharge, sediment supply, varying slope, etc.) on braided river networks;

– generalisation of braided network’s variables: Our experimental runs were conducted for a single combina-
tion of water discharge, mean �ume slope and median grain size. I suspect that general (i.e. dimensionless)
empirical laws linking the network-related variables and physical variables (discharge, slope, etc.) may be
found. This scaling might be useful to describe the relationship between network dynamics and �ow
conditions;

– stochastic simulations: There is a need for a complete stochastic framework simulating the evolution of
braided rivers.
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Two main perspectives were identi�ed from the morphodynamic angle:

– particle di�usion: Even though the subject was only touched upon qualitatively, I strongly suspect that
particle di�usion plays a key role in bedform development. Further studies, be they numerical or analytical,
are needed to address this question;

– numerical model: A full numerical solution to the morphodynamical model is needed to comprehensively
assess the model’s validity via a comparison with benchmark tests, analytical and numerical solutions.
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A Experimental setup and experimental
methods

A.1 Experiments

A.1.1 Bedload in�ux

Once the water discharge is set (see section 2.2), there remains the issue to determine the appropriate sediment
�ux at the inlet so that it does not induce the system to erode (by under feeding) or to aggrade (by over feeding).
To �nd the sediment transport rate that correspond to a given �ow is an open problem in the literature, and
the goal is not to tackle it in this preliminary study. Taking a more pragmatic approach, the sediment �ux was
estimated by means of the Recking formula Recking et al. [2009]. The author compiled an immense dataset of
bedload measurement that also take into account the bedforms present; comparing several bedload transport
formulae, he developed a formula that takes into account several parameters of the �ow, the sediment properties
etc. This formula was used to determine the sediment �ux that correspond to the initial �ow conditions. A graph
with results of Recking’s formula is shown in Figure A.1 below. In our case, for a water discharge ofQ = 2 l/s,
sediment of density %s = 2650 kg/m3 and porosity ζb = 0.4, we obtain a sediment �ux of qs,in ≈ 5 g/s.
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q s
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] Qin = 2.1 l/s

qs,in = 9.35 g/s

Figure A.1: Bedload Recking

The sediment �ux qs,in will be used only for the �rst hours of the experiment (�ve hours). After this period, the
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inlet sediment �ux is equated with the outgoing �ux averaged over the last hour. Mathematically it reads

q̄in(t+ dt) = q̄out(t) (A.1)

where dt = 60 min. The idea is to maintain a mass balance in the �ume with periodic boundary conditions,
periodic in the sense that what goes in equals to what goes out (with a delay of dt). To measure the outgoing
sediment �ux, sand is collected at the �ume outlet in a basket and then weighted every dt. This procedure, in a
sense, ensures that there is a mass balance of sediment and that, overall, the river bed is neither aggrading nor
eroding.

A.1.2 Bed monitoring

The proper monitoring of the evolution of the river bed requires to scan it at regular time intervals ∆t (not to
be confused a priori with dt, the time interval used to averaged the sediment �ux). This scanning provides a
time-evolution of the river bed. However a question arises: what is the optimal time-scale to properly scan the
bed topography? Some criteria have to be met to determine ∆t: it has to be small enough to capture variations of
the bed topography, so ∆t < ∆tmax; it does not have to be too small since morphological changes do not act
with great speed. Continuous monitoring is therefore useless [Vesipa et al., 2017], meaning that there is a lower
bound ∆t > ∆tmin. Both lower and upper bound for ∆t have to be found.

The lower bound ∆tmin does not impose any strong constraint on ∆t. As mentioned earlier, fast monitoring of
the river bed is not needed since the time-scale of morphological changes are quite high (of the order of 10–100
min). The real constraint on ∆t comes from the upper bound ∆tmax.

To properly study the evolution of the morphology, the data frequency of acquisition must be higher than
the ‘rate of change’ of the morphology. In other words, if a bed perturbation migrates at a given velocity the
bed monitoring must contain this migration. This migration speed must be estimated, or equivalently the
characteristic time-scale of any morphological change, noted TM . Exner equation (A.2) is used to estimate this
time-scale. Bear in mind that the Exner equation corresponds to the mass conservation of the granular material
bed, hence any changes in the morphology are controlled by it. In other words, it allows to estimates the time-scales
of bed morphological evolutions. Here it is considered in its simplest form, that is the one-dimensional form:

(1− φ) ∂η
∂t

= −∂qs
∂x

. (A.2)

with η the bed elevation and qs the sediment �ux in m2/s. Choosing a proper scaling, it is possible to write
equation (A.2) in dimensionless form. The following scaling is used

t = t∗TM , x = x∗B, η = η∗E, qs = Qs/(%sB) (A.3)
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where TM is the morphological time-scale,E is the �ow depth (we suppose that the bedforms scale with the �ow
depth),B is the channel width,Qs is the mass sediment discharge and %s is the sediment density. Manipulating
equation (A.2), the characteristic time-scale of the Exner equation is expressed as

T = %sEB
2

Qs
. (A.4)

KnowingE, B, %s andQs (102 m, 2 m, 2650 kg/m3and 5 · 10−3 kg/s respectively), we obtain T = 31 800 s
or T = 530 min.

Since a braided system is being studied, a proper choice of characteristic lengths must be made, like the character-
istic length of bars. Bars are the single most important morphological features of braided rivers. However, it is
di�cult to determine a priori their dimension. To bypass this di�culty, bar theory will be used to determine
the dimension of the alternate bars that will develop in the initial straight channel [Blondeaux and Seminara,
1985, Colombini et al., 1987, Tubino et al., 1999]. Indeed, for a braided channel to emerge from the straight
channel, bars have to develop �rst. Bar theory can predict the main characteristics of these bedforms, i.e. their
wavelengths and migrating speed. The main result of the theory, the marginal stability curve of the system, is
shown in Figure A.2. A small caveat has to be made. The bedforms that develop �rst are alternate bars, not
exactly the same bars that will develop in the braided river. However, it is legitimate to suppose that braid bars
will scale with the initial alternate bars. Moreover, it is the only quantitative information that we can use a priori
to estimate ∆t.

β and λ are dimensionless variables that represent the width-to-depth ratio and the alternate bar wavelength
respectively. They are the main variables to characterize the �ow and the bedform respectively. The hydraulic
conditions (the green dashed line) of teh experimental setup can generate alternate bars within a range ofλ = 0.16
to λ = 0.78, as seen on the marginal stability curve (Figure A.2). The wavelength of the most unstable mode
(the lowest point of the dark line) is λ = 0.4. It is called the most unstable mode because it is the one that will
develop for the lowest β value meaning that it is the �rst bedform to growth. Ultimately, it is the wavelength
that dominates and is the only one that will be observed (see Figures A.3 and A.4). From λ, the dimensional
wavelengthL of the alternate bars is obtained:

λ = π2B
L
⇔ L = π2B

λ
= 1.57 m. (A.5)

UsingL instead ofB as the length scale, the new characteristic time-scale of the Exner equation is computed. It
yields TM = 298 min. Physically, it means that TM = 300 min represents the time that a perturbation will take
to travel the length of bar, or in other words, the time-scale that it take for a bar to change. The topographic data
have to be acquired at a period ∆t < TM if its evolution is to be captured. The acquisition period was chosen
∆t = 60 min, which is one �fth of the characteristic morphological time and the bedload averaging time as well.
∆t = 60 min is thus considered short enough to capture the main morphological changes and large enough to
avoid stopping the experiment too often since the data acquisition requires the experiment to be shut down.
Moreover, it corresponds to the sampling time of qs,in.
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Figure A.2: Marginal stability curve of the initially straight channel for mode 1 (alternate bars). The dark line
represents the neutral curve where instabilities do not grow nor decay. Below this curve, instabilities decays (the
system is stable and bedforms do not develop) and above instabilities grows (the system is unstable and alternate
bars do develop). The blue line represents the stationary mode (the bedforms that do not migrate). On the right
of the curve, bedforms propagate downstream and on the left bedforms propagate upstream. The green dashed
line represents the hydraulic conditions of the experimental.

As mentioned above, the bar theory allows to predict the formation of the most unstable bar. This is correct at
the linear level when the perturbation are not signi�cantly big but as they develop non-linear e�ects have to be
taken into account and even their shape changes from purely sinusoidal perturbation to asymmetric bedforms.
These non linear e�ects are one of the hypothesis that may explain the development of the braided pattern. Be
that the case or not, the bar theory is the only analytical tool available to estimate ∆t.

Figure A.3 shows the system at the beginning (t = 0 min) of the experiment and after alternates bars have
developed at approximately t = 30 min (Figure A.3). The evolution from a straight initial channel to a straight
channel with alternate bars is readily observed. The wavelength of the alternate bars is L = 1.52 m, which
correspond to an error of 3 % with respect to the theory. Moreover, the alternate bar pattern is already being
perturbed (right side of Figure A.4), a perturbation that will ultimately lead to the fully developed braided pattern.

Figure A.3: Intial development of alternate bars, t = 0 min
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2B

L = W/λ

alternate bars

perturbed alternate bars

Figure A.4: Intial development of alternate bars, t = 30 min

A.2 Markov process’ algorithm

A.2.1 Algorithm structure

The Markov chain was programmed in Python. The algorithm simulates the temporal evolution of modes of a
braided river. This evolution is obtained from the modes’ transition probabilities. The main steps are summarised
in the following steps:

1. the simulation starts from the initial state, i.e. mode 0;

2. the next mode is computed via the transition probability matrix. Once obtained, it is stored in an array
containing the previous mode (mode 0).

3. while the number of iterations i is below a given numberN , mode i+ 1 is computed and appended to
the array containing the previous modes;

4. when i = N , the last mode is computed and stored. The algorithm stops and returns the array containing
the simulated modes.

The algorithm’s inputs are:

– the total number of modes n;

– the transition probability matrix of size n× nwhere each element pij correspond to the probability of
witching from mode i to j;

– the total number of iterationsN .

The algorithm’s output is:

– the array of lengthN containing the simulated modes.

A schematic representation of the algorithm is shown in Figure A.5 below.
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Figure A.5: Markov process’ algorithm

A.2.2 Algorithm implementation

The Python code of the Marvov process is shown hereafter:

1 import os
2 import numpy as np
3

4 class MarkovChain ( object ):
5 def __init__ (self , transition_matrix , states ):
6 """
7 Initialize the MarkovChain instance .
8

9 Parameters
10 ----------
11 transition_matrix : 2-D array
12 A 2-D array representing the probabilities of change of
13 state in the Markov Chain .
14

15 states : 1-D array
16 An array representing the states of the Markov Chain . It
17 needs to be in the same order as transition_matrix .
18 """
19 self. transition_matrix = np. atleast_2d ( transition_matrix )

116



A.3. Modi�ed Hausdorf distance

20 self. states = states
21 self. index_dict = {self. states [ index ]: index for index in
22 range (len(self. states ))}
23 self. state_dict = { index : self. states [ index ] for index in
24 range (len(self. states ))}
25

26 def next_state (self , current_state ):
27 """
28 Returns the state of the random variable at the next time
29 instance .
30

31 Parameters
32 ----------
33 current_state : str
34 The current state of the system .
35 """
36 return np. random . choice (
37 self.states ,
38 p=self. transition_matrix [self. index_dict [ current_state ], :]
39 )
40

41 def generate_states (self , current_state , no =10):
42 """
43 Generates the next states of the system .
44

45 Parameters
46 ----------
47 current_state : str
48 The state of the current random variable .
49

50 no: int
51 The number of future states to generate .
52 """
53 future_states = []
54 for i in range (no):
55 next_state = self. next_state ( current_state )
56 future_states . append ( next_state )
57 current_state = next_state
58 return future_states

A.3 Modi�ed Hausdor� distance

The Hausdor� distance is a measure of the distance between two subsets of a metric space (V, d) (where d is the
Euclidean distance). LetX and Y be two non-empty subsets of V , the Hausdor� distance is de�ned as

δH(X,Y ) = max
(

sup
x∈X

inf
y∈Y

d(x, y), sup
y∈Y

inf
x∈X

d(x, y)
)
, (A.6)

whereinf and sup are the in�mum and the supremum respectively. An example of both is shown in Figure A.6.
By de�nition, the Hausdor� distance quanti�es the closeness of the setsX and Y . By close is meant that every
point of each set is located near some point of the other set. The �rst step is to determine the set of distances that
contains the minimum distances of each points in a set with respect to the other set, that is inf

y∈Y
d(x, y) for all x
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inX . The Hausdor� distance is the maximum of this set, namely sup
x∈X

inf
y∈Y

d(x, y). For instance, lets take the

subsetX in Figure A.6, the dotted line in the upper part of the Figure represents the minimum distance from
the point x to the set Y (as shown by the circle arc that only intersects Y once). It is also the greater among all
the distances from any point x belonging toX to the set Y . The same is true if the distance from the set Y to the
setX is taken, as shown on the lower part of Figure A.6.

Figure A.6: Example of Hausdor� distance between a setX and a set Y . All the elements of the computation of
δH , such as supremum and in�mum are shown. This Figure comes from Wikipedia

In computer vision, the Hausdor� distance is often used in object matching algorithms. However, it is not the
direct implementation of δH that is used but a modi�ed version based on its de�nition. In the seminal work
Dubuisson and Jain [1994], the authors compare the e�ciency of 6 × 4 modi�cations of δH to quantify the
di�erences between black and white images. They arrived to the conclusion that one of the modi�cations, the
so-called modi�ed Hausdor� distance, was the most e�cient. Its de�nition is based on the distance of a point a to
a setB noted d(a,B), the distance between two setsA andB noted d(A,B) and �nally the modi�ed Hausdor�
distance noted δmhd. There are de�ned, respectively, as

d(a,B) = minb∈B ‖a− b‖ , (A.7)

d(A,B) = 1
Na

Na∑
a∈A

d(a,B), (A.8)

δmhd = max(d(A,B), d(B,A)). (A.9)

To de�ne a proper distance measure between images, black and white images are used. Every black pixel of an
image is then considered to be a point a of the setA. The coordinates (xa, ya) of a are in the space of pixels of
the images, but are easily associated with an Euclidean space. Moreover, provided that the dimensions in meters
of the pixel is known, it is even possible to express (xa, ya) in a metric space with distances measured in meters.
With subsetsA andB of the two images to be compared, the distance δmhd between them is properly de�ned.

To assess the robustness of δmhd, several numerical experiments were performed on synthetic images. Binary
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images of dimension 32× 32 or nx × nx, were obtained by generating a random number of black points placed
randomly,from a uniform distribution, on a grid. The images were then perturbed by three types of noise:

1. randomly adding a numberN of black pixel placed randomly from a uniform distribution, let it be called
noise 1;

2. randomly adding a number n of horizontal lines of length l ≤ 32 placed randomly from a uniform
distribution, let it be called noise 2;

3. randomly adding a number n of vertical lines of length l ≤ 32 placed randomly from a uniform distribu-
tion, let it be called noise 3.

One last numerical experiment was performed increasing the image size and adding noise 1 to assess the variability
of δmhd in function of the image size, i.e. the size of the setsA andB. This last noise is called noise 4. δmhd between
the original imageA and the noisy imageA′ was computed and normalized it by means of the maximum possible
distance, which is the length of the diagonal of a square of dimension 32×32, hence dmax(A,A′) = 32

√
2.

This length, called auto-distance and noted d(A,A′)/dmax(A,A′), measures the sensitivity of δmhd to noise.
The higher d(A,A′)/dmax(A,A′), the less precise δmhd to measure the similarity. The results are shown in
Figure A.7.
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Figure A.7: Analysis of the sensitivity of δmhd to noise. Plot (a) refers to noise 1; plot (b) refers to noise 2; plot (c)
refers to noise 3; plot (d) refers to noise 4.

On the graph (a) of Figure A.7, d(A,A′)/dmax(A,A′) grows continuously from 0 (no noise) until reaching
some sort of plateau close to d(A,A′)/dmax(A,A′) = 0.0018 forN/n2

x ≈ 0.5. It �nally reaches its maximum
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of d(A,A′)/dmax(A,A′) = 0.002 for N/n2
x = 1 (total noise). Lets recall that N/n2

x is the ratio of added
noiseN over the total number of pixels of the image n2

x. By de�nition,N/n2
x ∈ [0, 1]. The trend of Figure A.7

(a) suggests that δmhd is a�ected by a random noise up to a certain point where the measure seems to saturate and
do not worsen signi�cantly. The maximum measured error is of the order of 10−3, a very low value. Therefore,
δmhd is fairly insensitive to randomly added noise, especially if the noise ratio is signi�cantly high.

On the graph (b) of Figure A.7, d(A,A′)/dmax(A,A′) grows monotonously with noise 2, i.e. the length l of the
added horizontal line. Adding more lines have the e�ect of adding more noise, thus increasingd(A,A′)/dmax(A,A′).
This increase is not linear, meaning that adding �ve times more lines did not increase d(A,A′)/dmax(A,A′)
by a factor �ve. No plateau seems to be observed with noise 2. The maximum measured error is of the order
of 10−2, a low value but an order of magnitude greater than the maximum value to pure random noise (noise
1). In conclusion, δmhd is sensitive to randomly added features, in this case horizontal lines. The distance error
increase with the size of the added feature. The more feature the greater the error, but this increase is not linearly
proportional.

Graph (c) of Figure A.7 have the exact same features of graph (b). It was expected. Indeed, noise 3 corresponds
to adding randomly vertical lines to the image. By symmetry of the square (images are square-sized), adding a
horizontal or a vertical lines is the same. Therefore, when computing distances between the noisy image and the
original one, noise 3 have the exact same e�ect than noise 2.

On the graph (d) of Figure A.7 , d(A,A′)/dmax(A,A′) decrease with increasing image size nx. It means that
the higher the image, in other words, the bigger the sets, the lower the error in δmhd. This means that for large set
with a large number of elements, corresponding to large images with complex features, δmhd works best than in
smaller sets with less elements. This result ensure the robustness and e�ciency of δmhd for the identi�cation of
complex patterns such as a braided pattern.

As a �nal concluding remark, δmhd was shown to be a robust distance measure between two images. Since it is
not sensitive to random perturbations, it means that it is very powerful and robust measure of very similar sets.
Here it is used to measure the similarity between images (in which case δmhd is low) and to discriminate very
dissimilar images (in which case δmhd is high). Lets recall that in the context of this thesis, δmhd will be used to
identify ‘modes’ of the braided system. By mode are intend states of the system that are similar between them,
similar in the sense of a low δmhd.

A.4 Frechet distance

The Fréchet distance measures the similarity between two curves in a metric space. By curve is intend a continuous
mapping f : [a, b]→ V where a, b ∈ R, a ≤ b and (V, d) is a metric space with its measure d (the Euclidean
distance). Given two curves f : [a, b]→ V and g : [a′, b′]→ V , their Fréchet distance is de�ned as

δFr(f, g) = inf max
α,β t∈[0,1]

d (f(α(t)), g(β(t))) , (A.10)
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A.4. Frechet distance

where α (respectively β) is an arbitrary continuous non-decreasing function de�ned from [0, 1] to [a, b] (respec-
tively [a′, b′]).

The Fréchet distance is de�ned for continuous curves, but it is convenient to use it on discrete curves, typically
the ones obtained from experimental data. It is possible to de�ned δFr on discrete curves, called polygonal curves.
The proper demonstration of the existence and validity of the discrete δFr is presented in Eiter and Mannila
[1994]. Here the main result is presented, namely the structure of the algorithm to compute δFr.
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Figure A.8: δFr and δmhd distances of two sinusoidal functions with a phase shift. Plot (a) shows four drawings
of the sinusoidal function y = sin(x+φ) with a phase shift ofφ = 0, π/2, π, 3π/2. Plot (b) shows the Fréchet
distance δFr and the Hausdor� distance δmhd in function of the phase shift φ. Plot (c) shows the Pearson’s
correlation coe�cient r in function of the phase shift φ.

Figure A.8 shows a didactic example of the utilization of δFr. The Fréchet distance and the Hausdor� distance of
two sinusoidal functions (plot (b)) are computed in function of the phase shift φ between these two curves. The
�rst observation is that δFr and δmhd follow the same trend, they are minimum for φ = 0 (mod 2π) (when the
sinusoidal curves coincide) and they are maximum for φ = π. The di�erence between both measures lies in their
value, Fréchet’s measure reaches 2 while Hasdor� reaches 1. This is due to the de�nition of δFr. Indeed, recalling
the de�nition from section 2.4.3, δFr takes into account the direction taken by each curve. In the example of
the two sinusoidal function, when the phase shift φ = π both curves are in phase opposition, meaning that on
top of the di�erence of shape they are following opposite direction. Hence, their di�erence is ‘doubled’ in the
Fréchet sense. δFr thus captures an additional aspect than δmhd is not able to grasp. In a sense, they complement
each other with δmhd quantifying the curves’ shape similarity and δFr quantifying the curves’ trend similarity
(in addition to their shape).
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Figure A.9: δFr and δmhd distances of two sinusoidal functions with a phase shift with added noise. Plot (a)
shows four drawings of the sinusoidal function y = sin(x+ φ) with a phase shift of φ = 0, π/2, π, 3π/2. Plot
(b) shows the Fréchet distance δFr and the Hausdor� distance δmhd in function of the phase shift φ. Plot (c)
shows the Pearson’s correlation coe�cient r in function of the phase shift φ.

A.5 Bed morphological variables

A.5.1 Bed morphological variables

In a straight channel the concept of slope is easily conceivable, even in the presence of bedforms. It is possible to
use the straightforward mathematical de�nition of slope, i.e. the variation of elevation with variation of space
within a particular direction. Simply put, the longitudinal local slope is de�ned as S = dz/dx (lateral slope is
de�ned by di�erentiating in the transverse direction). The global slope is obtained by averaging over the whole bed
elevation. In braided rivers, the notion of channel itself is problematical, since there are many of them. De�ning
a unique slope is already a problem. Moreover, there is always the debate whether to use the bed slope or the
water surface slope (also called energy slope). Lacking information about the water level, the attention will be
focused on the bed slope only. The average longitudinal slope will be used, simply called slope from now on.
Mathematically, it reads (in discrete form)

sx = 1
m ∗ (n− 1)

m∑
i=1

n−1∑
j=1

z(i, j + 1)− z(i, j)
dx

(A.11)

where i and j are the coordinates in the lateral and longitudinal direction in the bed elevation matrix and dx is the
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A.5. Bed morphological variables

spatial discretization step in the longitudinal direction. As an average of all local slopes, sx do not grasp any local
e�ects that are actually an important part of a braided river. Recall that the bed elevation is detrended, meaning
that it does not take into account the global inclination of the �ume (1.5 %). For instance, when computing a
negative slope, it has to be added to the 1.5 % inclination of the �ume. sx provides a good estimation of the overall
state of a riverine system. It give an insight on the global erosional trend. Suppose that a system is undergoing
intense erosion, it usually starts at the upstream and propagates downstream. This erosion will tend to lower
the elevation of points located close to the upstream end, thus lowering the slope on average (recall that slope
is simply dz/dx and that erosion will tend to reduce dz). The opposite is true for a system that is undergoing
aggradation (deposition). Sediment will tend to accumulate at the upstream end thus increasing the overall slope.
This principle, well know in the literature, is called the Lane balance principle, which states that when a river is
undergoing erosion the global slope decreases and vice versa. In the analysis of results, the focus will be put on
the trends of sx rather than on its value per se.

To complete the analysis of the bed elevation, some basic statistics will be used: the average bed elevation zm and
its standard deviation σz . zm is a good indicator of the overall regime of the bed. Indeed, an increasing zm implies
an aggrading bed on average while a decreasing zm implies an eroding bed on average. σz gives an insight on how
much the bed elevation varies in time. Garcia Lugo et al. [2015] have used the bed elevation empirical frequency
distributions to distinguish between strongly con�ned channels (nearly straight channels) and fully braided
channels. They demonstrated that con�ned channels show a low standard deviation while braided channels
show higher variability. They were also interested on the skewness and kurtosis of the distribution, which is not
of interest in this present work. The attention will be focused on variations of σz only as an indicator on the
trends of braiding, with increasing σz indicating increasing braiding and vice-versa.

A.5.2 Bed Relief Index

The Bed Relief Index was initially developed by Hoey and Sutherland [1991] to study rivers undergoing di�erent
regimes, aggrading and/or eroding, and to speci�cally study the variability of a given cross-section. In their original
study, they mentioned that it was in essence a measure of the standard deviation of each cross-section about the
average bed elevation. It is de�ned as

B = 1
W

m−1∑
j=1

√
(z(j)− z̄)2 + (z(j + 1)− z̄)2

2 dy (A.12)

where z(j + 1) and z(j) are the elevation at a given position along the longitudinal direction, dy is the spatial
discretization step in the transverse direction,m is the number of elements in the transverse direction andW
is the river width. B is originally a dimensional variable, but for sake of generality it is rendered dimensionless
with the river width,B = B/W . As mentioned, it was originally conceived to study a given cross-section. In the
present case, it is used to compare two runs as a whole. Therefore, the averagedB is computed for all the cross
sections of the topography.

To complete our study of the bed topography, B is slightly modi�ed and extended to any cross-section in
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the longitudinal direction (recall that it was originally de�ned for a cross-section in the transverse direction).
Mathematically it reads

Bl = 1
L

n−1∑
i=1

√
(z(i)− z̄)2 + (z(i+ 1)− z̄)2

2 dx (A.13)

where z(i + 1) and z(i) are the elevation at a given position along the transverse direction, dy is the spatial
discretization step in the longitudinal direction, n is the number of elements in the transverse direction andL
is the river length. This de�nition ofBl give information on the variability of the elevation in the longitudinal
direction around the the average elevation. In other words, it is a measure of the �atness of the bed in the
longitudinal direction.

A.5.3 Morphologically Active Length

In a braided river not all channels are active, in the sense that they do not all convey sediment. Moreover, without
information on the water level it is impossible to determine if a channel is abandoned (dry) from bed elevation
only. To overcome this limitation, the concept of Morphologically Active Length is introduced. Since it is highly
improbable that erosion exactly balance deposition in a channel that transport sediments, it is supposed that a
channel is morphologically active if it undergoes erosional activity, be it erosion or deposition. By doing a simple
di�erence between two consecutive bed elevations, it is possible to identify regions of erosional activity (when
the di�erence is higher than a certain threshold). Mathematically it reads

diff(z) =

|z(t+ ∆t)− z(t)| if |z(t+ ∆t)− z(t)| ≥ δ,
0 if |z(t+ ∆t)− z(t)| < 0.

(A.14)

To computeLma, the process is the following: for every cross-section of diff(z), the total non-zero length lnz,i is
measured (where the subscript i correspond to the cross-section i) and normalized with the cross-section length.
The proportion of the cross-section which is morphologically active is then computed. Lma, for a given bed
elevation, gives the average over the whole topography. Mathematically it reads

Lma = 1
n

n∑
i=1

lnz,i
W

(A.15)

where n is the number of cross-sections in the longitudinal direction andW is the width of the cross-sections
(also the width of the bed elevation). Lma is thus the average proportion of all the cross-sections that are
morphologically actives, with 1 corresponding to activity everywhere along the cross-sections (fully active channel)
and 0 to no activity. There is no correlation between Lma and either erosion or aggradation, i.e. Lma can be
increasing for an eroding or aggrading system (and vice-versa).
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A.5.4 Bed convexity

upstream

downstream

average slope

convexityC
bed pro�le

Figure A.10: Example of convex function adapted to a pseudo-parabolic river bed pro�le.

In mathematics, a function is convex if the line segment between any two points on the graph of the function lies
above or on the graph. An example of a convex function is shown in Figure A.10. Making a parallel with a river
bed pro�le, imagine the line de�ned by the elevation of both ends of the river (i.e. the average slope). If the bed
pro�le lies everywhere below the average slope, then the river bed pro�le is convex. The interesting part does
not lie in the convexity per se, but rather in its evolution. Imagine a river bed pro�le such as the one displayed
in Figure A.10. If the river bed is generally eroding, then the elevation of the upstream point will decrease thus
diminishing the overall convexity (the grey area). Conversely if the system is generally aggrading then the convexity
will increase. Its evolution is an indicator of the general evolution of the river bed pro�le.

In the present case, the bed elevations are detrended, meaning that the bed slope cannot be used in the de�nition
ofC . zm will be used instead. To computeC , the di�erence between the local elevation and zm will be integrated
over the entire length. Mathematically it reads

C =
∫ xf

xi

z − z̄ dx (A.16)

where xi and xf are the initial and �nal longitudinal position. It means that:

– whenC < 0 the bed pro�le is below the average elevation, hence the pro�le is convex;

– whenC > 0 the bed pro�le is above the average elevation, hence the pro�le is concave.

C is �nally obtained by averaging over the whole bed elevation.

A.5.5 Area above average

The bed elevation data do not take into account the water level, meaning that there is no information on the
morphological structures (their position, length, area etc.). However, one of their main characteristic is that
they are mainly located above the water level. Assuming that water level elevation is on average close to zm, then
any point above zm lies above water level. Any area above zm, the so-called area above averageAa, is therefore
supposed to be a good proxy of the morphological structure’s area.
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The attention will not be focused on the particular aspects of Aa, namely its length, shape, volume etc. The
portion of the bed represented byAa is going to be computed. In general,Aa tend to increase when a system is in
general eroding. This is due to the fact that in this case a lot of erosion processes occur such as channel avulsion,
pool deepening etc. All these phenomenon tend to leave a lot of area above the water level, hence a high value of
Aa or an increasingAa. The contrary is also true, when a system tend to aggradeAa tends to decrease and to
have low values.

A.5.6 Hydraulic power

The hydraulic power is a measure of the energy of a river system. It is de�ned as

Ω = %gQS (A.17)

where % is the �uid density, g is the gravitational acceleration, Q is the water discharge and S is the bed slope.
To compute it, the bed slope sx will be used, meaning that Ω will have the same trends as sx (all other variables
being constants). In other words, for an eroding system Ω will decrease and vice-versa.
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B Mathematical developments

B.1 Exner equation

Consider an in�nitesimal volume of the solid phase dV of external surface dS and whose particle concentration
is c(x, t). The particle concentration is expressed in number of particles per unit volume, meaning that every
in�nitesimal volume dV has an in�nitesimal mass dm = cdV . It then follows that the total mass of a given
material volume V is simply the sum of all particles contained in every in�nitesimal volumes dV , or to put it
more correctly

m =
∫
V
c(x, t) dV. (B.1)

In this section, the Exner equation will be derived from a mass balance of an in�nitesimal portion of a river bed.
By the mass conservation principle it follows that mass is constant over time, that is its temporal variation must
be null. Consider an in�nitesimal portion of a river bed of massm. Applying the conservation of mass principle
tom yields

dm
dt = d

dt

∫
V
c(x, t) dV = 0. (B.2)

where V is the volume and c is the density ofm. By virtue of the Reynolds transport theorem we obtain

d
dt

∫
V
c(x, t) dV =

∫
V

∂c

∂t
+∇ · (cv) dV = 0 (B.3)

where∇ = (∂/∂x, ∂/∂y) is the two-dimensional gradient operator and v is the velocity of the material surface
surroundingm. Considering than this expression must hold true for any material volume V , it therefore writes as
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∂c

∂t
= −∇ · (cv). (B.4)

Some considerations have to be made. On a river bed, it is fair to assume that any changes in the mass of m
act on the vertical direction since bed particles are either lifted upwards by the �ow or deposited by gravity. In
other words, the river bed erodes or aggrades, therefore the level of the river bed η can only evolve on the vertical
direction. The term ∂c/∂t can be written, without any loss of generality as ∂η/∂t, since any change in the mass
m (or c equivalently) is ultimately captured by a change in the bed level η

On the right hand side term of equation B.4, v corresponds to the surface velocity of V , the volume ofm. Ifm
is considered at rest, then the velocity v corresponds to the velocity of the �ux enteringm through V . Therefore,
cv may be assimilated in all generality to the mass �ux entering V , which is by de�nition the bedload �ux qs.

Without any loss of generality, the mass balance of the river bed �nally writes in the following form

(1− ζb)
∂η

∂t
= −∇ · qs = D − E (B.5)

withD andE the deposition and entrainment rates of particles from the bed respectively and ζb the bed porosity.
This form (the �rst two terms of the equation) is commonly known as the Exner equation. The last termD −E
was added to highlight the fact that bedload transport can be viewed at the particle scale. At this scale, the gradient
of qs (the bedload �ux) is nothing more than the di�erence between particles deposited on the bed (D) and
particles entrained from the bed (E). Ultimately, the balance between deposited and entrained particles controls
the temporal evolution of the bed level η, where η rises when more particles are deposited (D > E) and vice-versa.

B.2 Non dimensionalisation

The non-dimensionalizations of the morphodynamic equations is obtained with the scales presented in chapter 5.
Lets recall these scales here:
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(x̂, ŷ) = B̂(x, y), (B.6)

t̂ = B̂

Û0
t, (B.7)

û = Û0u, (B.8)

(ĥ, η̂) = Ĥ0(h, η), (B.9)

γ̂ = γ̂0γ, (B.10)

γ̂ss = γ̂0γss, (B.11)

τ̂b = %̂f

8 Û2
0u ‖u‖ , (B.12)

with the hat decoration standing for dimensional variables. As an example, lets present the non-dimensionalization
of the mass conservation equation. It originally reads, in dimensional form:

∂ĥ

∂t̂
+∇ · (ĥ ¯̂u) = 0

⇒ ∂ĥ

∂t̂
+ ∂ĥû

∂x̂
+ ∂ĥv̂

∂ŷ
= 0

(B.13)

Using the aforementioned scales, the equation writes

Ĥ0Û0

B̂

∂ĥ

∂t̂
+ Ĥ0Û0

B̂

∂ĥû

∂x̂
+ Ĥ0Û0

B̂

∂ĥv̂

∂ŷ
= 0

⇒
�
�
��Ĥ0Û0

B̂

∂ĥ

∂t̂
+
�
�
��Ĥ0Û0

B̂

∂ĥû

∂x̂
+
�
�
��Ĥ0Û0

B̂

∂ĥv̂

∂ŷ
= 0

⇒ ∂h

∂t
+ ∂h

∂t
+ ∂h

∂t
= 0.

(B.14)

Using the same procedure, the set of equations of the morphological model are rendered dimensionless.
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C Eigenvalue problem

C.1 Linearisations

The linearisation of the morphodynamic system is based on the perturbation of all the variables, namely u, v, h,
η and γ and the Taylor expansion of the closure relations τb and γss. The detailed linearisation of equation (5.43),
i.e. the longitudinal momentum equation, and of the term γss are presented here to show how the linearisation
process works.

Recall the de�nition of equation (5.43)

Fr2
[
β
∂hu

∂t
+ ∂hu2

∂x
+ ∂huv

∂y
− ν

β

(
∂

∂x

(
h
∂u

∂x

)
+ ∂

∂y

(
h
∂u

∂y

))]
+ h

∂(h+ η)
∂x

=

βS0h−
βfFr2

8 u |u| (C.1)

and the de�nitions of γss

γss = γss
γ0

= λss
κ

κ

λ0
= λss

λ0
=


θ−θcr
θ0−θcr

if θ ≥ θcr,
0 if θ < θcr.

(C.2)

In both equations, the dependent variables are u, v, h and η. To linearise the equations, each of the variables are
expanded in the following perturbed form
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u = u0 + εu1 +O(ε2), (C.3)

v = v0 + εv1 +O(ε2), (C.4)

h = h0 + εh1 +O(ε2), (C.5)

η = η0 + εη1 +O(ε2), (C.6)

γ = γ0 + εγ1 +O(ε2), (C.7)

where x0 is the variable (u, v, h, η or γ) evaluated at base state, x1 is the �rst order perturbed variable and ε is a
small order term. The linearisation simply consists in replacing every variables in equations (C.1) and (C.2) with
their expansions, equations (C.3)–(C.7) and keeping the terms of orderO(ε2). An example of such linearisation
is shown for the second term in the left hand side of equation (C.1):

∂hu2

∂x
= ∂

∂x
((1 + εh1)(1 + εu1)(1 + εu1)) (C.8)

= ∂

∂x

(
(1 + εh1)

(
1 + 2εu1 +O(ε2)

))
(C.9)

= ∂

∂x

((
1 + 2εu1 + εh1 +O(ε2)

))
(C.10)

= ε
∂(2u1 + h1)

∂x
+O(ε2). (C.11)

The procedure is repeated for every variable in equation (C.1).

The linearisation of closure relations follows the same principle. This time, however, a Taylor series expansion is
used to express them in terms of the dependent variables of the problem. We will use the linearisation of γss as a
case in point.

From equation (C.2), we see that γss depends on θ, θ0 and θcr, with θ being the Shields stress, θ0 the Shield
stress evaluated at base state and θcr the critical Shield stress. Recall the de�nition of θ:

θ = Fr2f
8(s− 1)δ (u2 + v2), 1√

f
= −2 log

(
δ

3.71h

)
. (C.12)

θ is thus a function ofu, v andhwhile f is a function ofh only (δ and Fr being constant dimensionless numbers).
The Taylor expansion of γss will then be expressed in function of these three variables, namely u, v and h. The
�rst order Taylor expansion around the base state of γss, noted γ′ss, thus writes

γ′ss = γss|0 + εu1
∂γss
∂θ

∣∣∣∣
0
· ∂θ
∂u

∣∣∣∣
0

+ εv1
∂γss
∂θ

∣∣∣∣
0
· ∂θ
∂v

∣∣∣∣
0

+ εh1
∂γss
∂θ

∣∣∣∣
0
· ∂θ
∂h

∣∣∣∣
0

(C.13)
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where by |0 is intended |u0,v0,h0
, i.e. evaluation of the function at base state. Recall that the base state variables

are u0 = 1, v0 = 0 and h0 = 1.

The �rst term on the right hand side of equation (C.13) writes

γss|0 = θ0 − θcr
θ0 − θcr

= 1. (C.14)

The second term on the right hand side of equation (C.13) writes

εu1
∂γss
∂θ

∣∣∣∣
0
· ∂θ
∂u

∣∣∣∣
0

= εu1
θ0 − θcr

∂

∂u

(
Fr2f

8(s− 1)δ (u2 + v2)
)∣∣∣∣∣

0
= εu1
θ0 − θcr

(
Fr2f

8(s− 1)δ2u
)∣∣∣∣∣

0
= 2εu1θ0
θ0 − θcr

.

(C.15)

The third term on the right hand side of equation (C.13) writes

εv1
∂γss
∂θ

∣∣∣∣
0
· ∂θ
∂v

∣∣∣∣
0

= εv1
θ0 − θcr

∂

∂v

(
Fr2f

8(s− 1)δ (u2 + v2)
)∣∣∣∣∣

0
= εu1
θ0 − θcr

(
Fr2f

8(s− 1)δ2v
)∣∣∣∣∣

0
= 0 (C.16)

The fourth term on the right hand side of equation (C.13) writes

εh1
∂γss
∂θ

∣∣∣∣
0
· ∂θ
∂h

∣∣∣∣
0

= εh1
θ0 − θcr

∂θ

∂f

∣∣∣∣
0

∂f

∂h

∣∣∣∣
0

= εh1
θ0 − θcr

(
Fr2

8(s− 1)δ

)∣∣∣∣∣
0

df
dh

∣∣∣∣
0

=

εh1
θ0 − θcr

(
Fr20

8(s− 1)δ

)
f0
f0

df
dh

∣∣∣∣
0

= εh1θ0
θ0 − θcr

Cf (C.17)

with Cf is de�ned as

Cf = 1
f0

df
dh

∣∣∣∣
h0

(C.18)

The linearisation of γss ultimately writes

γ′ss = 1 + ε
θ0

θ0 − θcr
(2u1 + Cfh1). (C.19)

Applying the perturbation expansion to every terms of equation (C.1) and using the Taylor expansion to expand
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Appendix C. Eigenvalue problem

the term βfFru |u| /8, equation (C.1) �nally writes, in its linearised form

Fr2
[
β
∂(u1 + h1)

∂t
+ 2∂u1

∂x
+ ∂h1

∂x
+ ∂v1

∂y
− ν

β

(
∂2u1
∂x2 + ∂2u1

∂y2

)]
+ ∂(h1 + η1)

∂x
=

βSh1 −
βf0Fr2

8 (2u1 + Cfh1) . (C.20)

The same process is applied to all the remaining equations of the morphodynamic model to ultimately obtain the
linearised equations.

C.2 Eigenvalue problem

As mentioned in Chapter 5, the variables of the system of the linearised equations (5.62)–(5.66) are expanded in
terms of their Fourier transform. The eigenvector thus writes

(u1, v1, h1, η1, γ1) =
(
ū1, v̄1, h̄1, η̄1, γ̄1

)
ei(kxx+kyy−ωt) (C.21)

where ū1, v̄1, h̄1, η̄1, and γ̄1 are the complex amplitude of u1, v1, h1, η1 and γ1 respectively, kx and ky are the
real longitudinal and transverse wavenumber respectively. To illustrate the process, we expand the linearised
Exner equation in terms of the Fourier modes. The linearised Exner equation originally writes

∂η1
∂t

= κη
(
γ1 − γ′ss

)
, (C.22)

Replacing the variables with their Fourier modes, even in the linearised closure relation γ′ss, we obtain

∂

∂t

(
η̄1ei(kxx+kyy−ωt)

)
= κη

(
γ̄1ei(kxx+kyy−ωt) − θ0

θ0 − θcr

(
2ū1 + Cf h̄1

)
ei(kxx+kyy−ωt)

)
⇒ −iωη̄1(((

((((ei(kxx+kyy−ωt) = κη

(
γ̄1 −

θ0
θ0 − θcr

(
2ū1 + Cf h̄1

))
((((

(((ei(kxx+kyy−ωt)

⇒ −iωη̄1 = κη

(
γ̄1 −

θ0
θ0 − θcr

(
2ū1 + Cf h̄1

))
.

(C.23)

The di�erential equation (C.22) is thus transformed into an algebraic equations whose unknowns are now the
amplitudes of the Fourier transforms, namely ū1, h̄1 and η̄1. Expanding all the equations in terms of their Fourier
modes, the di�erential system of equation is transformed into a system of algebraic equations that can be written
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C.3. Matematica notebook for the resolution

in the following matrix form Ag = 0 with g =
(
ū1, v̄1, h̄1, η̄1, γ̄1

)
. A is decomposed as

A = −iωA1 + ikxA2 + ikyA3 − k2
xA4 − k2

yA5 + A6 (C.24)

The terms are separated for clarity. The �rst matrix contains the �rst order temporal derivative terms, hence the
prefactor−iω. The second matrix contains the �rst order spatial derivative terms in the longitudinal direction,
hence the prefactor ikx. Matrices A3, A4 and A5 contain the terms of the �rst order spatial derivative in the
transverse direction, the second order spatial derivative in the longitudinal direction and the second order spatial
derivative in the transverse direction respectively. Matrix A6 contains the remaining terms pertaining to the
closure relations and the advection-di�usion equation. The matrices write

− iω


0 0 1 0 0

βFr2 0 0 0 0
0 βFr2 0 0 0
0 0 0 1 0
0 0 0 0 1

+ ikx


1 0 1 0 0

(2− β)Fr2 0 (1− β)Fr2 1 0
−βFr2 Fr2 −βFr2 0 0

0 0 0 0 0
α
β 0 0 0 α

β



+ iky


0 1 0 0 0
0 (1− β)Fr2 0 0 0
0 −βFr2 1 1 0
0 0 0 0 0
0 α

β 0 0 0

− k
2
x



0 0 0 0 0
−νFr2

β 0 0 0 0
0 −νFr2

β 0 0 0
0 0 0 0 0
0 0 0 0 D

β



− k2
y



0 0 0 0 0
−νFr2

β 0 0 0 0
0 −νFr2

β 0 0 0
0 0 0 0 0
0 0 0 0 D

β


+


0 0 0 0 0

2βS0 0 βS0f
′Cf 0 0

0 0 βS0 0 0
κγγ

′
ss
∂θ
∂u 0 κγγ

′
ss
∂θ
∂h 0 −κγ

−κηγ′ss ∂θ∂u 0 −κηγ′ss ∂θ∂h 0 κη

 = 0. (C.25)

The problem is solved when computing the determinant of det A = 0.

C.3 Matematica notebook for the resolution
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(*Usethisexpressiontoclearallthevariablesfrommemory.Before,(*Usethisexpressiontoclearallthevariablesfrommemory.Before,(*Usethisexpressiontoclearallthevariablesfrommemory.Before,

therewereseveralonesthatwerenotcleanwhenrunningseveraltimesthescript*)therewereseveralonesthatwerenotcleanwhenrunningseveraltimesthescript*)therewereseveralonesthatwerenotcleanwhenrunningseveraltimesthescript*)

ClearAll[“Global̀*”]ClearAll[“Global̀*”]ClearAll[“Global̀*”]

A = −Iω




0 0 1 0 0

βwFr2 0 0 0 0

0 βwFr2 0 0 0

0 0 0 1 0

0 0 0 0 1




+ Ikad




1 0 1 0 0

(2− βw)Fr2 0 (1− βw)Fr2 + 1 1 0

−βwFr2 Fr2 −βwFr2 0 0

0 0 0 0 0

β
βw 0 0 0 β

βw




+ Iky




0 1 0 0 0

0 (1− βw)Fr2 0 0 0

0 −βwFr2 1 1 0

0 0 0 0 0

0 β
βw 0 0 0




−A = −Iω




0 0 1 0 0

βwFr2 0 0 0 0

0 βwFr2 0 0 0

0 0 0 1 0

0 0 0 0 1




+ Ikad




1 0 1 0 0

(2− βw)Fr2 0 (1− βw)Fr2 + 1 1 0

−βwFr2 Fr2 −βwFr2 0 0

0 0 0 0 0

β
βw 0 0 0 β

βw




+ Iky




0 1 0 0 0

0 (1− βw)Fr2 0 0 0

0 −βwFr2 1 1 0

0 0 0 0 0

0 β
βw 0 0 0




−A = −Iω




0 0 1 0 0

βwFr2 0 0 0 0

0 βwFr2 0 0 0

0 0 0 1 0

0 0 0 0 1




+ Ikad




1 0 1 0 0

(2− βw)Fr2 0 (1− βw)Fr2 + 1 1 0

−βwFr2 Fr2 −βwFr2 0 0

0 0 0 0 0

β
βw 0 0 0 β

βw




+ Iky




0 1 0 0 0

0 (1− βw)Fr2 0 0 0

0 −βwFr2 1 1 0

0 0 0 0 0

0 β
βw 0 0 0




−

kad2




0 0 0 0 0

−νadFr2
βw 0 0 0 0

0 −νadFr2
βw 0 0 0

0 0 0 0 0

0 0 0 0 Du
βw




− ky2




0 0 0 0 0

−νadFr2
βw 0 0 0 0

0 −νadFr2
βw 0 0 0

0 0 0 0 0

0 0 0 0 Du
βw




+kad2




0 0 0 0 0

−νadFr2
βw 0 0 0 0

0 −νadFr2
βw 0 0 0

0 0 0 0 0

0 0 0 0 Du
βw




− ky2




0 0 0 0 0

−νadFr2
βw 0 0 0 0

0 −νadFr2
βw 0 0 0

0 0 0 0 0

0 0 0 0 Du
βw




+kad2




0 0 0 0 0

−νadFr2
βw 0 0 0 0

0 −νadFr2
βw 0 0 0

0 0 0 0 0

0 0 0 0 Du
βw




− ky2




0 0 0 0 0

−νadFr2
βw 0 0 0 0

0 −νadFr2
βw 0 0 0

0 0 0 0 0

0 0 0 0 Du
βw




+




0 0 0 0 0

2βwS0 0 βwS0dfdh
f 0 0

0 βwS0 0 0 0

keDφeq02Sh0 0 keDφeq0Sh0dfdh
f 0 −ke

−κadDφeq02Sh0 0 −κadDφeq0Sh0dfdh
f 0 κad




;




0 0 0 0 0

2βwS0 0 βwS0dfdh
f 0 0

0 βwS0 0 0 0

keDφeq02Sh0 0 keDφeq0Sh0dfdh
f 0 −ke

−κadDφeq02Sh0 0 −κadDφeq0Sh0dfdh
f 0 κad




;




0 0 0 0 0

2βwS0 0 βwS0dfdh
f 0 0

0 βwS0 0 0 0

keDφeq02Sh0 0 keDφeq0Sh0dfdh
f 0 −ke

−κadDφeq02Sh0 0 −κadDφeq0Sh0dfdh
f 0 κad




;

disprel = Numerator[Together[Det[A]]]//Simplify;disprel = Numerator[Together[Det[A]]]//Simplify;disprel = Numerator[Together[Det[A]]]//Simplify;

ζb = 0.4;ζb = 0.4;ζb = 0.4;

ke = 2CdfπFr
/(

6(1− ζb)
√
s− 1

√
δ2
) (

1− ucr2
)

;ke = 2CdfπFr
/(

6(1− ζb)
√
s− 1

√
δ2
) (

1− ucr2
)

;ke = 2CdfπFr
/(

6(1− ζb)
√
s− 1

√
δ2
) (

1− ucr2
)

;

S0 = f Fr2
/

8;S0 = f Fr2
/

8;S0 = f Fr2
/

8;

κad = CdSqrt[s− 1]/(FrSqrt[δ2]);κad = CdSqrt[s− 1]/(FrSqrt[δ2]);κad = CdSqrt[s− 1]/(FrSqrt[δ2]);

friccion[d2 ]:=1
/(
−2Log10

[
d2
3.71

])2
;friccion[d2 ]:=1

/(
−2Log10

[
d2
3.71

])2
;friccion[d2 ]:=1

/(
−2Log10

[
d2
3.71

])2
;

f = friccion[δ2];f = friccion[δ2];f = friccion[δ2];

dfdh = −δ2friccion′[δ2];dfdh = −δ2friccion′[δ2];dfdh = −δ2friccion′[δ2];

1
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β = 1;β = 1;β = 1;

s = 2.65;s = 2.65;s = 2.65;

Cd = 0.1;Cd = 0.1;Cd = 0.1;

Sc = 0.5;Sc = 0.5;Sc = 0.5;

Shcr = 0.02;Shcr = 0.02;Shcr = 0.02;

Sh0 = f Fr2
/

(8(s− 1)δ2);Sh0 = f Fr2
/

(8(s− 1)δ2);Sh0 = f Fr2
/

(8(s− 1)δ2);

ucr =
√

Shcr/Sh0;ucr =
√

Shcr/Sh0;ucr =
√

Shcr/Sh0;

Dφeq0 = 1/(Sh0− Shcr);Dφeq0 = 1/(Sh0− Shcr);Dφeq0 = 1/(Sh0− Shcr);

νad = νt
√
f/8;νad = νt

√
f/8;νad = νt

√
f/8;

νt = 1;νt = 1;νt = 1;

Du = νad/Sc;Du = νad/Sc;Du = νad/Sc;

ak = −3;ak = −3;ak = −3;

bk = 2;bk = 2;bk = 2;

aky = 0.01;aky = 0.01;aky = 0.01;

bky = 1;bky = 1;bky = 1;

pkadlog = 0.025;pkadlog = 0.025;pkadlog = 0.025;

pky = 0.01;pky = 0.01;pky = 0.01;

kad = 10kadlog;kad = 10kadlog;kad = 10kadlog;

δ2 = 0.1;δ2 = 0.1;δ2 = 0.1;

Fr = 0.875;Fr = 0.875;Fr = 0.875;

βw = π
2ky ;βw = π
2ky ;βw = π
2ky ;

totalsol = Table[{kadlog, ky,NSolve[disprel == 0, ω]}, {kadlog, ak,bk,pkadlog}, {ky, aky,bky,pky}];totalsol = Table[{kadlog, ky,NSolve[disprel == 0, ω]}, {kadlog, ak,bk,pkadlog}, {ky, aky,bky,pky}];totalsol = Table[{kadlog, ky,NSolve[disprel == 0, ω]}, {kadlog, ak,bk,pkadlog}, {ky, aky,bky,pky}];

xx = {};xx = {};xx = {};

yy = {};yy = {};yy = {};

x = Table[ky, {ky, aky,bky,pky}];x = Table[ky, {ky, aky,bky,pky}];x = Table[ky, {ky, aky,bky,pky}];

y = Table[kadlog, {kadlog, ak,bk,pkadlog}];y = Table[kadlog, {kadlog, ak,bk,pkadlog}];y = Table[kadlog, {kadlog, ak,bk,pkadlog}];
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growthrate = {};growthrate = {};growthrate = {};

celerity = {};celerity = {};celerity = {};

beta = {};beta = {};beta = {};

z1 = {};z1 = {};z1 = {};

z2 = {};z2 = {};z2 = {};

z3 = {};z3 = {};z3 = {};

z4 = {};z4 = {};z4 = {};

z5 = {};z5 = {};z5 = {};

c1 = {};c1 = {};c1 = {};

c2 = {};c2 = {};c2 = {};

c3 = {};c3 = {};c3 = {};

c4 = {};c4 = {};c4 = {};

c5 = {};c5 = {};c5 = {};

m = Dimensions[totalsol][[1]];m = Dimensions[totalsol][[1]];m = Dimensions[totalsol][[1]];

n = Dimensions[totalsol][[2]];n = Dimensions[totalsol][[2]];n = Dimensions[totalsol][[2]];

For[i = 1, i ≤ m, i++,For[i = 1, i ≤ m, i++,For[i = 1, i ≤ m, i++,

{For[j = 1, j ≤ n, j++,{For[j = 1, j ≤ n, j++,{For[j = 1, j ≤ n, j++,

{sol = totalsol[[i]][[j]][[3]];{sol = totalsol[[i]][[j]][[3]];{sol = totalsol[[i]][[j]][[3]];

nsol = Length[sol];nsol = Length[sol];nsol = Length[sol];

solsim = Range[nsol]; solsre = Range[nsol];solsim = Range[nsol]; solsre = Range[nsol];solsim = Range[nsol]; solsre = Range[nsol];

For[k = 1, k ≤ nsol, k++, {For[k = 1, k ≤ nsol, k++, {For[k = 1, k ≤ nsol, k++, {

solsim[[k]] = Im[sol[[k]][[1]][[2]]];solsim[[k]] = Im[sol[[k]][[1]][[2]]];solsim[[k]] = Im[sol[[k]][[1]][[2]]];

solsre[[k]] = Re[sol[[k]][[1]][[2]]];solsre[[k]] = Re[sol[[k]][[1]][[2]]];solsre[[k]] = Re[sol[[k]][[1]][[2]]];

}}}

];];];

AppendTo[growthrate,Max[solsim]];AppendTo[growthrate,Max[solsim]];AppendTo[growthrate,Max[solsim]];

AppendTo[celerity, solsre[[Ordering[solsim,−1][[1]]]]];AppendTo[celerity, solsre[[Ordering[solsim,−1][[1]]]]];AppendTo[celerity, solsre[[Ordering[solsim,−1][[1]]]]];
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AppendTo[xx, totalsol[[i]][[j]][[1]]];AppendTo[xx, totalsol[[i]][[j]][[1]]];AppendTo[xx, totalsol[[i]][[j]][[1]]];

AppendTo[yy, totalsol[[i]][[j]][[2]]];AppendTo[yy, totalsol[[i]][[j]][[2]]];AppendTo[yy, totalsol[[i]][[j]][[2]]];

AppendTo[z1, Im[sol[[1]][[1]][[2]]]];AppendTo[z1, Im[sol[[1]][[1]][[2]]]];AppendTo[z1, Im[sol[[1]][[1]][[2]]]];

AppendTo[z2, Im[sol[[2]][[1]][[2]]]];AppendTo[z2, Im[sol[[2]][[1]][[2]]]];AppendTo[z2, Im[sol[[2]][[1]][[2]]]];

AppendTo[z3, Im[sol[[3]][[1]][[2]]]];AppendTo[z3, Im[sol[[3]][[1]][[2]]]];AppendTo[z3, Im[sol[[3]][[1]][[2]]]];

AppendTo[z4, Im[sol[[4]][[1]][[2]]]];AppendTo[z4, Im[sol[[4]][[1]][[2]]]];AppendTo[z4, Im[sol[[4]][[1]][[2]]]];

AppendTo[z5, Im[sol[[5]][[1]][[2]]]];AppendTo[z5, Im[sol[[5]][[1]][[2]]]];AppendTo[z5, Im[sol[[5]][[1]][[2]]]];

AppendTo[c1,Re[sol[[1]][[1]][[2]]]];AppendTo[c1,Re[sol[[1]][[1]][[2]]]];AppendTo[c1,Re[sol[[1]][[1]][[2]]]];

AppendTo[c2,Re[sol[[2]][[1]][[2]]]];AppendTo[c2,Re[sol[[2]][[1]][[2]]]];AppendTo[c2,Re[sol[[2]][[1]][[2]]]];

AppendTo[c3,Re[sol[[3]][[1]][[2]]]];AppendTo[c3,Re[sol[[3]][[1]][[2]]]];AppendTo[c3,Re[sol[[3]][[1]][[2]]]];

AppendTo[c4,Re[sol[[4]][[1]][[2]]]];AppendTo[c4,Re[sol[[4]][[1]][[2]]]];AppendTo[c4,Re[sol[[4]][[1]][[2]]]];

AppendTo[c5,Re[sol[[5]][[1]][[2]]]];AppendTo[c5,Re[sol[[5]][[1]][[2]]]];AppendTo[c5,Re[sol[[5]][[1]][[2]]]];

}}}

]]]

}}}

];];];

dir = “X:\\Papa\\linear stability analysis\\jaen\\2019 10 10\\mathematica-msc-kx-ky\\test”;dir = “X:\\Papa\\linear stability analysis\\jaen\\2019 10 10\\mathematica-msc-kx-ky\\test”;dir = “X:\\Papa\\linear stability analysis\\jaen\\2019 10 10\\mathematica-msc-kx-ky\\test”;

SetDirectory[dir];SetDirectory[dir];SetDirectory[dir];

Export[“growthrate.mat”, growthrate];Export[“growthrate.mat”, growthrate];Export[“growthrate.mat”, growthrate];

Export[“celerity.mat”, celerity];Export[“celerity.mat”, celerity];Export[“celerity.mat”, celerity];

Export[“xx.mat”, xx];Export[“xx.mat”, xx];Export[“xx.mat”, xx];

Export[“yy.mat”, yy];Export[“yy.mat”, yy];Export[“yy.mat”, yy];

Export[“x.mat”, x];Export[“x.mat”, x];Export[“x.mat”, x];

Export[“y.mat”, y];Export[“y.mat”, y];Export[“y.mat”, y];
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Export[“z1.mat”, z1];Export[“z1.mat”, z1];Export[“z1.mat”, z1];

Export[“z2.mat”, z2];Export[“z2.mat”, z2];Export[“z2.mat”, z2];

Export[“z3.mat”, z3];Export[“z3.mat”, z3];Export[“z3.mat”, z3];

Export[“z4.mat”, z4];Export[“z4.mat”, z4];Export[“z4.mat”, z4];

Export[“z5.mat”, z5];Export[“z5.mat”, z5];Export[“z5.mat”, z5];

Export[“c1.mat”, c1];Export[“c1.mat”, c1];Export[“c1.mat”, c1];

Export[“c2.mat”, c2];Export[“c2.mat”, c2];Export[“c2.mat”, c2];

Export[“c3.mat”, c3];Export[“c3.mat”, c3];Export[“c3.mat”, c3];

Export[“c4.mat”, c4];Export[“c4.mat”, c4];Export[“c4.mat”, c4];

Export[“c5.mat”, c5];Export[“c5.mat”, c5];Export[“c5.mat”, c5];

Export[“pky.mat”,pky];Export[“pky.mat”,pky];Export[“pky.mat”,pky];

Export[“pkadlog.mat”,pkadlog];Export[“pkadlog.mat”,pkadlog];Export[“pkadlog.mat”,pkadlog];
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