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Abstract

Geological faults movements generating earthquakes, a vehicles’ tyres rolling on the

pavement, and a chalk writing on a blackboard are all different examples of frictional

systems. In these systems, which are everywhere around us, two separate bodies

are in contact and in relative motion, interacting with one another. Under these

conditions, several phenomena arise at the interface: friction, wear, and lubrication

being the main ones. Wear, in particular, is the loss of material from the surface of

one (or both) the moving bodies. This phenomenon is of interest as it leads to loss of

usefulness of manufactured objects and health concerns for patients with implants,

to name just a few of important consequences due to material degradation. Yet,

our knowledge on the topic of wear is still scattered, with many observations and

models that are system dependent. How the surface morphology changes during

wear processes is one of those aspects that are not well understood, and that at the

same time affect significantly wear itself. Therefore, the aim of this dissertation is

to investigate the role of surface roughness in wear processes upon dry sliding. The

work focuses on wear of the adhesive type, as it is the most common one (together

with the abrasive type).

The first part of the thesis addresses the topic with numerical investigations. Two-

dimensional systems are modelled with a discrete approach, where two surfaces are

rubbed against one another. In this setup, a wear debris particle is eventually formed

and it is constrained to roll between the sliding surfaces. It is shown that the method

reproduces the evolution of the surface roughness into the self-affine morphology

that is observed for different frictional surfaces. Furthermore, the interplay between

surface roughness, adhesion, and wear debris particle size is investigated, and a

minimum size for the debris particle is determined, based on a critical length scale

recently derived for adhesive wear processes. These sets of simulations bring further

observations on the wear process, like the evolution of the work due to the tangential

forces and of the wear volume. The latter in particular displays an overall increase:

debris particle accretion is favoured over its break down. This leads to the second

part of the dissertation, where an analytical framework is presented that allows to
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Abstract

explain the tendency of the debris particle to grow in volume, instead of depositing

material onto the mating surfaces.

The general approach of the work aims at uncovering underlying mechanisms of

wear processes, and it is not restrained to some specific application. While on one

hand this means that the work cannot cover the specificity of some frictional systems,

on the other hand it leads to fundamental insights that are relevant from the nano-

to the geological-scale.

Key words: adhesive wear, surface roughness, tribology, critical length scale, particle

size, wear volume, ductile-to-brittle transition, rolling contact, adhesive contact,

frictional contact
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Riassunto

Movimenti di faglie geologiche che danno origine a terremoti, gli pneumatici di un

veicolo che ruotano sull’asfalto e un gesso che scrive su una lavagna sono tutti esem-

pi diversi di sistemi dove l’attrito è fondamentale. In questi sistemi, che possiamo

trovare ovunque attorno a noi, due corpi distinti sono in contatto e in moto relativo,

interagendo l’uno con l’altro. In queste condizioni, diversi fenomeni si manifestano

lungo all’interfaccia e i principali sono l’attrito, l’usura e la lubrificazione. L’usura

in particolare è la perdita di materiale da parte della superficie di uno dei due corpi

(o entrambi). L’interesse per tale fenomeno è dovuto al fatto che il deterioramento

di materiali ha importanti conseguenze, per esempio nei casi di degrado di diversi

prodotti manufatturieri e di protesi in ambito biomedico. Nonostante ciò, la nostra

conoscenza dell’argomento è tuttora frammentata, con diverse osservazioni e mo-

delli che dipendono dal sistema considerato. Uno degli aspetti del fenomeno che

ancora non sono compresi è la modalità con cui la morfologia delle superfici cambia

durante i processi d’usura, la quale a sua volta influenza notevolmente il processo

d’usura stesso. Di conseguenza, l’obiettivo di questa tesi è quello di studiare il ruolo

della rugosità delle superfici nei processi d’usura in assenza di lubrificanti. Il lavoro

si concentra sull’usura di tipo adesivo, essendo il tipo più comune (assieme all’usura

di tipo abrasivo).

La prima parte della tesi affronta l’argomento con simulazioni numeriche. Sistemi

bi-dimensionali sono modellati con un approccio discreto, dove due superfici sono

fatte scivolare l’una contro l’altra. In tali sistemi viene a formarsi una particella

d’usura che è costretta a rotolare tra le due superfici che sono in moto relativo. Viene

mostrato che il metodo numerico riproduce la stessa evoluzione della rugosità delle

superfici che è osservata sperimentalmente in numerose superfici sottoposte ad

attrito, ovvero la loro geometria diviene auto-affine. Inoltre, viene anche studiata

l’influenza reciproca di adesione, rugosità delle superfici e dimensioni della par-

ticella d’usura: viene quindi identificata la dimensione minima di una particella

d’usura, sulla base di una scala di lunghezza critica in processi d’usura di tipo adesivo

derivata recentemente. Questi set di simulazioni portano ad ulteriori osservazioni
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Riassunto

sul processo d’usura, come l’evoluzione del lavoro compiuto dalle forze tangenziali

e del volume d’usura. Quest’ultimo in particolare mostra una tendenza a crescere:

un aumento del volume della particella d’usura è favorito rispetto ad una sua rottura.

Quest’osservazione porta alla seconda parte della tesi, dove viene presentato un

approccio analitico che permette di spiegare tale tendenza della particella d’usura di

aumentare di volume, invece di depositare materiale sulla superficie opposta.

L’approccio generale dello studio mira a svelare meccanismi fondamentali dei pro-

cessi d’usura e non è ridotto ad applicazioni particolari. Mentre da un lato questo

significa che il lavoro non può affrontare le specificità di alcuni sistemi, dall’al-

tro porta a osservazioni fondamentali che sono rilevanti a tutte le scale, da quella

nanoscopica a quella geologica.

Parole chiave: usura adesiva, rugosità delle superfici, tribologia, scala di lunghezza

critica, dimensione delle particelle d’usura, volume d’usura, transizione duttile-

fragile, contatto adesivo, contatto tangenziale, contatto con rotolamento
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Chapter 1

Introduction

Physical phenomena emerging at the interface of two surfaces that slide against one

another have been known and studied for centuries, yet the idea of grouping such

studies under one unique field of science and engineering is remarkably recent. The

word “tribology” – with its definition of “the science and technology of interacting

surfaces in relative motion - and of associated subjects and practices” [1, 2] – is in

fact the only word in my vocabulary for which I can point to the exact year when it

was invented: 1966. The word was indeed coined by the Committee of the British

Department of Education and Science led by Jost, in a report that addressed the huge

economical consequences of the phenomena associated with friction and wear [2].

Since then, several investigations have been carried out by national committees in

several industrialized countries worldwide with the scope of assessing and reducing

the impact of tribological phenomena on their economies [3, 4]. Friction and wear

are in fact responsible for a large share of energy losses in industrial processes, and

energy inefficiencies mean economical inefficiencies – over the years it has been

estimated that developments in tribology would lead to savings worth 1.0 to 1.4% of

a country’s gross domestic product [3, 5].

Energy inefficiencies have not only an economical cost, but also a remarkable envi-

ronmental cost. Following the need to reduce the consequences of anthropogenic

pollution on the environment, in particular on global warming, attempts to quantify

the CO2 emissions due to tribological phenomena have been made in recent years. A

group of researchers led by Holmberg and Erdemir conducted several analyses both

on individual industry sectors [6–9] and on a global scale [4], and concluded that

CO2 emissions could be reduced in total by 1460 MtCO2 globally within the next 8
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years by means of advances in tribology (as a reference, CO2 emissions produced in

the EU amounted to roughly 4000 MtCO2 in 2010 [10]).

Furthermore, while tribological phenomena are responsible for CO2 emissions indi-

rectly via energy inefficiencies, they are also directly responsible for health concerns.

This happens, for instance, in all industrial applications where frictional processes

produce wear debris of small sizes. In the transportation industry, when breaking

pads are pulled together to slow down a moving vehicle, they release particles in

the atmosphere. Such particles are so small that they can deposit in our lungs, and

fine particle air pollution is indeed correlated to a higher death risk [11–13]. Health

wise, friction and wear also lead to damage of prostheses and implants and to the

presence of wear debris in the organism, with consequences for the patient. The

interest in the medical field is such that the word “biotribology” is often used to refer

to this subset of tribological investigations.

Recently, Boneh and Reches [14] named “geotribology”a the tribological approach

that they recommended to adopt in the investigations of friction, wear, and lubri-

cation in geology. Systems such as earthquake faults display in fact a wide range of

situations that are commonly investigated also in engineering settings, like frictional

weakening [16–19], stick-slip [20, 21], and powder lubrication [22, 23] to name a

few. Synergy between researchers investigating tribological phenomena at different

scales, on different materials, for different purposes is thus desirable to shed light on

the fundamental physics that underlies all frictional systems.

My research, too, benefited a lot from the extensive investigations of geophysicists

and geologists on the topic of surface roughness [16, 24–35], and many inspiring

discussions and some collaborations were prompted by the differences and the

common points in our studies. At the beginning of my PhD studies I was in fact

surprised by the lack of physical insights in the evolution of the surface morphology

during frictional processes, at least within the engineering community. Although the

surface roughness is well known to affect the tribological performances of a frictional

system, more effort has been put traditionally into quantifying the evolution of the

wear volume and other parameters. The work of Rabinowicz [36] gathered much

of the knowledge in tribology that was developed mostly in the Western countries

until the end of the last century, and he dedicates only a couple of pages to the topic

aBoneh and Reches [14] report that the term “geotribology” was first used by Blok in 1963 [15]. This
of course would at once strip Jost of his most popular contribution to the field and me of my happiness
of knowing when one word of my vocabulary was invented. Good news for both Jost and I: I could not
actually find any use of “geotribology” in Blok’s paper [15].
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of surface roughness evolution. More investigations appear to have been carried

out in the former Soviet Union, and, in their comprehensive book on friction and

wear, Kragelsky et al [37] have a whole chapter on the topic. The fundamental point

engineers seem to agree upon is that, after a transient stage, the surface roughness

stabilizes around a so-called steady-state value [36, 37]. A similar behaviour is

observed also in the roughness of geological faults [27, 38–40] and of fractured

surfaces [41–45] – fracture mechanics being another source of inspiration for my

work.

Concerning the methodologies of investigations, tribology has been understandably

mainly an experimental field until recently. The first documented observations in

the field were conducted by Da Vinci in the Renaissance period [46, 47], and later in

the XVII and XVIII centuries Amonton and Coulomb formulated the fundamental

laws that still carry their names [48]. The number of empirical studies then grew

exponentially in the past century with the increasing importance of manufacturing

processes, culminating in the notable works of Bowden and Tabor [49], Archard [50],

and Holm [51]. The observations of Holm and Archard led to the formulation of what

is commonly known as the Archard wear law. It is considered the fundamental law in

wear, and it predicts that the wear volume grows linearly with the distance traveled

by the sliding surface, the normal force that keeps the two surfaces in contact, and

the reciprocal of the material hardness. While it has been shown to be applicable in

a wide range of setups, the proportionality is given by the so-called wear coefficient,

which needs a separate experimental fitting for each setting and it includes many

other unknown effects which emerge during the process (like those due to the surface

roughness). 70 years after this breakthrough in the modeling of wear, we still do

not know how different factors contribute to this coefficient and efforts towards a

physical explanation are still ongoing.

In Archard’s picture, the wear coefficient is explained as the probability that two

asperities belonging to opposite surfaces, colliding, form a separate wear fragment.

The framework is thus that of a two-body contact – that is, the wear volume grows

only by fracture induced mechanisms at the contact interface between the two

surfaces. While this is reasonable at first contact, the condition is already altered

early in the wear process: once wear fragments are present, they form the third

body that is trapped between the surfaces and separates them (at least locally). In

such three-body contact configuration, wear volume can potentially grow also by

accretion of the third body via removal of material from the surfaces. In general, the

presence of wear debris alters significantly the physics of the system and a third-
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body approach is thus often desirable when one aims at describing the physical

mechanisms in more detail [52].

Complexities in tribology are not limited to changes in the geometry of frictional

systems. Several non-linear phenomena arise at the interface of two sliding surfaces,

like fracture, plasticity, contact, etc., and they are all intertwined to some degree.

Differences in the material properties also play an important role. Such variety

of phenomena has led to the observation and definition of different wear types –

possibly as many as the authors who have tried to categorize them. Based on a

physical rather than a phenomenological description, Rabinowicz [36] classified the

mechanisms in four types: adhesive, abrasive, corrosive, and surface fatigue wear.

The adhesive and the abrasive type are found to be the primary causes in objects

critical deterioration [36]. Both mechanisms are usually linked to the hardness of

the materials. When the mating surfaces develops strong adhesion at the interface

(adhesive wear), wear fragments are removed from both surfaces, and this is usually

encountered when the two materials have comparable hardness values. On the other

hand when one material is much harder than the other, it scratches the softer one

(abrasive wear).

Because of the aforementioned complexities, a narrower spectrum of tribological

problems has been addressed from an analytical perspective. The efforts in such

context have been mostly focused on the mechanical behaviour of the first contact

between two surfaces, with the fundamental achievements by Hertz [53], Green-

wood and Williamson [54], Johnson-Kendall-Roberts [55] and Derjaguin-Muller-

Toporov [56].

Similarly, numerical investigations were scarce for a long time – the intricacies of

the phenomena demanding complex models and massive computational resources.

Such resources have been more and more accessible in recent years though, and

numerical modeling has led to new, fundamental observations [57–59]. In Molinari’s

group, a recent breakthrough about the governing length scale in the wear debris

formation process was made possible indeed by the use of a numerical approach [59],

and this has been my inspiration for the main methods of investigation adopted

throughout the thesis. The advantage of using numerical tools, when compared

to an experimental setting, lies in the possibility of having more control over the

influence of different parameters and in an easier tracking of such parameters in

time and space. Of course there is no free meal, and such advantages come with

simplifications of the physics and some departure from reality.
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1.1. Objectives

In brief, the lack of a unified picture in the understanding of wear and the surface

roughness evolution during wear processes – together with the many implications

for our health, the world, and the economy – fueled the motivation for the work of

this thesis.

1.1 Objectives

The main objective of this work is to shed light on the roughness evolution of surfaces

in adhesive wear processes, by means of both numerical simulations and analytical

derivations.

To this end, the questions addressed throughout the dissertation are:

• Modeling. Is there a numerical approach suitable to reproduce the same

surface roughness that is observed experimentally and, if yes, which one and

how? What are its limititations? Can we use an analytical approach instead to

gain a zeroth order approximation of what happens at the interface between

the surface and the wear debris?

• Surface roughness. What are the effects of adhesion, initial geometry, temper-

ature, material composition, and system size on the evolution of the surface

roughness? Are the final surfaces self-affine and, if yes, under what conditions?

Is there a correlation between roughness evolution and frictional work?

• Third body. Is the formation of a third body relevant to the surface roughness

evolution? How do adhesion, surface roughness and debris particle formation

interplay? Is there a correlation between wear volume and frictional work in

the long term? Can we predict if it is more likely for the third body to deposit

material on the mating surface or vice versa? Do the different models of friction

at the different scales affect such predictions?

1.2 Approach

The work of this thesis relies both on well-established numerical methods and

analytical derivations, and on a recently published breakthrough on the physics of

wear.
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Shortly before the initial investigations presented in this thesis, it was shown that

a critical length scale governs wear debris formation [59]. Before, it had been long

known that upon contact in a frictional system and under moderate loads, two

asperities belonging to opposite surfaces either break or deform plastically. The work

of Aghababaei, Warner, and Molinari [59] shows that a material-dependent critical

length scale determines which of the two mechanisms takes placeb. If the junction

formed by the two asperities in contact is larger than the critical length scale, a debris

particle is formed, otherwise the asperities smooth out. The authors also put their

finding in the perspective of the possible implications for the roughness of the two

surfaces. In particular, they observed that if the critical length scale is large enough

with respect to the system size, the surfaces asymptotically smooth each other and

no roughness is created. Such findings lay the foundation for the investigations on

the long term evolution of the surface roughness presented in this dissertation. The

proven existence of such a critical length scale allows to build model systems that

are designed to lead to particle formation. The particle is then constrained to roll

between the two surfaces, working them and changing their morphology.

This physical insight was possible thanks to the numerical methodology adopted:

discrete modeling with molecular dynamics simulations. The mechanics of a system

can in fact be investigated numerically in two ways: with a continuum or a discrete

approach. In the first case, each body in the system is modeled as a continuum –

that is there is no empty spot in it. In discrete modeling approaches, the investigated

bodies are modeled by discrete mass points or particles, allowing empty regions of

space between them (more details on the two methodologies are provided in Chap-

ter 3). The main advantage of discrete models is the intrinsic capability of capturing

non-linear behaviours (like large deformation, contact, creation of new surfaces,

dislocations), and many of them are indeed non-negligible in wear processes. The

downside is the challenging computational costs needed to simulate systems at

scales that are meaningful for engineering applications [60]. The use of simplified

constitutive laws helps in this sense and made possible both the discovery of the

aforementioned critical length scale [59] and most of the results presented here,

although the simulations had to be constrained to two-dimensional systems.

While molecular dynamics and the use of the critical length scale are the core ap-

proach for most of the thesis, the last part employs an analytical approach. As briefly

bIn the following, such concept will be often referred to as “the AWM critical length scale”, from the
names of the authors [59]. This choice comes from the fact that using wordings such as “the critical
length scale that governs the ductile-to-brittle transition in adhesive wear” is quite heavy and worsens
the readability of the dissertation.

6



1.3. Outline

mentioned in the previous section, most of the analytical derivations relevant to

tribology address the problem of contact between two objects, such as two asperities

or a body on a half-plane. The latter is the framework of interest for the analysis of

the contact between a rolling debris particle of cylindrical shape and a half-plane.

Inspired by Maugis’ fracture mechanics approach to analyze the normal adhesive

contact of spheres [61], and based on well-established analytical results for the me-

chanics of rolling bodies [62], the question of which body is more likely to wear – is it

the cylinder or the half-plane? – is addressed.

1.3 Outline

The remainder of the dissertation is structured in six chapters and an appendix,

that are briefly summarized here. Each chapter is introduced by an abstract that

describes the main points discussed.

Chapter 2 – State of the art

From the empirical studies of Da Vinci to the numerical investigations of Molinari’s

group, the fundamental findings in the field of tribology that are relevant to the

present work are introduced. The well-known Archard wear law and other wear

equations are presented. The AWM critical length scale is described together with

other recent findings that it has led to. Next, the role of surface morphology is

discussed, and the main tools to characterize the surface morphology are provided.

The concept of self-affinity is explained, and fundamental surface growth concepts

are presented.

Chapter 3 – Numerical framework

In this chapter, an overview of the numerical methods adopted in the modeling

of wear is given, with a focus on the distinction between continuum and discrete

methods. The basic concepts of statistical mechanics and the molecular dynamics

approach adopted in Chapters 4 and 5 are described, expanding on the constitu-

tive models. Another suitable approach, the discrete element method, is briefly

introduced.
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Chapter 4 – Emergence of self-affine surfaces during adhesive wear

The first questions relative to surface roughness evolution are answered here. All

modeled surfaces develop full adhesion at the interface. It is shown that the numeri-

cal methods adopted can capture the evolution that is experimentally observed, and

that the presence of a third body is key for the final self-affine morphology to emerge.

The effects of the initial morphology and material composition are addressed. Obser-

vations on the wear volume and on the frictional work during these long timescale

simulations are reported.

Chapter 5 – The role of interfacial adhesion on minimum wear particle size and

roughness evolution

Here, investigations on the surface roughness evolution are extended to the case

where reduced adhesion develops at the interface of the two surfaces. The effect of

the strength of the interfacial adhesion on the rolling motion of the debris particle

and on the wear volume are investigated. The interplay between surface geometry,

interfacial adhesion and debris particle formation is also studied.

Chapter 6 – A mechanistic model for the growth of cylindrical debris particles in

the presence of adhesion

This chapter addresses the observation first made in Chapter 4 that in the case of

full adhesion the third body displays a tendency to grow in terms of volume. The

mechanics of the contact between a rolling cylindrical particle and a mating surface

are investigated based on known analytical derivations. Crack propagation is then

shown to be favoured within the mating surface with a Maugis approach to contact.

Chapter 7 – Conclusions and outlook

The conclusions drawn from the presented work are discussed. Limitations and

future perspectives are addressed.

Appendix A – A geometrical model as a tool for surface roughness evolution inves-

tigations

Efforts in the development of a simplified geometrical model to study surface rough-

ness evolution are reported here. A model is presented that is based on the AWM

critical length scale concept and that is inspired by classical surface growth models.

Possible future developments are addressed.
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Note that the notation for some variables and parameters change from chapter to

chapter, although they are always consistent within each chapter. This is because a

large number of variables is needed throughout the thesis, thus the same symbol may

not represent only one variable, and Chapters 4 to 6 were first written as standalone

work to be submitted to scientific journals. For readability, consistency within each

chapter (and previous related work) has been given priority. Chapters 4 and 5 are

similar in methodology, thus the notation is essentially the same. The analytical

approach of Chapter 6 asked for an unexpected number of parameters, and thus,

has a dedicated nomenclature. In all cases, whenever a new parameter or notation is

used, the definition of the parameter is re-stated.

Finally, the structure of Chapters 4, 5 and 6 is the same of the relative manuscripts

submitted for review. As a consequence, Chapters 4 and 5 present each a ’Supplemen-

tary Materials’ section, that contains the figures, tables, methods, and discussions

that are referred to as ’Supplementary’ in the main body of the chapter.
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Chapter 2

State of the art

Tribological phenomena have been object of study since the Renaissance period.

Systematic investigations specifically on wear started much later – the remarkable

contribution of Holm and Archard coming in the middle of the XX century. Later, the

advent of experimental setups and numerical simulations that allow investigations

at the nanoscale gave new momentum to the field. In this chapter, I recall the

milestones in wear modeling at all scales: from the Archard wear law for steady-state

processes to the atom-by-atom removal observed at the nanoscale, via the running-

in wear model suggested by Queener. The ductile-to-brittle critical length scale

governing loose wear particle formation and the third body approach to wear are

then addressed. A summary of the knowledge about the surface roughness evolution

in tribo-systems is then provided, together with the different and most common

methods to characterize the surface morphology. Finally, surface growth models and

their role in tribology are discussed.

2.1 Early studies in tribology

As a species, we have had to deal with tribological phenomena in technological appli-

cations much earlier than when we invented a word for them. Standing stones sites

have been erected since the prehistorical period with stones hauled from hundreds

of kilometers, and the Egyptians needed to carry large and heavy blocks to build

the pyramids – still nowadays in the tribology community we are debating how that

could be possible at the time [63].
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The first documented studies in tribology are those of Da Vinci, who conducted

investigations on both friction and wear [46, 47, 64]. In his work on friction, he

shows that he knew about the physical principles that are known today as Amontons

fundamental laws of friction [47]:

1. the frictional force is proportional to the vertical load, and

2. the frictional force is independent of the (apparent) contact area.

On wear, he observed that harder materials wear lessa and that wear increases with

the sliding distanceb. Unfortunately, his manuscripts were not available until the

1970s [47], and with them his knowledge. The first available fundamental works

were thus those of Amonton and Coulomb on friction. Coulomb in particular found

evidence that the kinematic friction is independent of the sliding velocity. The first

documented experiments on wear would appear only at the beginning of the XIX

century, with the investigations of Hatchett and Cavendish [65] on the wear of golden

coins in the United Kingdom. In 1860, Reye [66] was the first to suggest a relation

between the wear volume and an applied load, in particular he stated that the wear

volume is proportional to the work performed by the frictional forces. Another

milestone in the history of tribology is the observation by Bowden and Tabor [49]

that the frictional force is proportional to the true contact area, the proportionality

given by the interface shear strength.

2.2 Wear across scales

In the broadest sense, one can define wear as “the removal of material from solid

surfaces”. This includes both natural phenomena like erosion due to weathering

and the deterioration of manufactured objects due to their everyday use. Such

definition also does not distinguish between the origins of the removal – chemical or

mechanical, and indeed in the most general case both can take place, influencing

one another [67, 68]. In the following the focus will be on the mechanical wear, as it

a’Perché tenero con tenero, e duro con tenero si consuma l’uno l’altro, è neciessario di fare duro con
duro’, i.e. ’As soft with soft, and hard with soft wear one the other, it is needed to do hard with hard’, in
a passage where he recommends to use steel when producing both the axles and the ring of the wheels
where the axles sit.’ Codex Madrid I, 13r [46].

b’Quella cosa più si consuma, della quale la confregazione fa più lungo cammino’, i.e. ’That thing
wears most, whose friction walks longest.’ Codex Atlanticus, 1043v [64].
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is more directly linked to my investigations. One can define as mechanical wear the

removal of material due to dynamics effect, and chemical wear the removal due to

reactions at the interface between atoms and compounds of (or that form) different

species. Clearly, when one investigates the general dynamics of atoms as in this work,

there is some overlap.

Independently of the scale, in tribology there are always two surfaces in contact

with one another and in relative motion. The so-called tribo-system (Figure 2.1) is

thus composed of two bodies in contact, and one can assume that there is a frame

of reference in which the bottom body is fixed and the top one slides at velocity v ,

parallel to the middle planes of the surfaces (it is here reasonably assumed that the

middle planes of the two surfaces are parallel, too). At the velocity v correspond a

frictional force Ft and a sliding distance s. Finally, the two bodies are pushed together

by a normal force Fn acting on the top one and are characterized by their hardness

p (which is assumed the same for the two bodies if not otherwise specified). In

general, because of the sliding process, wear particles are produced at the interface

and form the third-body. A lubricant may be present between the two surfaces,

or may develop during the wear production. Note that, although lubricants are of

paramount importance in tribology, they will not be discussed in this dissertation,

as the investigations focus on dry sliding.

body 1

body 2 lubricant
v

s
Fn

wear 
(third body)

Ft

Figure 2.1 – Model of a tribo-system. Two first bodies are in relative motion with
respect to one another. A normal force Fn is applied on the top body (’body 2’),
which slides over a distance s at velocity v against the bottom body (’body 1’, fixed).
Upon sliding, the frictional force Ft and wear debris particles develop at the contact
interface between the two first bodies. A lubricant may also be present along the
interface, separating the two first bodies.
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2.2.1 Wear models

The first observations on wear were done at the macroscopic scale, and the models

by Archard and Holm and by Barwell and Queener are derived at this scale. Later, the

interest in and the accessibility to nano-scale applications have led to investigations

of wear at the microscale, and an Eyring-like mechanism has been suggested.

Steady-state wear: Archard wear law

In the 1940s to 1950s, Holm and Archard were interested in the contact between

metallic surfaces. Holm interpreted wear as an atomic process (although he did not

directly observe such atomic process), and in his theory the wear volume V is given

by [50, 51]

V = kH · Fns

p
, (2.1)

where s is the sliding distance, Fn is the normal force pressing the two bodies in

contact, and p is the hardness of the materials (see Figure 2.1). In Eq. 2.1, kH is the

constant probability that a bond that forms between atoms belonging to opposing

surfaces leads to the removal of one of the two atoms from the surface it originally

belonged to.

Later, Burwell and Strang [69] and Archard [50] observed in their experiments that the

removal of material took the form of distinct wear particles, instead of an atom-by-

atom kind of mechanism as in Holm’s theory, and suggested to use another formula

for the wear volume that is essentially Holm’s equation rewritten at the macroscale.

Their observation held true after the running-in (or break-in) phase, that is once a

steady state of the sliding process was reached. Archard and Hirst [70] would then

unite this approach and Holm’s under one expression:

V = k · Fns

p
, (2.2)

where k is called the wear coefficient, it is constant for a given tribo-system, and it

represents the probability that each contact spot leads to material removal during

the frictional process once the steady state is achieved. In Archard’s picture, k

bridges his observations and Holm’s, in that the probability can be defined both

for atomic encounters (where k = kH, as in Eq. 2.1) and for contacting asperities
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(Archard’s experiments [50]). Eq. 2.2 is widely known as the Archard wear lawc,

and it has been found to be applicable at the nanoscale in molecular dynamics

simulations [71]. To interpret it, at least at the macroscale, one can rewrite it as

V = k · As, where A = Fn/p is the true contact area, assuming that each contacting

asperity plastifies. The volume As is then scaled by the wear coefficient k, which

represents the probability of producing a wear fragment for each of the contact

spots that contribute to A. One must note that k includes multiple factors, like

the morphology of the surface, elastic interactions of close contacting asperities,

effects due to the interfacial adhesion and the third body, rate of ejection of the third

body from the system, and so on. The wear coefficient k can be determined only

experimentally, and each application or setup needs its own tests to quantify its

value, which spans several orders of magnitudes depending on the tribo-system [36].

Its physical meaning is thus still unclear, and research efforts are put into shedding

some light on it [72, 73].

Furthermore, as Archard observed [70], the formula implies that the wear rate obeys

some form of Amontons laws:

1. the wear rate is proportional to the vertical load, and

2. the wear rate is independent of the (apparent) contact area.

This, together with some other experimental observations, has led to conceive the

existence of some direct relation between wear and friction, which seems intuitively

reasonable. Nevertheless, a conclusive link has never been established. The lack of

knowledge that we have on the physical origins of both the friction coefficient and

the wear coefficient suggests that more efforts are needed to address the relationship

between the two tribological phenomena.

Running-in wear: Queener model

Archard’s wear law is derived from observations during the steady state of frictional

processes. It is usually observed in fact that in the transition from static to dynamic

conditions, the rubbed surfaces undergo a short period of time where the wear rate is

high, and then decreases until the steady-state wear rate is reached. In this transition

cSome authors refer to it as the Archard-Holm wear law, to give credit to Holm’s first form of the
formula (Eq. 2.1).
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time, called running-in (or, sometimes, break-in), the wear rate is not linear with the

sliding distance.

Barwell [74] ascribed such behavior to the initial morphology of the surfaces, that

leads to fewer contact spots and higher stresses. When these asperities are broken,

contact spreads over a larger area that stays constant, large stresses then decrease,

and inelastic phenomena that produce wear are less likely to occur. Building on

this, Queener et al. [75] proposed the following empirical relationship for the wear

volume:

V =V0

[
1−exp(−ns)

]+kQs , (2.3)

where V0 is the total volume that is lost during the running-in stage and is a func-

tion of the surface average roughness, n is a parameter that is constant for a given

tribo-system, and kQ is similar to the Archard wear coefficient k and it includes

the effect of the true contact area. The model of Eq. 2.3 describes an exponentially

decreasing wear rate for the early stages of the sliding process (small values of s) and

a constant wear rate for the steady state (large values of s). While the fitted parameter

n is ill-defined and its physical origins are even more unclear than Archard’s wear

coefficient, the model seems to be able to capture the wear volume evolution in

grinding processes. Eq. 2.3 somehow corrects Eq. 2.2 for the existence of a finite

wear volume V0 that is produced at the onset of the sliding process, consistently with

the results that led to the formulation of Archard’s wear law [50, 69, 70]. Recently,

molecular dynamics simulations have found the behavior of Eq. 2.3 to best fit wear

of the abrasive type at the atomistic scale [76].

Atom-by-atom removal: a transition state approach

While Holm [51] was the first to theorize the atomic nature of wear, the first experi-

mental observations of atomic-scale wear mechanisms came several decades later.

In 1996, Parker et al. [77] investigated experimentally the wear behavior of single-

crystal calcite in an aqueous solution, and found that the wear rate is best described

by an Arrhenius rate law. Similar results were later obtained by other authors in

dry conditions [78–80]. Jacobs and Carpick [81] eventually observed directly worn

volumes at the nanoscale for silicon and confirmed the previous observations.

Within such regime, where both applied load and adhesion are low, the wear rate kA
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(in units of atoms lost over time) best fits the Arrhenius rate law [81, 82]

kA = k0 ·exp

(
−∆Eact

kBT

)
= k0 ·exp

(
−∆Uact

kBT

)
·exp

(
−W (F )

kBT

)
, (2.4)

where k0 is the attempt frequency, kB the Boltzmann constant, T the absolute tem-

perature, ∆Eact the activation energy, ∆Uact is the stress-free internal energy of

activation, and W (F ) is the work done on the system by the external forces F . Ac-

cording to this mechanism, the activation energy needed to transfer an atom from

one surface to another is lowered when a mechanical stress is applied (and thus the

rate of transfer is higher). Such variation in the rate of transfer, which is an atomic

wear rate, is described by an exponential dependence on the applied load.

2.2.2 AWM critical length scale

A fundamental mechanism that has been recently uncovered with molecular dynam-

ics simulations is the existence of a critical length scale that governs the transition

from ductile to brittle behavior in adhesive wear [59]. In the previous section the

main wear mechanisms were addressed: atom-by-atom removal takes place in the

low interfacial adhesion and low loads limit, while at larger loads plastic deforma-

tion or brittle fracture of the contacting asperities is observed. In the latter regime,

the transition between the two behaviors is determined by the material-dependent

critical length scale [59]

d∗ =Λ · w

τ2
j /2G

, (2.5)

where Λ is a geometrical factor that takes into account the shape of the asperities

and is of order unity, w is the fracture energy, τj is the junction shear strength, and

G is the shear modulus of the material. If the size d of the junction formed by the

contacting asperities is larger than or equal to d∗, a loose debris particle is formed

and the surfaces are roughened, and if d < d∗ the two asperities smooth each other

(possibly exchanging particles) until they weld or a junction d ≥ d∗ is formed. Such

important implications on the surface roughness were not clear in earlier similar

forms of d∗ that were put forward by Rabinowicz [36, 83] based on experimental

observations.

The derivation of Eq. 2.5 is based on the Griffith approach to fracture, in which a

crack propagates when the stored strain elastic energy Eel is larger then the energy
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Ead required to create two new surfaces. As Eel ∼ d 3 and Ead ∼ d 2, the condition

of loose debris particle formation Eel ≥ Ead leads to Eq. 2.5. d∗ thus provides a

minimum size for loose wear particles in the case of contact between well-defined

asperities [59, 73], and its extension to more complex geometries is the object of the

investigations reported and discussed in Chapter 5.

Recently, works based on Eq. 2.5 expanded the original observations further [73, 84,

85]. Asperity interactions have been addressed with molecular dynamics simulations,

and it has been found that if the two asperities are close enough to one another,

they form one debris particle instead of two separate ones [84]. In these cases,

the volume of the wear particle is proportional to the apparent contact area given

by the two junctions, and wear is more severe. This is in contrast to the single

asperity case and to the case where the two couple of contacting asperities are

far from one another – the true contact area dictates the particle volume in such

circumstances [59, 73, 84]. Further developments have led to a more complete

picture of d∗, where the possibility of slip between the surfaces is added to the

scenarios of ductile and brittle deformation [85].

2.2.3 Third body

Whenever the size d of the junction formed by two colliding asperities is larger than

d∗, a loose wear particle is formed, which constitutes the third body and the tribo-

system transitions to a three-body configuration. This is clearly captured by Eq. 2.5

but it is never really taken into account in wear models such as Archard’s, where the

rationale always assumes that material removal takes place at the contact between

the two sliding surfaces (i.e. the two first bodies). Similarly, models that discuss

changes in the surface morphology often neglect the existence of any third body [37,

74]. Yet, the role of the third body is relevant, as it changes significantly the dynamics

of the system [52, 86, 87]. For example, the loose wear particles themselves can grow

by accretion removing material from the opposing surfaces, or can abrade them if

they stick to one of the two surfaces and slide against the other. Both examples are

wear mechanisms that are not part of the rationales of the models given in Section 2.2,

but that are relevant in different setups. In the light of this, Godet [52] suggested to

treat wear with a third-body approach, similarly to what is done when lubrication

is investigated (the third body can have indeed a lubricating effect). Taking into

consideration the rates of third body production and ejection and linking them

with a mass balance equation, an analytical model for the wear rate in a three-body
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system has been developed based on numerical and experimental investigations [88,

89]. The model predicts a behavior that is similar to that of Queener [75], with the

wear rate that decreases exponentially for short tests, and that is constant for long

durations (cf. Eq. 2.3). The new approach gives more insights in the physical origins

though. Similar trends (i.e. a decreasing wear rate) not only have been observed in

classical tribo-systems [90, 91], but have also been theorized for geological faults,

where the gouge-production rate is conjectured to decrease over time [26, 92].

2.3 Surface morphology

The surface morphology has long been known to play a non-negligible role in tri-

bological phenomena, yet it has had less attention than other properties of a tribo-

system. This is mostly due to the fact that tracking changes in the surface morphology

is extremely difficult in experimental settings, and that the non-linearities are too

many to address the problem from an analytical perspective.

The effects of and on surface morphology have thus been mostly deduced by ob-

serving the surfaces before and/or after slip took place, by assuming some specific

morphology of the contacting surfaces, or by the use of rational arguments. For

example, it has been shown that larger values of the roughness of a nanoscale surface

(in terms of deviation from the mean surface plane) reduce the true contract area and

thus the adhesive strength of the overall contact. In turn, adhesive wear decreases.

Yet, molecular dynamics investigations has also shown that abrasive wear at the

nanoscale increases with the surface roughness, and thus actually the existence of

an optimum roughness to minimize wear has been hypothesized [93].

2.3.1 Equilibrium roughness

A feature that has been found to be shared by manufactured surfaces, is that, after

running-in, a steady-state roughness is reached. As it will be shown below, different

ways of characterizing the roughness of a surface are available and used, thus also the

observed steady-state roughness depends on the method adopted. Rabinowicz [36,

83] refers to the peak-to-trough roughness (i.e. the maximum difference in heights

along the surface), and argues that such measure of the roughness must have the

same size of the typical wear particle that is removed from the surface during the

wear process. Kragelsky et al. [37] show measures of the average roughness in wear
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experiments where an equilibrium value is reached independently of the initial

roughness. They provide an explanation which is similar to the one of Queener [75]

(see Section 2.2.1), that is the plastic component of the deformation at the contact

interface is reduced during running-in, and the elastic component is increased.

During the steady state, the wear rate is thus minimum (additionally they observe

that friction and temperature are also lowest during the steady state).

Similarly, in geophysics it has been shown that the scale-dependent roughness

(characterized here in terms of the average heights of the surface) of faults scales

consistently with the yield strength of the faults themselves [31, 34]. The rationale

is that the aspect ratio of the asperities is linked to the maximum strength of the

material [31], i.e. the fault profile cannot display asperities that cannot sustain the

shear deformation during the sliding process – they must be destroyed in the process

as soon as they appear. The well-known scaling of the surface heights for faults

gives then a prediction for the scaling of the fault strength. Indentation experiments

on rocks at the nanoscale to determine the strength scaling are consistent with the

prediction [34]. Furthermore, the roughness scaling has been shown to change at a

given length scale, consistently with the fact that different deformation mechanisms

(ductile or brittle) prevail at different scales [29]. The strength of the material seems

thus a parameter that determines the equilibrium surface profile in the case of

geological faults.

2.3.2 Self-affine surfaces

Another feature that is repeatedly observed in surfaces that are subject to wear is that

their morphology is fractal [27, 38–40]. Fractals are objects that are identical at differ-

ent observation scales [94]. In the case of surfaces, this means that if one is presented

with two different magnifications of the same surface, they cannot tell at which scale

each magnification corresponds, nor deduce which scale is larger/smaller (see Fig-

ure 2.2). The two magnifications are not identical, i.e. they do not overlap, but they

are statistically equivalent and they are called random (or statistical) fractals. The

most popular example of such surfaces are geographical lines, such as border and

coastlines, which were the first fractal profiles investigated in the notable work of

Mandelbrot [95]. More specifically, surfaces are usually found to be self-affine, that

is they are identical at different observation scales if the magnification is anisotropic,

i.e. it is not the same along the axes of the average plane and along the elevation axis.
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For a one-dimensional profile, such self-affine scaling is expressed as [94, 96]

h (ξx) ∼ ξH h (x) , (2.6)

where h(x) is the function describing the heights of the profile, x is the spatial

coordinate, ξ is a scaling factor, and H is the Hurst (or roughness) exponent [96, 97],

which for physical surfaces is usually found to be in the interval [0,1]. H governs

the anisotropy, and if H = 1, the scaling is isotropic and the profile is then said to

be self-similar. H also affects the appearance of the surface (see Figure 2.3), as it

relates two consecutive increments ∆h (x). If H < 0.5, the motion that describes the

profile is anti-persistent (two increments are more likely to have opposite sign), and

the profile appears rougher. If H > 0.5, the motion is persistent (two increments are

more likely to have the same sign), and the profile appears smoother. If H = 0.5 the

standard Brownian motion (random walk) is recovered.

Figure 2.2 – Example of fractal profiles. One of the two pictures is the magnification of
the other. Can the reader guess which is which? Solution in the caption of Figure 2.3.

An example of a mathematical function that generates a fractal profile is the

Weierstrass-Mandelbrot function [98] (see Figure 2.3)

W (x) =
∞∑

n=−∞

1−exp
(
iγn x

)
γ(2−D)n

exp
(
iφn

)
, (2.7)

where 1 < D < 2 is the fractal dimension of the graphs of ReW (x) and ImW (x), φn

are arbitrary phases, and γ > 1 is a parameter that defines the frequencies γn of

the Weierstrass spectrum. On the other hand, a sinusoidal profile, for instance, is

not fractal (see Figure 2.3). The Weierstrass-Mandelbrot function of Eq. 2.7 has the

properties of being everywhere continuous, and nowhere derivable. The fractal

dimension D in Eq. 2.7 is linked with the Hurst exponent H as D = 2−H .
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Real surfaces have a limited range of scales over which they are self-affine: the widest

range theoretically possible is identified by the interatomic distance (smallest scale)

and by the surface length (largest scale). This is not always the case, as mechanical

and chemical properties of the material can alter the scaling, as aforementioned

for geological faults [29]. Nonetheless, since Mandelbrot first observations, several

surfaces in several conditions have been found to be self-affine [27, 38–41, 44]. In the

case of frictional surfaces, such as in geological faults, the scaling is characterized by

a persistent Hurst exponent [26, 28, 31, 34], the rationale behind it being the scaling

of the material strength [31, 34].

2.3.3 Surface characterization

When it comes to surface characterization, different parameters are available. In

the following, the main ones are addressed, considering a one-dimensional profile

– extensions to two-dimensional surfaces are possible [99]. First of all, it is usually

assumed that a surface is described by a single-valued continuous function h(x),

x being the spatial coordinate, over an interval of length L: this implies that no

discontinuities or overhangs are present. This of course is a simplification for a real

surface, but one that allows to treat it mathematically.

When treating the surface numerically or recording surface data experimentally, one

knows a discretized representation of h(x), i.e. the discrete set of N points
(
xk ,hk

)
(k = 0,1, . . . , N −1) in which the surface is discretized at an interval∆x (here assumed

to be constant). hk = h(k∆x) give then the known values of h(x).

In the following, both the continuous and discrete expressions of the most common

parameters adopted to characterize a surface are reported (the quantities referring

to the discretized surface are distinguished by a tilde accent). It is assumed that the

profile h(x) is defined with respect to the center line (mean height) of the surface.

The simplest one is the peak-to-trough roughness rv

rv = max(h (x))−min(h (x))

r̃v = max
(
hk

)−min
(
hk

) , (2.8)

which just provides information on the distance between the highest and lowest

points in the profile.
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The central line average roughness ra takes into account all the points of the profile:

ra =
1

L

∫ L

0
|h(x)|dx

r̃a =
1

N

∑
k

∣∣hk

∣∣ . (2.9)

Similar to ra, but statistically more meaningful, is the root mean square of the

heights σ

σ=
√

1

L

∫ L

0
h(x)2dx

σ̃=
√

1

N

∑
k

h2
k

. (2.10)

While both ra and σ give an indication on the average height of the profile, they do

not provide with information about the profile shape or the correlation of the heights

along x. For example, two sinusoidal profiles with same amplitude and different

frequencies cannot be distinguished with any of the roughness parameters above.

The skewness rSk and the Kurtosis index rK give instead some insights about the

shape of the profile:

rSk =
1

σ3L

∫ L

0
h(x)3dx

r̃Sk =
1

N

∑
k

(
hk

σ̃

)3

rK = 1

σ4L

∫ L

0
h(x)4dx

r̃K = 1

N

∑
k

(
hk

σ̃

)4

. (2.11)

The skewness rSk is an indicator of the asymmetry of the profile, positive values

meaning that the profile is characterized by few short valleys and many long peaks

(vice versa for negative values). The Kurtosis index provides indication on the sharp-

ness of the peaks, rK > 3 meaning that the asperities are sharp (vice versa for values

smaller than 3 the summits are blunt).

All the aforementioned measurements depend on the surface size or on the surface

spacing, and they do not provide much information on the statistics of the surface,

for instance about its self-affinity. For this, other functions are used, such as the
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structure function and the power spectral density (PSD) of the surface per unit length.

The structure function ∆h(δx) of order p (where p is a positive integer) has the

expression

∆h(δx) = 〈
[h(x +δx)−h(x)]p〉1/p , (2.12)

where δx is the horizontal distance between two points whose change in heights is

∆h, and the angled brackets mean that the spatial average is taken. The structure

function is thus an indicator of the correlation of the heights along x, and when

p = 2, one speaks of height-height correlation function. For a self-affine surface, the

structure function scales as ∆h(δx) ∼ δxH and it is thus possible to determine the

Hurst exponent H with such mathematical description of the surface.

While the structure function contains information based on the spatial distances,

the power spectral density per unit lengthΦh(q) contains information in terms of

wavelengths (or frequencies) that characterize the surface:

Φh

(
q
)= 1

L

∣∣∣∣∫
L

h (x)e−iqx dx

∣∣∣∣2

, (2.13)

where q is the wavevector and the integral is the continuous Fourier transform of

the profile h(x). More details, such as how to compute it from a discrete data set, are

provided in Chapter 4. Here, it suffices to say that the PSD scales asΦh(q) ∼ q−(2H+1)

and thus the Hurst exponent for a self-affine surface can be derived.

The zeroth, second, and fourth moments ofΦh(q) give the squares of respectively

the root mean square of heights, slopes, and curvature of the profile:

σ2 =
〈

h2 (x)
〉
=

∫ qh

ql

Φh(q)dq

(
σ′)2 =

〈(
dh (x)

dx

)2〉
=

∫ qh

ql

q2Φh(q)dq

(
σ′′)2 =

〈(
d2h (x)

dx2

)2〉
=

∫ qh

ql

q4Φh(q)dq

, (2.14)

where ql and qh are the lowest and highest wavevector, respectively. For a large
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enough sample it can be assumed that ql À qh , and that the moments scale as [39]

σ2 ∼ q−2H
l(

σ′)2 ∼ q−2(1−H)
h(

σ′′)2 ∼ q2(2−H)
h

. (2.15)

Eqs. 2.15 show how the minimum and maximum length scales represented in the

sample surface affect these parameters. Taking as example the root mean square of

heights σ, it mostly contains information at the largest scale – and if a longer profile

is sampled from the same experimental surface, the value of σ will increase rapidly.

Vice versa, σ′ and σ′′ will change rapidly if another sample from the same surface

is recorded with an instrument providing a different resolution. This shows how

such kind of parameters are insufficient to unambiguously characterize a surface

from a statistical perspective. The measurement of a parameter such as the Hurst

exponent H is thus more relevant when comparing surfaces at different scales or

from different processes, e.g. numerically investigated surfaces and geological faults.

2.3.4 Surface growth concepts

Investigations of random rough surfaces go beyond the realm of tribology, and exper-

iments and models have been developed to study the dynamics and the morphology

of phenomena such as crack fronts, bacteria colonies growth, atom deposition, and

many others [44, 94].

In particular, discrete numerical models and analytical methods have been useful in

the quest to reduce the problem at hand to its most meaningful components. The

simplest growth model one can think of is the random deposition (RD) model. In it, a

particle is dropped at a randomly chosen site i of an interface of length L, whose sites

are empty at the beginning of the simulation. By applying such move multiple times,

the interface grows, i.e. the heights of the sites overall increases. If one indicates

the surface heights as h(i , t), where i = 1, ...,L are the discrete sites and t = N /L is

the current time (with N the number of dropped particles until that moment), the

algorithm is pretty simple. The only move corresponds to h(i , t +1/L) = h(i , t)+1

(i being randomly chosen from a uniform distribution), and h( j , t +1/L) = h( j , t ) for

all the sites j 6= i . It is intuitive to see that the height of each site is independent of

the height of the other sites, no matter how close they are and the timestep t . The

interface is thus uncorrelated.
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One can measure the width of the interface, in terms of its root mean square of

heights σ, and find that it scales as σ(L, t ) ∼ tβ, where β= 1/2 is the growth exponent.

This exponent defines how the interface roughens as a function of the simulation

time, i.e. of the number of deposited particles. It thus characterizes the dynamics of

the roughening.

Yet, the heights of a surface are usually spatially correlated, as in the case of a profile

defined by the Weierstrass-Mandelbrot function (Eq. 2.7) and of self-affine surfaces

in general, for instance. One can then introduce a second move in the RD model.

Once the particle is deposited at the site i , the algorithm checks for all the heights

of the sites in the range i ±∆l and moves the particle to the lowest site among

the ∆l +1 ones (if more than one site have the same lowest height, the final site is

chosen randomly). Family [100] showed that the scaling of the interface width is

independent from ∆l , and ∆l = 1 is usually chosen. The additional move diffuses

the particle and, equivalently, relaxes the surfaces, so the model is called random

deposition with surface relaxation.

The diffusion introduces the spatial correlation along the sites, as at each timestep

the height of one site depends on all the heights of the neighbouring ∆l sites. The

interface then grows as σ(L, t ) ∼ t 1/4, but not indefinitely: the spatial correlation in

fact limits the value of σ to the saturation width σsat. This parameter follows another

well-defined scaling: σsat(L) ∼ LH , where H is the Hurst exponent introduced in

Section 2.3.2, and H = 1/2 for the random deposition model with surface relaxation.

Note that the scaling of σsat is consistent with the scaling of σ in Eqs. 2.15, noticing

that ql ∼ 1/L, and the interface h(L, t ) is indeed self-affine at saturation.

The fact that the growth σ(L, t) ∼ t 1/4 is capped by the saturation width σsat(L)

implies that a transition takes place from the roughening regime governed by the

growth exponent to the steady-state saturated conditions. The time at which the

transition occurs is called crossover time t× and it scales with the surface length as

t× ∼ Lz , z being the dynamic exponent. The growth regime thus holds for t ¿ t× and

the steady-state regime for t À t×. The three exponents β, H , and z are not indepen-

dent, and it is z = H/β. For the random deposition model with surface relaxation

is thus z = 2. Furthermore, each set of exponents (β, H , z) identifies a universality

class, that completely defines the statistics of the interface growth, without the need

of investigating the details of the process. This means that interfaces that emerge

because of different mechanisms (e.g. a crack profile and a directed polymer in a

random medium) share the same statistical properties, and one problem can be

used to gain insights on the other and vice versa [94].
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The aforementioned models, and most models available in the literature, are charac-

terized by being symmetric, that is the surface grows only along the direction normal

to the mean plane. In the case of frictional systems, the sliding direction breaks

down such symmetry, and the surface may grow at an angle with the mean plane. A

theoretical model based on a diffusion model of the RD type has been developed to

investigate wear processes [101], and the Hurst exponent H = 0.5 is recovered. This

is not the experimentally observed value of H , which is typically larger than 0.5. The

lack of effects due to the aforementioned asymmetry in the growth model might be a

reason why a persistent exponent is not recovered. Nevertheless, efforts like this will

hopefully lead to the development of simplified geometrical models that reproduce

the evolution of an interface into the self-affine morphology commonly observed

in tribo-systems. As in the case of crack propagation, molecular beam epitaxy, and

other processes, the simplified nature of these models would eventually lead to a

better understanding of the underlying mechanisms in wear. Within this scope, a

model is developed and tested in the Appendix of this dissertation.
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Figure 2.3 – Comparison between fractal profiles and a non-fractal one. ReW (x)
with D = 1.2 (see Eq. 2.7) in the intervals 0 ≤ x ≤ 4π (a) and 1.99π ≤ x ≤ 2.01π (b).
ReW (x) with D = 1.8 (see Eq. 2.7) in the intervals 0 ≤ x ≤ 4π (c) and 1.99π≤ x ≤ 2.01π
(d). The sinus function in the intervals 0 ≤ x ≤ 4π (e) and 1.99π ≤ x ≤ 2.01π (f). A
magnification of ReW (x) (b, d) leads to a surface that is statistically equivalent to
the one at the upper scale (a, c), which is not the case for a sinusoidal wave (e, f).
The real part of the Weiestrass-Mandelbrot function has been obtained from Eq. 2.7,
with parameters γ = 1.5, and random phases 0 ≤ Φn < 2π drawn from a uniform
distribution. The values for D corresponds to H = 0.8 (a, b) and H = 0.2 (c,d), that is
persistent and anti-persistent motion, respectively. 10000 sample points are chosen
for all panels. Grey shaded area in panels (a, b) show the magnified portion reported
in panels (c, d) respectively. Dotted lines in panels (a, c, e, f) represent the zero
heights coordinate.
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Numerical framework

Many problems in solid mechanics have exact analytical solutions: all engineers

should be familiar with the theories of Love and Timoshenko to name some of the

most brilliant minds that influence the field still today. Most of the approaches of

this kind rely on the assumption of linear elastic behaviour of the material, which is

often key to derive an analytical solution. Non-linearities in the material response

though make mechanical fields history-dependent and/or the solution not unique.

Complexities in the geometrical configuration (e.g. due to contact, fracture, system

size), irreversible processes (e.g. wear, corrosion), and the additional presence of

liquid or gaseous phases are other examples of challenging problems that are often

encountered in engineering applications. Hence, the need for numerical modelling

in engineering. Numerical methods can be divided into two main categories accord-

ing to their approach in modelling the material: continuum and discrete methods.

Both are extensively used in tribology and here I provide an overview of the two

approaches and of their main applications to the investigations of wear. Discrete

methods are shown to be best suitable for the aim of modelling third-body dynamics,

and the molecular dynamics approach is then presented. The constitutive laws later

used in the dissertation are also introduced. A brief introduction to the discrete ele-

ment method and its differences with molecular dynamics is also provided. Finally,

the choice of the methodology used in this dissertation is explained.
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3.1 Numerical methods in wear modelling

The approaches to numerical modelling are often split in two main categories: con-

tinuum and discrete models. The terminology reflects the assumption made about

the geometry of the bodies that are analyzed. In continuum approaches, the as-

sumptions are usually the same of the theory of elasticity: the geometry of the body

is continuous, and no interpenetration or tearing of the material is possible.a As

a consequence, the mechanical quantities (e.g. displacements, deformations, and

stresses) are continuous fields. The most popular continuum approaches are the fi-

nite element method [102, 103] and the boundary element method [104]. In discrete

modelling instead, the material is represented with a set of discrete entities (points,

spheres, etc.) and empty regions of space are present between them. Mechanical

quantities as velocities and forces are then known only at each particle center of mass.

The main discrete modeling techniques in mechanics are molecular dynamics [105]

and the discrete element method [106]. Note that “discrete” and “continuum” refers

to the geometry of the body and its consequences on the modeling of the physics of

the system – continuum approaches still need to discretize the continuous fields for

numerical reasons, and techniques are available to extrapolate continuous fields in

discrete approaches. In terms of application, continuum modelling is often preferred

at large scales, where the continuum approximation is reasonable, while discrete

approaches are often the choice at the microscale, where modelling individual atoms

or molecules is relevant. At the mesoscale, both methods have their application,

depending on the problem.

In tribology, a wide range of numerical techniques are adopted and a full recount of

them can be found in the review paper authored by the participants to the Lorentz

workshop Micro/ Nanoscale Models for Tribology in Leiden, the Netherlands, in

2017 [107]. In brief, continuum approaches such as the finite element method and

the boundary element methods have been extensively applied to the study of normal

contact, including the case of rough surfaces [108–110], while molecular dynamics

has been widely used to investigate both chemical and mechanical phenomena at

the contact interface during sliding [57, 58, 111, 112].

When it comes to the numerical modeling of wear, continuum methods are tradi-

aSome of these assumptions may seem to be relaxed in some cases, e.g. when crack propagation or
contact are investigated. Some degree of interpenetration between two bodies is allowed in contact
problems, but it is a numerical need. When fracture is modelled, new separate surfaces can be created
with some methods – this is only local though and the region of space where this can occur is somehow
forced before hand. In brief, such behaviours are not intrinsic to the modelling approach.
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3.1. Numerical methods in wear modelling

tionally used from an engineering perspective, i.e. the objective of the investigations

is to study the deterioration of the components of a frictional system. To this end,

the macroscale contact between two bodies (e.g. pin on disc, wheel on a railroad) is

modelled and the geometry of the components is updated assuming some wear law

that relates the wear rate with some mechanical quantity available from the contact

analysis. Often the assumed relation is Archard’s wear law (see Eq. 2.2), where the

wear rate depends on the normal load, and the profile of the components is thus

updated on the basis of the local values of the pressures along the interface [113–115].

Other empirical laws can be assumed, e.g. based on the dissipated energy [116, 117].

Such approaches thus do not investigate the nature of the wear phenomenon in the

system at hand, rather the implications of a specific, already existing, wear model.

This has some rather non-neglible drawbacks from a physics perspective – mainly

a macroscale empirical wear model is being applied outside its original scope, i.e.

locally at the micro- or mesoscale – yet, at the moment it is still the only possible

way to have ballpark estimations for engineering purposes. Different applications

of continuum numerical methods can nevertheless lead to meaningful insights, e.g.

when information available at a given scale is applied at an upper scale. For instance,

in the quest for a mechanical interpretation of Archard’s wear coefficent, the AWM

critical length scale normally observed at the single asperity level [59] has been

applied at the upper scale to the case of contact between rough surfaces by means

of a boundary element approach [72]. Continuum modeling is useful also when

investigating the onset of wear, that is the cracks that propagate in the asperities

of opposing surfaces upon collision. For instance, crack nucleation for contacting

asperities has been studied for both elastic and elasto-plastic contact of rough sur-

faces [110]. Crack propagation from geometrical singularities in the proximity of

the contact junction has also been investigated. In this case, the damage process

is modelled within the continuum method: numerous techniques are available for

this, and a phase-field description of fracture in a finite element approach has been

proven effective [118]. Such methodology is applied in Chapter 6, where more details

are provided.

Discrete approaches have the advantage of naturally modelling detachment of mate-

rial, and they are therefore often preferred when investigating the physics of wear.

The most widely used methodology in this sense is molecular dynamics [105, 119],

which allows to simulate the interaction between atoms, molecules, or small discrete

aggregates of any of them. Thanks to this approach it is thus possible to observe,

at small scales, phenomena such as the transfer of material from one body to the

mating one [57, 120], or the formation of a third body from the collision of the two
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surfaces [59, 73, 84, 85]. Similarly, the discrete element method [106, 121] models

the interaction between particles at larger scales, and it has allowed for instance

to capture the decohesion of particles in materials at the macro-scale (e.g. in rock

mechanics) [122] and to investigate the wear rate when a third body develops [88, 89].

3.2 Atomistic simulations

By atomistic simulations is commonly meant a group of numerical techniques devel-

oped to model the behaviour of materials at the scale of the atoms. The atoms are

thus individually modelled, as opposed to the continuum models mentioned in the

introduction of this chapter and to other discrete methods.

3.2.1 Sampling

In the development of the atomistic approaches presented hereb, two main assump-

tions are made:

• for each atom, the motion of the nucleus and of the electrons can be treated

separately, and the motion of the electrons can be averaged out (called Born-

Oppenheimer approximation);

• following the Born-Oppenheimer approximation, and assuming that the nuclei

are heavy enough, a classical description of the nuclei and their motion is valid.

Given their small dimension, the N nuclei of the system are then treated as separate

mass points described by the set of their positions q and momenta p ,

q = (
q1, q2, ..., qN

)
(3.1)

p = (
p1, p2, ..., pN

)
, (3.2)

where the vectors qi = qiα and pi = piα contains the Cartesian components (α =
x, y, z in 3D) of the momenta and of the positions (or configurations) of the i -th

bThis section presents atomistic simulations in the fashion that I found easiest to digest, notably
with a mixed approach between those of to the textbook by Allen and Tildesley [119] and of the class by
Ceriotti [123]. For the interested reader, another classical textbook in the field is the one by Frenkel and
Smit [105].
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particle. The particles are subject to the Hamiltonian

H
(
p , q

)=K
(
p

)+V
(
q

)= N∑
i=1

∑
α

p2
iα

2mi
+V

(
q

)
(3.3)

where K
(
p

)
and V

(
q

)
are the kinetic and potential energy of the system, and mi is

the mass of the particle i . V
(
q

)
describes how particles interact with one another,

and thus it is often referred to as the interaction potential. For the moment, it suffices

to assume that V
(
q

)
is well-known and that it does not depend on time – some

expressions will be provided in Section 3.2.4.

At any given instant, Equation 3.3 fully describes the mechanical state of the system,

and we can define the phase space as the 6N -dimensional space with the generalized

coordinates x = (
p , q

)
. A point x in the phase space then has 6N components and

contains the information about the instantaneous values of p and q . We can now

write some property of the system (e.g. the potential and kinetic energy) as a function

A (x). We may then be interested in knowing the average 〈A 〉ens of such property

over a set of points x that have a probability distribution ρens (x). The set of points is

called ensemble, and thus we speak of ensemble density ρens (x) and of ensemble

average 〈A 〉ens =
∑

qi
A (x)ρens (x), which can be rewritten as [119]

ρens (x) = wens (x)

Qens
(3.4)

Qens =
∑
qi

wens (x) (3.5)

〈A 〉ens =
∑

qi
wens (x)A (x)∑

qi
wens (x)

(3.6)

where wens (x) is a non-normalized density and the partition function Qens ensures

that the ensemble is thermodynamically consistent, as it is linked to some specific

thermodynamic potential Ψens by

Ψens =− lnQens . (3.7)

Ensembles are defined by the macroscopic thermodynamic properties chosen to be

fixed. When such properties are the number of particles N , the volume V and the

temperature T , the ensemble is called canonical (or NV T ) ensemble; if the energy

E is constant instead of the temperature, one has the microcanonical (or NV E)

ensemble. While other ensembles are also possible, in the following we will restrain
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our considerations to the canonical ensemble.

For the canonical ensemble is [119]

wNV T = e−βH (x) (3.8)

QNV T =
∫

e−βH (x)dx (3.9)

ΨNV T =βA =− lnQNV T (3.10)

where A =U −T S is the Helmholtz free energy (with U the internal energy, S the

entropy, and T the temperature of the system) andβ= 1/
(
kBT

)
is the inverse temper-

ature (with kB the Boltzmann constant). In the canonical ensemble the energy can

always be split into two contributions: the kinetic energy (function of the momenta

p) and the potential energy (function of the configurations q). This allows to factor

the partition function, and the ensemble density becomes

ρNV T (x) = ρNV T

(
p

) ·ρNV T

(
q

)= e−βK (p)∫
e−βK (p)dp

· e−βV (q)∫
e−βV (q)dp

. (3.11)

As a consequence, ensemble averages can also be split in two contributions: the one

dependent on the momenta (usually easy to estimate), and the one depending on

the configuration, which is

〈A 〉NV T =
∫

A
(
q

)
e−βV (q)dq∫

e−βV (q)dq
. (3.12)

We now need a computational technique to compute 〈A 〉NV T . As the number of

evaluations rapidly explodes with any quadrature technique, a Monte Carlo method

or a Molecular Dynamics approach are adopted.

3.2.2 Monte Carlo methods

In the basic Monte Carlo (MC) strategy, M random configurations q are chosen and

the ensemble average is approximated as

〈A 〉NV T =
∑

i A
(
q

)
e−βV (q)∑

i e−βV (q)
. (3.13)
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While this works in principle, the ensemble density ρNV T

(
q

)
can vary widely in the

configuration space, and thus one would mostly sample regions of space that bring

a negligible contribution to the estimation of the integral, and would not sample

as many regions that bring a meaningful contribution. Importance sampling is

thus a sampling technique developed to improve the efficiency of the estimation of

〈A 〉NV T . The idea is to generate M configurations that are distributed as ρNV T

(
q

)
:

this allows to sample more heavily the regions of space where the contribution to

the integral is important, and avoid regions where it is negligible. The estimation of

the ensemble average then becomes 〈A 〉NV T =∑
i A

(
q

)
/M (the Boltzmann factor

already included by the uneven sampling).

The M configurations are generated as a succession of transformations from a con-

figuration q to a configuration q ′. Each configuration thus depends only on the

previous one. The transformation from one state to another is not deterministic,

rather stochastic, i.e. the probability to move from q to q ′ is characterized by the

distribution p
(
q → q ′). (In the general case, the move will involve also the momenta

of the particles, and it is expressed thus as p
((

p , q
)→ (

p ′, q ′)) or p
(
x → x ′)). A nec-

essary condition is that, at equilibrium, the canonical distribution is conserved when

generating q ′ (weak balance). The detailed balance (or microscopic reversibility)

gives a sufficient condition instead, and it states that, at equilibrium, the acceptance

of the trial move from q to any other possible state q ′ is the same of that from any

possible q ′ to q .

The transition probability p
(
q → q ′) from a state q to a state q ′ can be split in two

steps, such that p
(
q → q ′)= g

(
q → q ′) ·a

(
q → q ′), where

1. the generation probability g
(
q → q ′) gives the next trial configuration, and

2. the acceptance probability a
(
q → q ′) accepts/rejects the trial configuration.

A common approach to define g
(
q → q ′) and a

(
q → q ′) is the so-called Metropolis

method [124]. In this technique, g
(
q → q ′) is symmetric, i.e. is chosen such that

going from q to q ′ is as likely as going back from q ′ to q . The acceptance probability

is

a
(
q → q ′)= min

(
1,
ρNV T

(
q ′)

ρNV T

(
q

) )
(3.14)

where ρNV T

(
q

)
and ρNV T

(
q ′) are the probabilities of observing the configurations

q and q ′, respectively, and Eq. 3.14 satisfies both the weak and detailed balance
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conditions [119]. Looking at the expression for ρNV T

(
q

)
in Eq. 3.11, one can notice

that

ρNV T

(
q ′)

ρNV T

(
q

) = e−β(V (q ′)−V (q)) (3.15)

and that the acceptance of Eq. 3.14 is based on a minimum energy criterion, where

the minimized energy is the free energy. If the potential energy of the new con-

figuration V
(
q ′) is lower than the energy V

(
q

)
of the starting configuration, the

move is always accepted (e−β(V (q ′)−V (q)) > 1), otherwise the move is accepted with

a probability e−β(V (q ′)−V (q)) < 1. This inhibits the system to go to regions of space

that have higher potential energy. The equilibrium might be a local one though, and

the generation step g
(
q → q ′) is important in exploring a large region of space. For

example, if g
(
q → q ′) favours new configurations q ′ that are close to the starting one

and the system is at a local minimum, then the acceptance of Eq. 3.14 will prevent

the system to jump over some energy barrier and find any other minima unless a

rare trial move is generated such that the trial configuration is far enough from the

starting one. To avoid this, one may be tempted to create a generation step g
(
q → q ′)

that has a high probability of generating trial moves that are far from the starting

configuration. Yet, this increases the likelihood of atoms getting too close to one

another or in any other higher energy configuration that would be always rejected

by a
(
q → q ′). Some balance between the two approaches is thus needed. Another

approach to explore regions of space that are far from the starting one is to set a high

temperature. For large values of T , β→ 0, and e−β(V (q ′)−V (q)) → 1: increases in the

system potential energy are then much more likely to be accepted, as long as the

difference V
(
q ′)−V

(
q

)
is finite.

3.2.3 Molecular dynamics

Molecular dynamics (MD) is another technique used to evolve the state of a system in

a thermodynamically consistent ensemble. The rule to generate a new configuration

is to satisfy the Hamiltonian form of the equations of motions:

q̇ = ∂H

∂p
= ∂K

∂p
= p

m

ṗ =−∂H
∂q

=−∂V
∂q

= f
(3.16)
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where (̇·) is the time derivative, the Hamiltonian H
(
p , q

)
is given by Eq. 3.3, and

the partial derivative of the potential energy V
(
q

)
results in the forces fiα acting on

the atom i and having the usual Cartesian components α= x, y, z. One can see that

Eqs. 3.16 are just a particular choice of p
((

p , q
)→ (

p ′, q ′)), where the generation

step is deterministic and the acceptance probability equals one. It can be shown

that, while such choice of p
((

p , q
)→ (

p ′, q ′)) does not satisfy the detailed balance,

it does verify the necessary weak balance condition. Note that the map of Eqs. 3.16

introduces a time dependency in the evolution of the system. In the Monte Carlo

approach previously described there is no concept of time: at each step the map

draws a new configuration from all the possible configurations.

From Eqs. 3.16 one can derive that, under the assumption that V and K are not

time-dependent, it is Ḣ = 0, that is the Hamiltonian is constant over time and the

energy is conserved. Furthermore, Eqs. 3.16 are time reversible, i.e. if we are given

the state
(
p ′, q ′), we can go (back) to the state

(
p , q

)
just by reversing the sign of the

momenta p ′.

We now need an algorithm to solve numerically the Hamiltonian equations 3.16, as

they cannot be integrated analytically (except in some simple cases). Many methods

have been developed, but one of the most common (and simple) ones is the velocity

Verlet algorithm, which updates the momenta and the positions in three steps:

p(t0+δt/2) = p(t0) −
(
∂V

∂q

)(t0)
· δt

2

q(t0+δt) = q(t0) − p(t0+δt/2)

m
·δt

p(t0+δt) = p(t0+δt/2) −
(
∂V

∂q

)(t0+δt)
· δt

2

(3.17)

where δt is the integration time step, (·)(t ) are quantities estimated at time t , and

the starting configuration is given at time t0. Splitting the computation of p in two

allows to store only one value of the forces per time step. If the value of the forces

computed at the previous time step was also stored, p could be updated in one step.

In practice, the algorithm is implemented in terms of positions q , velocities v , and
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forces f (or accelerations a = f /m, in alternative to forces):

v (t0+δt/2) = v (t0) + δt

2

f (t0)

m

q(t0+δt) = q(t0) +δt v (t0+δt/2) + δt 2

2

f (t0)

m

f (t0+δt) =−
(
∂V

∂q

)(t0+δt)

v (t0+δt) = v (t0+δt/2) + δt

2

f (t0+δt)

m

. (3.18)

Like the map of Eqs. 3.16, the algorithm is time-reversible, but it does not conserve

the energy and the Hamiltionian H actually drifts away from the initial value with

δt 2. This is due to the use of a finite integration step δt . If δt is sufficiently small, the

drift is slowed down and it can be assumed that H is on average constant during

the simulation. Note that local oscillations are anyway present and the assumption

is that they cancel out. The velocity Verlet algorithm is the one implemented in

LAMMPS [125], the MD simulator used for the simulations of Chapters 4 and 5.

The molecular dynamics technique of Eqs. 3.16 (and in a first approximation the

velocity Verlet integrator if δt is small enough) conserves the energy and satisfies the

weak balance condition – that is, it samples the microcanonical (NV E) ensemble. If

we want to sample the canonical (NV T ) ensemble (as in the description of the Monte

Carlo methods), the Hamiltonian equations need to be modified. This is possible

by applying thermostats to the system. Several thermostats have been developed

over the years, and the most used are probably the Andersen, the Nosé-Hoover, and

the Langevin thermostats [119]. In the simulations of Chapters 4 and 5, the latter

is adopted. The Langevin thermostat, considering a one-dimensional system for

simplicity, modifies the Hamiltonian equations 3.16 into

q̇i =
pi

mi
(3.19)

ṗi =− ∂V

∂qi
−ηpi +

√
2miη

β
·ξ (3.20)

where η is a friction term (if it vanishes, Eqs. 3.16 are recovered) and ξ is some noise

term that is uncorrelated in time. Looking at the second equation one can see that

the thermostat draws energy from the system in a quantity that is proportional to

the momenta (second term at the RHS) and at the same time injects energy into the

system (third term at the RHS). If we suppose the system to be at zero temperature
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locally (pi = 0 ∀i ) and the target temperature to be larger than zero, then the third

term prevails over the second term: momenta (and energy) grow and the system is

heated up. Vice versa if the system is at a much larger temperature than the target

one, the second term prevails: energy is mostly drawn from the system, which cools

down. It can be shown that at equilibrium the configurations
(
p , q

)
are canonically

distributed, and indeed a thermostat must modify the Hamiltonian Eqs. 3.16 without

altering the ensemble distribution (or we end up sampling something else).

3.2.4 Potential energy

So far we have left the expression of the potential energy V
(
q

)
implicit. In our system

with N particles, a general expression for V
(
q

)
is given by

V
(
q

)= N∑
i=1

v1

(
qi

)+ N∑
i=1

N∑
j>i

v2

(
qi , q j

)
+

N∑
i=1

N∑
j>i

N∑
k> j

v3

(
qi , q j , qk

)
+ ... . (3.21)

In Eq. 3.21 each term v1, v2, v3,. . . , vN depends on the interactions within all the

possible sets of one, two, three,. . . , N particles, and the conditions such as j > i on

the sums avoid counting twice the interaction between the same pair (or triplet,. . . )

of particles. The term
∑N

i=1 v1

(
q

)
is representative of any external force acting on

the particle i (for example, due to the repulsion when a rigid body moves against it).

The other terms represent the atomistic interactions instead, each term taking into

account for an increasing number of atoms involved in the interaction. v2

(
qi , q j

)
thus represents the contribution due to the interaction of all possible couples of

atoms i and j , v3

(
qi , q j , qk

)
of all the triplets i , j ,k, and so on. The most important

of these terms is the pair potential v2

(
qi , q j

)
. Indeed computing n-body potentials

with n ≥ 3 becomes rapidly resource consuming, and when acceptable some equiva-

lent pair potential is adopted instead. We then leave out these contributions, and

rewrite Eq. 3.21 as

V
(
q

)= N∑
i=1

v1

(
q

)+ N∑
i=1

N∑
j>i

v2

(
qi j

)
(3.22)

where qi j is the Euclidean distance between the particles i and j . As one wants

Eq. 3.22 to be representative of the interaction between two atoms (or molecules, or

small aggregates of them), V
(
q

)
needs to have an expression such that the particles

i and j are repulsed when they are brought in close proximity and attract each other

when they are pulled apart. V
(
q

)
will also have a global minimum of the energy
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at the equilibrium distance and equilibrium coordination, and a reference energy

(which equals zero in the present formalism) for when the particles are so far apart

that their interaction is negligible.

The Lennard-Jones 12-6 VLJ

(
q

)
[126] and the Morse VM

(
q

)
[127] potentials both

satisfy these conditions and are among the simplest and most used pair potentials.

They are shown in Figure 3.1, and their expressions are

VLJ

(
qi j

)
= 4ε

[(
σ

qi j

)12

−
(
σ

qi j

)6]

VM

(
qi j

)
= ε

[(
1−e−a

(
qi j−q0

))2 −1

] (3.23)

where ε is the bond-energy at the equilibrium distance q0,σ= q0/21/6 is the distance

at which VLJ

(
qi j

)
= 0, and a governs the width of the well and the bond stiffness (the

larger a, the narrower the well and the stiffer the bond). The Lennard-Jones potential

was proved to capture satisfactorily argon’s properties [126], while the Morse poten-

tial in its original derivation addressed diatomic molecules [127]. Simple potentials

like these are computationally efficient and allow to explore material behaviors from

a general perspective, by observing the dynamics of the modelled particles [128].

In tribology, for instance, simulations with the Lennard-Jones potential led to a

discussion on the validity of continuum theories at the atomistic scale [129].

Other examples of potentials shown in Figure 3.1 are the hard-sphere potential and

the harmonic potentials, whose expressions are

VHS

(
qi j

)
=

∞ if qi j < q0

0 if qi j ≥ q0

VH

(
qi j

)
= 1

2
K

(
qi j −q0

)2 −ε
. (3.24)

where K , similarly to a, governs the width of the well and the bond stiffness. The

hard-sphere potential, as the name suggests, corresponds to the potential energy of

two rigid spheres of radius q0, which interact only if they come into contact, in which

case they bounce back. No attractive part exists. Because of the sharp discontinuity

at qi j = q0 and the value of VHS going to infinity for qi j < q0, this potential is not

treatable numerically and soft-sphere potentials are more suitable. The harmonic

potential is continuous instead, but the energy diverges for positive values of qi j ,

that is the attractive part is as strong as the repulsive part. It is therefore clearly not
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Figure 3.1 – Examples of interaction potentials. Both Lennard-Jones VLJ

(
qi j

)
and

Morse VM

(
qi j

)
potentials have a strongly repulsive part for qi j < q0 and an attractive

tail for qi j > q0 that goes to zero. The hard-sphere potential VHS

(
qi j

)
displays

diverging repulsive energy and a zero attractive energy part. The harmonic potential

VH

(
qi j

)
is symmetric with respect to q0 and the repulsive and attractive forces

have same magnitude. For the purpose of showing the qualitative behaviors of the
potentials, parameters have been set to the values a = 3.93/q0 and K = 10/ε.

representative of the atomistic interaction that one is usually interested in. On the

other hand, one can easily see that it corresponds to the potential energy of a spring

of elastic constant K , and it is indeed used to model the normal contact stiffness in

the discrete element method.

Considering now the Lennard-Jones and the Morse potentials, they share three

features:

1. the energy goes to infinity for qi j → 0,

2. the energy has one stationary point, which is the minimum −ε at qi j = q0,
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3. the energy goes to zero for qi j →∞.

As the derivative of the potential is the force exerted by one atom on the other (cf.

Eq. 3.16), it means that:

1. the force is negative (repulsive) and goes to infinity for qi j → 0,

2. the force is zero at qi j = q0 (and the particles are at equilibrium),

3. the force is positive (attractive) for qi j > q0 and goes to zero for qi j →∞.

In principle, one needs to take into account of all the interactions that each atom i

has with all the other atoms j in the system (cf. Eqs. 3.22 and 3.18). This becomes

rapidly expensive computationally, as it scales as N 2, and a wise approach is to

introduce a cut-off length qcut > q0 such that the potential equals zero for all qi j

larger than qcut. This allows to reduce significantly the computational time, which

can scale as low as N , while discarding contributions that are negligible (it is a

reasonable assumption that atoms far apart do not interact in a meaningful fashion).

Figure 3.2 represents another family of pair potentials. These potentials are a modi-

fied version of the Morse potential, and their expression is [59]:

VAWM

(
qi j

)
=


ε

[(
1−e−a

(
qi j−q0

))2 −1

]
qi j < 1.1q0

c1
q3

i j

6 + c2
q2

i j

2 + c3qi j + c4 1.1q0 ≤ qi j ≤ qcut

0 qcut ≤ qi j

(3.25)

where the ci coefficients need only to satisfy the condition that both the potential

and its first derivative are continuous. These potentials were first presented in the

work of Aghababaei, Warner, and Molinari [59], where they played a key role in the

possibility of observing the AWM critical length scale (see 2.2.2). They are also the

potentials used for the simulations of Chapters 4 and 5. For these pair potentials,

different values of the cut-off distance qcut allow to tune the inelastic behaviour,

making the model material more or less ductile/brittle. The potentials share the

same properties up to 10 % of the bond stretch (1.1q0), that is they share the same

elastic properties and surface energy γsrf, as they depend on the equilibrium distance

q0. Changes in the cut-off distance qcut affect the unstable stacking fault energy γusf,

which gives an estimate of the energy required for two parallel planes of atoms to

slip over one another. In Figure 3.2, the potential P1 has the largest cut-off and the
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Figure 3.2 – Family of interaction potentials adopted in the simulations of Chapters 4
and 5 [59]. The potentials share the same repulsive behavior and the same elastic
behavior up to 10% of bond stretch (cf. Eq. 3.25). Each potential of the family
is characterized by a different cut-off distance qcut. This alters the ductility of the
potential: the larger qcut, the more ductile the behavior (dislocations are favored over
brittle separation of surfaces). The black dotted line represents the Morse potential

VM

(
qi j

)
, from which VAWM

(
qi j

)
is derived: the potentials differ for their tail, which

is smoother for the Morse potential – VM

(
qi j

)
is more ductile and does not allow

to observe the AWM critical length scale within the system sizes explored in that
work [59].

lowest unstable stacking fault energy, and vice versa P6 has the smallest cut-off and

the highest γusf. Lower values of γusf are representative of higher ductility (for a given

γsrf), as it is easier for dislocations to propagate. The family of potentials VAWM

(
qi j

)
then allow to model materials that are more or less ductile, and eventually observe

the ductile-to-brittle transition in adhesive wear [59]. The differences in ductility are

also reflected by the values of the hardness of systems with different potentials, P1

being the softest potential and P6 the hardest [59].
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3.3 Discrete element method

Another method that models materials as a set of discrete particles is the discrete

element method (originally called distinct element method, in any case: DEM), and

it is here briefly presented following mostly the original formulation by Cundall [106].

3.3.1 Formulation

The assumptions of this method are that

• the particles can have any size and shape (in practice, discs in 2D and spheres

in 3D are often adopted),

• the particles have six degrees of freedom (four in 2D), i.e. they are allowed to

both translate and rotate,

• the deformation of each particle is finite but negligible when compared to the

deformation of the assembly,

• only pair-wise interactions take place, and such interactions are known,

• the particles obey Newton’s second law (i.e. Hamilton’s second equation of

motion, cf. Eq. 3.16).

The first two assumptions come from the original scale of application of the method

– the meso-scale. The method was in fact first developed in the 1970s to investigate

granular assemblies in rock mechanics [106].

The system then evolves following Newton’s second law applied to the translational

and rotational degrees of freedom,

mi q̈i = fi

Ii ω̇i = ti

, (3.26)

where (̈·) is the second time derivative, Ii ,ω, and ti are the particle moment of inertia,

angular velocity and torque, respectively. Several constitutive laws can be applied

to derive the forces fi and torques ti that arise from contact between two particles.

Both the normal and tangential components of fi depend on the direction and

magnitude of the velocity of the pair of particles that are interacting. Torques arise
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3.3. Discrete element method

from the tangential forces, whose laws need to take into account friction, rolling

resistance, and torsion resistance [121]. Both normal and tangential forces laws

include dissipative terms, and additional global (background) dissipative terms are

added to the interaction forces and torques acting on each particle. Numerically,

Verlet algorithms are traditionally used to evolve the system. One can then see that if

the particles interact elastically, in the limit of frictionless particles and no damping,

the method is equivalent to a molecular dynamics approach with the repulsive part

of an harmonic potential.

3.3.2 Comparison between DEM and MD

Both methods simulate the material in a discrete fashion, and one may argue that

the core idea is the same: having a set of particles that evolve following the equations

of motion. While this is true, differences between the two methods exist and are

significant.

MD, in its theoretical formulation, has strong thermodynamics basis that allow to

sample specific ensembles ensuring a thermodynamic equilibrium. The whole MD

derivation reported above lies on the assumption that the force fields acting on the

particles depend only on the position of the particles themselves, which leads to

the conservation of the Hamiltonian. In contrast, in DEM a static equilibrium is

looked for, i.e. the aim is to model a system where its components are at rest for a

sufficiently long experiment (e.g. sand grains dropped to form a pile). To this end,

damping terms need to be introduced to dissipate kinetic energy [106] (they can be

justified with physical bases [121]), and the Hamiltonian is not conserved. This has

also important implications in the formulation of the method, as DEM potentials

are velocity-dependent.

Numerically, while the two approaches have similar implementations (both use

algorithms of the Verlet family), more data need to be stored in DEM because of the

larger number of degrees of freedom and of the dependence on the velocity of the

interactions.

Furthermore, DEM constitutive laws for forces and torques easily involve a large

number of parameters (elastic/ friction/ rolling/ torsion stiffness, elastic/ friction/

rolling/ viscosity, etc. [121]), which are poorly understood physically and which need

to be somehow fitted. Nonetheless, it should be possible to capture fundamental

phenomena such as the ductile-to-brittle transition observed in adhesive wear with

45



Chapter 3. Numerical framework

a DEM approach, too, as the adhesive behaviour of particles can be modelled [130].

MD potentials can also be complicated and computationally expensive, yet the sim-

plest ones (e.g. the Lennard-Jones and Morse potentials) already allow to investigate

relevant fundamental physical phenomena [59, 128]. DEM is then expected to be

a precious resource in the extension of the investigations of such phenomena to

a larger scale and to constitutive behaviours representative of particular materials

(such as rocks).

DEM indeed allows to model macro-scale assemblies, which is just not feasible for

MD. Germann and Kai in 2008 [60] performed one of the largest MD simulations,

modelling 12 trillion particles (with a simple Lennard-Jones potential), and they

corresponded to a cube of edge 2.5 µm. Computational resources are still not

available to perform MD simulations at the engineering scale, and the authors

estimated that it would take 100 years for it to be possible.

Finally, one must not forget that each method has its own history and its own domain

of application. MD was developed in the theoretical physics community, while DEM

in the geotechnical engineering community, and the needs of the two groups are

clearly different. My need is to be able to capture both brittle and ductile mechanisms

during adhesive wear, with cheap and simple potentials that allow me to investigate

long timescales. A molecular dynamics approach with the interaction potentials

described by the modified Morse potentials presented above (Eq. 3.25) is thus the

method that suits best my investigations.

46



Chapter 4

Emergence of self-affine surfaces
during adhesive wear

Friction and wear depend critically on surface roughness and its evolution with time.

An accurate control of roughness is essential to the performance and durability of

virtually all engineering applications. At geological scales, roughness along tectonic

faults is intimately linked to stick-slip behaviour as experienced during earthquakes.

While numerous experiments on natural, fractured, and frictional sliding surfaces

have shown that roughness has self-affine fractal properties, much less is known

about the mechanisms controlling the origins and the evolution of roughness. Here,

by performing long-timescale molecular dynamics simulations and tracking the

roughness evolution in time, we reveal that the emergence of self-affine surfaces is

governed by the interplay between the ductile and brittle mechanisms of adhesive

wear in three-body contact, and is independent of the initial state.

Disclaimer This chapter is reproduced from the postprint version of the article

Milanese, E., Brink, T., Aghababaei, R. & Molinari, J.-F. Emergence of self-affine

surfaces during adhesive wear. Nature Communications 10 (2019) [131], and it

is freely accessible at https://doi.org/10.1038/s41467-019-09127-8. I personally

conducted the design and running of the simulations, the analysis of the results, the

discussions, and the writing of the article (figures included).
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Chapter 4. Emergence of self-affine surfaces during adhesive wear

4.1 Introduction

The roughness of surfaces is a key parameter for all tribology-related phenomena,

namely friction, wear, and lubrication. This was already clear to the pioneers of tribol-

ogy, from Da Vinci [47] to Coulomb [48], who linked friction and surface morphology.

Their findings were generalized in the past century by Bowden and Tabor [49], who

studied the effects of adhesion and introduced the concept of real contact area.

More recently, experimental evidence has shown that both natural and manufac-

tured surfaces are self-affine over many scales [27, 38–41, 44]. In geophysics, the fault

roughness decreases with slip [26, 28] and is related to the fault’s strength [31, 34] and

deformation mechanisms [29]. Also, for various engineering surfaces, the roughness

is found to converge upon rubbing to a steady-state value [36, 37]. New surfaces gen-

erated by tensile fracture are well known to be self-affine, too [41, 44], and different

universal Hurst exponents have been linked to different damage mechanisms [44, 45].

However, the physical origins of these observations are still unclear [30].

Several theoretical surface growth models have been developed to explain roughness

evolution [94, 132]. Nonetheless, the generalization of simple diffusion models

to the complex case of rubbing surfaces [101] still misses significant mechanisms,

like the concurrence of ductile and brittle mechanisms when working the surface.

Continuum numerical models are also limited, as they struggle to capture all the

several intertwined non-linearities, such as contact, adhesion, plasticity, and fracture.

Molecular dynamics simulations can capture the aforementioned non-linearities

and atomic-scale mechanisms, but the computational cost is high [60, 133] and

mechanisms that take place at long time and length scales cannot be modelled.

To overcome the scale limitations in atomistic simulations, simple model poten-

tials have recently been developed [59], which have proved to be able to capture

the ductile-to-brittle transition taking place upon collision of surface asperities in

adhesive wear processes [59]. When two asperities come into contact, three possible

mechanisms can take place [81]: atom by atom removal in the light load and low

adhesion limit [80, 81, 111], and alternatively ductile deformation [51, 59, 134] or

brittle fracture [50, 59, 135, 136] of the asperities at larger loads and moderate to

high adhesion. Our investigations are conducted in the latter conditions, where

the mechanism depends on the size of the junction formed by the two contacting

asperities [59, 72, 73, 84].

Here, we perform long-time molecular dynamics simulations of rubbing surfaces,
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investigating different initial conditions. Thanks to the adopted method, the ductile-

to-brittle transition occurs spontaneously (that is, it is not enforced), permitting us

to explicitly capture the debris particle formation [59, 73, 84] and the subsequent

transition to a three-body configuration. We thus have a competition between the

brittle fracture mechanism that roughens the surfaces and the ductile one that

flattens them. Once the debris particle is formed, these mechanisms take place at

the contact interface between the particle and the surfaces. We find that the resulting

worn surfaces are self-affine and characterized by the same statistics independently

of the initial state, within the investigated range. Our results also show that the debris

particle wear rate is lower in the three-body configuration, i.e. after running-in.

4.2 Results

4.2.1 Simulation set-up

The investigation consists of a large set of 2D molecular dynamics simulations

over a long duration to maximize the chances of observing a steady state for some

surface feature, as observed experimentally [36, 37]. The analysed condition is

dry sliding of one surface on top of the other, both described by the same model

interaction potentials, at constant temperature and constant sliding velocity (see

Figure 4.1b and methodology in Section 4.4 for details). The simulations differ

from one another in bulk material properties, surface topography, temperature,

and system size (see Table 4.1 and methodology in Section 4.4 for the full details).

Throughout the article quantities are measured in reduced units, the fundamental

quantities being the equilibrium bond length r0, the bond energy ε at 0 K, and the

particle mass m. Recently, a critical length scale d∗ was found to govern the ductile-

to-brittle transition in adhesive wear [59]: when two asperities collide, if the junction

size d formed by the asperities is larger than d∗, the asperities break and a debris

particle is formed, otherwise the asperities deform plastically (Figure 4.1a). The

critical length scale is expressed as d∗ =λ ·∆wG/τ2
j , where τj is the junction shear

strength, G is the shear modulus of the material, ∆w is the fracture energy and λ is

a geometrical factor. In our simulations, the materials are described by interaction

potentials, which we characterize by the maximum stress τsf on the generalized

stacking fault curve at zero temperature [137, 138]: the lower τsf, the more ductile

the material is and the larger its critical length scale d∗. We adopt two different initial

surface morphologies: single asperity against single asperity (Figure 4.1b) and self-
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affine surface against self-affine surface (Figure 4.1e, 4.1i and 4.1m). In all cases, the

initial contact takes place in a two-body configuration, that is the two surfaces come

directly into contact with one another. In the single-asperity setup, (Figure 4.1b-d,

simulations S1 to S7, where S stands for single asperity, cf. Table 4.1) each surface

is atomistically flat, except for one semicircular asperity. By sliding the top surface,

its asperity collides with the asperity of the opposing surface and forms a junction.

The size of the initial asperities is chosen large enough for the junction size d to be

greater than the critical size d∗ and to create a debris particle (Figure 4.1c), which is

then constrained to roll between the two surfaces. In the case of initially self-affine

surfaces rubbing against one another (Figure 4.1e-h, 4.1i-l and 4.1m-p, simulations

R1 to R3, H1, G1 and G2, where R stands for rough, H for heterogeneous material

and G for grain boundaries, cf. Table 4.1), we construct the two surfaces with the

same Hurst exponent and same root mean square roughness, but we do not control

the position of the first contact, nor its size. The first contact involves several small

asperities in both surfaces, which deform plastically (Figure 4.1f) until they form

a junction of size d > d∗ and the surfaces break (Figure 4.1g). In this case, several

asperities come into contact with the newly formed debris particle and interact with

it in a brittle or ductile fashion, according to the size of the contact that is developed

each time. The initial stage is even more complex when the material is heterogeneous

(Figure 4.1i-l and 4.1m-p, simulations H1, G1, and G2, cf. Table 4.1). We prepared

such a case by geometrically dividing the material into irregularly shaped sub-regions

(randomly distributed both in size and in position), and randomly assigning one of

two potentials within each sub-region. The two potentials differ in their critical size

d∗, so that two different critical length scales coexist in the system. As a result of

this mixture, the overall surfaces are heterogeneous in terms of inelastic behaviour

(with half of the tiles being relatively more brittle than the other half). Upon asperity

collision the critical length scale for the ductile-to-brittle transition in the case of

the mixture is then no longer well defined. In this case the surfaces favour cracks

within the least tough material (or at weak, heterogeneous interfaces), and plastic

deformation within the toughest one (cf. Supplementary Movie 1).

After this initial stage, and independently of the original geometrical setup and of

the heterogeneity of the material, the surfaces reach a state where the debris particle

continuously rolls between them and works them (Figure 4.1d, 4.1h, 4.1l and 4.1p).

The contact now takes place in a three-body configuration, the third body being the

debris particle that separates the two surfaces (i.e. the first bodies). The surfaces

undergo both brittle and ductile deformation and material transfer takes place both

ways: from the debris particle to the surfaces and vice versa. This interplay with
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the third body allows for a continuous reworking of the surfaces, which appear to

be self-affine whenever a steady-state roughness is reached. Remarkably, as we

explain below, this self-affine morphology is independent of the initial conditions

investigated. The case of heterogeneous materials is particular: each of the two

materials is characterized by a different critical length scale and the effect of this

on the critical length scale of the mixture is still unknown. From our results, no

trace of this heterogeneity is found in the scaling of the self-affine morphology of the

worn surfaces. In all cases, the inclusion of the ductile-to-brittle transition within

the modelled length scales is fundamental to capture the self-affine nature of the

surfaces. When it is not included, asperity collision never leads to the formation of

loose debris particles and surfaces always smoothen [57, 71, 139–143].

4.2.2 Self-affine description

For a complete description of the surfaces, we investigate their power spectral density

(PSD)Φ per unit length, as it contains information about the contribution of all the

length scales involved. Self-affine surfaces are in fact characterized by an anisotropic

scale transformation [94]. This means that their heights h(x) scale differently than

the horizontal position x, and the scaling relation is [94, 96] h (λx) ∼λH h (x), where

λ is the scaling factor, and 0 < H < 1 is the Hurst exponent[96, 97] (see Section 4.4

for a more detailed discussion about H). In other words, magnifying the x axis

by a factor λ will produce a magnification of the heights h (x) by a factor λH . An

important consequence of this relation is that if the statistics of a self-affine surface

are known at a given scale, they can be extended to all the other scales by means

of the Hurst exponent H . The PSD of self-affine surfaces displays a power-law

behaviour Φ(q) ∼ q−α (where q is the wavevector) and the Hurst exponent can be

expressed in terms of the power-law exponent α [97, 98, 144]: in the case of 1D

surfaces H = (α−1)/2 (see methodology in Section 4.4 for more details).

The results of the analysis are displayed in Figure 4.2 and Supplementary Fig. S4.4,

which show the normalized power spectral density and the height–height correlation

function averaged over several time steps for the worn top and bottom surfaces of

different simulations, respectively. The surfaces are sampled during the steady state,

where their roughness (expressed as the root mean square of heights) fluctuates

around a stabilized value and their profile can be assumed to be stationary. This is

the first time, to the best of our knowledge, that such a trend in the roughness evolu-

tion is numerically reproduced. It is in fact known from experimental evidence that
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surfaces undergo large roughness variations in the early stage of the wear process,

before settling around a steady-state value [37, 75], as reproduced by our simulations

(cf. Figure 4.3a). The PSDs in Figure 4.2a and Supplementary Fig. S4.4a collapse

around an average value of the Hurst exponent H = 0.7, the lowest value being

H = 0.6 and the highest H = 0.8, irrespective of the initial geometry, the material,

the heterogeneity of the material or the system size, within the range of conditions

investigated. The scaling of the roughness in terms of root mean square of heights

σ with the system size is also consistent with a self-affine morphology (cf. Supple-

mentary Fig. S4.5, which shows σ for two surfaces of different size). The estimation

obtained for H is in good agreement with the values found for natural faults over a

broad range of length scales [27, 34](H = 0.77±0.23), shear experiments in limestone

blocks [33] (H = 0.65−0.8), and worn asphalt roads [145] (H = 0.8). Furthermore,

the height-height correlation function ∆h(δx) = 〈[h(x +δx)−h(x)]2〉1/2 plotted in

Figure 4.2b and in Supplementary Fig. S4.4b allows us to observe if any crossover

for H is exhibited around the critical length scale d∗. No pronounced change of

behaviour is displayed in the range of d∗ values investigated, and the self-affine

morphology is thus the same at smaller and larger scales. The upper cutoff exhibited

in Figure 4.2b and in Supplementary Fig. S4.4b is due to the box size. The possibility

of a change in the Hurst exponent at the largest investigated scales cannot be ruled

out.

The fact that no change in the statistics is observed in correspondence to d∗ and

that the surfaces are rough at all scales is possibly due to the change in the contact

configuration. After the debris particle is formed, the system transitions in fact to

a three-body contact configuration. The loading conditions are then changed and

the critical length scale d∗ might thus assume a different value upon rolling contact.

Furthermore, atoms can be removed at the interface by attrition, and plastic defor-

mation also contributes to the change of the surface morphology. Another important

mechanism, first put forward to explain fault roughness [26, 32], is the smoothing

and re-roughening of the surface by the removal of fragments from it. According to

this mechanism, a fragment removed from the surface roughens it at the scale of

the fragment and smooths it at larger wavelengths. In our simulations, the strong

interfacial adhesion allows for this mechanism to happen ideally at all the modelled

length scales. An upper length scale for the fragments is set by the current contact

size between the debris particle and the surfaces. According to the described picture,

larger wavelengths should be smoothed more than shorter ones, which we observe

in the initial stage of the process (see Supplementary Discussion, Section 4.5.2).

We also remark that, beside the ductile and brittle mechanisms, surface diffusion
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takes place in our simulations and, without sliding, at infinite time the equilibrium

surfaces would be close to atomistically flat. The deformation mechanisms, though,

are fast enough to counteract diffusion, and contribute to a rich distribution of the

surfaces heights. The lattice planes are in fact not aligned across the sample (cf. Sup-

plementary Fig. S4.6). When grain boundaries are modelled, each grain is initially

assigned a random rotation and can rotate during the sliding process, providing an

additional mechanism for the surface roughening and leading to a larger spread in

the height distribution (cf. Supplementary Fig. S4.7).

A theoretical value of H = 0.5 (i.e. random correlation) for wear processes was pro-

posed by means of a diffusion model with random deposition [101]. On the other

hand, both experimental and numerical results suggest that adhesive wear is not a

random Gaussian process, and that H > 0.5. Thus, more ingredients are needed in

theoretical models that aim at describing the surface evolution during adhesive wear

processes, including plastic deformation and brittle fracture. The debris particle is in

contact with only a small part of the surface at every instant, localizing the deforma-

tion and the material transfer, and the sliding direction breaks down the symmetry in

the evolution. This provides some similarities with the gradient percolation models

used in fracture front propagation: in this class of models, the self-affine fractal front

propagates towards a preferred direction (providing asymmetry) and the predicted

Hurst exponent H = 2/3 (when small scale effects prevail over large scale elasticity)

is consistent with our findings [132]. Models for directed polymers in a random

medium also exhibit H = 2/3 and may provide further insights [94]. The problem of

crack width has indeed been suggested to be connected with that of random directed

polymers [146], and the detachment of the particle from the mating surface during

the rolling motion may display a similar crack-like behaviour that would contribute

to the self-affine morphology. Finally, the inclusion of a scale-dependent material

strength is likely another fundamental ingredient needed in theoretical models to

capture a persistent Hurst exponent (i.e. H > 0.5)[34]. There is in fact evidence[34]

that mechanical behaviour underlies a Hurst exponent H = 0.75±0.05 in rocks at

the nanoscale.
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Figure 4.1 – Ductile-to-brittle transition, simulation setup, and evolution. a) Upon
collision between two asperities (1), two possible mechanisms can take place de-
pending on the junction size d : if it is larger than the critical, material-dependent
value d∗, surfaces break and a debris particle is formed (2), else the asperities de-
form plastically (3). Solid red lines represent the junction of size d and dotted red
lines represent the crack path. b) Setup: The two bodies are pressed together by a
normal force fy , while the sliding velocity is imposed on the top layer of atoms of the
upper body. The bottom layer of atoms is fixed horizontally. A thermostat is applied
on the layers next to the fixed boundaries. The box width lx is fixed and periodic
boundary conditions are applied along x; the simulation cell, with initial vertical size
ly , is allowed to expand/shrink vertically. b-d) Single asperity setup, example frames
from simulation S1. The point of first contact in the two-body configuration is well
defined and a debris particle is formed upon asperity collision (c); in the three-body
configuration, the debris particle wears away the surfaces while increasing in vol-
ume (d). e-h) Setup with self-affine homogeneous surfaces, example frames from
simulation R2. The asperities are present at all modelled scales and deform plas-
tically upon contact in the two-body configuration (f) until a junction size is large
enough to favour debris particle formation (g) and the transition to the three-body
configuration (h). i-l) Setup with heterogeneous self-affine surfaces: harder material
is depicted in red and dark blue, softer material in yellow and light blue, example
frames from simulation H1. m-p) Setup with heterogeneous self-affine surfaces with
grain boundaries, example frames from simulation G1. The steady-state surface
appears rougher (p). In all figures colours distinguish particles originally belonging
to the top (dark and light blue) and bottom (yellow and red) surfaces; in figures
b-p) black lines represent simulation box boundaries and s is the sliding distance
expressed in units of r0.
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4.2.3 Evolution of a debris particle

A particular feature of our simulations is that the two surfaces are worn mostly

during three-body contact, which is relevant for the overall wear formation in both

natural and industrial sliding processes [26, 52]. The presence of third bodies clearly

plays a key role in the emergence of the self-affine morphology and therefore we

now analyse the life of a debris particle once it is formed. Details on how the debris

particle is born have already been addressed elsewhere [73].

Two different geometrical setups are adopted for the simulations shown in Figure 4.3:

single asperity on single asperity at three different temperatures (S1-S3) and self-

affine surface on self-affine surface at two different temperatures (R1 and R2). The

evolution of the wear volume in Figure 4.3c shows that in all cases our simulations

capture both the severe wear running-in phase (formation of the debris particle, i.e.

the non-zero initial wear volume) and the mild wear steady-state phase that follows.

This matches experimental observations [75, 99, 147], as suggested by the evolu-

tion of the equivalent roughness σeq (Figure 4.3a and Supplementary Discussion,

Section 4.5.2).

It can be observed that the evolution of the three parameters (surface roughness

σeq, tangential work Wt, and wear-particle volume V ) exhibits common features

among the simulations. In each simulation, a sharp increase in σeq is observed

upon formation of the debris particle, which corresponds to a sudden increase in the

frictional work (inset of Figure 4.3b). In this initial stage, the wear volume has been

found to be proportional to the work done by the frictional force [73]: V = Wt/τj,

with τj being the junction shear strength and Wt being the integral of the frictional

force over the sliding distance. This relation applies during the particle formation,

where the frictional force reaches its maximum and then slowly decreases towards

small values. Over long time scales, the integral of these small values leads to a

significant amount of work, which partly contributes to the particle growth. The

inset of Figure 4.3b and the Figure 4.3c indeed show that the initial volume of the

debris particle is larger when the frictional work is larger, and for the single asperity

setup the frictional work appears to reach a plateau. When the original surfaces are

self-affine and more collisions take place at running-in, the plateau is not clearly

defined. Looking at the evolution of Wt in Figure 4.3b, it is clear that the frictional

work is not constant over the investigated timescale, but that it keeps increasing

at an approximately constant rate (consistently with a constant tangential force Ft,

cf. Supplementary Fig. S4.8). The rate is nevertheless lower than the average rate
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Figure 4.2 – Steady-state surface morphology analysis. a) PSD per unit lengthΦ as a
function of the wavevector q and the wavelength λ, the relation between the two be-
ing q = 2π/λ. b) Height-height correlation function∆h(δx) = 〈[h(x +δx)−h(x)]2〉1/2.
The surfaces are taken from ten different simulations (see Table 4.1 for details), the
subscript indicates the top surface for each simulation. Bottom surfaces for the
same simulations are reported in Supplementary Fig. S4.4. In both a) and b) the
solid black straight guide-line corresponds to a Hurst exponent H = 0.7. Dotted
black straight guide-lines show the hypothetical slope for distributions of H = 0.5
and H = 1.0. In b) the shaded area displays the interval of distances corresponding
to the range of critical length scale values d∗ exhibited by the adopted potentials. No
pronounced crossover is observed in the slope of ∆h(δx) over the range of values for
d∗. As a consequence of the assumption of periodic surfaces, the function is roughly
symmetric with respect to half the horizontal box size (hence the plateau and the
following drop for large values of δx).

57



Chapter 4. Emergence of self-affine surfaces during adhesive wear

 0

 5

 10

 15

 20

 25

 30

 0  10  20  30  40  50  60

a

σ
e

q
 [
 r

0
 ]

sliding distance [ 103 r0 ]

 0

 10

 20

 0  0.5  1
 0

 50

 100

 150

 200

 250

 0  10  20  30  40  50  60

b

W
t 
[ 
1
0

3
 ε

 ]

sliding distance [ 103 r0 ]

S1 

S2 

S3 

R1 

R2 

 0

 10

 20

 30

 40

 50

 0  10  20  30  40  50  60

c

V
 [
 1

0
3
 r

0
3
 ]

sliding distance [ 103 r0 ]

Figure 4.3 – Evolution of equivalent roughness σeq, frictional work Wt, and wear
volume V . See Supplementary Figs. S4.11 and S4.12 for further simulations. a)
Evolution of σeq. While for most simulations the value of σeq stabilizes, cold temper-
atures (S3) and debris particle shape (R1) can inhibit this stabilization. b) Evolution
of the tangential work Wt with the sliding distance. The work Wt exhibits a sharp
increase upon formation of the debris particle [73](inset: Wt for sliding distances
up to 1000 r0), after which it grows at smaller rates. c) Evolution of the wear volume
of the rolling debris particle, as defined only after its formation. In all simulated
conditions the wear rate after the debris particle formation is small compared to
the ratio of the initial particle size over the sliding distance necessary to form the
particle (cf. Supplementary Fig. S4.9), consistent with the transition from severe to
mild wear [75].

displayed in the running-in stage, which governs the initial debris particle size (cf.

Supplementary Fig. S4.9). This suggests a change in the mechanism of wear, as

supported by the loss of the proportionality of the wear volume to 1/τj after running-

in (Supplementary Fig. S4.10) and by the change in the wear rate (Supplementary

Fig. S4.9).

We can then split the debris particle life into two distinct phases: particle forma-

tion and particle evolution. The two situations are characterized by different wear

rates (cf. Supplementary Fig. S4.9), the one corresponding to particle formation

being much larger. This result is consistent with decreasing gouge-formation rates

observed for natural faults [26]. The reduction in the friction coefficient with the

sliding distance in fault lubrication processes [16] provides another consistent ob-

servation, under the reasonable assumption that wear rate and friction variations

are similar under those conditions [22, 92]. Likewise, shear experiments on rocks

have shown vanishing wear rates in a three-body steady-state configuration [92], and

wear experiments have displayed a reduction in the wear rate if the wear debris is

not evacuated [52, 90, 91]. We ascribe the change in the wear rate, i.e. high to low, to
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the different contact configurations. In the initial phase, asperities belonging to both

surfaces collide continuously upon sliding in a two-body configuration, and wear

debris particles are repeatedly formed at a constant rate, as in Archard’s picture [50].

As wear experiments are usually performed in open systems, where the wear debris

particles are regularly evacuated, the formation of a full three-body contact config-

uration is avoided and the rate of wear particle creation is constant (due to local

collisions of asperities between the two surfaces). If a three-body contact configura-

tion develops instead (for example in faults), the third body behaves similarly to a

lubricant [52], separating the first bodies. As a consequence, the two surfaces are not

directly in contact with one another, but with the third body only. Wear can then take

place exclusively at the interface between the third body and the surfaces. Both our

simulations and the cited observations include three-body contact conditions and

predict a decrease in the wear rate compatible with the introduction of a lubricating

effect in the tribosystem. The rate of evacuation of debris particles from the system

is thus fundamental in the evolution of surface roughness. A low evacuation rate is

expected to reduce asperity collisions, which are responsible for creating roughness

at scales larger than the critical junction size [59]. The mechanical behaviour of

the wear debris is also expected to affect the wear rate [52]. While in our case the

debris particle has the same mechanical behaviour as the first bodies, the presence

of chemical processes that harden the wear debris might actually increase the wear

rate. If the debris particles favour rigid rolling over frictional sliding, though, this

increase might not occur [52].

4.2.4 Influence of heterogeneity and limitations

The case of heterogeneous materials with grain boundaries (simulations G1 and G2)

yields further observations. The inclusion of two different species and the presence

of grains, instead of a perfect lattice, provide favourable crack propagation directions

that are not present in the homogeneous cases. Cracks propagate more easily along

the grain boundaries—where the mismatch of the lattices reduces the overall bond

strength between the atoms at the interface—and within the bulk of the least tough

species. Additionally, cracks are more likely to stop propagating when the tip meets

the tougher material (cf. Supplementary Movie 1). Furthermore, the heterogeneous

grains modelled in simulations G1 and G2 can be seen as inclusions of one of the

two species in a matrix made of the other one, in the extreme case where the two

species have the same phase fraction. The same mechanisms affecting the crack

path (because of the lattice mismatch and/or different material properties) are thus
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expected to occur—although more localized—when the inclusions’ phase fraction

is smaller than the matrix phase fraction. As the latter is a case in between the

homogeneous and heterogeneous bulk cases investigated here (i.e. simulations R

and G respectively), the findings of this work suggest that a similar self-affine surface

morphology should be recovered. Real materials might also contain pre-existing

dislocations or point defects, which are not considered in the present set of simula-

tions. In these cases, we would expect the defects to affect the plastic response of the

bulk and, thus, its critical length scale and the debris formation process. Moreover,

while we restricted ourselves to one possible crystal structure, materials can also

be amorphous. Assuming homogeneous materials, we would then expect the crack

path to have no favourable direction because of the isotropic structure, contrary

to the hexagonal lattice modelled here. Finally, surfaces undergoing continuous

reworking are also known to exhibit hardening, which most likely leads to a change

of the critical length scale over time, affecting in turn the wear rate.

It should be also noted that our simulations are restricted to 2D systems by the

large computational demands of long-timescale simulations in 3D. One relevant

difference between 2D and 3D systems is that in the first case, the lattices of the two

bodies are more likely to locally match, allowing full, bulk-like adhesion to develop.

Furthermore, in 3D the debris particle could roll at some angle with respect to the

sliding direction of the top body, as a consequence of local peaks and valleys due to

the roughness along the additional dimension. It is also known that the steady-state

roughness normal to the sliding direction is different than that parallel to the sliding

direction [25], which cannot be captured by 2D simulations. Also, in 3D the debris

particles are not forced to pass over the same track again and again. Despite these

differences, which might result in a slowdown of the roughness evolution process,

we believe that the same mechanisms should be recovered in 3D systems too, as the

aforementioned evidence from experiments and field observation of faults suggests.

Short timescale 3D simulations have also confirmed 2D observations for the early

stages of the sliding process [73]. Further investigations are necessary in any case to

address the effects of 3D geometry and of the more complex micro-structures.

With respect to the boundary conditions, a normal force and a sliding velocity are

applied at the same time since the beginning of the simulations. This differs from

situations where a normal load is first applied, and then the top body is pushed

and slides against the bottom one. If the latter conditions were to be applied in the

present setup, the initial contact geometry would likely differ. Nonetheless, as long as

the formed junction is larger then the critical length scale d∗, a debris particle forms,
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is constrained between the two surfaces, and works them – the final morphology

is expected to be statistically the same than the one observed for the simulations

reported here. Furthermore, for larger system sizes with random initial morphology,

the initial contact area is expected to be distributed among multiple spots. This can

lead to more complicated settings, like the formation of multiple debris particles

and the interaction between asperity contacts [84]. These may in turn alter also the

surface morphology evolution (for example because of collisions between rolling

debris particles). While such setup is out of the scope of this specific study because

of the extensive computational resources that it would require, it would undoubtedly

be beneficial to explore it in future investigations.

4.3 Discussion

Our molecular dynamics simulations of rubbing surfaces highlight the importance

of including both ductile and brittle deformation mechanisms in the modelling

of adhesive wear processes. This allows to explicitly capture the transition to the

three-body configuration [59, 73], where the surfaces are worn away by the debris

particle.

The approach leads us to two major results. The first is the ability to track the

evolution of rubbed surfaces into self-affine fractals characterized by a persistent

Hurst exponent. We argue that the development of the self-affine morphology is

due to smoothing and re-roughening mechanisms and that these mechanisms take

place mostly in a three-body configuration, as in natural faults [26, 32]. The second

result is that the wear rate is lower once the system has transitioned to a three-body

configuration. We ascribe this to the different contact configuration: two-body

contact at running-in and three-body contact later, the latter having a lubricating

effect. This unveils the role of the debris evacuation-rate in wear experiments. We

conclude that accounting for the ductile-to-brittle transition in wear mechanisms is

fundamental when investigating the physics of adhesive wear, from the nano- to the

geological-scale.
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4.4 Methods

4.4.1 Interaction potentials

The model pair potentials used for this study belong to the family of potentials

first introduced in Ref. [59] and also discussed in Ref. [73]. This class of model

potentials allows for a critical junction size small enough to observe the ductile-to-

brittle transition in adhesive wear with molecular dynamics simulations. Their main

feature is to share the same elastic properties up to a bond stretch of 10% and to have

a controllable yield strength by modifying the potential tail. This is made possible by

modification of the Morse potential [127], leading to the expression:

V (r )

ε
=


(1−e−α(r−r0))2 −1 r < 1.1r0

c1
r 3

6 + c2
r 2

2 + c3r + c4 1.1r0 ≤ r ≤ rcut

0 rcut ≤ r

(4.1)

where r is the interparticle distance, ε is the bond energy at 0 K, r0 is the equilibrium

bond length, and α= 3.93 r−1
0 governs the bond stiffness. The value of rcut controls

the cut-off distance, governing the inelastic behaviour, and the ci coefficients are

chosen to ensure the potential continuity in energy and force. With respect to the

values in Table 4.1, the potential with τsf = 3.96 εr−2
0 corresponds to the potential

named P6 in Ref. [59], the potential with τsf = 3.52 εr−2
0 corresponds to the potential

named P4 in Ref. [59], and the potential with τsf = 3.42 εr−2
0 is more ductile than

potential P4 but more brittle than potential P3.

4.4.2 Simulation geometry and boundary conditions

All simulations were performed in 2D using the molecular dynamics simulator

LAMMPS [125]. A simple scheme of the simulation setup is shown in Figure 4.1b.

Two different horizontal box sizes have been adopted, i.e. lx = 336 r0 and lx = 673 r0,

and periodic boundary conditions are applied in the horizontal direction. The initial

vertical box size is constant (ly = 392 r0) and the box is allowed to expand vertically,

e.g. upon debris particle formation. A constant force ( fy = 0.02 εr−1
0 ) is applied on

both horizontal boundaries of the material to press the surfaces together. A constant

horizontal velocity v = 0.01
√
εm−1 is imposed on the first layer of atoms of the

top surface. The bottom layer of atoms of the bottom surface is fixed. Tempera-
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tures are enforced by means of Langevin thermostats with a damping parameter of

0.05 r0/
√
εm−1. On each body, the thermostats are applied to the three layers of

atoms next to the external layer where the fixed displacement or velocity is imposed.

Temperature values provided in Table 4.1 are expressed in terms of equivalent kinetic

energy per atom. The integration is performed with a time step of 0.005 r0/
√
εm−1

for a large number of steps, i.e. 1 billion for the shortest simulations and 2.6 billion

for the longest. Table 4.1 summarizes the main features of the simulations. Simula-

tion names reflect the initial geometry or material heterogeneity: S stands for single

asperity, R for rough self-affine surface, H for heterogeneous materials (without grain

boundaries), and G for heterogeneous materials with grain boundaries. In the single-

asperity setups S1 to S7, we chose to model semicircular asperities, but different

shapes (e.g. square or sinusoidal) are not expected to alter our findings [59]. In simu-

lations H1, G1 and G2 both bodies are modelled by two phases (using two different

potentials), present in equal shares and randomly distributed in 500 tiles generated

from 500 points randomly distributed in the simulation cell by means of Voronoi

tessellation. No grain boundaries between the tiles are modelled in simulation H1.

Grain boundaries are modelled in simulations G1 and G2: each of the 500 tiles is

a grain, whose orientation is determined by a random rotation, leading to lattice

mismatch. In simulations G1 and G2, one of the two potentials is the same used for

simulations S1, S2, S3, S4, R1, R2 and H1, and it is characterized by τsf = 3.52 εr−2
0

(cf. Table 4.1). The other adopted potential has the same equilibrium energy ε,

but its equilibrium and cutoff distances are scaled by a factor 0.90 in simulation

G1 (resulting in τsf = 4.35 εr−2
0 ) and 0.95 in simulation G2 (τsf = 3.90 εr−2

0 ). The

potential well of the cross-terms between the two species is 0.9 ε; its equilibrium and

cut off lengths are given by the average of the respective lengths of the two species.

The starting system is obtained by constructing a bulk micro-structure, heating it

up and then annealing it at the target temperature, allowing the grains to reach an

equilibrium configuration. Atoms are then removed from the system based on a

purely geometric criterion to obtain two distinct rough surfaces.

4.4.3 Self-affine surfaces

Fractal surfaces whose heights h(x) scale differently than the horizontal distance x

are self-affine fractals, and they obey the scaling relation [94, 96] h (λx) ∼ λH h (x),

where λ is the scaling factor and H is the Hurst exponent, which is 0 < H < 1 for

fractional Brownian motion (fBm) [97]. The Hurst exponent describes the correlation

between two consecutive increments in the surface. Assuming x1 < x2 < x3 < x4, let
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us consider the two height increments ∆h1 = h(x2)−h(x1) and ∆h2 = h(x4)−h(x3).

For H = 0.5, ∆h1 and ∆h2 are randomly correlated (i.e. standard Brownian motion),

which means that ∆h2 has a 50% probability of having the same sign of ∆h1. For

0 < H < 0.5, the increments ∆h1 and ∆h2 are negatively correlated, that is ∆h2 is

more likely to have the opposite sign of ∆h1 (the motion is anti-persistent: a positive

increment is more likely to be followed by a negative one). Finally, for 0.5 < H < 1 the

increments are positively correlated, that is ∆h2 is more likely to have the same sign

of ∆h1 (the motion is persistent: a positive increment is more likely to be followed

by another positive one). The generation of engineering surfaces, that is surfaces

that are manufactured, is known to be non-stationary and random [38], and it can

be described as a non stationary process with stationary increments, which allows

to relate the fractal dimension D of the surface with its Hurst exponent H through

its Euclidean dimension n [97]: D +H = n +1. Moreover, the statistics of this class of

surfaces have been investigated studying the Weierstrass-Mandelbrot function [144],

allowing to relate the fractal dimension D and the power law exponent α of the

power spectral density of a one-dimensional surface profile[98, 144] as α= 5−2D.

Under these assumptions, H = (α−1)/2 for a 1D surface (n = 1).

The latter allows to estimate the Hurst exponent H from a linear fit of the data in

the log–log plane, discarding the tail (λ< 4 r0), where the definition of surface for a

discrete system breaks down and data is inevitably polluted by the numerical surface

reconstruction. This method has been shown [148] to be accurate but also to be

affected by a systematic error that can possibly lead to an underestimation of H . This

underestimation decreases by increasing the system size, and for system sizes of the

order of magnitude investigated in this study it is at most 0.1. The range of values of

H in our study would then be H = 0.7−0.9. We refer throughout the text to the values

found with the fit, without correcting for the underestimation, for consistency with

the methods adopted in the literature [27, 34, 39], where no correction is applied.

4.4.4 Spectral analysis

Let us consider a surface of length L, whose heights are defined by the continuous

function h(x), where x is a spatial coordinate. We refer to the power spectral density

(PSD) of such surface in terms of PSD per unit lengthΦh(q), q being the wavevector,

defined as [149]

Φh

(
q
)≡ 1

L

∣∣∣∣∫
L

h (x)e−iqx dx

∣∣∣∣2

, (4.2)
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where the integral is the continuous Fourier transform of h(x). The PSD defined in

Equation (4.2) is equivalent to the PSD of a continuous function h (x) that is zero ev-

erywhere except over a distance L, normalized by L. (Note that the specification ‘per

unit length’ is often dropped in surface roughness analyses[99, 150]). In particular,

we estimateΦh as

Φh

(
qn

)≈∆x ·Ph

(
qn

)
, (4.3)

where Ph

(
qn

)
is the classical periodogram [149, 151]:

Ph

(
qn

)= 1

N

∣∣∣∣∣N−1∑
k=0

hk e−iqn xk

∣∣∣∣∣
2

, (4.4)

the summation being the discrete Fourier transform of the surface. In fact, h(x) is

known only at a discrete set of N points xk (k = 0,1, . . . , N −1), regularly sampled

at an interval ∆x, such that hk = h(k∆x) are the known values of h(x). In our case,

∆x = L/N , N being the number of atoms belonging to surface of length L, and is

approximately 1 r0.

It can be shown that both the PSDΦh per unit length and the periodogram Ph are

normalized such that
∫

qΦh

(
q
)

dq and
∑

n Ph

(
qn

)
are equal to the mean squared

amplitude σ2 of h (x) and hk respectively.

Note that the derivative of both Ph and Φh is the same in the log–log plane, as

their estimation differs only by a multiplicative factor ∆x (see Equation (4.3)): the

estimated self-affine exponent would not change if one or the other is considered.

4.4.5 Height–height correlation analysis

Another suitable method to estimate the Hurst exponent H is to investigate the

height–height correlation function [94], which describes the change of heights ∆h

between two points at distance δx horizontally:

∆h(δx) = 〈[h(x +δx)−h(x)]2〉1/2 , (4.5)

where the angle brackets indicate spatial average. The height–height correlation

function scales as ∆h(δx) ∼ δxH : it is therefore possible to determine the Hurst

exponent H from its log–log plot. It is also possible to observe potential upper and

lower cutoff values of δx limiting the scaling regime.
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4.4.6 Average roughness quantification

The surface roughness is defined as the variations in height of the surface profile

with respect to an arbitrary plane of reference [99], which in our case is always

taken to be the mid-plane of the surface heights. To quantify the surface roughness,

several parameters are used—in particular in engineering practice—but we limit

our discussion to the root mean square of heights σ, which in the case of a surface

discretized in a set of N points is given by

σ=
√√√√ 1

N

N∑
k=1

h2
k , (4.6)

where hk is the distance of the point k from the plane of reference. When the system

as a whole is investigated, the equivalent σ of the composite surface (given by the

two surfaces of the top and bottom materials) becomes[99]

σeq =
√
σ2

top +σ2
bottom . (4.7)

The root mean square of heights σ can also be expressed as a function of the zeroth

moment of the power spectral density per unit lengthΦh , assuming that the surface

profile is continuous [39, 149]:

σ2 =
∫ qh

ql

Φh

(
q
)

dq , (4.8)

where ql and qh are the lowest and highest wavevectors modelled in the system. If

qh À ql, it has been shown [39] that σ2 ∝ q−(4−2D)
l .

4.4.7 Data analysis

All frames are visualized with OVITO [152]. Due to the long duration of the simula-

tions, frames are stored every 1000000 steps. At first, a surface is reconstructed by

identifying atoms with low coordination number. This preliminary surface includes

i) the top and bottom surface portions that are not in contact with the debris particle

and ii) the debris particle surface portion that is not in contact with any surface. The

two top and bottom surfaces are then reconstructed, their portion in contact with

the debris particles being approximated by the closest group of atoms belonging
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to a straight segment. This approximation to a straight segment gives no loss of

information for the spectral analysis by means of the Fast Fourier Transform up to

high wavevectors [153]. The atoms contained between the two segments and the

previously identified debris particle surface identify the debris particle and are thus

discarded in any top and bottom surface analysis. Each reconstructed surface now

consists of irregularly spaced atoms and is processed independently. The atom posi-

tions are linearly interpolated to recreate a bijective profile that is then discretized

in N points, evenly spaced along the horizontal x-axis, where N is the number of

unevenly spaced atoms belonging to the surface prior to the linear interpolation.

This step allows to proceed with an analysis of the surface by means of the classical

periodogram through a Fast-Fourier Transform algorithm, as the Lomb-Scargle peri-

odogram for unevenly spaced data is known to provide poorer results in the spectral

analyses of surface morphology [153, 154]. The horizontal spacing of the re-sampled

surface is approximately 1 r0. Forcing a bijective profile results in a noisy geometry

where overhangs are present, affecting the large wavevector amplitudes, but does

not alter the data at lower wavevectors, where the self-affine morphology is observed.

The interval between two consecutive time steps used for averaging the PSD is large

enough for the particle to have rolled over the whole surface at least one time.

The data for σ and σeq are averaged over 10 consecutive data points. The tangential

work Wt is computed as the integral of the tangential force Ft over the sliding distance

s:
∫

Ftds; the tangential force values are stored every 5000 steps and are averaged

over 2000 data points. The debris particle volume V is computed by multiplying

the number of atoms belonging to the debris particle and the atomic volume. The

latter is computed as the lattice unit cell volume at the temperature T , divided by

the number of atoms in the unit cell. As the detection code is designed for the most

common situation of the particle being in contact with both surfaces at the same

time, due to the particular geometry at some time steps, e.g., when the particle is

only in contact with one of the two surfaces and is not rolling, the data for the surface

roughness σ and σeq, the wear volume V , and the linear fit exponent α may be

unevenly spaced locally around some time steps.
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Name τsf (εr−2
0 ) lx (r0) T (ε) initial H (−) micro-structure

S1 3.52 336 0.075 n/a single crystal
S2 3.52 336 0.050 n/a single crystal
S3 3.52 336 0.025 n/a single crystal
S4 3.52 673 0.075 n/a single crystal
S5 3.42 336 0.075 n/a single crystal
S6 3.42 336 0.050 n/a single crystal
S7 3.42 336 0.025 n/a single crystal
R1 3.52 336 0.075 0.7 single crystal
R2 3.52 336 0.050 0.7 single crystal
R3 3.52 336 0.075 0.5 single crystal
H1 3.52 ; 3.96 336 0.075 0.7 two phases

G1 3.52 ; 4.35 336 0.075 0.7
two phases

with grain boundaries

G2 3.52 ; 3.90 336 0.075 0.7
two phases

with grain boundaries

Table 4.1 – Summary of the simulations. S indicates simulations with initial geometry
described by a single asperity on each surface. R indicates simulations with surfaces
that are initially self-affine. H indicates simulations with surfaces that are initially
self-affine and with heterogeneous materials without grain boundaries, modelled
by even shares of the potential characterized by the two values of τsf reported. G
indicates simulations with surfaces that are initially self-affine and with heteroge-
neous materials with grain boundaries, modelled by even shares of the potentials
characterized by the values of τsf reported (see also methodology in Section 4.4).
lx and T indicate the horizontal resolution and the temperature respectively. H is
the initial surface Hurst exponent for initially self-affine surfaces. Temperatures are
expressed in terms of equivalent kinetic energy per atom. n/a: field not applicable to
that simulation.
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4.5 Supplementary materials

4.5.1 Supplementary figures
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Figure S4.4 – Steady-state surface morphology analysis. a) PSD per unit lengthΦ as a
function of the wavevector q and the wavelength λ, the relation between the two be-
ing q = 2π/λ. b) Height-height correlation function∆h(δx) = 〈[h(x +δx)−h(x)]2〉1/2.
The surfaces are taken from ten different simulations (see Table 4.1 for details), the
subscript indicates the bottom surface for each simulation. Top surfaces for the same
simulations are reported in Figure 4.2. In both a) and b) the solid black straight guide-
line corresponds to a Hurst exponent H = 0.7. Dotted black straight guide-lines show
the hypothetical slope for distributions of H = 0.5 and H = 1.0. In b) the shaded
area displays the interval of distances corresponding to the range of critical length
scale values d∗ exhibited by the adopted potentials. No pronounced crossover is
exhibited in the slope of ∆h(δx) over the range of values for d∗. As a consequence of
the assumption of periodic surfaces, the function is roughly symmetric with respect
to half the horizontal box size (hence the plateau and the following drop for large
values of δx).
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Figure S4.5 – Scaling of the root mean square of heights σ with system size. See
Section 4.4 for the definition of σ. Surfaces are taken from the large simulation
S4 and from simulation S1, which is run under the same conditions but has half
the horizontal box size than simulation S4 (cf. Table 4.1). The different steady-
state values are consistent with the size dependency of σ. In a first approximation,
assuming the same Hurst exponent, the ratio between the values of σ of two surfaces

is σnew
σref

≈
(
λnew
λref

)H
, where λnew is the largest wavelength represented by the surface for

which we do not know σ and λref is the largest wavelength of the reference surface
for which σ is known. It is reasonable to assume that the largest wavelength is
proportional to the system size in our case. Assuming H = 0.7, the expected ratio for
our simulations is approximately 1.5. In the figure the straight horizontal dotted lines
corresponds to σ= 3 r0 and σ= 6 r0 respectively, which gives a ratio of 2. While the
latter is larger than expected, the order of magnitude is comparable and acceptable,
given the noise in the data and the assumption that the Hurst exponent is the same
for the two surfaces.
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Figure S4.6 – Height distribution for top (left) and bottom (right) surfaces of simula-
tion S1 at sliding distance 29950 r0, as in Figure 4.1d, after minimization to avoid
effects due to temperature fluctuations. The minimum height ymin in the data set
is subtracted from each point’s y coordinate. Heights are distributed in bins of size
0.1 ·p3/2 r0, corresponding to one tenth of the lattice spacing in the y direction.
Values in labels along the x axis are in multiples of

p
3/2 r0; subtics are 0.1 ·p3/2 r0

apart. The spread of the heights shows that the lattice planes are not aligned across
the sample and confirms that deformation mechanisms (such as dislocations) play a
role in the roughening of the surface.
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Figure S4.7 – Height distribution for top (left) and bottom (right) surfaces of simula-
tion G1 at sliding distance 29750 r0, as in Figure 4.1p, after minimization to avoid
effects due to temperature fluctuations. The minimum height ymin in the data set
is subtracted from each point’s y coordinate. Heights are distributed in bins of size
0.1 ·p3/2 r0, corresponding to one tenth of the lattice spacing in the y direction.
Values in labels along the x axis are in multiples of 2 ·p3/2 r0; subtics are 0.2 ·p3/2 r0

apart. The spread of the heights shows that the lattice planes are not aligned across
the sample. In this case, where grain boundaries are modelled, the effect is even
more pronounced (cf. height distribution for single crystal simulation in Supple-
mentary Fig. S4.6). Grain rotation, in fact, provides an additional mechanism for the
surface roughening, besides those already present in the single crystal case (such as
dislocations).
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single-asperity simulations, right: all other simulations. After initial peaks due to the
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R1 displays large local oscillations due to re-roughening of the surface (cf. Figure 4.3).
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presence of grain boundaries (cf. Figure S4.12).
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Figure S4.9 – Evolution of the wear rate with the sliding distance s. The wear rate is
expressed as the ratio between the change of volume ∆V and the change of sliding
distance ∆s for the single-asperity simulations (left) and all others (right). The insets
show the value of ∆V /∆s upon debris particle formation. In all cases the wear rate
decreases from a high initial value due to particle formation (inset) to lower values
(main plot), indicating two distinct regimes corresponding respectively to two- and
three-body sliding configurations. The dotted, black, straight guide-lines show the
null wear rate, i.e. the debris particle would neither accumulate nor lose volume.
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Figure S4.11 – Evolution of equivalent roughness σeq, frictional work Wt, and wear
volume V . See Section 4.4 for the details on the definition of these quantities. See
Figure 4.3 and Supplementary Fig. S4.12 for further simulations. a) Evolution of
σeq for the composite surface for simulations S5, S6, S7, and R3 (see Table 4.1 for
details). While for most simulations the value of σeq stabilizes, cold temperatures
(S7) can slow down this stabilization (see Supplementary Discussion, Section 4.5.2).
b) Evolution of the tangential work Wt with the sliding distance. The work exhibits
a sharp increase upon formation of the debris particle (inset) [73], after which the
rate decreases and stabilizes. c) Evolution of the wear volume of the rolling debris
particle, as defined only after its formation. In all simulated conditions the wear rate
after the debris particle formation is small compared to the ratio of the initial particle
size over the sliding distance necessary to form the particle (cf. Supplementary
Fig. S4.9), consistent with the transition from severe to mild wear. In simulation
R3, a significant temporary increase in the wear rate appears in the range of sliding
distance [25·103;35·103] r0. No significant change inσeq, Wt or Ft (cf. Supplementary
Fig. S4.8) is linked to this change in volume, thus further investigation on its origin is
needed.
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Figure S4.12 – Evolution of equivalent roughness σeq, frictional work Wt, and wear
volume V . See Section 4.4 for the details on the definition of these quantities. See
Figure 4.3 and Supplementary Fig. S4.11 for further simulations. a) Evolution of σeq

for the composite surface for simulations H1, G1, and G2 (see Table 4.1 for details).
For simulation H1 the value of σeq stabilizes, and also for simulation G1 it appears
to reach a steady-state, but with larger oscillations. A similar behaviour, with even
larger oscillations, is observed for G2. The larger oscillations are a consequence of
the presence of grain boundaries, which force the bulk to break along the boundaries
or within the least tough potential, thus favouring the removal of chunks of material
(cf. Supplementary Movie 1). This also leads to larger tangential work (b) input into
the system. b) Evolution of the tangential work Wt with the sliding distance. The
work exhibits a sharp increase upon formation of the debris particle (inset) [73],
after which the rate decreases and stabilizes. c) Evolution of the wear volume of the
rolling debris particle, as defined only after its formation. In all simulated conditions
the wear rate after the debris particle formation is small compared to the ratio
of the initial particle size over the sliding distance necessary to form the particle
(cf. Supplementary Fig. S4.9), consistent with the transition from severe to mild
wear [75].
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Figure S4.13 – Comparison between simulations run at different temperatures. Power
spectrum analyses for top and bottom surfaces of simulations S1 (a–c) and S3 (d–f)
are shown, where the main difference between the two is the temperature T (see
Table 4.1). a) Evolution ofσ shows that running-in takes place, but that is over within
the first half of the simulation. b) PSD per unit lengthΦ of top and bottom surfaces
averaged over ten different time steps in the stabilized state (r0 > 30000). The straight
segment represents a linear fit with exponentsαt andαb. c) Linear fit exponentα′ for
the PSD during the whole simulation. The displayed means are averaged during the
stabilized state only (r0 > 40000) and have standard deviations 0.24 (top) and 0.20
(bottom). The values for the whole simulation areα′

t = 2.41±0.24 andα′
t = 2.37±0.20.

d) No clear distinction between a transient phase and a more stable one appears
for the colder case (see also Figure 4.3). e) PSD per unit lengthΦ of top and bottom
surfaces averaged over ten different time steps (50000 < r0 < 60000). The straight
segments represent a linear fit with exponents αt and αb. f ) Linear fit exponent α′

for the PSD during the whole simulation. The displayed means are average values
over the whole simulation with a standard deviation equal to 0.23 (top) and 0.26
(bottom).
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Simulation S1 (T = 0.075 ε) Simulation S3 (T = 0.025 ε)
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4.5.2 Supplementary discussion

Surface roughness evolution More insights are gathered by analysing the evolu-

tion of the surface roughness throughout the whole simulated sliding distances.

Indeed, it has been observed experimentally that the adhesive wear process is char-

acterized by two regimes, both in metals [75] and rocks [147]: a transient phase (or

running-in) and a steady-state phase. The transient phase takes place at the begin-

ning of the wear process and it is characterized by a decreasing wear rate, which at

some point stabilizes, transitioning to the steady-state phase [75]. The change in

the wear process is ascribed to the change in the morphology of the surfaces in con-

tact [37, 75, 147]: the roughness of the surfaces (expressed in terms of centred line

average roughness or root mean square of heights) is reduced or increased during

the transient phase, until it reaches a stabilized value and a constant contact area,

leading to a constant wear rate as described by Archard [50].

Figure 4.3 displays the evolution of the equivalent roughness σeq, of the work Wt

performed by the tangential force, and of the volume V of the debris particle for

some representative simulations (cf. Supplementary Fig. S4.11 and S4.12 for further

simulations). Focussing first on the evolution of the roughness (see Figure 4.3a) it

can be seen that the value of σeq undergoes a sharp increase upon debris particle

formation, and then decreases, settling around the value σeq ≈ 5 r0 for most simu-

lations. This is consistent with the abovementioned picture of a two-regime wear

process. The value of σeq depends of the size of the system, and it is larger for larger

systems (see Supplementary Fig. S4.5), as more wavelengths are involved in the

description of the surface in the PSD.

The different behaviour observed in the simulation S3 is attributed to the lower

temperature of the simulation, which is responsible for inhibiting plastic deforma-

tions and diffusion along the surfaces: this results in a more brittle behaviour and

a longer running-in phase, which does not appear to finish within the investigated

timescale. We thus take this simulation as a reference to investigate the transient

phase of the adhesive wear process. We perform a linear fit of log(PSD) over the

whole simulation and monitor the fitting parameter α′ (Supplementary Fig. S4.13f).

α′ does not stabilize, consistent with the fact that no steady-state has been reached

yet, and its average value is 2.7, which is larger than the value of 2.5 found during the

steady-state (Supplementary Fig. S4.13c). Assuming that the surfaces are also fractal

in the transient phase stage, the linear fitting parameter α′ provides an estimate of

the PSD scaling exponent, and the surfaces during running-in are thus expected to
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be rougher than at steady-state (H ≈ 0.85).

The decreasing value for the linear fit coefficient α′ and the steady-state value dis-

cussed above suggest a decrease of the Hurst exponent during the running-in, which

in turn indicates an uneven decrease in the powers with the wavevectors, i.e. the

different wavelengths forming the surface are smoothed in a different fashion. While

further investigations are needed to accurately determine the origins of this be-

haviour, a possible explanation is that large wavelengths are smoothed proportion-

ally more than short wavelengths. This is consistent with experimental findings in

wear-polished cobblestone surfaces [40], where powers at long wavelengths undergo

larger reduction than short ones, and may explain the large roughness reduction

found at larger scales in experiments of rock against rock sliding contact [28]. Re-

calling the smoothing and re-roughening mechanism put forward in Section 4.2.2,

when a fragment is removed from a surface, it smooths the wavelengths larger than

the fragment (and roughens those that are smaller). In the three-body configuration,

the size of the contact between the debris particle and the opposing surface sets an

upper limit for the dimension of newly formed fragments: wavelengths larger than

the contact size are therefore expected to always smooth. Shorter wavelengths are

smoothed and re-roughened continuously instead, hence the different smoothing

rate (and the change in α′). We also observe that the large σ values in the early stage

are due to the localization of the material removal in the surface upon the formation

of debris particle; as the removed volume has a non-negligible size at the scale of

our simulations, it is expected to affect the powers of the large wavelengths more.

During the process that reduces σ, then, the power at large wavelengths decreases

proportionally more than at short wavelengths, thus reducing the α′ values.
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Chapter 5

The role of interfacial adhesion on
minimum wear particle size and
roughness evolution

Adhesion between two bodies is a key parameter in wear processes. At the macroscale,

strong adhesive bonds are known to lead to high wear rates, as observed in clean

metal-on-metal contact. Reducing the strength of the interfacial adhesion is then

desirable, and techniques such as lubrication and surface passivation are employed

to this end. Still, little is known about the influence of adhesion on the microscopic

processes of wear. In particular, the effects of interfacial adhesion on the wear par-

ticle size and on the surface roughness evolution are not clear, and are therefore

addressed here by means of molecular dynamics simulations. We show that, at

short timescales, the surface morphology and not the interfacial adhesion strength

dictates the minimum size of wear particles. However, at longer timescales, adhesion

alters the particle motion and thus the wear rate and the surface morphology.

Disclaimer This chapter is reproduced from the preprint version of the article

Milanese, E., Brink, T., Aghababaei, R. & Molinari, J.-F. The role of interfacial adhesion

on minimum wear particle size and roughness evolution [155]. At the time of writing

of this dissertation, the manuscript is under consideration at a peer-reviewed journal

covering topics in traditional and interdisciplinary physics, and it is freely accessible

at https://arxiv.org/abs/2003.10192. I personally conducted the design and running
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roughness evolution

of the simulations, the analysis of the results, the discussions, and the writing of the

article (figures included).

5.1 Introduction

Wear, the removal of material from interacting surfaces, not only influences the

durability of mechanical systems, but is also a source of health concerns. Frictional

processes that normally take place when a vehicle is in motion (e.g. a car’s brakes

being pulled together, tyre on pavement) release wear particles in the air. Such

airborne particles are known to be a health hazard, as they are associated with an

overall increase of death risk [11, 12]. In particular, the size of the airborne particles

has a fundamental role in this, as particles at the nanoscale can deposit in lungs and

other organs [11, 13], and several countries prescribe limits to the concentration

of fine particles in the air. We thus here explore the role of adhesion on the size of

wear particles, and the subsequent effects on the surface morphology, in a simplified

two-dimensional setup. Adhesion is in fact known to affect significantly wear debris

formation – most often its effects prevail over those due to other phenomena (e.g.

corrosion, fatigue) [36]. In this case, strong bonds develop at the interface between

the two surfaces, and, during sliding, bond breaking below one of the two surfaces is

favoured. Material is then removed from the solid and it is either transferred to the

other surface, or it comes off as a loose wear particle. Loose particles form then the

third-body, which alters the system configuration and dynamics [52], before being

eventually evacuated from the contact and released into the atmosphere.

Early pioneering work already put forward the concept of a critical contact size for

adhesive wear particles to form upon contact [36]. More recent advances in the

understanding of wear led us to a more complete picture, and we now know that

different mechanisms of material transfer are observed within the adhesive wear

regime. For low adhesion and light loads, wear follows an Eyring-like atom-by-atom

removal mechanism [80, 81, 111, 156–158]. More relevant for particle formation

are higher loads and adhesion. In this regime, we now understand that the particle

formation criterion [59] is defined by the competition between plastic deforma-

tion [51, 59, 111, 134] and brittle fracture [50, 59, 131, 135, 136] of the contacting

asperities. This transition from ductile to brittle behavior is governed by a material-

dependent critical length scale d∗ [59]. If the junction d formed upon contact by the

colliding asperities is smaller than d∗, then the asperities deform plastically (Sup-

plementary Figure S5.7a). Vice versa, if d ≥ d∗, the asperities break, form a debris
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particle, and the system transitions to a three-body configuration (Supplementary

Figure S5.7a). The critical length scale d∗ has the form

d∗ =Λ w

τ2
j /2G

, (5.1)

where τj is the junction shear strength (affected by the adhesion strength and bulk

properties), G is the shear modulus of the material, w is the fracture energy andΛ

is a geometrical factor (which is of order unity and takes into account the shape of

the colliding asperities). This critical length scale d∗ explains the resulting transi-

tion to a three-body system by a brittle mechanism, which is needed to evolve the

initial surface topography into a self-affine morphology [131], and provides further

insights into the process of wear debris formation [72, 73, 84, 85, 159]. Furthermore,

consistent with the definition of Eq. 5.1, it has recently been shown that lower values

of interfacial adhesion (i.e. lower τj) leads to larger debris volumes upon formation

(larger d∗), if the initial surfaces are both atomistically flat except for a well-defined

asperity [160].

Yet it is not clear how reductions in the interfacial adhesion strength affect the debris

particle formation process for different initial surface morphologies. Frictional

surfaces indeed often appear self-affine [27, 38–40], that is they are rough over many

length scales. Investigating self-affine surfaces is thus the next natural step following

the understanding of the simplified case of well-defined asperities [160]. Moreover,

at longer timescales the reduced interfacial adhesion also influences the motion of

the debris particles, possibly altering the mechanisms that govern the roughness

evolution observed in the full adhesion case [131]. Therefore, the present study is

concerned with investigations of self-affine surfaces and of the interplay between

their geometry, the interfacial adhesion, and the particle formation and evolution.

5.2 Materials and methods

The study consists of two sets of molecular dynamics simulations and each set is

characterized by a different simulated timescale. In both sets, dry sliding of two

opposing two-dimensional (2D) surfaces is investigated, at constant temperature,

normal pressure, and sliding velocity. The initial surfaces are self-affine (with Hurst

exponent H between 0.3 and 1.0) and both consist of the same bulk material. Three

different values of interfacial adhesion γ̃ are investigated: γ̃ ∈ {1.0,0.8,0.6}. The

interfacial adhesion is expressed in dimensionless terms as γ̃= γint/γbulk, where γint
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is the surface energy of passivated atoms on the surfaces and γbulk is the surface

energy without any passivation. For γ̃= 1.0, the full adhesion case is recovered. For

γ̃ < 1.0 we speak of reduced interfacial adhesion. During the simulations, atoms

belonging to a free surface are detected on the fly and the interaction potential

between such atoms is re-assigned to the interfacial adhesion potential characterized

by γ̃ in order to model passivation of the surfaces [160]. Atom interactions, both in

the bulk and between the two different surfaces, are described by the same class

of model pair potentials [59, 131]. These potentials allow to explicitly capture at

acceptable computational costs the ductile-to-brittle transition in adhesive wear that

takes place in the moderate to large adhesion limit [59]. To include such transition

within our simulation box, the chosen potential is characterized by d∗ smaller than

the horizontal box size lx . The short-timescale set of simulations provides insights

into the effect on adhesion and random surface topography upon debris particle

formation, while the long-timescale simulations allow us to study the effects of

adhesion on the long-term surface roughness evolution and on the wear rate.

Throughout the article, quantities are measured in reduced units, the fundamental

quantities being the equilibrium bond length r0, the bond energy ε at zero tempera-

ture, and the atom mass m.

5.2.1 Interaction potentials

All simulations belonging to this study are run with scaled versions of the same

potential, which belongs to the same class of model pair potentials introduced in

Ref. [59] and also used in Ref. [131]. This family of model potentials is a modified

version of the Morse potential [127]:

V (r )

ε
= ζ


(1−e−α(r−r0))2 −1 r < 1.1r0

c1
r 3

6 + c2
r 2

2 + c3r + c4 1.1r0 ≤ r ≤ rcut

0 rcut ≤ r

, (5.2)

where ζ is a scaling factor that equals 1 for bulk atoms and can be smaller than 1

for surface atoms, r is the distance between two atoms, ε is the bond energy at zero

temperature, r0 is the equilibrium bond length, and α= 3.93 r−1
0 governs the bond

stiffness. The ci coefficients are chosen such that the potential V (r )/ε is continuous

both in energy and force. The cut-off distance is set by rcut and determines the

inelastic behavior. This allows for changes in the potential tail (and, thus, in the
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material yield strength), while keeping the same elastic properties up to a 10% bond

stretch. The potential adopted in this study to model the bulk is characterized

by rcut = 1.48 r0. In Refs. [59] and [131] this potential is called P4. The interfacial

potentials, i.e. the potentials used to represent the adhesion between passivated

atoms, are scaled versions of the bulk potential. Three scaling factors ζ are used,

which corresponds to the three different γ̃ investigated: 1.0 (full adhesion), 0.8, and

0.6. The on-the-fly algorithm to assign surface atoms to the interfacial adhesion

potential is the same adopted in Ref. [160] and works as follows. At time t = 0 all the

atoms belong to the bulk potential. All atoms in the simulation box (except those

where a thermostat or displacements are prescribed) are then checked every 1000

time steps: if their coordination number is less or equal to nc , they are considered to

belong to a free surface and thus passivated and are re-assigned to the interfacial

potential chosen for that simulation. We used nc = 15 (within a radius of 2.23 r0) as

in Ref. [160].

5.2.2 Simulation geometry and boundary conditions

All simulations were performed in 2D using the molecular dynamics simulator

LAMMPS [125]. A simple scheme of the simulation setup is shown in Supplementary

Figure S5.7. Two different horizontal box sizes have been adopted, i.e. lx = 339.314 r0

(sets S and L) and lx = 678.627 r0 (set L, see below). Periodic boundary conditions

are enforced along the horizontal direction. The initial vertical box size is the same

for all simulations of all sets and is ly = 394.823 r0, the box is then allowed to expand

vertically, e.g. upon debris particle formation. A constant pressure ( fy = 0.02 εr−2
0 )

is applied on the top and bottom boundaries to press the surfaces together and

avoid that the surfaces are driven away by inertia at the first collision. A constant

horizontal velocity vref = 0.01
√
εm−1 is imposed on the first layer of atoms of the

top surface. The bottom layer of atoms of the bottom surface is fixed. A temperature

of 0.075 ε (expressed in terms of equivalent kinetic energy per atom) is enforced

by means of Langevin thermostats with a damping parameter of 0.05 r0/
√
εm−1.

On each body, the thermostats are applied to the three layers of atoms next to the

layer where the fixed displacement or velocity is imposed. The time integration is

performed with a time step of 0.005 r0/
√
εm−1. The two sets differ in the duration

of the simulated timescale: set L contains long-timescale simulations, for a total

of minimum 1.200 billion and maximum 3.113 billion time steps, while all simula-

tions in set S are run for 40 million time steps. The main features of the two sets

are summarized in Supplementary Tables S5.1, S5.2, S5.3, and S5.5. The starting
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geometry of the system is obtained by filling the whole simulation box with atoms

relaxed at the target temperature, and then removing a subset of them based on

a purely geometric criterion to obtain two distinct rough surfaces. The self-affine

morphology is generated with a random phase filter [150].

5.2.3 Self-affine surfaces

The same definitions and conventions of Ref. [131] are adopted throughout the

manuscript and are briefly summarized here. For more details on fractal concepts,

see Refs. [94] and [96].

Fractal surfaces whose heights h(x) scale differently than the horizontal distance x

are self-affine fractals, and they obey the scaling relation h (ξx) ∼ ξH h (x) [94], where

ξ is the scaling factor and H is the Hurst (or roughness) exponent, with 0 < H < 1 for

fractional Brownian motion (fBm) [97]. The Hurst exponent describes the correlation

between two consecutive increments in the surface: if H = 0.5, the increments are

randomly correlated (i.e. standard Brownian motion), if 0 < H < 0.5, the increments

are negatively correlated, and if 0.5 < H < 1 the increments are positively correlated.

The generation of engineering surfaces is non-stationary and random [38], and it

can be described as a non-stationary process with stationary increments. This allows

to relate the fractal dimension D of the surface with its Hurst exponent H through

its Euclidean dimension n [97]: D +H = n +1. For this class of surfaces, assuming

a 1D surface profile, the fractal dimension D and the power law exponent α of the

power spectral density are related as α= 5−2D [98, 144]. Under these assumptions,

a direct relation between H and α is found: H = (α−1)/2.

5.2.4 Surface analysis

The power spectral density (PSD) of a 1D surface h(x) in terms of PSD per unit length

Φh(q), q being the wavevector, is defined as [149]

Φh

(
q
)≡ 1

L

∣∣∣∣∫
L

h (x)e−iqx dx

∣∣∣∣2

, (5.3)

where the integral is the continuous Fourier transform of h(x) and L is the surface

length projected on the horizontal axis x. The surface profile h(x) is a continuous

function and it contains the value of the surface height at each value of the spatial
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coordinate x. In particular, we estimateΦh as

Φh

(
qn

)≈∆xPh

(
qn

)
, (5.4)

where Ph

(
qn

)
is the classical periodogram [149, 151]:

Ph

(
qn

)= 1

N

∣∣∣∣∣N−1∑
k=0

hk e−iqn xk

∣∣∣∣∣
2

, (5.5)

the summation being the discrete Fourier transform of the surface. In fact, h(x) is

known only at a discrete set of N points xk (k = 0,1, . . . , N −1), regularly sampled at

an interval∆x, such that hk = h(k∆x) are the known values of h(x). In our case,∆x =
L/N , N being the number of atoms belonging to the surface of length L (∆x ≈ 1 r0).

The Hurst exponent H can also be estimated with the height–height correlation

function [94], which describes the average change of heights ∆h between two points

at a horizontal distance δx:

∆h(δx) = 〈[h(x +δx)−h(x)]2〉1/2 , (5.6)

where the angle brackets indicate spatial average. H can be derived by the log–log

plot of ∆h(δx), as the height-height correlation function scales as ∆h(δx) ∼ δxH .

The surface roughness, that is the variations in height of the surface profile with

respect to an arbitrary plane of reference [99], is measured here in terms of the

equivalent root mean square of heights

σeq =
√
σ2

top +σ2
bottom , (5.7)

where σtop and σbottom are the root mean square of heights of the top and bottom

surface respectively. The root mean square of heights σ of a surface profile h(x) is

defined as:

σ=
√√√√ 1

N

N∑
k=1

h2
k , (5.8)

where N is the number of discretization points of the surface and hk is the distance

of the point k from the plane of reference (the surface mid-plane, in our case).
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5.2.5 Data analysis

All the simulations were visualized with OVITO [152]. Due to the large amount of

data, frames were saved every 106 steps for both the simulations in set L and set S.

In order to obtain the surface morphology and the debris particle volume, we need

to define a way to differentiate the particle from the surfaces, since the particle is

usually in contact with at least one surface. We start from the assumption that the

interface between particle and surface should probably have a minimal length. As

such, we chose a simulated annealing approach [161] using a semi-grand-canonical

lattice Metropolis-Monte Carlo [124] algorithm to find this minimal interface by

penalizing the interface as described below. We found that to reliably detect the

particle without manual intervention, some heuristics for the initial state are needed.

As a preparation step, we therefore split the system into horizontal bins of height

7.5r0 and define those with a number density of atoms below 70% of the bulk value

as likely regions for the gap between surfaces (which should contain the rolling

particle). The atoms above this gap are assigned type “1” and below the gap type

“2”. The very bottom and top bins are fixed to never change their type. Now two

simulated annealing runs are started, each with pseudo-temperatures of kB T = 2.1,

0.9, 0.3, down to 0.0. The difference between these two runs is that we switched all

atoms in the gap to either type 1 or type 2 initially. We found that this works better

than to use three types, one of which represents the debris particle. The Monte Carlo

trial moves were performed as follows:

1. Choose a random atom i that has at least one unlike neighbor and switch its

type (1 → 2 or 2 → 1).

2. Calculate the pseudo-energy difference ∆E = Eafter −Ebefore, with

E =
Ntot∑
i=1

∑
j∈NNi


0.0 Ti = T j

0.8 Ti 6= T j and j ∈ P

1.0 Ti 6= T j and j ∉ P

, (5.9)

where Ntot is the number of atoms, NNi is the set of atoms in the first nearest

neighbor shell of i , Ti is the type of atom i , and P is the set of passivated

atoms. Note that this pseudo-energy is a purely numerical parameter for the

optimization algorithm. The reduced bond energy for passivated atoms favors

interfaces along previously passivated regions, which we regard as the most

sensible demarcations of the debris particle.
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3. If ∆E ≤ 0 accept the trial move, else accept the trial move with probability

exp(−∆E/kB T ).

For one Monte Carlo step, Ntot of these trial moves are performed. For the two high

temperatures, 50 Monte Carlo steps are performed and for the two low temperatures

200. For each simulated annealing run, the lowest energy configuration is saved.

These two configurations are compared, and the atoms that differ in type between

the two are marked as belonging to the debris particle. This works because the two

sub-surface bulk regions (top and bottom) keep their respective type 1 or 2 in both

runs, while the atom types in the debris particle will depend on the initial state and

thus be different in both runs. We verified by visual inspection of all simulations that

the algorithm performs adequately.

Once the debris particle is identified, the surfaces are reconstructed by identify-

ing atoms with a coordination number smaller than 15. For each surface of each

analyzed time step, a bijective profile is reconstructed by linear interpolation of

the N surface atoms. The surface profile is then discretized in N equally spaced

points [131]. The surface analysis is performed on these discretized reconstructions

of the surfaces. The PSD and structure functions are averaged over 15 samples,

spaced such that the debris particle rolls over the whole surface at least one time be-

tween two consecutive samples. Data for σ and σeq is averaged over 10 consecutive

data points.

The tangential force values for simulations in set S are stored every 5000 steps and

are averaged over windows of 106 steps to have the same discretization of the volume

detection algorithm (see Figure 5.2d).

The debris particle volume V and its initial volume V0 are computed by multiplying

the number of atoms belonging to the debris particle and the atomic volume [73, 131],

which is
p

3/2 r 2
0 .

5.3 Results

In the following sections we discuss the results of our investigations. In section 5.3.1,

we find that the initial random morphology governs the initial debris particle volume,

and deviations in the adhesion strength from the full adhesion regime do not have

a significant influence. The minimum wear particle size in the general situation

of rough surfaces is then predicted by the critical length scale of Eq. 5.1, with the
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junction shear strength given by the full adhesion case (i.e. τj = τbulk). At long

timescales, we find that the surface morphology is self-affine with a persistent Hurst

exponent, provided that the adhesion is strong enough to ensure the continuous

re-working of the surfaces due to the third body (section 5.3.2), and that the reduced

interfacial adhesion affects the wear particle growth (section 5.3.3).

5.3.1 Particle formation

We first focus on the effect of surface morphology and reduced interfacial adhesion

in the early stage of the adhesive wear process, when the wear debris particle is

formed. We thus ran 135 short-timescale simulations (set S) with a sliding distance

of 2000 r0. Within this set, we explored different values of the interfacial adhesion

(γ̃ ∈ {1.0,0.8,0.6}), the initial Hurst exponent (H ∈ {0.5,0.7,1.0}) and the root mean

square of heights (σ ∈ {5,10,20} r0) of the surfaces. For each value of (H ,σ), five

different random seeds are used to generate five different initial fractal surfaces.

The simulations of this set are identified with the first letter ’S’ (where ’S’ stands for

’short timescale’), followed by three digits that are representative of the value of the

interfacial adhesion γ̃, and a progressive two-digit number 01 to 45 that is linked

to a set of values (H ,σ, seed): simulation S-080-01 thus indicates a short timescale

simulation, with γ = 0.8 and (H ,σ, seed) = (0.5,5 r0,19). Details are reported in

Supplementary Tables S5.1, S5.2, and S5.3. The simulated timescale is large enough

to fully reproduce the debris particle formation (see Figure 5.1) and obtain the initial

debris particle volume V0.

We observe that at the beginning of the sliding process, when two rough surfaces

come into contact, the formation of a wear particle is complex and not well defined:

contact can develop at multiple spots along the surface, different contact junctions

interact elastically [84, 159], and they can coalesce into fewer, larger junctions. The

process of debris particle formation is then markedly affected by the surface topog-

raphy and hard to predict. This situation is more complex than the simplified case

of a system with two non-random surfaces, e.g. two atomistically flat surfaces ex-

hibiting each a well-defined semicircular asperity. In such case, a contact junction is

clearly formed only along the contact interface of the two asperities and Eq. 5.1 fully

describes the loose particle formation. When the two asperities come into contact,

they either form a junction of size d ≥ d∗ and create a wear particle immediately, or

they form a junction d < d∗, which, upon continuous sliding, increases until d = d∗

and a debris particle is formed [59]. (If the asperities are not large enough, d remains
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s=1750 r0s=0 r0 s=1750 r0 s=1750 r0ba dc

Figure 5.1 – Short timescale evolution. Starting from the same geometry (a), two
different scenarios can develop. Either a well-defined debris particle is formed (Sce-
nario 1, (b), frame from simulation S-100-01, see Supplementary Table S5.1), or the
effective contact spreads throughout the interface. In the latter case (Scenario 2), the
system attempts to create a debris particle comparable in size with lx (c) (frame from
simulation S-080-01, see Supplementary Table S5.2), or even larger, which results in
welding of the interface within the simulated box size and damage initiating near
the boundaries (d) (frame from simulation S-060-01, see Supplementary Table S5.3).
In all panels colors distinguish atoms originally belonging to the top (light blue) and
bottom (dark blue) surfaces. Atoms that at some previous instant were detected as
surface atoms and re-assigned to the interfacial adhesion potential are depicted in
yellow. Black lines represent simulation box boundaries and s is the sliding distance.

smaller than d∗ and the two asperities mutually deform plastically, until the surfaces

are smooth enough and welding of the interface takes place [59]).

Within the 135 simulations, two different scenarios are observed. Scenario 1: the

initial collisions lead to the formation of a distinct wear debris particle – this is

observed in 55.6% of the cases (75 simulations). Scenario 2: multiple interacting

contact junctions form or the contact spreads throughout the whole system, and a

debris particle of characteristic size d ∼ lx or larger would be formed. In such cases,

cracks propagate from the surface until they reach the boundaries of the system

(Figure 5.1c) or the surfaces weld at the interface (Figure 5.1d). In the latter case, the

periodic boundary conditions suppress any stress concentration required for crack

propagation, and a larger system size would be needed to observe cracks that lead to

debris particle formation. Because in Scenario 2 cracks either reach the boundaries

of the simulation cell (Figure 5.1c) or are inhibited (Figure 5.1d), simulations that

display such scenario are discarded from the analysis. Scenario 2 is observed in the

remaining 44.4% (65 simulations).

The likelihood of one scenario or the other correlates with the root mean square of

heights σ of the initial surfaces (see Supplementary Table S5.4). This is due to the

fact that, for a given value of γ̃, the rougher the surface, the more pronounced the
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asperities and valleys, and the system is more likely to form a junction size smaller

than the system size lx (Scenario 1). When surfaces are smooth, the probability of

having multiple contact spots that interact and/or coalesce is larger, and the system

is more likely to attempt to create a particle of characteristic size d ∼ lx or larger (i.e.

Scenario 2).

Scenario 1 is also observed more often when adhesion is larger (see Supplementary

Table S5.4). A reduction in γ̃ is expected to reduce the junction shear strength τj and

thus to increase the critical length scale d∗ (see Eq. 5.1). As the system needs a larger

junction size to create a debris particle, contact can develop at other places at the

same time, increasing the likelihood of Scenario 2.

Note that when the surface roughness and the interfacial adhesion are minimum,

i.e. γ̃= 0.6 and σ= 5 r0, no simulation displayed Scenario 1, consistent with the two

effects that were just described.

For the subset of simulations that exhibit Scenario 1, i.e. a debris particle smaller

than the system size is formed, the initial volume V0 is investigated. For this, an

unambiguous definition of V0 is needed, and we use the tangential force Ft as a

reference. When the two surfaces first come into contact, the tangential force Ft

starts increasing. After a peak is reached, the force decreases, signaling debris particle

formation and the onset of rolling (Figure 5.2). We thus define V0 as the volume of

the debris particle measured at the first local minimum exhibited by Ft, after the

initial peak, as it corresponds to the work needed to form the debris particle [73].

Identified volumes are then checked for erroneous measures, which are discarded.

Erroneous measures are due to false positives of the particle detection algorithm and

to the tangential force exhibiting a peak and a following local minimum when the

particle is not formed yet (e.g. because of an initial ductile event). This procedure

allows us to compare consistent values of V0 from the different simulations.

The data for V0 is reported in Figure 5.3 and Supplementary Tables S5.1, S5.2, S5.3,

and S5.4. We observe (Supplementary Table S5.4) that the average value of the initial

volume V 0 increases with γ̃, contrary to Eq. 5.1. While at first this seems surprising,

as lower values of γ̃ imply larger d∗, we argue that this is an artifact of the system

size for low values of γ̃. When reducing γ̃, more simulations display in fact Scenario

2, i.e. the system attempts to form a debris particle that is too large with respect to

the simulation cell. These cases are then not captured by the values of V 0 that we

measured.

When identical initial geometries are compared (i.e. for the same values of (H ,σ, seed)),
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a d

s=50 r0s=0 r0 s=300 r0

b c

Figure 5.2 – Scenario 1: debris particle formation and initial volume V0. a-c) The
surfaces, initially self-affine (a), come into contact at multiple points (b) and a peak
in the tangential force Ft is recorded (d). Upon further sliding, the contact junction is
large enough to generate a debris particle, whose formation is over (c) when the first
local minimum of the tangential force Ft is reached (d). At this moment the initial
debris particle volume V0 is measured (d). d) Recorded tangential force Ft (black
triangles), measured debris particle volume V (blue circles) and measured initial
debris particle volume V0 (large orange circle) during a simulation that exhibits
Scenario 1. In panels (a-c) colors distinguish atoms originally belonging to the top
(light blue) and bottom (dark blue) bodies; in panels (b-c) colors further identify
atoms that at some previous instant were detected as surface atoms and re-assigned
to the interfacial adhesion potential (yellow) and atoms detected as belonging to the
debris particle (red); in panels (a-c) black lines represent simulation box boundaries.
In all panels s is the sliding distance expressed in units of r0. Snapshots in panels
(a-c) and data in panel (d) are from simulation S-060-32 (see Supplementary Table S5.
3).

no correlation between the strength of adhesion and the initial volume V0 arises.

This leads to the observation that the randomness of the initial surface morphol-

ogy governs the debris particle formation, in contrast to what is observed at long

timescales, where the effect of adhesion is significant (see Section 5.3.3).

We now investigate the effects of the interfacial adhesion and the morphology on the

minimum size of the generated debris particle. We know that the critical length scale

d∗ governs the particle formation process, and that the strength of the interface

enters the definition of d∗ by affecting τj: Once a junction of size d < d∗ is formed, if

the interface is weak the asperities slide against one another, otherwise they deform

plastically [85]. We thus rewrite Eq. 5.1 to make explicit the effect of the interfacial

adhesion,

d∗(Λ, γ̃) =Λ 2Gw(
γ̃τj,full

)2 , (5.10)
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Figure 5.3 – Effect of interfacial adhesion γ̃ and surface morphology on the initial
debris particle volume V0. In all cases V0 is larger than the minimum size V ∗

0,min
determined by the material critical length scale (solid purple line). The actual value
V0 ≥ V ∗

0,min is controlled by the random morphology. No statistically significant
increase in the minimum V0 is observed when the interfacial adhesion decreases,
as would be expected by a corresponding reduction in the junction shear strength
(green shaded area). The green dotted line corresponds to V ∗

0 (Λmin, γ̃) and the green
dashed line to V ∗

0 (Λmax, γ̃). Each symbol identifies a unique initial surface roughness
in terms of root mean square of heightsσ: σ= 5 r0 (black circles),σ= 10 r0 (light blue
squares), and σ= 20 r0 (orange triangles). One data point (γ̃= 1.0, V0 = 40339 r 2

0 ,
σ= 5 r0) is not represented for readability.

where at the denominator the junction shear strength in the case of reduced interfa-

cial adhesion is expressed as a reduction of the junction shear strength τj,full of the

full adhesion case (γ̃ = 1.0), with the proportionality given by γ̃ for the potentials

adopted in this work [59]. In the limiting case of atomistically flat surfaces with

semicircular asperities, this correctly predicts wear particle volumes that are larger

when the interface is weaker [160]. To verify such prediction in the case of random

rough surfaces, we assume that the minimum initial volume V ∗
0 is given by a circular

particle (in two dimensions), i.e.

V ∗
0 (Λ, γ̃) = π

4
d∗(Λ, γ̃)2. (5.11)

V ∗
0 is then minimum when Λ is minimum and γ̃ is maximum, and vice versa. In
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our work, the extreme values of γ̃ are the minimum and maximum input values,

i.e. γ̃min = 0.6 and γ̃max = 1.0. The geometrical factor Λ is instead determined by

the geometry of contact, which is non-trivial to obtain in our case of self-affine

surfaces. The two limiting cases that we assume for our simulations are flat contact

(Λmin = 0.70, see Section 5.5.1) [159] and contact between well-defined semicircular

asperities (Λmax = 1.50) [59, 85]. If the reduced interfacial adhesion would play a key

role in the initial debris particle volume V0, we would thus expect that

V0 ≥V ∗
0 (Λ, γ̃), (5.12)

where V0 is the initial volume observed in our simulations and which is reported

in Figure 5.3. The green shaded area in Figure 5.3 depicts the values of V ∗
0 (Λ, γ̃),

where the limiting cases of Λ = Λmin and Λ = Λmax are given by the lower green

dotted line and the upper green dashed line, respectively. Our results show that the

initial debris particle volume V0 does not obey the trend of Eq. 5.12, as we observe

volumes V0 measured for γ̃ = 0.6 that are smaller than the expected lower bound

V ∗
0 (Λ=Λmin, γ̃= γ̃min).

This shows that changes in the interfacial adhesion do not affect significantly the

initial volume V0 of the debris particle. Instead, we observe that all the recorded

values of V0 are larger than V ∗
0,min =V ∗

0 (Λmin, γ̃max) (solid purple line in Figure 5.3),

which is the minimum d∗ given in the full adhesion case. We ascribe such behavior

to the morphology of the surfaces, which in the current work is random. Recently, a

refined version of Eq. 5.1 was derived [85], where the junction shear strength depends

on the angle of contact between the two ideal asperities. It was shown that if the

angle of contact is larger than a critical value, the junction shear strength τj is given

by τj,full and independent of γ̃. In the case of contact between self-affine surfaces,

the contact junction is rough and the concept of angle of contact is ill-defined.

Interlocking is thus expected in at least some cases. Furthermore, we argue that the

ratio between the contact size and the thickness of the passivated layer also plays a

significant role in the value of τj and, thus, of V ∗
0 . In our simulations, the junction

size is much larger than the passivated layer, which is thin when the surfaces come

into contact. The bulk strength thus markedly affects the junction strength τj, which

can be approximated by τj,full. If the thickness of the passivated layer were larger

than the contact size, then we would expect τj to be influenced by γ̃ and thus d∗

to be close to the reduced adhesion value d∗(Λ, γ̃) > d∗
full. (Note that in such case a

proportional reduction in the fracture energy w is also expected, but the effect on τj

is squared and thus d∗(Λ, γ̃) > d∗
full.)
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We also recall that for the smoothest cases (σ = 5 r0), the likelihood of Scenario 1

correlates with the strength of the interfacial adhesion (Supplementary Table S5.4).

This is consistent with the aforementioned argument that when the contact interface

is thin enough (compared with the passivated layer), γ̃ affects the minimum debris

particle volume (Eq. 5.10 and 5.11), as interlocking is less likely to occur.

We thus find that for the general case of rough surfaces, and for the conditions here

investigated, the surface morphology dominates the minimum size of the wear de-

bris particles. This appears independent of reductions in the interfacial adhesion

strength (within the explored range of values of reduced adhesion), and is deter-

mined by the junction shear strength in the full adhesion case (i.e. by the bulk shear

strength). We do not expect the surface morphology to necessarily dominate the

average size of the wear particles, where effects of interfacial adhesion are expected

to emerge – larger system sizes than those used in this set of simulations are needed

to explore this question.

5.3.2 Long timescale self-affine morphology

Self-affine objects differ from self-similar ones by displaying anisotropic instead of

isotropic scaling [94]. For a one-dimensional surface, the scaling relation is expressed

as h (ξx) ∼ ξH h (x) [94, 96], where h(x) is a function describing the surface heights

as a function of the spatial coordinate x, ξ is the scaling factor, and H is the Hurst (or

roughness) exponent [96, 97]. This relation shows how the heights scale differently

than the horizontal distances, with H the scaling exponent. For physical surfaces, the

Hurst exponent is constrained between 0 and 1. In the limit H → 1 isotropic scaling

and, thus, self-similarity are recovered. The interest in the self-affine description of

surfaces lies in the fact that, for such objects, the statistics of the surface are known

at any scale once the Hurst exponent is also known. This allows to gather meaningful

insights at the scale that is most convenient to investigate.

To investigate the effects of the reduced interfacial adhesion on the long term evolu-

tion of the surface morphology, the set of simulations L was prepared. It is charac-

terized by 14 long-timescale simulations – the shortest simulated sliding distance

being 60000 r0 and the longest 155650 r0. Within this set, simulations differ in the

interfacial adhesion (γ̃ ∈ {1.0,0.8,0.6}), the initial Hurst exponent of the surfaces

(H ∈ {0.3,1.0}), and the random seed used to generate the initial fractal surfaces. We

selected such values of H to avoid that the initial surfaces are already characterized

by the same roughness observed at long timescales [27, 31, 131]. The simulations
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of this group are identified by a code where the first letter is ’L’ for ’long timescale’,

the following three digits represents the value of the interfacial adhesion γ̃, and

the last letter identifies a set of values (H , seed, lx ). The simulation L-100-B, for in-

stance, indicates a long timescale simulation, with full adhesion at the interface, and

(H , seed, lx ) = (0.3,29,339.314 r0). The length of the investigated timescales ensures

that the whole running-in phase is over and a steady-state for the roughness in terms

of equivalent root mean square of heights σeq is reached, allowing to analyze the

surface morphology in the steady-state [131]. The initial geometry is then forgotten

by the system and the measured morphology is a consequence of the frictional

process. During each simulation, four stages are observed. Initially, the surfaces

come into contact, possibly at multiple locations as the surfaces are randomly rough.

The contacting spots then deform plastically, until the junction size d is larger than

d∗ and a debris particle is formed (Figures 5.4a and 5.4c). The wear particle is then

constrained to roll between the surfaces, if the interfacial adhesion is large enough

(Figure 5.4b). Otherwise, if the adhesion is low, the particle alternates between

rolling and sticking to one surface (while sliding against the other one, Figures 5.

4d-f). When the particle rolls between the two surfaces, these are continuously worn

as material is transferred back and forth between the particle and each surface.

To determine if the resulting surfaces are self-affine, we investigate both their power

spectral density per unit length Φ(q) and their height-height correlation function

∆h(δx), where q and δx are respectively the wavevector and the horizontal distance

between two given points on the surface. It is known in fact that, for self-affine 1D

profiles, they scale asΦ(q) ∼ q−2H−1 [97, 98, 144] and∆h(δx) ∼ δxH [94], respectively

(see methodology in Section 5.2 for more details). Figure 5.5 and Supplementary

Figure S5.8 report the results of the surface analysis for the simulations in set L.

The data are averaged over different independent surfaces extracted during the

steady-state roughness (in terms of equivalent root mean square of heights σeq) that

follows the running-in phase [36, 37, 131]. While it is known that in the full adhesion

case (γ̃= 1.0) surfaces display a self-affine morphology characterized by a persistent

Hurst exponent [131], it is observed here that the self-affine description holds also in

the case of reduced interfacial adhesion (γ̃< 1.0), but under some conditions.

We thus investigated the distance travelled by the debris particle in each simulation

(see Figure 5.4 and Supplementary Figure S5.10). We observe that, in simulations

for which γ̃= 1.0 or γ̃= 0.8, the particle travelled a comparable distance st (between

30000 and 35000 r0) among the different simulations, and in all cases the surfaces

exhibit self-affine behavior (see Figure 5.5 and Supplementary Figure S5.8). The
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d e
f

c

s=17500 r0s=450 r0 s=20000 r0 s=21500 r0

ba

s=21500 r0s=400 r0

g

Δst /Δs≈1.0

Δst /Δs≈0.0

Figure 5.4 – Long timescale evolution and effect of adhesion on debris particle
motion. a-b) Full adhesion, γ̃= 1.0 (frames from full adhesion simulation L-100-A,
see Supplementary Table S5.5). Upon sliding, contacts develop at multiple spots
and grow, until cracks develop and a debris particle is formed (a). The particle then
rolls between the two surfaces, wearing them and growing significantly in size (b).
c-f) Low adhesion, γ̃= 0.6 (frames from reduced adhesion simulation L-060-A, see
Supplementary Table S5.5). Starting from the same geometry of the full adhesion
simulation L-100-A, upon sliding a debris particle is formed (c). This is constrained
between the two surfaces and, because of the reduced interfacial adhesion and
perhaps counterintuitively, it can stick for long times to one of the surfaces (e.g. the
bottom one in (d)), the opposing surface sliding against the particle. The particle is
gradually pushed into a valley (e) and, after a sticking time (where ∆st/∆s ≈ 0.0, see
arrow and (g)), it detaches again with a fracture event in a two-body like configuration
(f). g) Distance st travelled by the debris particle as a function of the sliding distance.
For full and intermediate adhesion simulations (i.e. γ̃= 1.0 and γ̃= 0.8), the particle
rolls most of the time. For low adhesion cases (γ̃= 0.6), the particle undergoes long
times of sticking to one surface (and sliding against the other). These periods are
characterized by ∆st/∆s ≈ 0.0 and ∆st/∆s ≈ 1.0 (see arrows). In panels (a-f) colors
distinguish atoms originally belonging to the top (light blue) and bottom (dark blue)
surfaces. Atoms that at some previous instant were detected as surface atoms and
re-assigned to the interfacial adhesion potential are depicted in yellow. In panels
(a-f), black lines represent simulation box boundaries and s is the sliding distance.
See Supplementary Figure S5.10 for data of st for further simulations.
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Figure 5.5 – Surface morphology analysis. a) PSD per unit length Φ as a function
of the wavevector q and the wavelength λ, where q = 2π/λ. b) Height-height cor-
relation function ∆h(δx) = 〈[h(x +δx)−h(x)]2〉1/2. The surfaces are taken from the
top (’T’) bodies of different simulations with different values of interfacial adhesion
γ̃ and system sizes (see Supplementary Table S5.5 for details). While top surfaces
of full adhesion simulation L-100-X and low adhesion L-080-X display a self-affine
morphology, this is not observed for the top surface of reduced adhesion simulation
L-060-C. In this case the particle travelled a longer distance st but did not roll for
most of the simulation (see Supplementary Fig. S5.10b). In both panels the solid
black straight guide-line corresponds to a Hurst exponent H = 0.7. Dotted black
straight guide-lines show the hypothetical slope for distributions of H = 0.5 and
H = 1.0. Data for all the other surfaces are reported in Supplementary Figure S5.8.

travelled distance is consistent with the estimation of st = s/2 that is expected for a

particle in perfect rolling conditions. To explain this expected value of st = s/2, let us

assume that both the particle and the surfaces are rigid, with the top surface sliding at

constant velocity v and the bottom one fixed. The highest point of the particle is then

in contact with the top surface and must be sliding at velocity v . Similarly, the lowest

point is in contact with the bottom surface and its velocity is zero. The center of the

particle (which coincides with the center of mass) then rolls at velocity v/2, and the

travelled distance is half the one of the top surface, within a given time period. When

γ̃ = 0.6, the travelled distance st is markedly different, the value at the end of the

simulations being between 20000 and 26000 r0 (see Figure 5.4 and Supplementary

Figure S5.10) or over 40000 (see Supplementary Figure S5.10). These Figures show

that the particle undergoes long periods where it continuously slides against one

of the surfaces (sticking to the other one), as significant portions at constant slope

∆st/∆s = 0.0 (sticking to bottom fixed surface) and ∆st/∆s = 1.0 (sticking to top
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sliding surface) confirm. During these periods, the particle does not roll and only

works the surface against which it slides, with mechanisms that differ from the ones

that take place during rolling. This is reflected by larger values of σeq (see Figure 5.

6) and the surfaces not always being characterized by a self-affine morphology (see

Figure 5.5). We believe that longer sliding distances would compensate for this effect,

i.e. the travelled distance st and the rolled distance would increase, allowing for

the working of the surfaces that leads to the fractal morphology observed for larger

values of the interfacial adhesion. This observation strengthens the hypothesis [131]

that a frictional system needs to develop third bodies that work the surfaces for them

to evolve into a self-affine topography. Finally, long sliding distances may also level

local differences in the surface roughness evolution due, for instance, to changes over

time in the interfacial adhesion. In more complex setups, environmental conditions

(such as humidity and oxidation) can change during the experiment and thus their

effect on the interfacial adhesion would not be constant. Such behaviour is not

modelled here and may generally give a more intricate evolution of the morphology,

with alternating periods of sticking/slipping and rolling. Based on our observations,

long sliding distances are expected to average out such intricacies – although proper

investigations are needed to draw any conclusion.

5.3.3 Wear rate

The length of simulations in set L allows us to investigate also the wear rate over long

distances for different values of the interfacial adhesion. Figure 5.6b and Supplemen-

tary Figure S5.9b show the evolution of the wear volume V with the sliding distance

s. Simulations with the lowest interfacial adhesion (γ̃ = 0.6) display a markedly

different behavior than the persistent increase in volume commonly expected, and

observed for the full adhesion case [131]. For reduced interfacial adhesion cases,

the wear volume V is characterized mostly by an almost zero wear rate, the particle

volume being determined upon formation. This is due to the long sticking time. The

low interfacial adhesion reduces or inhibits material transfer between the particle

and the surface it slides against. And evidently no material is transferred between

the particle and the surface it sticks to. Therefore the sliding motion involves only

mutual deformation of the two bodies, without significant transfer of atoms (if any-

thing, the wear particle seems to lose mass in some cases). After long periods of

sticking, the deformation that takes place in the two bodies is such that the debris

particle is again detached from the surface it sticks to. For example, during such

a period of sticking, the particle can be pushed into a valley, then forced out of it

100



5.3. Results

 0

 10

 20

 30

 40

 50

 60

 0  10  20  30  40  50  60

a

σ
e
q
 (

 r
0
 )

sliding distance s ( 103 r0 )

 L-100-C

 L-100-D

 L-080-C

 L-080-D

 L-060-C

 L-060-D

 0

 5

 10

 15

 20

 25

 30

 35

 40

 0  10  20  30  40  50  60

b

V
 (

 1
0

3
 r

0
2
 )

sliding distance s ( 103 r0 )

Figure 5.6 – Evolution of the equivalent roughness σeq and of the wear volume V .
a) Evolution of σeq for the simulations in set L (see Supplementary Table S5.1). For
simulations with γ̃= 1.0 and γ̃= 0.8, σeq decreases until a steady-state is reached,
where possible fluctuations due to local events can take place. For simulations with
γ̃ = 0.6, the steady-state is not always reached (e.g. reduced adhesion simulation
L-060-D), because of the long sticking times (see also Figure 5.4). b) Evolution of
the wear volume V of the rolling debris particle, as defined only after its formation.
The simulations with γ̃ = 1.0 display steady growth of the particle volume, while
simulations with γ̃= 0.6 are characterized by a negligible wear rate for most of the
sliding distance, and the wear volume significantly increases only through fracture-
like brittle events (see Figure 5.4). Simulations with γ̃= 0.8 show an intermediate
behavior. Further simulations are shown in Supplementary Figure S5.9.

by a fracture-like event and finally it rolls for a while, until it sticks again (Figures 5.

4c-f). These rare events can lead to significant local increases in the particle volume,

as the detachment is fracture induced in a two-body configuration (Figure 5.6 and

Supplementary Figure S5.9). The growth of the debris particle volume in the low

interfacial adhesion case is then not continuous and is controlled by rare fracture

events.

The case for γ̃= 0.8 falls between the full and low adhesion cases. While the debris

particle does not display extended sticking times, the growth rate is significantly

lower than in full adhesion conditions. Rare fracture events can happen and signifi-

cantly affect the wear debris volume, but they are not the predominant mechanism

for mass transfer between the surfaces and the debris particle.

In the most general situation, multiple debris particles form and at any time each

would roll or stick/slide between the two surfaces, a part of them would be ejected

from the system and new particles would be created upon further asperity collisions.

This gives a more complex picture than the one investigated here, yet our observa-
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tions lead us to think that such effects may compensate over long timescales (as

put forward in the previous paragraph when discussing the effects on the interfacial

adhesion due to changes in the environment). The final surface morphology would

then be statistically equivalent to the one observed here. Further investigations of

more complex systems are nonetheless necessary to gain more insights and a more

sound understanding.

5.4 Discussion

In this study, we performed 2D molecular dynamics simulations of frictional systems

to investigate the effect of reductions in the interfacial adhesion strength and initial

surface morphology on three aspects of the adhesive wear process: the minimum

size of loose wear particles, the long-term evolution of the surface roughness, and the

wear rate. Our results show that, within the high adhesion regime that we explored,

reducing the interfacial adhesion does not fundamentally change the nature of

the processes occurring when two rough surfaces slide against one another and

transition into a three-body configuration.

When the initial surfaces are self-affine, as is commonly expected in real applications,

reducing the interfacial adhesion does not significantly affect the minimum initial

volume of the debris particle that forms in the early stages of the sliding process. The

random surface morphology thus governs the minimum size of the debris particles,

which is then predicted by the critical length scale d∗ estimated with the values of

the bulk properties (full adhesion situation). This is potentially relevant to the many

engineering applications where the minimum size of wear fragments is of particular

interest – for instance in the transport industry, where particle emissions play an

important role in health hazards that are linked to airborne particles.

Reduced interfacial adhesion nevertheless slows down some of the processes taking

place during adhesive wear, namely the evolution of the surfaces into a self-affine

morphology and the debris particle growth. Over long timescales, low values of

interfacial adhesion increase the possibility of the debris particle to continuously

slide against one of the surfaces (and stick to the other one), almost in a temporary

two-body configuration, altering the wear mechanisms. If such periods are not too

long with respect to the sliding distance, the particle still has time to roll against the

surfaces and work them, and the surfaces finally exhibit a self-affine morphology,

otherwise no fractal scaling is observed. Furthermore, during these periods where
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the particle sticks to one surface, the wear rate decreases significantly and it can

become negligible.

Finally, we note that these conclusions are drawn on the basis of two-dimensional

simulations, as the investigated long timescales are computationally challenging

for three-dimensional systems. While analogous observations have been previously

extended from 2D to 3D [59, 73, 85], further work is needed to extend our conclusions

to three-dimensional systems and to engineering applications.

5.5 Supplementary materials

5.5.1 Supplementary methods

Geometrical factorΛ for flat contacts

In the original formulation of Ref. [59], the critical length scale d∗ for the ductile-to-

brittle transition stems from a Griffith-like criterion applied to asperities of a generic

shape. According to the criterion, if the elastic energy Eel is larger or equal than the

adhesive energy Ead, crack propagation is favoured over plastic deformation, and

a debris particle is formed. As the two energies scale as Eel ∼ d 3 and Ead ∼ d 2, the

minimum contact junction size at which crack propagation takes place is found for

Eel = Ead and it has the form

d∗ =Λ∆wG

τ2
j

, (5.13)

where τj is the junction shear strength (and in the general case depends on γ̃), G is the

shear modulus of the material,∆w is twice the fracture energy andΛ is a geometrical

factor. In the derivation of Eq. 5.13, it is assumed that the elastic energy is fully

contained in the asperity volume, which is uniformly loaded at the shear junction

strength τj. Eel thus depends on both the characteristic size d and the shape of the

asperity. Ead also depends on both, as the shape of the asperity defines the crack

path and, consequently, the free surfaces that needs to be created in the fracture

process. The geometrical factorΛ takes into account the shape of the asperities and

the actual stress distribution (due to this shape). The meaning of Λ is clear in the
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expression of d∗ if Eq. 5.13 is rewritten in the form used in Eq. 5.1

d∗ =Λ w

τ2
j /2G

, (5.14)

where Λ regulates the ratio between the fracture energy w =∆w/2 and the stored

elastic energy density τ2
j /2G . In Ref. [59], data from molecular dynamics simulations

shows thatΛ= 1.50 for well-defined semicircular asperities in 2D.

More recently, another formulation for d∗ in two dimensions was derived based on

an analytical approach in Ref. [159]. Here, the asperity is replaced by a distributed

constant shear load of magnitude τj applied along a length d on the flat surface

of a semi-infinite body. An analytical expression for Eel in the whole body is then

provided. The value of Eel then depends on the length of contact d (i.e. the charac-

teristic size of the debris particle to be detached), but not on the shape of the debris

particle that is detached. The expression of the elastic energy is then

Eel =
Bd 2τ2

j M

πE ′ , (5.15)

where E ′ = E for plane stress and E ′ = E/(1−ν2) for plane strain (E and ν being

the elastic modulus and the Poisson ratio of the material), B is the thickness of the

semi-infinite body along the z direction, and M is an infinite integral term in 2D,

M =
∫ ∞

0

dy

y
. (5.16)

The shape of the detached particle still defines the crack path, and in Ref. [159] it

assumed to be semi-circular. This leads to the adhesive energy

Ead =πγBd , (5.17)

where γ is the surface energy of the material, and two semi-circular surfaces of

circumference πd/2 are created. The critical length scale is found again by imposing

the condition Eel = Ead, and it is (for plane stress, as in our simulations)

d∗
flat =

π2γE

τ2
j M

. (5.18)

As ∆w = 4γ and, for the model potentials adopted in Ref. [59] and in this work,
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E/G = 8/3, we can express d∗
flat in terms of d∗:

d∗
flat =

2

3

π2

M

w

τ2
j /2G

= 2

3

π2

M

d∗

Λ
. (5.19)

The integral M is finite in our case, as it is bounded by the plastic zone (≈ 1 r0),

where the integral is capped (
∫ r0

0 dy/r0 = 1) and the height of the body along the y

direction (≈ 150 r0). It is then M ≈ 6, and

d∗
flat =

π2

9

d∗

Λ
. (5.20)

which is true if Λ=π2/9 ≈ 1.10. In the flat contact case, Λ is then smaller than the

empirical value ofΛmax = 1.50 found in Ref. [59] for the asperity case.

In the simulations of this current work, the first contact takes place between two

rough self-affine surfaces, for which the concept of asperity is ill-defined. Further-

more, when the root mean square of heights σ of the surfaces is small, the collision

between the two bodies is close to the flat contact situation. This is shown in Sup-

plementary Figure S5.11, where it is also observed that the areas that contribute to

the detached particle are not semicircular (red atoms in Supplementary Figure S5.

11d). We thus derive d∗
flat for the general case of a semi-elliptical detached particle.

Note that, as previously explained, the elastic energy Eel contained in the body is

independent of the shape of the detached particle, and we need to generalize only

the expression for Ead.

As no exact formula for the perimeter of an ellipse exists, we rely on the second Ra-

manujan approximation, which provides an accurate estimation also in the limiting

case a/b → 0 (two overlapping segments), 2a and 2b being the axes of the ellipse.

The formula gives the perimeter P (a,b) as

P (a,b) =π (a +b)

(
1+ 3h(a,b)

10+
√

4−3h(a,b)

)
, (5.21)

where

h(a,b) = (a −b)2

(a +b)2 . (5.22)

We substitute for a = d/2 and b = κd/2, where we assume that the major axis is the
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contact junction d and that the proportionality of the minor axis to the major axis is

given by the scalar 0 < κ≤ 1. Expressions 5.21 and 5.22 become

P (κ,d) =π
d

2
(1+κ)

(
1+ 3h(κ,d)

10+
√

4−3h(κ,d)

)
= d p (κ) (5.23)

h(κ,d) =
(1

2 − κ
2

)2(1
2 + κ

2

)2 , (5.24)

where

p(κ) = π

2
(1+κ)

(
1+ 3h(κ,d)

10+
√

4−3h(κ,d)

)
. (5.25)

The adhesive energy (Eq. 5.17) is now expressed as

Ead = γBd p(κ) , (5.26)

and the critical length scale d∗
flat (Eq. 5.18) becomes

d∗
flat (κ) = πp(κ)γE

τ2
j M

= πp(κ)

9

d∗

Λ
. (5.27)

The two limit cases areκ= 1 (circular particle), for which p(κ) =π and Equations 5.18

and 5.20 are recovered, and κ→ 0 (two overlapping segments), for which p(κ) = 2,

and is

d∗
flat (κ→ 0) = 2πγE

τ2
j M

= 2π

9

d∗

Λ
, (5.28)

andΛ= 0.70 =Λmin.

Supplementary Figure S5.11e shows the variation ofΛ as a function of the factor κ,

and it grows sub-linearly for small values of κ, i.e. a high eccentricity of the ellipse

gives values ofΛ close toΛmin.

In the case of the simulations of Supplementary Figure S5.11a-d, we can derive

the minor and major axes 2a and 2b from the position at the first contact of the

atoms that will later form the debris particle (Supplementary Figure S5.11d). The

atoms describe two distinct portions, one on each surfaces, whose maximum and

minimum lengths are estimated. The average of the two minimum (maximum)
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lengths gives us an approximation of the axis 2a (2b), and, thus, κ= 0.23. We can

then computeΛ from Eq. 5.27, which givesΛ= 0.74.

5.5.2 Supplementary figures
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Figure S5.7 – Ductile-to-brittle transition and simulation setup. a) When two as-
perities collide, (1), a junction of size d is formed - if it is larger than the critical,
material-dependent value d∗, cracks appear at both surfaces and a wear debris
particle is formed (2), otherwise asperities smooth each other (3). Solid red lines
represent the junction of size d and dotted red lines represent the crack path in (2)
and the sliding distance in (3). b) Setup for both sets S and L. The bottom body has
zero horizontal velocity, its first layer of atoms being fixed horizontally. The top body
slides against the bottom one with velocity vref, which is imposed on the top layer of
atoms. The normal force fy pushes the two bodies against one another to ensure
contact. Periodic boundary conditions are enforced along x, and the simulation
box can expand and shrink along y . A thermostat in each body is applied on the
layers next to the fixed boundaries. In all panels colors distinguish atoms originally
belonging to the top (light blue) and bottom (dark blue) bodies. Atoms that at some
previous instant were detected as surface atoms and re-assigned to the interfacial ad-
hesion potential are depicted in yellow. In panel (b), black lines represent simulation
box boundaries and s is the sliding distance (which is zero).
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Figure S5.8 – Steady-state surface morphology analysis. Left panels: PSD per unit
lengthΦ as a function of the wavevector q and the wavelengthλ, the relation between
the two being q = 2π/λ. Right panels: height-height correlation function ∆h(δx) =
〈[h(x +δx)−h(x)]2〉1/2. The surfaces are taken from the bottom (’(B)’) and top (’(T)’)
bodies of different simulations with different values of interfacial adhesion γ̃ and
system sizes (see Supplementary Table S5.5 for details). Further surfaces are reported
in Figure 5.5. In all panels the solid black straight guide-line corresponds to a Hurst
exponent H = 0.7. Dotted black straight guide-lines show the hypothetical slope for
distributions of H = 0.5 and H = 1.0.
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Figure S5.9 – Evolution of the equivalent roughness σeq and of the wear volume V .
a) Evolution of σeq for the simulations in set L (see Supplementary Table S5.1). For
simulations with γ̃= 1.0 and γ̃= 0.8, σeq decreases until a steady-state is reached,
where possible fluctuations due to local events can take place. For simulations with
γ̃= 0.6, the steady-state is not always reached, because of the long sticking times (see
also Figure 5.4). b) Evolution of the wear volume V of the rolling debris particle, as
defined only after its formation. The simulations with γ̃= 1.0 display steady growth of
the particle volume, while simulations with γ̃= 0.6 are characterized by a negligible
wear rate for most of the sliding distance, and the wear volume significantly increases
only through fracture-like brittle events (see Figure 5.4). Simulations with γ̃= 0.8
show an intermediate behavior.
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Figure S5.10 – Distance st travelled by the debris particle as a function of the sliding
distance. For full and intermediate adhesion simulations (i.e. γ̃= 1.0 and γ̃= 0.8),
the particle rolls most of the time. For low adhesion cases (γ̃ = 0.6), the particle
undergoes long times of sticking to one surface (and sliding against the other). These
periods are characterized by ∆st/∆s ≈ 0.0 and ∆st/∆s ≈ 1.0. See Figure 5.4 for data
from further simulations.
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Figure S5.11 – Effect of roughness on debris particle formation and d∗. a-d) The top
surface slides and comes into contact with the bottom surface over a few atoms (a).
Upon further sliding, the junction grows until cracks on both surfaces appear (b),
and a debris particle is finally formed (c). The positions at s = 700 r0 of the atoms
belonging to the debris particle are highlighted in (d). In the case of rough surfaces,
the initial geometry affect the stress distribution and the crack path differently
then in the well-defined asperities case. This is highlighted by the distribution in the
original surface of the atoms that later belong to the debris particle (d). The detached
debris particle involves atoms close to the surface, and the process resembles the flat
contact case [159]. This implies a smaller geometrical factorΛ in the expression of
d∗ than the well-defined asperities case [59] (see Supplementary Methods). e) Values
of the geometrical factor Λ as a function of the shape of the detached particle for
the simulations of the present work. In the case of the simulation of this Figure, the
average ratio between the minor and major sizes of the two red areas (d) is κ= 0.23,
which givesΛ= 0.74 (dashed orange lines). In panels (a-d) colors distinguish atoms
originally belonging to the top (light blue) and bottom (dark blue) surfaces. Atoms
that at some previous instant were detected as surface atoms and re-assigned to the
interfacial adhesion potential are depicted in yellow. In panel (d), dark red atoms
identify atoms that belong to the debris particle shown in panel (c). Black lines
represent simulation box boundaries and s is the sliding distance expressed in units
of r0. Snapshots in panels (a-d) are from simulation S-100-03 (see Supplementary
Table S5.1).
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5.5.3 Supplementary Tables

ID γ̃ H σ (r0) seed scenario V0 (103r 2
0 )

S-100-01 1.00 0.5 5 19 1 6.50

S-100-02 1.00 0.5 5 32 1 7.34

S-100-03 1.00 0.5 5 42 1 0.97

S-100-04 1.00 0.5 5 66 2 n/a

S-100-05 1.00 0.5 5 91 1 disc.

S-100-06 1.00 0.7 5 19 1 9.32

S-100-07 1.00 0.7 5 32 1 11.19

S-100-08 1.00 0.7 5 42 2 n/a

S-100-09 1.00 0.7 5 66 2 n/a

S-100-10 1.00 0.7 5 91 2 n/a

S-100-11 1.00 1.0 5 19 1 8.53

S-100-12 1.00 1.0 5 32 1 8.55

S-100-13 1.00 1.0 5 42 2 n/a

S-100-14 1.00 1.0 5 66 1 40.34

S-100-15 1.00 1.0 5 91 2 n/a

S-100-16 1.00 0.5 10 19 2 n/a

S-100-17 1.00 0.5 10 32 2 n/a

S-100-18 1.00 0.5 10 42 2 n/a

S-100-19 1.00 0.5 10 66 1 disc.

S-100-20 1.00 0.5 10 91 1 11.68

S-100-21 1.00 0.7 10 19 1 disc.

S-100-22 1.00 0.7 10 32 1 disc.

S-100-23 1.00 0.7 10 42 2 n/a

S-100-24 1.00 0.7 10 66 1 disc.

S-100-25 1.00 0.7 10 91 1 10.39

S-100-26 1.00 1.0 10 19 2 n/a

S-100-27 1.00 1.0 10 32 2 n/a

S-100-28 1.00 1.0 10 42 2 n/a

S-100-29 1.00 1.0 10 66 1 disc.

S-100-30 1.00 1.0 10 91 1 11.24

S-100-31 1.00 0.5 20 19 1 11.13

S-100-32 1.00 0.5 20 32 1 disc.

S-100-33 1.00 0.5 20 42 2 n/a

S-100-34 1.00 0.5 20 66 1 11.08
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S-100-35 1.00 0.5 20 91 1 2.20

S-100-36 1.00 0.7 20 19 1 20.25

S-100-37 1.00 0.7 20 32 1 18.49

S-100-38 1.00 0.7 20 42 1 7.82

S-100-39 1.00 0.7 20 66 1 disc.

S-100-40 1.00 0.7 20 91 1 disc.

S-100-41 1.00 1.0 20 19 1 15.28

S-100-42 1.00 1.0 20 32 1 12.50

S-100-43 1.00 1.0 20 42 1 2.83

S-100-44 1.00 1.0 20 66 1 9.74

S-100-45 1.00 1.0 20 91 1 disc.

Table S5.1 – Summary of the simulations in set S: γ̃ = 1.0. H , σ and ’seed’ are
respectively the Hurst exponent, root mean square of heights and random seed used
to create the initial self-affine surface. ’scenario’ indicates which of the two situations
were observed in the simulations: 1 - a debris particle is formed, or 2 - no debris
particle is generated because a junction comparable to the system size is formed and
the surfaces weld or a debris particle of the order of the system size would form. V0

is the initial volume of the debris particle. disc.: detected value discarded because of
erroneous measures (see Section 5.3.1 for details). n/a: not applicable to simulations
that displayed Scenario 2.
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ID γ̃ H σ (r0) seed scenario V0 (103r 2
0 )

S-080-01 0.80 0.5 5 19 2 n/a

S-080-02 0.80 0.5 5 32 1 disc.

S-080-03 0.80 0.5 5 42 2 n/a

S-080-04 0.80 0.5 5 66 2 n/a

S-080-05 0.80 0.5 5 91 2 n/a

S-080-06 0.80 0.7 5 19 2 n/a

S-080-07 0.80 0.7 5 32 1 6.63

S-080-08 0.80 0.7 5 42 2 n/a

S-080-09 0.80 0.7 5 66 2 n/a

S-080-10 0.80 0.7 5 91 2 n/a

S-080-11 0.80 1.0 5 19 1 disc.

S-080-12 0.80 1.0 5 32 2 n/a

S-080-13 0.80 1.0 5 42 2 n/a

S-080-14 0.80 1.0 5 66 2 n/a

S-080-15 0.80 1.0 5 91 2 n/a

S-080-16 0.80 0.5 10 19 2 n/a

S-080-17 0.80 0.5 10 32 2 n/a

S-080-18 0.80 0.5 10 42 2 n/a

S-080-19 0.80 0.5 10 66 2 n/a

S-080-20 0.80 0.5 10 91 1 disc.

S-080-21 0.80 0.7 10 19 2 n/a

S-080-22 0.80 0.7 10 32 1 disc.

S-080-23 0.80 0.7 10 42 2 n/a

S-080-24 0.80 0.7 10 66 1 2.61

S-080-25 0.80 0.7 10 91 1 12.09

S-080-26 0.80 1.0 10 19 1 disc.

S-080-27 0.80 1.0 10 32 2 n/a

S-080-28 0.80 1.0 10 42 2 n/a

S-080-29 0.80 1.0 10 66 2 n/a

S-080-30 0.80 1.0 10 91 1 8.28

S-080-31 0.80 0.5 20 19 1 disc.

S-080-32 0.80 0.5 20 32 1 7.08

S-080-33 0.80 0.5 20 42 1 disc.

S-080-34 0.80 0.5 20 66 1 4.97

S-080-35 0.80 0.5 20 91 1 3.13
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S-080-36 0.80 0.7 20 19 1 13.70

S-080-37 0.80 0.7 20 32 1 15.90

S-080-38 0.80 0.7 20 42 1 0.34

S-080-39 0.80 0.7 20 66 1 11.53

S-080-40 0.80 0.7 20 91 1 disc.

S-080-41 0.80 1.0 20 19 1 13.53

S-080-42 0.80 1.0 20 32 1 15.65

S-080-43 0.80 1.0 20 42 1 4.25

S-080-44 0.80 1.0 20 66 1 12.04

S-080-45 0.80 1.0 20 91 1 20.05

Table S5.2 – Summary of the simulations in set S: γ̃ = 0.8. H , σ and ’seed’ are
respectively the Hurst exponent, root mean square of heights and random seed used
to create the initial self-affine surface. ’scenario’ indicates which of the two situations
were observed in the simulations: 1 - a debris particle is formed, or 2 - no debris
particle is generated because a junction comparable to the system size is formed and
the surfaces weld or a debris particle of the order of the system size would form. V0

is the initial volume of the debris particle. disc.: detected value discarded because of
erroneous measures (see Section 5.3.1 for details). n/a: not applicable to simulations
that displayed Scenario 2.
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ID γ̃ H σ (r0) seed scenario V0 (103r 2
0 )

S-060-01 0.60 0.5 5 19 2 n/a

S-060-02 0.60 0.5 5 32 2 n/a

S-060-03 0.60 0.5 5 42 2 n/a

S-060-04 0.60 0.5 5 66 2 n/a

S-060-05 0.60 0.5 5 91 2 n/a

S-060-06 0.60 0.7 5 19 2 n/a

S-060-07 0.60 0.7 5 32 2 n/a

S-060-08 0.60 0.7 5 42 2 n/a

S-060-09 0.60 0.7 5 66 2 n/a

S-060-10 0.60 0.7 5 91 2 n/a

S-060-11 0.60 1.0 5 19 2 n/a

S-060-12 0.60 1.0 5 32 2 n/a

S-060-13 0.60 1.0 5 42 2 n/a

S-060-14 0.60 1.0 5 66 2 n/a

S-060-15 0.60 1.0 5 91 2 n/a

S-060-16 0.60 0.5 10 19 2 n/a

S-060-17 0.60 0.5 10 32 2 n/a

S-060-18 0.60 0.5 10 42 2 n/a

S-060-19 0.60 0.5 10 66 2 n/a

S-060-20 0.60 0.5 10 91 1 5.47

S-060-21 0.60 0.7 10 19 1 7.81

S-060-22 0.60 0.7 10 32 2 n/a

S-060-23 0.60 0.7 10 42 2 n/a

S-060-24 0.60 0.7 10 66 2 n/a

S-060-25 0.60 0.7 10 91 1 7.18

S-060-26 0.60 1.0 10 19 1 disc.

S-060-27 0.60 1.0 10 32 2 n/a

S-060-28 0.60 1.0 10 42 2 n/a

S-060-29 0.60 1.0 10 66 2 n/a

S-060-30 0.60 1.0 10 91 1 4.08

S-060-31 0.60 0.5 20 19 1 10.45

S-060-32 0.60 0.5 20 32 1 10.42

S-060-33 0.60 0.5 20 42 1 2.14

S-060-34 0.60 0.5 20 66 1 disc.

S-060-35 0.60 0.5 20 91 1 0.85
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S-060-36 0.60 0.7 20 19 1 disc.

S-060-37 0.60 0.7 20 32 1 13.05

S-060-38 0.60 0.7 20 42 1 2.04

S-060-39 0.60 0.7 20 66 1 3.01

S-060-40 0.60 0.7 20 91 1 disc.

S-060-41 0.60 1.0 20 19 1 disc.

S-060-42 0.60 1.0 20 32 1 13.02

S-060-43 0.60 1.0 20 42 1 disc.

S-060-44 0.60 1.0 20 66 1 disc.

S-060-45 0.60 1.0 20 91 1 17.67

Table S5.3 – Summary of the simulations in set S: γ̃ = 0.6. H , σ and ’seed’ are
respectively the Hurst exponent, root mean square of heights and random seed used
to create the initial self-affine surface. ’scenario’ indicates which of the two situations
were observed in the simulations: 1 - a debris particle is formed, or 2 - no debris
particle is generated because a junction comparable to the system size is formed and
the surfaces weld or a debris particle of the order of the system size would form. V0

is the initial volume of the debris particle. disc.: detected value discarded because of
erroneous measures (see Section 5.3.1 for details). n/a: not applicable to simulations
that displayed Scenario 2.
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γ̃
Scenario 1
σ= 5 r0

Scenario 1
σ= 10 r0

Scenario 1
σ= 20 r0

Scenario 1
Total

V 0

(103r 2
0 )

1.0
60.0 %

(53.3 %)
53.3 %

(20.0 %)
93.3 %

(66.6 %)
68.9 %

(46.7 %)
13.1

0.8
20.0 %
(6.7 %)

40.0 %
(20.0 %)

100 %
(80.0 %)

53.3 %
(35.6 %)

11.0

0.6
0.0 %

(0.0 %)
33.3 %

(26.7 %)
100 %

(60.0 %)
44.4 %

(28.9 %)
8.6

all
26.7 %

(20.0 %)
42.2 %

(22.2 %)
97.8 %

(68.9 %)
55.6 %

(37.0 %)
10.9

Table S5.4 – Summary of the simulations in set S that display Scenario 1. In each cell,
the first percentage shows the relative amount of simulations that exhibit Scenario 1,
the second percentage, in brackets, indicates the relative amount of simulations that
exhibit Scenario 1 and for which the initial volume V0 was not discarded. E.g. for
γ̃= 1.0, 9 simulations out of the 15 with σ= 5 r0 displayed Scenario 1 (i.e. 60.0 %),
and for 8 out of 15 the initial volume V0 was correctly estimated and taken into
account in the analysis (i.e. 53.3 %). ’all’ refers to estimation across all the values of
γ̃. ’Scenario 1 Total’ refers to estimation across all the values of σ. V 0 is the average
initial volume. It emerges that the likelihood of displaying Scenario 1 positively
correlates with both γ̃ and σ.
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ID γ̃ H seed lx

L-100-A 1.0 0.3 29 339.314
L-100-B 1.0 0.3 42 339.314
L-100-C 1.0 1.0 29 339.314
L-100-D 1.0 1.0 42 339.314
L-080-A 0.8 0.3 29 339.314
L-080-B 0.8 0.3 42 339.314
L-080-C 0.8 1.0 29 339.314
L-080-D 0.8 1.0 42 339.314
L-060-A 0.6 0.3 29 339.314
L-060-B 0.6 0.3 42 339.314
L-060-C 0.6 1.0 29 339.314
L-060-D 0.6 1.0 42 339.314
L-100-X 1.0 0.3 42 678.627
L-080-X 0.8 0.3 42 678.627

Table S5.5 – Summary of the simulations in set L. H and ’seed’ are respectively the
Hurst exponent and random seed used to create the initial self-affine surface. γ̃ is
the reduced interfacial adhesion adopted and the value is referred to in the ID by
the two digits. In the ID, ’A’ and ’B’ distinguish two different random realizations of
the initial surface for H = 0.3. Similarly, ’C’ and ’D’ distinguish two different random
realizations of the initial surface for H = 1.0. ’X’ indicates simulations with the largest
box size lx .
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Chapter 6

A mechanistic model for the
growth of cylindrical debris
particles in the presence of
adhesion

The wear volume is known to keep increasing during frictional processes, and Ar-

chard notably proposed a model to describe the probability of wear particle forma-

tion upon asperity collision in a two-body contact configuration. While this model is

largely adopted in the investigations of wear, the presence of wear debris trapped

between the surfaces changes the system into a three-body contact configuration

already since the early stages of the process. In such a configuration, a significant

amount of wear is produced at the interface between the trapped debris and the

sliding bodies. Here, relying on analytical models, we develop a framework that de-

scribes crack growth in a three-body configuration at the particle-surface interface.

We then show that crack growth is favoured within the sliding surfaces, instead of

within the debris particle, and test such result by means of numerical simulations

with a phase-field approach to fracture. This leads to an increase in the wear volume

and to debris particle accretion, rather than its breakdown. The effects of adhesion,

coefficient of friction, and ratio of the applied global tangential and normal forces

are also investigated.
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Disclaimer This chapter is reproduced from the preprint version of the article Mi-

lanese, E., & Molinari, J.-F. A mechanistic model for the growth of cylindrical debris

particles in the presence of adhesion [162]. At the time of writing of this disserta-

tion, the manuscript is under consideration at a peer-reviewed scientific journal

publishing research on the topic of mechanics of solids, and it is freely accessible

at https://arxiv.org/abs/2003.05812. I personally conducted the development of

the concept and its analytical derivation, the design and analysis of the numerical

validation, the discussions, and the writing of the article (figures included).

6.1 Introduction

The importance of wear for the performance and durability of mechanical compo-

nents has been known for centuries, as the first documented studies of the topic

date back to Da Vinci’s work [46]. While his contributions saw the light only recently

and are still to be clearly assessed [47], he observed that the amount of wear was

larger when the sliding motion was longer [46], and that harder materials would wear

less [64]. The link between these quantities was made much clearer by Holm [51]

and Archard [50] in the past century, at least for the case of adhesive wear. Archard

formulated the wear law that still carries his name and that states that the wear

volume is linearly proportional to the sliding distance, the normal load, and the

inverse of the hardness of the materials. The proportionality is governed by the wear

coefficient, which is generally constant and is determined experimentally. According

to Archard’s picture, the wear volume steadily increases during adhesive wear pro-

cesses, and the wear coefficient describes the probability of two asperities belonging

to opposite rough surfaces to form a debris particle upon collision.

In recent years, extensive experimental [80, 81, 111, 134–136] and numerical [57,

59, 73, 84] investigations have been carried out to shed light on what happens dur-

ing such asperity contacts or collisions, and three possible mechanisms have been

identified. When both the normal load and the adhesion forces are low, atom-by-

atom removal takes place [80, 81, 111], while for larger loads and larger adhesion

forces, asperities mutually deform plastically [59, 134], or break in a brittle fash-

ion [59, 135, 136]. The transition from the ductile to the brittle behaviour is deter-

mined by a material-dependent critical length scale [59]. In the brittle scenario,

the asperities form a debris particle with a well-defined initial volume, which is

proportional to the tangential load [73]. It has been hypothesized that Archard’s

wear coefficient includes the probability of each asperity junction being smaller or
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larger than the aforementioned critical length scale, and efforts are made towards a

mechanical description of the wear coefficient [72].

This body of work focuses though on two-body contacts, that is two surfaces (the

first bodies) come directly into contact at the asperity level. As soon as a loose

debris particle forms, this constitutes the third body in the system and it is trapped

between the two first bodies. Three-body contact then takes place locally: the debris

particle separates the two surfaces, which are each in contact with the particle,

and not directly with one another. Such transition to a three-body contact has

been recently found to be key, for instance, in the evolution of the sliding surfaces

into rough self-affine morphology [131]. It is arguable that loose debris particles

form since the early stages, and that in the study of wear a third-body approach is

more suitable [52, 89, 163, 164]. According to this approach, a load-bearing film of

rolling third bodies is responsible for the changes in the rheology of the system, and

behaves as a lubricant. This approach is supported by experimental [90, 91, 165]

and numerical [88, 131, 166, 167] evidence: the transition to three-body contact is

linked, for instance, to a reduction of the wear rate [88, 90, 91, 131, 166]. Similarly,

a decrease in gouge-formation rates has been observed in natural faults [26] and

rock experiments [92]. According to some characteristics of the system (e.g. surface

roughness, system size, wear evacuation rate, wear production rate, debris particle

size), the portion of the system where contact happens in a three-body configuration

can be more or less spread.

Finally, recent numerical simulations [131] have shown that the volume of a debris

particle trapped between two surfaces overall increases with time (or, equivalently,

the sliding distance), and particle accretion is generally favoured over deposition

of fragments from the particle onto the surfaces. Inspired by such observations

(see Figure 6.1), we focus here on the wear production during three-body contact,

within a solid mechanics framework. In particular, we show that the stress field in a

three-body contact configuration favours an increase in the wear volume. To this

end, the framework of our approach is presented in Section 6.2, and in Section 6.3

the existing contact solutions relevant to our problem are briefly presented, and they

are used to determine the stress field in rolling contact with and without adhesion. In

Section 6.4, the results of such approach are discussed, and tested with a numerical

method. The conclusions are finally reported in Section 6.5.
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Figure 6.1 – Example of particle accretion observed in 2D molecular dynamics simu-
lations. a-d) The debris particle (identified by red atoms) is rolling between the two
first bodies (a) and adheres to the bottom surface (b); upon continuous rolling, the
trailing edge is being pulled away (c) and material is transferred from the surface
to the debris particle (d). e-h) Magnification of the areas within the dotted black
rectangles in panels (a-d). In all panels, colours distinguish atoms originally belong-
ing to the top (yellow) and bottom (blue) bodies. In panels (a-d), solid black lines
represent simulation box boundaries (periodic boundary conditions are applied),
and the arrow indicates the sliding direction of the top body (the bottom body is
fixed). Snapshots are taken at the sliding distance sd expressed in multiples of the
atoms equilibrium distance r0. Atom interactions are all described by the same
pair potential (i.e. full adhesion conditions are recovered upon contact). Snapshots
are taken from simulation R1 of [131], the reader is referred to such work for more
details.
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Symbol Expression Description Physical dimension

ξ, η, ζ x/l , y/l , z/l non-dimensional x, y ,
and z coordinate

—

a, b, c — half-width of contact, ad-
hesion, and interaction

length

α, β, χ a/l , b/l , c/l non-dimensional half-
width of contact, adhe-
sion, and interaction

—

m χ/α scaled non-dimensional
interaction half-width

—

λ σ0/s non-dimensional lim-
iting adhesive stresses
(Maugis parameter)

—

l
(

R2w
E∗

)1/3
non-dimensionalizing
length

length

s
(

wE∗2

R

)1/3
non-dimensionalizing
pressure

force/area

P0

(
Rw 2E∗)1/3

non-dimensionalizing
load

force/length

R — cylindrical particle radius length

w — fracture energy energy/area

E∗ — effective elastic modulus force/area

P , T — normal and tangential
component of the trans-
mitted force per unit
length

force/length

Z (x), X (x) — transmitted normal and
tangential tractions

force/area

X ′(x), X ′′(x) — components of the trans-
mitted tangential trac-
tions

force/area

µ — Coulomb coefficient of
friction

—

Table 6.1 – Nomenclature of the main symbols – Part 1 of 3.
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Symbol Expression Description Physical dimension

σi j — Cauchy stress force/area

σn
i j — Cauchy stresses due to

Z (x)
force/area

σt
i j — Cauchy stresses due to

X (x)
force/area

σ1,2 — maximum (1) and min-
imum (2) principal
Cauchy stresses on the
< ξ,ζ> plane

force/area

σ0 — limiting adhesive stresses force/area

σ̃c — limiting non-
dimensional tensile
stresses

—

(̃·) — non-dimensional loads
and pressures

—

(̄·) — quantities computed at
ζ= 0

—

θp — angle between the ξ

axis and the direction of
the maximum principal
stress

—

θc θp −π/2 angle between the ξ axis
and the direction of crack
propagation

—

Table 6.2 – Nomenclature of the main symbols – Part 2 of 3.
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Symbol Expression Description Physical dimension

ρ — non-dimensional half-
width over which X ′′ is
applied

—

ψ — non-dimensional coordi-
nate of the midpoint of
2ρ

—

p̃0 2P̃/πα maximum value of Z̃ (ξ)
at the center of the con-
tact width

—

X̃adh — tangential tractions due
to adhesive friction

—

τ̃0 X̃adh/2χ non-dimensional adhe-
sive friction tangential
stress

—

τ̃c — non-dimensional shear
strength of the contact in-
terface

—

Table 6.3 – Nomenclature of the main symbols – Part 3 of 3.
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6.2 Theory

6.2.1 Approach

In the simplest three-body contact, one wear debris particle is rolling between two

surfaces, while in contact with both of them. The core idea of our approach is to

view the rolling motion of the particle as the opening and closure of two cracks. At

the leading edge of the contact, the rolling motion is closing the crack, while at the

trailing edge the crack opens. This approach is inspired by the work of Maugis [61,

168], who used a fracture mechanics approach to investigate the adhesive contact of

spheres.

In the remaining of the manuscript we focus on the contact between the particle and

one of the surfaces, as the behaviour at the contact with the other surface is quickly

derivable with symmetry arguments. Our approach then implies that the direction

of propagation of the opening crack at the trailing edge of contact determines which

of the bodies wears out: the particle or the surface.

In the following Sections, we derive the stress fields due to the rolling contact with

adhesion, the principal stresses and the crack propagation angle at the trailing edge

based on the maximum hoop stress criterion [169].

6.2.2 Framework

We consider the case of two-dimensional contact between two cylinders with their

longitudinal axis y aligned (see Figure 6.2). In our case we assume that one of the two

cylinders has infinite radius of curvature and represents the surface against which

the debris particle is rolling.

Three different types of rolling motion can take place in such conditions [62, 170]:

• free rolling: if the transmitted resultant force is normal to the contact width;

• tractive rolling: if the transmitted resultant force is not normal to the contact

width (i.e. tangential forces are transmitted, too);

• rolling with spin: if a relative angular velocity along the axis normal to the

contact width (ζ-axis in Figure 6.2) exists between the cylinder and the surface;

128



6.2. Theory

we will consider here the first two types of rolling.

Frame of reference and formalism Following the common conventions of contact

mechanics [62], we adopt a frame of reference with the axes centered at the midpoint

of the width of the contact area and orientated as shown in Figure 6.2. Forces are

taken as positive when pointed towards positive values of the axes direction, the

consequent convention for positive values of the stresses being shown in Figure 6.2.

We then introduce:

• the effective elastic modulus E∗ =
(

1−ν2
c

Ec
+ 1−ν2

s
Es

)−1
, where Ec, νc and Es, νs

are the elastic modulus and Poisson’s ratio of the cylindrical particle and the

opposing surface respectively;

• the equivalent curvature 1
R = 1

Rc
+ 1

Rs
, where Rc and Rs are the radius of curva-

ture of the cylindrical particle and the opposing surface respectively; note that
1
R → 1

Rc
in our case (Rs →∞).

Throughout the manuscript, the following non-dimensionalization is then adopteda:

α := a

l
(6.1a)

β := b

l
(6.1b)

χ := c

l
(6.1c)

ξ := x

l
(6.1d)

l :=
(

R2w

E∗

)1/3

(6.1e)

λ := σ0

s
(6.1f)

s :=
(

wE∗2

R

)1/3

(6.1g)

aNote that the normalization adopted here differs from that of Maugis [61] and Baney and Hui [171].
There, some lengths are non-dimensionalized by l and some others by a, which can be confusing
– hence our choice. Here the non-dimensional parameters are those used by Johnson [172]. The
equations of this section and of Section 6.3 are presented in the Maugis formalism in Section 6.7 for
the reader who is more familiar with that approach.
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σxxσxx

σzz

σzz

σxz
σzx

ξ

ζ

θp

θc

ξ

ζ

αβ
χ

α β
χ

Figure 6.2 – Frame of reference for a body in contact with a half-space (left) and
stress directions taken as positive for a small representative square element at a
random point within the bodies (right). Length are non-dimensionalized by l (see
Equations 6.1a to 6.1e ): ξ= x/l , ζ= z/l . Note that the signs of the shear stresses are
the opposite than in the traditional continuum solid mechanics frame of reference.
Normal stresses are positive when tensile. The η-axis, with η= y/l , is not displayed
and is orthogonal to the < ξ,ζ> plane and pointed toward the reader. θp is the angle
between the direction of the largest principal stress and the axis ξ, θc = θp−π/2 is the
angle between the axis ξ and the crack path (see Section 6.2.6). Angles are positive if
measured counter-clock wise.

P̃ := P

P0
(6.1h)

T̃ := T

P0
(6.1i)

P0 :=
(
Rw 2E∗)1/3

(6.1j)

with a and c the half-width of contact and interaction respectively, σ0 the limiting

adhesive stress that the material can sustain, w the surface energy, P and T the

normal and tangential force (per unit length) transmitted at the contact interface

(the main symbols with their meaning and dimensions are summarized in Tables 6.

1, 6.2, and 6.3).

The particle is assumed to roll towards positive values of ξ, and interacts with the

opposite surface over the width 2χ= 2(α+β), where α is the non-dimensionalized

half-width of contact and β is the non-dimensionalized half-width of adhesion, i.e.

the region where the bodies interact through the adhesive forces even if not directly

in contact. When no adhesion is considered, β→ 0 and χ→α.
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In the derivation of the stress fields, it is assumed that the contact width is small

compared to the dimensions of the bodies and their radius of curvature. These hy-

potheses imply [62] that strains are small, both bodies can be regarded as half-spaces,

both surfaces are continuous, and contact is non-conforming (i.e. the geometries of

the surfaces are dissimilar and contact takes place only at a point or line prior any

deformation, like for a sphere on a plane).

Transmitted forces The normal and tangential components of the non-

dimensionalized transmitted force (per unit length) P̃ and T̃ are related to the

non-dimensionalized normal and tangential tractions Z̃ (ξ) and X̃ (ξ) by satisfying

equilibrium at the interface:

P̃ =
∫ χ

−χ
Z̃ (ξ)dξ (6.2a)

T̃ =
∫ α

−α
X̃ (ξ)dξ (6.2b)

where Z̃ (ξ) and X̃ (ξ) are the transmitted normal and tangential stress distributions

respectively. Z̃ (ξ) and X̃ (ξ) have same magnitude and opposite sign on the cylinder

and on the half-space surfaces. Note that as we consider two-dimensional contact, T̃

and X̃ (ξ) are aligned with the ξ-axis. Furthermore, it is assumed that the tangential

forces can be transmitted only where the two bodies are in direct contact (i.e. |ξ| ≤α),

and that the normal forces can be transmitted across the whole interaction width

(i.e. |ξ| ≤χ).

Under the assumption of Coulomb friction, the following conditions need be satis-

fied:

|T̃ | ≤µP̃ (6.3a)

|X̃ (ξ)| ≤µZ̃ (ξ) , ∀ξ ∈ [−α,α] (6.3b)

where µ is the coefficient of friction. Equations 6.3a and 6.3b require the Coulomb

law to be satisfied globally and locally, respectively. When the equal sign holds in

Equation 6.3a, slip takes place, while when the equal sign holds in Equation 6.3b,

sliding takes placeb.

bWe define slip the relative motion at a point on the contact interface where the two surfaces have
different velocities. If slip takes place at all the points on the contact interface, then we refer to it as
sliding or complete slip [170].
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6.2.3 Adhesive forces: Maugis model

When adhesion is present, tensile stresses normal to the contact interface can be

sustained. The two extreme cases are those of the JKR [55] and the DMT [56] theories,

better suitable respectively for the cases of soft materials with high adhesion, and

hard materials with low adhesion. Later, Maugis [61] developed a comprehensive

theory of the adhesion of spheres, which is able to capture the continuous transition

from the JKR to the DMT limit. In his 3D contact model, Maugis assumes that the

part of adhesive forces acting outside the contact area between the sphere and the

half-plane are constant and analogue to the cohesive forces between the lips of a

crack, as in Dugdale’s work [173]. These adhesive forces act within an adhesive ring

of length β= χ−α (cf. Figure 6.2). To study the conditions under which the crack

propagates (or closes), i.e. the contact radius decreases (or increases), the Griffith

criterion for equilibrium G = w is investigated, where G is the energy release rate

and w = 2γ is the fracture energy (i.e. the work necessary to separate two surfaces

characterized by the same surface energy γ). By imposing the equilibrium condition,

the Maugis parameterc λ allows to investigate the problem as a function of the

material parameters. When λ→∞ (soft materials, high adhesion), the adhesive ring

vanishes (β→ 0), the inner pressure distribution coincides with the well known JKR

limit [55], the adhesive forces act only within the contact area and go to infinity at

the edges of the contact. If λ→ 0 (hard materials, low adhesion), the adhesive ring is

infinitely large (β→∞), and the DMT limit [56] is recovered instead.

Maugis’ approach was later adopted in two dimensions, i.e. for cylinders [171, 174],

and the distribution of non-dimensionalized normal tractions in such case is (see

Figure 6.3a)

Z̃ (ξ) =


− 1

2

√
α2 −ξ2 + 2λ

π
arctan

√√√√χ2 −α2

α2 −ξ2 |ξ| ≤α

−λ α< |ξ| ≤χ
0 |ξ| >χ

(6.4)

The non-dimensionalized contact half-width α is determined by solving the load

cThe work of [61] being in 3D, λ has actually a different expression then the one derived from

Eqs. 6.1e and 6.1f: λ3D = 2σ0 ·
(
πwK 2/R

)−1/3
, where K = 4/3 ·E/

(
1−ν2

)
. One can see that λ and λ3D

behave the same (cf. Eqs. 6.1e and 6.1f), thus for readability the general notation λ is kept throughout
the text also when referring to the 3D case.
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equation ([172])

P̃ = π

4
α2 −2λα

√
m2 −1 (6.5)

where

m := χ

α
= χ

α
· l

l
= c

a
(6.6a)

Once α is known as a function of m, m is determined by solving the equation for the

cut-off distance at which the adhesive stresses fall to zero:

λα2g1(m)+λ2αg2(m) = 1 (6.7)

where

g1(m) := 1

2

[
m

√
m2 −1−cosh−1 (m)

]
(6.8)

g2(m) := 4

π

[
cosh−1 (m)

√
m2 −1−m ln(m)

]
(6.9)

and the values of α and χ are eventually found. Following the aforementioned

steps, it is possible to fully determine the non-dimensionalized tractions Z̃ (ξ) at the

interface. For the details of the derivation we refer the reader to Ref. [61, 171, 172,

175].

6.2.4 Tractive rolling forces: Carter model

To the best of our knowledge, no analytical solution for tractive rolling contact in

the presence of adhesive forces have been found yet. Here, we assume that it can

be obtained by superposition of the analytical solutions for the normal adhesive

contact (described above) and the classical solution for the case of a cylinder rolling

on an elastic half-space (described in the following). Contact then takes place along

a frictional interface (characterized by the friction coefficient µ) and the tangential

forces due to the rolling motion are transmitted between the two bodies along the

contact area (|ξ| ≤α). The problem was first solved by Carter [176], with an approach

that is conceptually similar to that of Cattaneo [177] for the contact of cylinders with

partial slip – two tangential distributions of the Hertzian type are superimposed, so

that Coulomb law (Equation 6.3b) is satisfied everywhere along the contact area.
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The two distributions, non-dimensionalized, are

X̃ ′(ξ) =
µ

2P̃

πα2

√
α2 −ξ2 |ξ| ≤α

0 |ξ| >α
(6.10a)

X̃ ′′(ξ) =
−µ 2P̃

πα2

√
ρ2 − (

ξ−ψ)2 |ξ−ψ| ≤ ρ
0 |ξ−ψ| > ρ

(6.10b)

where ρ :=α−ψ= (1− T
µP )1/2 ≤ 1 is the non-dimensionalized half-width over which

X̃ ′′(ξ) is applied. Note that X̃ ′(ξ) =µZ̃ (ξ) corresponds to the tangential distribution

in the case of sliding, and the superposition of X̃ ′′(ξ) allows to take into account the

stick region [170]. The total tangential tractions at the interface are then (see Figure 6.

4a) [170]

X̃ (ξ) = X̃ ′(ξ)+ X̃ ′′(ξ) (6.11)

and are positive when transmitted from the particle to the surface, to oppose the

direction of motion. The Coulomb law (Equations 6.3) is satisfied both globally and

locally.

6.2.5 Stress field

We now assume that the total Cauchy stress σi j (x, y, z), with i , j = x, y, z, is made

up of the linear superposition of two different contributions: σn
i j due to the normal

component of the transmitted force, and σt
i j due to the tangential component of

the transmitted force. We define then the total non-dimensionalized stress ¯̃σi j (ξ)

anywhere along the surface as

¯̃σi j (ξ) = ¯̃σn
i j (ξ)+ ¯̃σt

i j (ξ) (6.12)

where the overbar indicates that the stresses are considered at ζ= 0. The assumption

of plain strains reduces the number of independent components of stress, and in

Eq. 6.12 is ¯̃σy y (ξ) = ν(
¯̃σxx (ξ)+ ¯̃σzz (ξ)

)
. We will then not consider explicitly ¯̃σy y (ξ) in

the rest of the manuscript.

Furthermore, to satisfy equilibrium and assuming that the tractions Z̃ (ξ) and X̃ (ξ)
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are specified independently, it is

¯̃σzz (ξ) = ¯̃σn
zz (ξ) =−Z̃ (ξ)

¯̃σxz (ξ) = ¯̃σt
xz (ξ) =−X̃ (ξ) .

(6.13)

and thus the stress state of Equation 6.12 reduces to

¯̃σxx (ξ) = ¯̃σn
xx (ξ)+ ¯̃σt

xx (ξ)

¯̃σzz (ξ) = ¯̃σn
zz (ξ)

¯̃σxz (ξ) = ¯̃σt
xz (ξ) .

(6.14)

In the absence of tangential tractions at the interface, the plain strain assumption in

elasticity also implies that [62]

¯̃σxx (ξ) = ¯̃σzz (ξ) =−Z̃ (ξ) . (6.15)

Stresses due to normal load From Equations 6.4, 6.14 and 6.15, it follows that

the surface stresses due to the normal component of the force transmitted at the

interface are (see Figure 6.3a)

¯̃σn
xx (ξ) = ¯̃σn

zz (ξ) =


1

2

√
α2 −ξ2 − 2λ

π
arctan

√√√√χ2 −α2

α2 −ξ2 |ξ| ≤α

λ α< |ξ| ≤χ
0 |ξ| >χ

¯̃σn
xz (ξ) = 0

. (6.16)

To fully determine ¯̃σn
i j (ξ) is thus necessary and sufficient to know the non-

dimensionalized normal component P̃ of the transmitted force and the Maugis

parameter λ.

In Equations 6.4 and 6.16, no discontinuity is present between the constant value

λ of the non-dimensionalized adhesive forces and the pressure distribution within

the contact width, i.e. lim|ξ|→α± ¯̃σzz = λ, and compressive pressures are described

at the center and tensile pressures at the edge of the contact. A discontinuity in

the normal stresses is present instead at the edges of the interaction area, where

limξ→−χ+ ¯̃σzz =λ 6= limξ→−χ− ¯̃σzz = 0 (and similarly for ξ→χ−).
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Figure 6.3 – Tractions and stress distributions. The horizontal axis is scaled by α.
a) Stresses ¯̃σn

i j (ξ) due to normal load of the Maugis type (Equations 6.16); larger λ
values give larger tensile stresses at the edge of contact and smaller adhesive width.
b) Tangential stress ¯̃σt

xz (ξ) due to tangential load (Equation 6.17b); T /µP affects the
shape of the distribution (the larger the ratio, the larger the slip zone), µ scales it. c)
Normal stress ¯̃σt

xx (ξ) due to tangential load (Equation 6.17c); T /µP affects the shape
of the distribution, µ scales it. In all the figures P̃ =π/2.
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Stresses due to tangential load The stresses due to the transmitted tangential

tractions X̃ (ξ) are determined from the superposition of the stresses due to X̃ ′(ξ)

and X̃ ′′(ξ), which have the same shape but different magnitude and opposite sign.

The surface stresses due to the tangential component of force transmitted at the

interface are then (see Figure 6.4b)

¯̃σt
zz (ξ) = 0 (6.17a)

¯̃σt
xz (ξ) =−X̃ (ξ) =−X̃ ′(ξ)− X̃ ′′(ξ) =

=
−µ 2P̃

πα2

√
α2 −ξ2 |ξ| ≤α

0 |ξ| >α
+

µ
2P̃

πα2

√
ρ2 − (

ξ−ψ)2 |ξ−ψ| ≤ ρ
0 |ξ−ψ| > ρ

(6.17b)

¯̃σt
xx (ξ) = ¯̃σX̃ ′

xx (ξ)+ ¯̃σX̃ ′′
xx (ξ) =

=


−2µ

2P̃

πα2 ξ |ξ| ≤α

−2µ
2P̃

πα2

(
ξ− sgn(ξ)

√
ξ2 −α2

)
|ξ| >α

+

+


2µ

2P̃

πα2 (ξ−ψ) |ξ−ψ| ≤ ρ

2µ
2P̃

πα2

[
ξ−ψ− sgn

(
ξ−ψ)√(

ξ−ψ)2 −ρ2
]

|ξ−ψ| > ρ

(6.17c)

and the effects of µ and T /µP are depicted in Figures 6.3b and 6.3c. For the deriva-

tion of Equation 6.17c we refer the reader to Ref. [62].

6.2.6 Crack propagation angle

Once the stress field is determined, the principal stresses are then computed as:

¯̃σ1(ξ) =
¯̃σxx (ξ)+ ¯̃σzz (ξ)

2
+

√( ¯̃σxx (ξ)− ¯̃σzz (ξ)

2

)2

+ ¯̃σ2
xz (ξ) (6.18)

¯̃σ2(ξ) =
¯̃σxx (ξ)+ ¯̃σzz (ξ)

2
−

√( ¯̃σxx (ξ)− ¯̃σzz (ξ)

2

)2

+ ¯̃σ2
xz (ξ) (6.19)

such that ¯̃σ1(ξ) ≥ ¯̃σ2(ξ) for all ξ.

The stress field ¯̃σi j (ξ,η,ζ) at a given point can be visualized in the Mohr plane
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Figure 6.4 – Construction of the tangential tractions and relative stresses. a) Trans-
mitted tangential tractions X̃ (ξ) = X̃ ′(ξ)+ X̃ ′′(ξ) (Equations 6.17); slip takes place
over the strip −α≤ ξ≤ψ−ρ, whose size increases with T /µP (cf. Figure 6.3) and
where is |X̃ (ξ)| = µ|Z̃ (ξ)|. b) Stresses ¯̃σt

i j (ξ) due to the tractions X̃ (ξ). ±2µp̃0 are

the limiting values for ¯̃σt
xx (ξ→∓α) and they are reached when T /µP → 1. In both

figures P̃ =π/4 and thus α= 1 (cf. Equation 6.5).

(Figure 6.5), following the convention that shear stresses are positive when rotating

the representative square clockwise. This implies that ¯̃σxz has opposite sign in the

Mohr plane with respect to the contact mechanics convention (cf. Section 6.2.2 and

Figure 6.2). Note that for the problem at hand ¯̃σx y = ¯̃σy z = 0 (because of symmetry)

and η is the principal direction of the principal stress ¯̃σ3 ≡ ¯̃σy y ∀ξ. The other two

principal directions lie then on the < ξ,ζ > plane and they can be determined by

analysing only the stresses ¯̃σxx , ¯̃σzz , and ¯̃σxz
d.

The angle θp between the direction of the largest principal stress ¯̃σ1(ξ) and the ξ-axis

(cf. Figure 6.2) is then

θp(ξ) =
− sgn( ¯̃σxz (ξ))

2 ·arctan
(

2| ¯̃σxz (ξ)|
¯̃σxx (ξ)− ¯̃σzz (ξ)

)
¯̃σxx (ξ) ≥ ¯̃σzz (ξ)

− sgn( ¯̃σxz (ξ))
2 ·

[
π+arctan

(
2| ¯̃σxz (ξ)|

¯̃σxx (ξ)− ¯̃σzz (ξ)

)]
¯̃σxx (ξ) < ¯̃σzz (ξ)

. (6.20)

Hence the angle θc between the direction of crack propagation and the ξ-axis (cf.

Figure 6.2) is

θc(ξ) = θp(ξ)− π

2
. (6.21)

dWhile we focus here only on the surface stress ¯̃σi j (ξ), these arguments hold for the general stress
state σ̃i j (ξ,η,ζ) in the problem at hand, i.e. σ̃x y = σ̃y z = 0 always and σ̃3 ≡ σ̃y y ∀(ξ,η,ζ), η is principal
direction, and the other two directions always lie on the < ξ,ζ> plane.
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Figure 6.5 – Mohr diagram (left) for a generic stress state (centre) and principal
stresses directions (right). According to Mohr’s convention, shear stresses are positive
when rotating the representative square clockwise.

In the next sections we will see how it is always the case that ¯̃σx y (ξ→−χ+) ≤ 0, and

thus −π
2 ≤ θc ≤ 0: crack propagation within the half-space is favoured over crack

propagation inside the particle.

Finally, we assume that the rolling motion is equivalent to applying the following

infinitesimal stresses (δσ̃ being positive):{
δσ̃> 0 if −χ≤ ξ≤−α

−δσ̃< 0 if α≤ ξ≤χ
(6.22)

According to the fracture mechanics picture of contact introduced by Maugis [61],

this leads to closing the crack at the leading edge and opening it at the trailing edge

— the particle now rolls towards positive values of ξ.

6.3 Calculation

In the present section we present the surface stresses from Section 6.2 for the most

general case only: tractive rolling with adhesion. A detailed discussion on the crack

propagation angle and on the influence of the various parameters is reported in

Section 6.4. Three more cases, that is free rolling with and without adhesion and

tractive rolling without adhesion, are reported and discussed in Section 6.6.

When adhesion is present and the transmitted force has a tangential component, the

stress state is given by Equations 6.14, with ¯̃σn
i j (ξ) given by Equations 6.16 and with
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¯̃σt
i j (ξ) given by Equations 6.17:

¯̃σzz (ξ) =


p̃0
α

√
α2 −ξ2 − 2λ

π arctan

√
χ2−α2

α2−ξ2 |ξ| ≤α
λ α< |ξ| ≤χ
0 |ξ| >χ

¯̃σxx (ξ) =



− p̃0
α

(√
α2 −ξ2 −2µξ

)
− 2λ

π arctan

√
χ2−α2

α2−ξ2 |ξ| ≤α

−2µ p̃0
α

(
ξ− sgn(ξ)

√
ξ2 −α2

)
+λ α< |ξ| ≤χ

−2µ p̃0
α

(
ξ− sgn(ξ)

√
ξ2 −α2

)
|ξ| >χ

+

+


2µ p̃0

α (ξ−ψ) |ξ−ψ| ≤ ρ
2µ p̃0

α

[
ξ−ψ− sgn

(
ξ−ψ)√(

ξ−ψ)2 −ρ2
]

|ξ−ψ| > ρ

¯̃σxz (ξ) =
−µ p̃0

α

√
α2 −ξ2 |ξ| ≤α

0 |ξ| >α
+

µ
p̃0
α

√
ρ2 − (

ξ−ψ)2 |ξ−ψ| ≤ ρ
0 |ξ−ψ| > ρ

(6.23)

where p̃0 := 2P̃
πα = α

2 is the pre-factor written in the classical Hertz convention (cf.

Equation 6.5, with m → 0) and represents the maximum value of the tractions at the

center of the contact width. The distributions of ¯̃σzz (ξ) and ¯̃σxz (ξ) are depicted in

Figures 6.3a and 6.3b, ¯̃σxx (ξ) in Figure 6.6. Note that the non-dimensionalized load

P̃ , the friction coefficient µ and the ratio T /µP need to be known to fully determine

the stress field ¯̃σi j (ξ).

6.4 Results and discussion

In this section we examine the principal stresses that arise from the stress field

derived in Section 6.3 and their principal direction. From that, we can determine the

direction of crack propagation (cf. Equations 6.20 and 6.21). We will finally discuss

the effects of different geometries and material parameters on the crack propagation

angle.

Figures 6.7a and 6.7b show the maximum principal stress ¯̃σ1(ξ) due to the stress

field derived in section 6.3 (Eqs. 6.23). The stress is tensile in a region around both

the leading and trailing edge, its maximum being at the trailing edge (ξ = −α). If
¯̃σ1(−α) ≥ σ̃c, where σ̃c is the limiting tensile resistance of the material, the crack can
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Figure 6.6 – Stress ¯̃σxx (ξ) in the case of tractive rolling with adhesion. The horizontal
axis is scaled by α. a) Effect of the Maugis parameter λ for constant values of the
friction coefficient and of the ratio between the transmitted tangential force and
the limiting frictional force (here: µ= 0.5 and T /µP = 0.5). b) Effect of the friction
coefficient µ for constant values of the Maugis parameter and of the ratio between
the transmitted tangential force and the limiting frictional force (here: λ = 1 and
T /µP = 0.5). c) Effect of the ratio T /µP between the transmitted tangential force
and the limiting frictional force for constant values of the Maugis parameter and of
the coefficient of friction (here: λ= 1 and µ= 0.5). In all the figures P̃ =π/4.
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propagate with an angle θc, where θc is fully determined by the stress state and, ahead

of the crack tip, is always −π/2 < θc ≤ 0 (see Figures 6.7c and 6.7d). Alternatively, the

crack can propagate also along the contact interface, if ¯̃σzz (−α) =λ, i.e. if the tensile

stress along the direction normal to the surface is equal to the interface strength λ.

We now investigate when one or the other scenario prevails.

In the process zone ahead of the crack tip, it is always ¯̃σzz (ξ) <λ (cf. Eq. 6.23): this

implies that whenever in this region the principal stress ¯̃σ1 is larger than or equal

to the material strength σ̃c, the crack propagates within the bulk with an angle

θc >−π/2.

When this is not the case, the stress state at ξ=−α determines if the crack propagates

along the interface or within the bulk. Here, if the principal stress ¯̃σ1(−α) is smaller

than the material strength σ̃c, the crack propagates along the interface. If instead is
¯̃σ1(−α) > σ̃c, the crack propagates within the bulk if

¯̃σ1(−α)

σ̃c
>

¯̃σzz (−α)

λ
. (6.24)

The effects of friction on the criterion of Eq. 6.24 is then of particular interest. Larger

values of µ imply in fact larger values of ¯̃σ1(ξ) (see Eq. 6.23 and Figure 6.7a), thus

enhancing crack propagation within the bulk. A similar trend is also expected for

increasing values of T /µP , although the effects of a variation of such parameter

appear negligible compared to those of µ (cf. Figure 6.7b).

Note that, if the crack propagates along the interface, neither the rolling particle nor

the surface are worn. If the crack propagates within the bulk, detachment of material

from the surface takes place, and the particle grows in size.
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Figure 6.7 – Maximum principal stress ¯̃σ1(ξ) and crack propagation angle θc along
the interface in the case of tractive rolling with adhesion. The horizontal axis is
scaled by α. a) Effect of the friction coefficient µ on ¯̃σ1(ξ) for constant values of the
Maugis parameter and of the ratio between the transmitted tangential force and the
limiting frictional force (here: λ= 1 and T /µP = 0.5). b) Effect of the ratio T /µP on
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6.4.1 Effect of cylinder radius

The value of the radius of the cylinder affects the value of the contact width, through

the load equation (Eq. 6.5) and the non-dimensionalization of Equations 6.1. The

positive solution for α of Equation 6.5 is

α= 2

π

[
2λ

√
m2 −1+

√
πP̃ +4λ2

(
m2 −1

)]
(6.25)

which scales with R as (cf. non-dimensionalizations 6.1e to 6.1h, and 6.1j)

α∼σ0R1/3 +
√

PR−1/3 +σ0R2/3 . (6.26)

The contact width a thus scales as (cf. non-dimensionalizations 6.1a)

a ∼ R2/3
(
σ0R1/3 +

√
PR−1/3 +σ0R2/3

)
(6.27)

and it always increases for increasing values of R (holding the other parameters

unchanged). Simple examples are the cases of zero applied load (P = 0), for which

a ∼ R, and the Hertzian limit (σ0 = 0), for which a ∼ R1/2.

For a given set of parameters, an increase in the contact width leads to lower values

of the principal stress σ̄1(ξ): following from Equations 6.1g, the true principal stress

at the interface is in fact expressed as

σ̄1(ξ) = s · ¯̃σ1(ξ) =
(

wE∗2

R

)1/3

· ¯̃σ1(ξ) (6.28)

and when R increases, the true principal stress σ̄1(ξ) generally decreases. Ahead of

the crack tip, a reduction in the true principal stress σ̄1(ξ) implies that there exists a

crossover value R× such that, for all R ≥ R×, σ̄1(ξ) <σc, and the crack propagation is

governed by the stress state for ξ=−α.

In this case, the value of the true stress σ̄zz (−α) is not affected by a change in R , as it

is always given by the limiting adhesive stresses σ0:

σ̄zz (−α) = s ·λ= s · σ0

s
=σ0 . (6.29)
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We can now rewrite the criterion of Eq. 6.24 in terms of true stresses:

σ̄1(−α)

σc
> σ̄zz (−α)

σ0
, (6.30)

and the only value that changes in Eq. 6.30 when R increases is σ̄1(−α), which

decreases, and it is thus harder to satisfy the criterion for crack propagation within

the bulk: the probability of crack propagation along the interface thus increases.

To recap, for small values of R, crack propagation is more likely within the bulk, and

for large values of R , crack propagation is more likely along the interface. If a particle

then exhibits continuous growth during the rolling motion in the wear process, such

growth is expected to decrease over time (as R increases).

6.4.2 Effect of Maugis parameter

The Maugis parameter is (cf. Equations 6.1f and 6.1g)

λ=σ0

(
R

wE∗2

)1/3

(6.31)

and it affects the magnitude of the tensile stresses at the trailing edge: larger values

of λ imply larger values of ¯̃σ1(ξ=−α) and a higher chance of reaching the material

resistance σ̃c (cf. criterion of Eq. 6.24). Large, soft bodies with strong adhesion

(λ→∞, JKR limit) favour then crack propagation within the bulk (instead of along

the interface) more than small, hard bodies with low adhesion (λ→ 0, DMT limit).

6.4.3 Effect of load

An increase in the applied load P alone does not lead to an increase of ¯̃σzz (ξ) (the

values being capped by λ which depends on the material and the geometry, not on

the loading conditions), but it does allow for larger tensile stresses ¯̃σt
xx (ξ) due to the

tangential component of the force transmitted at the interface (see Eq. 6.17c). This is

a consequence of the assumption of Coulomb friction, and it leads to larger principal

stresses ¯̃σ1(ξ→−α) and thus a higher likelihood of damage within the bulk. The

trend of θc(ξ/a) does not change.
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6.4.4 Effect of friction

Coefficient of friction For a given value of T /µP , the effect of the coefficient of

friction µ is simply to scale the tractions X (ξ) (cf. Equations 6.10) and thus larger

values of µ leads to larger stresses ¯̃σ1(ξ=−α) (see Figures 6.7 and 6.11), extending

the tensile zone ahead of the trailing edge and favouring crack propagation within

the bulk (as the trend of θc(ξ/a) is not affected by the value of µ, see Figure 6.7c).

Transmitted forces ratio For a given value of µ, the ratio T /µP between the trans-

mitted tangential force and the maximum frictional force changes the trend in

θc(ξ/a). Larger values of the ratio gives a larger tensile zone ahead of the trailing

edge and a softer decrease in the values of θc with ξ/α (see Figures 6.7 and 6.11).

This favours crack propagation within the bulk as large values of |θc| are encountered

in the process zone.

In the limiting case of µ → ∞, it is T /µP → 0, ψ → 0, limξ→−χ− θc → −π/2 and

limξ→−χ+ θc →−π/4. The crack propagation angle ahead of the trailing edge is thus

the smallest. In the most general case is then −π/2 < θc(ξ→α+) ≤π/4.

Adhesive friction Throughout the manuscript we assumed Coulomb friction. This

is not strictly true when adhesion is strong, as is the case at small scales, where the

frictional force is proportional to the true contact area instead [49, 58] and the linear

proportionality with the normal load is lost [58]. In a first approximation, when

such contribution prevails, we can replace the tractions of Equation 6.11 with the

distribution

X̃adh(ξ) =
τ̃0 |ξ| ≤χ

0 |ξ| >χ
(6.32)

where τ̃0 is simply the stress due to the applied tangential force if it is equally dis-

tributed over the interaction width 2χ. The latter coincides with the true contact

area in our case, defined as the area over which the two bodies interact [58]. Note

that in this case the tangential distribution is applied over the whole interaction area,

as it is assumed that tangential forces are sustained also where the two bodies are

not in direct contact, as long as they interact with one another [58]. Equation 6.2b
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becomes then

T̃ =
∫ χ

−χ
X̃adh(ξ)dξ . (6.33)

and, to prevent sliding and slip, is limited by Equations 6.3 which now read

|T̃ | ≤ 2χτ̃c (6.34)

|X̃adh(ξ)| ≤ τ̃c , ∀ξ ∈ [−χ,χ
]

(6.35)

where τ̃c is a non-dimensional effective shear strength of the contact interface.

The stress distribution ¯̃σt
xx (ξ) for a constant tangential load is [62]

¯̃σt
zz (ξ) = 0

¯̃σt
xx (ξ) = 2τ̃0

π
ln

(
ξ−χ
ξ+χ

)

¯̃σt
xz (ξ) =

−τ̃0 |ξ| ≤χ
0 |ξ| >χ

(6.36)

which leads to a positive infinite value of ¯̃σt
xx (ξ=−χ) (the singularity is negative for

ξ=χ). We argue that such singularity may result in local plastification, but not crack

propagation, as the crack tip is further ahead at ξ=−α.

The effects of the distribution of Equation 6.36 on the maximum principal stress

and on the crack propagation angle are depicted in Figure 6.8. With respect to the

Coulomb friction case, ¯̃σ1(ξ) changes significantly, and it shows a positive infinite

value at ξ=−α independently of the value of τ̃0. The angle θc is still in the interval

[−π/2,0], but its value is smaller at ξ=α than the Coulomb case. Adhesive friction is

thus expected to lead to damage in a region closer to the surface.

Similarly toµ for the Coulomb friction case, τ̃0 has the effect of scaling the magnitude

of ¯̃σ1(ξ) leaving θc unchanged.

In the most general case, the tangential tractions X̃ should include a term X̃µ for

the Coulomb friction and a second term X̃ τ̃0
for the adhesive friction, leading to an

expression of the type [178]

X̃ (ξ) = X̃µ

(
µ, P̃ ,α

)+ X̃ τ̃0

(
τ̃0,χ

)
(6.37)

where one term or the other can prevail according to the material properties and the
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Figure 6.8 – Maximum principal stress ¯̃σ1(ξ) and crack propagation angle θc along
the interface in the case of tractive rolling with adhesion, with adhesive friction. The
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scale of the problem.

6.4.5 Effect of pre-existing surface flaws

So far we assumed that the contact interface is continuous and homogeneous, the

crack tip is located at ξ=−α, and the crack propagates with an angle θc if ¯̃σ1(ξ) ≥ σ̃c

in the proximity of the crack tip. If it is always ¯̃σ1(ξ) < σ̃c, we can assume that rolling

takes place without damaging the particle nor the surface, i.e. ¯̃σzz (ξ=−α) =λ, the

interface adhesive resistance λ is overcome, and the crack propagates along the

contact interface. In other words, the tensile resistance λ of the contact interface is

reached before the tensile resistance σ̃c of the bulk material.

On the other hand, the frame of reference moves with the contact interface: the

surfaces of the cylinder and of the opposing surface flowing through it. This means

that a point belonging to the surface goes through different stress states, from right

to left in our stress diagrams, and the tensile resistance σ̃c of the material can be

reached at such points before they reach ξ=−α. This has two consequences: First,

if no surface flaw exists, the crack always propagates in the bulk with an angle

θc > −π/2, as soon as the material point reaches a high enough stress within the

process zone. Second, if a surface flaw exists at the material point, a secondary crack

may propagate before the point reaches ξ = −α. The secondary crack still always

propagates within the bulk (cf. θc trends in previous sections and in 6.6), but at a
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lower angle, possibly leading to damage which is closer to the surface.

6.4.6 Further considerations

In order to treat the problem analytically, the proposed approach is simplified in

a number of aspects, such as the assumptions of plain strain, continuity at the

interface, homogeneity of the material (which is the same for the rolling cylinder

and the mating surface). While this seems reasonable in a variety of applications

(from molecular dynamics simulations to powder rolling phenomena in faults), it is

not necessarily the most frequent scenario in other tribosystems. Tribological phe-

nomena are known to include several intertwined non-linearities, and for instance

the debris particle may display different mechanical properties than the surfaces

it originated from. This can be due to chemo-physical transformation activated

during the debris formation process. Also, high stresses act at the interface and

on the portions of the surfaces that will form the debris particle, which may then

easily accommodate inelastic behaviour (both brittle or ductile). In such conditions,

the particle may favour breakdown or loss of material, the accretion mechanism

becoming negligible.

6.4.7 Numerical validation

Methods Several numerical methods to model fracture are available in the litera-

ture, and are often divided into local and non-local approaches, depending on the

crack propagation criterion. The extended finite element method [179] and cohesive

zone models [173, 180] are examples of local models, where the criterion for crack

propagation is applied at the tip of an existing crack or notch, and the crack is rep-

resented by a strong discontinuity in the material. In non-local methods, the crack

is modelled instead as a continuous field: examples of such approaches are thick

level sets [181] and phase-field approaches [182]. In the current work we adopted a

phase-field approach, as it is based on a global energy minimization that takes into

account of the energy needed to create new surfaces. This is possible because of the

Γ-convergence of the method [183], that allows to compute the fracture energy with

an integral over the volume of the whole system instead of an integral over the crack

surface (which is unknown). Another important feature of the approach is that the

crack path is mesh independent.

The phase-field approach is based on Griffith’s energy criterion for crack propaga-
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tion [184], which states that, as the free energy of a system remains constant, the

creation of new surfaces within a body takes place at the expenses of the potential

energy of said body:

E (ui ,d) = Eel(ui ,d)+Efrac(d)−Wext(ui ,d) , (6.38)

where ui and d are the displacements and damage field, E , Eel and Efrac indicate the

free, elastic strain and fracture energies respectively, and Wext is the work done by the

external forces on u. An increase in Efrac is then possible only with concurrent reduc-

tion of the potential energy Epot = Eel −Wext. No kinetic energy appears in Eq. 6.38 as

we are interested in a quasi-static approach, but extension of the method to include

dynamics effects exist [185, 186]. The introduction of a continuous damage field

d (with d ∈ [0,1]) in the phase-field approximation allows to represent the damage

in the material, from intact (d = 0) to fully damaged material (d = 1). The fracture

energy is then expressed as

Efrac(d) =
∫
Ω

wΓ(d)dΩ , (6.39)

where w is the fracture energy,Ω is the investigated body, and Γ(d) the crack density

functional introduced by the phase-field theory. Different expressions of Γ(d) have

been developed [187, 188] – in our simulations we adopt the second order functional

AT2 [188]:

Γ(d) = 1

4l0

(
d 2 +4l 2

0 |∇d |2
)

, (6.40)

where l0 is a regularization length scale and ∇ is the gradient operator. To allow

the crack to propagate only under tension (and not under compression), the elastic

strain energy density in the phase-field approach is expressed as

Ψel(εi j ,d) = (1−d)2Ψ+
el(εi j )+Ψ−

el(εi j ) , (6.41)

where [189]

Ψ±
el(εi j ) = λ′

2
〈εi i 〉2

±+Gε2
±i i

, (6.42)

with λ′ and G the Lamé first parameter and the shear modulus respectively, 〈•〉± =
(•±|•|)/2. Note that other splits ofΨel(εi j ,d) are possible [185, 186]. By substituting

Eq. 6.39 and 6.41 in Eq. 6.38, the variational formulation of the phase-field approach

is obtained. Numerically, the finite element method is used to discretize the system,
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and the free energy is minimized for (ui ,d) with a staggered scheme [190, 191]. For

each load increment, first the linear elastic problem is solved for the given values of

the damage d , obtaining the updated values of the displacements ui . These values

of ui are then used to solve the phase-field problem and update the values of d ,

that are in turn used in the next solution of the linear elastic problem, and so on,

until the values of d and ui converge. The load is then incremented again. The

phase-field and the finite element methods are available in the finite element library

Akantu [192].

Simulation The analytical prediction that the crack propagates within the bulk

and not within the rolling particle has been tested with a numerical approach. A

simplified geometry is then considered, where a cylinder in contact with a half-

plane is modelled as one body, with no discontinuity along the contact interface

(Figure 6.9a). The half-plane is represented by a large enough rectangular shape.

The rolling motion is represented by applying uniform horizontal displacements to

the bottom and to the sides of the half-plane, and by fixing the center of mass of

the cylinder. This choice allows the cylinder boundary to be stress-free. Details of

the input parameters are provided in Table 6.4. The fracture process is modelled by

means of the phase-field approach described in the previous paragraph.

The results of the simulation are presented in Figures 6.9b and 6.9c. The crack

propagates from the trailing to the leading edge, consistently with the rolling motion

of a cylinder that advances towards positive values of the horizontal axis. The crack

also propagates within the half-plane, as it is correctly predicted by our analytical

model, until it reaches the leading edge. The phase-field model ensures that the

crack path does not depend on the mesh.

6.5 Conclusions

We have presented a framework to investigate wear formation and growth in a three-

body contact configuration, where all bodies have the same material properties.

This framework is inspired by the work of Maugis and sees the rolling motion as

the opening of a crack at the trailing edge (and the closure of a crack at the leading

edge). The direction of propagation of the opening crack determines from which

body the material is removed in the wear process. We derive the full stress state at

the surface in the free rolling and tractive rolling cases, with and without adhesion.
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Parameter Value

E 1.0

ν 0.25

w 0.1

l0 0.01

hmin 0.002

R 10

lx 30

ly 15

displacement rate 0.01

number of steps 2500

Table 6.4 – Parameters adopted for the numerical simulations. All values are in
dimensionless units; lengths are non-dimensionalized by the half-width of contact.
hmin is the value of the minimum mesh size, which extends over a stripe of thickness
1.8 along the contact interface. This ensures the ratio l0/hmin = 5 which allows to
correctly represent the crack thickness [188]. lx and ly are half-plane dimensions
along the horizontal and vertical direction respectively.

If no tangential force is transmitted at the contact interface, the crack propagates

along the interface and no wear is expected. If the resultant transmitted force has

a tangential component, which opposes the direction of motion, the crack always

propagates within the opposing surface, and never within the third-body. The effects

of the particle size, the Maugis parameter, the frictional parameters, the adhesive

friction, and surface flaws are also investigated. The trend of crack propagation

within the bulk that we observe in our simplified model helps understanding recent

observations revealing the growth of wear particles with time.

6.6 Further cases

In this section, the cases of free rolling with and without adhesion and the case of

tractive rolling without adhesion are discussed.
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c

b

x

z

lx

ly

2a

R

a

Figure 6.9 – Discretized geometry (a) for the phase-field simulations and damage
evolution (b-c). Note that the frame of reference of the finite element library Akantu
follows the traditional continuum mechanics one, thus differing from the contact
mechanics adopted throughout the manuscript (Figure 6.2). b) Crack develops at
the trailing edge of the contact interface and propagates with an angle θc < 0. c) At
large loads, the crack bends back towards the leading edge. In both picture the white
horizontal line refers to z = 0.

6.6.1 Calculation

When no adhesion is present (β→ 0 and λ→ 0)e, the classical Hertzian case [53] is

recovered and Maugis’ normal tractions distribution reduces to (cf. Equation 6.4):

Z̃ (ξ) =


p̃0
α

√
α2 −ξ2 |ξ| ≤α

0 |ξ| >α
(6.43)

where p̃0 is the pre-factor written in the classical Hertz convention (cf. Equa-

tion 6.23).

eNote that both assumptions onβ and λ are needed. If only vanishing adhesive stresses are assumed
(λ→ 0), then m →∞ is admissible and the DMT limit is recovered. If only vanishing adhesive half-
width is assumed (β→ 0), then λ→∞ is admissible and the JKR limit is recovered.
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Free rolling without adhesion

If no tangential load is transmitted, i.e. X (ξ) = 0, the rolling motion is free, the

tractions at the interface are fully given by Equation 6.43, and the stresses ¯̃σi j (ξ) are

those due to pure Hertzian contact (cf. Equations 6.14 and 6.15):

¯̃σzz (ξ) = ¯̃σn
zz (ξ) =

− p̃0
α

√
α2 −ξ2 |ξ| ≤α

0 |ξ| >α
¯̃σxx (ξ) = ¯̃σn

xx (ξ) = ¯̃σzz (ξ)

¯̃σxz (ξ) = ¯̃σn
xz (ξ) = 0

. (6.44)

¯̃σxx (ξ) and ¯̃σzz (ξ) are then also principal stresses (cf. Equation 6.18), the stress state

is hydrostatic, and all directions are principal directions.

Tractive rolling without adhesion

When the transmitted force has a tangential component, the stress state is given

by Equations 6.14, with ¯̃σn
i j (ξ) given by Equations 6.44 in absence of adhesion and

¯̃σt
i j (ξ) by Equations 6.17 (see Figure 6.10):

¯̃σzz (ξ) =
− p̃0

α

√
α2 −ξ2 |ξ| ≤α

0 |ξ| >α

¯̃σxx (ξ) =


− p̃0

α

(√
α2 −ξ2 −2µξ

)
|ξ| ≤α

−2µ p̃0
α

(
ξ− sgn(ξ)

√
ξ2 −α2

)
|ξ| >α

+

+


2µ p̃0

α (ξ−ψ) |ξ−ψ| ≤ ρ
2µ p̃0

α

[
ξ−ψ− sgn

(
ξ−ψ)√(

ξ−ψ)2 −ρ2
]

|ξ−ψ| > ρ

¯̃σxz (ξ) =
−µ p̃0

α

√
α2 −ξ2 |ξ| ≤α

0 |ξ| >α
+

+
µ

p̃0
α

√
ρ2 − (

ξ−ψ)2 |ξ−ψ| ≤ ρ
0 |ξ−ψ| > ρ

. (6.45)
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Figure 6.10 – Stress ¯̃σxx (ξ) in the case of tractive rolling without adhesion. The
horizontal axis is scaled byα. a) Effect of the friction coefficient µ for constant values
of the ratio between the transmitted tangential force and the limiting frictional force
(here: T /µP = 0.5). b) Effect of the ratio T /µP between the transmitted tangential
force and the limiting frictional force for constant values of the coefficient of friction
(here: µ= 0.5). In all the figures P̃ =π/4 and thus α= 1 (cf. Equation 6.5, with m → 1,
λ→ 0 without adhesion.). µ = 0 coincides with the Hertzian case, for which also
holds ¯̃σzz (ξ) = ¯̃σxx (ξ).

Note that in this case, besides the non-dimensionalized load P̃ , (as for free rolling

without adhesion, Section 6.6.1), it is necessary to know µ and T /µP to determine

the stresses ¯̃σi j (ξ).

Free rolling with adhesion

In the case of adhesion, the general expression of the Maugis tractions of Equa-

tions 6.4 is used. As in Section 6.6.1, no tangential traction is transmitted and is

X (ξ) = 0. The surface stresses are then exactly those of Equations 6.16 and are fully

determined once the non-dimensionalized load P̃ and the Maugis parameter λ are

known. Also in this case ¯̃σxx (ξ) and ¯̃σzz (ξ) are principal stresses (cf. Equation 6.18),

the stress state is hydrostatic, and all directions are principal directions.
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6.6.2 Results and discussion

Free rolling without adhesion

From the stress state derived in section 6.6.1, at the trailing edge is ¯̃σxx (−α) =
¯̃σzz (−α) = ¯̃σxz (−α) = 0. As all directions are principal, the crack will open along

the weakest plane – which normally is the contact interface.

Tractive rolling without adhesion

Figures 6.11a and 6.11b show the maximum principal stress ¯̃σ1(ξ) due to the stress

fields derived in section 6.6.1. The stress is maximum at the trailing edge (ξ=−α),

and is positive (tensile stress) over a region around the trailing edge. If ¯̃σ1(−α) >
σ̃c, σ̃c being the maximum tensile stress that the material can sustain, the crack

propagates with an angle θc. Such angle is fully determined by the stress state, and is

represented in Figures 6.11c and 6.11d, and is always −π/2 < θc(ξ/a) ≤ 0 ahead of

the crack tip (i.e. for all ξ>−α). The crack thus always propagates within the bottom

material or along the contact interface, the actual angle depending on the size of the

process zone.

Free rolling with adhesion

From the stress state derived in section 6.6.1, at the trailing edge is ¯̃σxx (−α) =
¯̃σzz (−α) = λ and ¯̃σxz (−α) = 0. Similarly to the case of free rolling without adhe-

sion (Section 6.6.2), all directions are principal, the crack will open along the weakest

plane – which normally is the contact interface.
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Figure 6.11 – Maximum principal stress ¯̃σ1(ξ) and crack propagation angle θc along
the interface in the case of tractive rolling without adhesion. The horizontal axis
is scaled by α. a) Effect of the friction coefficient µ on ¯̃σ1(ξ) for constant values of
the ratio between the transmitted tangential force and the limiting frictional force
(here: T /µP = 0.5). b) Effect of the ratio T /µP on ¯̃σ1(ξ) for constant values of the
coefficient of friction (here: µ= 0.5). c) The friction coefficient µ has no effect on θc

(all the curves superpose), for constant values of the ratio between the transmitted
tangential force and the limiting frictional force (here: T /µP = 0.5). d) Effect of the
ratio T /µP on θc for constant values of the coefficient of friction (here: µ= 0.5). In
all the figures P̃ =π/4 and thus α= 1 (cf. Equation 6.5).
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6.7 Maugis formalism

Here we re-derive the equations presented in Sections 6.2 and 6.3 following Maugis’

formalism. In such context, only the contact half-width a is non-dimensionalized

by the parameter l (cf. Equations 6.1a and 6.1e), while the other lengths are non-

dimensionalized by a itself. Stresses are then plotted as a function of x/a. Note that

such scaling for the stresses gives the same plots reported in the previous sections

as ξ/α= x/a. Also, the procedure in deriving the crack propagation angles θc is not

affected by the formalism, and all the arguments and the results reported in the

previous sections hold unchanged.

In the following, we define x̃ := x/a, and all the parameters already introduced keep

the same meaning.

6.7.1 Theory

Normal and tangential tractions

Equations 6.2 and 6.3 in the Maugis formalism are:

P̃ =
∫ m

−m
Z̃ (x̃)dx̃ (6.46a)

T̃ =
∫ 1

−1
X̃ (x̃)dx̃ (6.46b)

|T̃ | ≤µP̃ (6.46c)

|X̃ (x̃)| ≤µZ̃ (x̃) (6.46d)

Equations 6.4 for the Maugis tractions become

Z̃ (x̃) =


− α

2

√
1− x̃2 + 2λ

π
arctan

√
m2 −1

1− x̃2 |x̃| ≤ 1

−λ 1 < |x̃| ≤ m

0 |x̃| > m

(6.47a)
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The distributions for the tangential load (Equations 6.10) are

X̃ ′(x̃) =
µ

2P̃

πα

√
1− x̃2 |x̃| ≤ 1

0 |x̃| > 1
(6.48a)

X̃ ′′(x̃) =
−µ 2P̃

πα

√
ρ̃2 − (

x̃ − ψ̃)2 |x̃ − ψ̃| ≤ ρ̃
0 |x̃ − ψ̃| > ρ̃

(6.48b)

where ρ̃ = r
a = 1− ψ̃ = (1− T

µP )1/2 ≤ 1 is the non-dimensionalized half-width over

which X̃ ′′(x̃) is applied. The total tangential tractions at the interface are then [170]

X̃ (x̃) = X̃ ′(x̃)+ X̃ ′′(x̃) (6.49)

Stress field

Equations 6.12 to 6.15 hold just by replacing ξ with x̃.

Stresses due to normal load The surface stresses due to the normal component of

the force transmitted at the interface are then

¯̃σn
xx (x̃) = ¯̃σn

zz (x̃) =


α

2

√
1− x̃2 − 2λ

π
arctan

√
m2 −1

1− x̃2 |x̃| ≤ 1

λ 1 < |x̃| ≤ m

0 |x̃| > m

(6.50a)

¯̃σn
xz (x̃) = 0 . (6.50b)

To fully determine ¯̃σn
i j (x̃) is thus necessary and sufficient to know the non-dimensionalized

normal component P̃ of the transmitted force and the Maugis parameter λ.

Stresses due to tangential load The surface stresses due to the tangential compo-

nent of force transmitted at the interface are now (cf. Equations 6.17)

¯̃σt
zz (x̃) = 0 (6.51a)
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¯̃σt
xz (x̃) =−X̃ (x̃) =−X̃ ′(x̃)− X̃ ′′(x̃) =

=
−µp̃0

√
1− x̃2 |x̃| ≤ 1

0 |x̃| > 1
+

{
µp̃0

√
ρ̃2 − (

x̃ − ψ̃)2 |x̃ − ψ̃| ≤ ρ̃
0 |x̃ − ψ̃| > ρ̃

(6.51b)

¯̃σt
xx (x̃) = ¯̃σX̃ ′

xx (x̃)+ ¯̃σX̃ ′′
xx (x̃) =

=
−2µp̃0x̃ |x̃| ≤ 1

−2µp̃0

(
x̃ − sgn(x̃)

√
x̃2 −1

)
|x̃| > 1

+

+
2µp̃0(x̃ − ψ̃) |x̃ − ψ̃| ≤ ρ̃

2µp̃0

[
x̃ − ψ̃− sgn

(
x̃ − ψ̃)√(

x̃ − ψ̃)2 − ρ̃2
]

|x̃ − ψ̃| > ρ̃

(6.51c)

where the relation p̃0 = 2P̃
πα has been used. For the derivation of Equations 6.51c we

refer the reader to Ref. [62].

6.7.2 Calculation

We report here the general cases of tractive rolling, with and without adhesion, as

the cases of free rolling are straightforward once it is assumed µ= 0.
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Tractive rolling without adhesion

Equations 6.45 in the Maugis formalism become

¯̃σzz (x̃) =
−p̃0

√
1− x̃2 |x̃| ≤ 1

0 |x̃| > 1

¯̃σxx (x̃) =
−p̃0

(√
1− x̃2 −2µx̃

)
|x̃| ≤ 1

−2µp̃0

(
x̃ − sgn(x̃)

√
x̃2 −1

)
|x̃| > 1

+

+


2µp̃0(x̃ − ψ̃) |x̃ − ψ̃| ≤ ρ̃
2µp̃0

[
x̃ − ψ̃− sgn

(
x̃ − ψ̃)√(

x̃ − ψ̃)2 − ρ̃2
]

|x̃ − ψ̃| > ρ̃

¯̃σxz (x̃) =
−µp̃0

√
1− x̃2 |x̃| ≤ 1

0 |x̃| > 1
+

+
µp̃0

√
ρ̃2 − (

x̃ − ψ̃)2 |x̃ − ψ̃| ≤ ρ̃
0 |x̃ − ψ̃| > ρ̃

. (6.52)
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Tractive rolling with adhesion

Finally, Equations 6.23 become

¯̃σzz (x̃) =


p̃0

√
1− x̃2 − 2λ

π arctan

√
m2−1
1−x̃2 |x̃| ≤ 1

λ 1 < |x̃| ≤ m

0 |x̃| > m

¯̃σxx (x̃) =


−p̃0

(√
1− x̃2 −2µx̃

)
− 2λ

π arctan

√
m2−1
1−x̃2 |x̃| ≤ 1

−2µp̃0

(
x̃ − sgn(x̃)

√
x̃2 −1

)
+λ 1 < |x̃| ≤ m

−2µp̃0

(
x̃ − sgn(x̃)

√
x̃2 −1

)
|x̃| > m

+

+


2µp̃0(x̃ − ψ̃) |x̃ − ψ̃| ≤ ρ̃
2µp̃0

[
x̃ − ψ̃− sgn

(
x̃ − ψ̃)√(

x̃ − ψ̃)2 − ρ̃2
]

|x̃ − ψ̃| > ρ̃

¯̃σxz (x̃) =
−µp̃0

√
1− x̃2 |x̃| ≤ 1

0 |x̃| > 1
+

+
µp̃0

√
ρ̃2 − (

x̃ − ψ̃)2 |x̃ − ψ̃| ≤ ρ̃
0 |x̃ − ψ̃| > ρ̃

. (6.53)
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Chapter 7

Conclusions and outlook

7.1 Summary

This thesis addressed the role of surface roughness in adhesive wear processes,

under dry sliding conditions, with molecular dynamics simulations and an analytical

framework. The numerical simulations of two-dimensional systems allowed to

model long-term effects on the surface roughness evolution due to the wear process,

and short-term effects upon wear particle formation. The analytical framework

allowed to explain the overall particle growth observed in the numerical simulations.

The numerical method adopted in the first part of the dissertation is molecular

dynamics (MD). MD is a discrete method, and as such it allows to naturally take into

account the several non-linearities that are present in tribological phenomena (e.g.

contact, large deformation, inelastic behaviour, detachment of material, etc.). Con-

tinuum methods, in contrast, need ad hoc formulations to address them. Among the

discrete methods, another suitable approach could have been the discrete element

method (DEM). Yet, MD had already been proven to capture the ductile-to-brittle

transition that is observed experimentally in adhesive wear, which was needed in

this work to model a system where a debris particle is formed and constrained to roll

between the surfaces.

A fundamental choice when using MD simulations are the potentials, which define

the constitutive behaviour of the materials. Here, a family of potentials which are

a modified version of the Morse potential has been adopted. These potentials are
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characterized by a common elastic and fracture behaviour, but a different ductile

response. In particular, those with a more brittle response were proven to capture

crack propagation upon asperity collision, and the consequent debris particle for-

mation. Moreover, the characteristics of these potentials, like having only pairwise

interactions over a short distance, make them cheap computationally. To contain

the computational cost further, two-dimensional systems are modelled.

The first main result of the thesis is the capability of the method to track the surface

morphology evolution into a self-affine fractal with a persistent Hurst exponent. Such

statistical description is encountered in several frictional systems at different scales,

from the geological- to the nano-scale, and was not reproduced numerically before. A

set of long-timescale simulations was performed, so that in each of them the system

could go past the running-in phase and reach a steady state for the average surface

roughness, as observed experimentally. The surfaces analyzed in this phase are

found to be well described by a self-affine morphology, with a Hurst exponent in the

range 0.6-0.8. Several initial conditions, specifically in terms of material composition

and surface morphology, led to the same final observations. The final self-affine

morphology is the same that is found in several experimental conditions at different

scales. In particular, as suggested for natural faults, the development of a third body

is fundamental to work the surfaces by means of smoothing and re-roughening

mechanisms that eventually lead to the final self-affine roughness.

Another important result from the same set of simulations concerns the wear rate.

When the debris particle first forms, the wear rate (in terms of wear volume per unit

of sliding distance) is much higher than in the remaining of the simulation. This is

ascribed to the different system configurations. Upon particle formation, contact

takes place in a two-body configuration where two asperities collide and form a

debris particle that is proportional to the asperity junction size. After, the particle

exchanges materials with the surfaces it rolls in-between (mostly removing it from

them), in what is a three-body contact configuration.

A limitation of the simulations of this set is that full adhesion at the contact interface

was considered. A second extended investigation regarded then the effects of reduced

interfacial adhesion. Here, it is found that a self-affine morphology with a persistent

Hurst exponent is still developed even if the interfacial adhesion is low, as long as

the debris particle effectively works the surfaces. This is not always the case for the

lowest values of interfacial adhesion explored.

Furthermore, the interplay between surface roughness, interfacial adhesion, and the
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particle formation was investigated with a set of short timescale simulations. It was

shown that reducing adhesion does not affect the minimum size of the debris parti-

cle. The size is still predicted by the AWM critical length scale, in which the junction

shear strength appears. This property was previously found to be affected by a re-

duction in the interfacial adhesion for systems with simple geometries (atomistically

flat surfaces with semicircular asperities). On the contrary, no effect of interfacial

adhesion on the particle size has been found for initially complex rough surfaces.

This is ascribed to the complexity of the geometry itself, which affects the junction

growth and the debris particle formation in a more convoluted manner than in the

case of simple geometries, as shown by different values of the geometrical factor.

The bulk shear strength enters then the expression of the AWM critical length scale,

and not the reduced interfacial adhesion.

In the long timescales simulations, it was also observed that the wear particle volume

steadily increases. This led to the development of the second part of the thesis. An

analytical framework is presented here to investigate particle accretion during rolling

contact. The approach is inspired by Maugis’ view of normal adhesive contact as a

fracture process. In my work, the rolling contact of a cylinder against a flat surface

is then seen as the closing of a crack at the leading edge, and the contemporary

opening of a crack at the trailing edge. The stresses at the contact interface are then

investigated, and a maximum hoop stress criterion is applied at the trailing edge

to estimate where the crack is more likely to grow: within the surface or the rolling

particle. The crack is found to propagate either along the interface or within the

bulk, and particle accretion is thus favoured over particle breakdown. The trend is

confirmed with numerical simulations.

7.2 Outlook

The results summarized above are a remarkable contribution to the understanding

of wear. Through both its strengths and its limitations, the work of this dissertation

can inspire further studies in the field.

The main limitation of the molecular dynamics investigations is that the modelled

systems are two-dimensional. This was a necessary choice, as three-dimensional

simulations are computationally too expensive to investigate surface roughness

evolution over long timescales. Furthermore, the AWM critical length scale was also

first proven in a two-dimensional setup, and later short timescale simulations proved
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it in a three-dimensional setup, too [85]. The interesting insights gained from the 2D

simulations are then a motivation to extend the analysis to 3D, possibly with some

simplifications (e.g. starting already from a three-body configuration) to contain the

computational resources required.

The second limitation of the numerical simulations is the constitutive behaviour of

the materials. The chosen pair potentials do not in fact directly model the properties

of a specific material, nor that is their aim. Their scope of application in fact is

in general to explore possible material behaviours. Once again, this approach has

led recently to the formulation of the AWM critical length scale, which was later

confirmed also by employing potentials that model the behaviour of silicon [85].

Further work should extend such investigations to other classes of materials, such as

metals, ceramics, rocks and mixtures.

For some of these materials, notably rocks and granular assemblies in general, the

discrete element method (DEM) might be a more suitable numerical method. Al-

though computationally more expensive (for a given number of particles in the

system), DEM has been widely used to model such materials at larger scales than

the MD scale. Moreover, the method has already been capable of capturing some

ductile-to-brittle transition in rock cutting [122].

Wear, as all the tribological phenomena, is known to be sensitive to a wide range

of parameters: temperature, sliding velocity, surface morphology, material prop-

erties, material structure, contact configuration, applied loads, etc. In the present

dissertation, only a subset of these could be investigated. To build a more complete

picture of the phenomena, further studies should take into account the effects due

to conditions not considered here.

The main limitations of the analytical framework are those that are common to such

approaches: the material is linear elastic, materials are homogeneous and continuity

along the contact interface is assumed. Of course the purpose of these approaches is

not to provide a detailed prediction of such a complex phenomena, rather to give a

first order explanation of some specific observation. Nonetheless, the model being

two-dimensional, it can be extended to 3D systems.

Furthermore, the dissertation focused on wear of the adhesive type, which takes

place when strong bonds are developed at the contact interface between the sliding

bodies – which usually have comparable values of hardness. The other most common

type of wear, abrasive wear, happens when a hard body scratches a softer one (e.g.

rock cutting). The definitions are quite qualitative, and usually one speaks of one or
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the other type based on the ratio of the hardness values of the sliding materials. It

is known that a transition occurs from one mechanism to the other, e.g. from large

values of the ratio to values close to unity. Numerical methods such as MD and DEM

are then a suitable approach to explore this transition, in particular if employed

with constitutive laws that inhibits adhesive bonding and/or allow for a significant

contrast in the hardness of the materials.

Finally, the dissertation clearly did not explore any experimental setup. Experimental

works in the contest of the surface roughness evolution in wear processes are limited

due to the complexity of tracking the real time evolution. Extending approaches

such as the one by Davidesko et al. [28] to other materials and scales would help with

building a general picture of the phenomenon, together with numerical simulations

of the kind presented here (and suggested above). The results obtained on the

minimum size of a debris particle would also need experimental verification, and

these might be easier to achieve: indeed the timescale is shorter and no continuous

tracking of the surface roughness is needed.

In conclusion, this dissertation provided novel and remarkable insights into the

surface roughness evolution in adhesive wear processes. The work also shows how

the road towards a global picture of wear is still long ahead. Yet, this implies that

there are room and motivation for further investigations that would lead to signif-

icant progress in our understanding of tribological phenomena at all scales, and

consequently in technological developments.
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Appendix A

A geometrical model as a tool for
surface roughness evolution
investigations

Simple growth models can successfully predict the statistical scaling of surfaces in

some manufacturing processes, for example molecular beam epitaxy (MBE). Simi-

lar models do not exist for frictional processes, i.e. no growth model can currently

capture the statistics of surfaces produced upon sliding as a function of some fun-

damental parameters of the system (such as material transfer rate or true contact

area, for instance). The work reported in this chapter has thus the aim to explore

the development of a simple geometrical model that would fulfill this gap. Inspired

by classical surface growth models, the development of a new geometrical model

is presented. The model considers two one-dimensional profiles and evolves their

morphology with three steps. The profiles are first overlapped, then deformed locally,

and finally slide. The fundamental ingredient is the deformation rule, which is based

on the AWM critical length scale: the size of each junction determines whether it is

deformed plastically or in a brittle fashion. Preliminary results are reported and show

that the model does not reproduce the profile evolution into a self-affine morphology.

A discussion follows on the possible reasons why this is the case, and a different

approach to the geometrical modelling of frictional surfaces evolution is suggested.
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A.1 Introduction

The source of inspiration for this approach are the surface growth models, such

as the random deposition model introduced in Chapter 2. The idea is to reduce

to the minimum the number of parameters needed to capture the evolution of

the initial surface morphology into a self-affine one. The rules that govern this

evolution are geometrical, in the sense that there is no mechanical, chemical, or

other physical analysis of interfacial phenomena, although the rules are based on

physical observations. This is the case also for the random deposition model with

surface relaxation: the move that diffuses the particle does not follow any physical

rule and only the heights of the neighbouring sites are in fact needed. A purely

geometrical quantity then drives the particle movement. At the same time, this

move is meant to mimic the physical diffusion that is known to happen at the

surfaces. Ideally, the final model would be able to successfully predict the final

surface geometry, given some input geometrical parameters that can be linked to

material properties, in particular to the AWM critical length scale. The model would

then possibly be useful also to practitioners for a zeroth order estimation of the

surface roughness evolution in dry sliding contacts, and to thus orientate design

choices.

A.2 Model

In the classical surface growth models, one interface is modelled: a system containing

L sites with initial zero height is considered, particles are dropped one at the time,

and the height of the interface grows. The morphology of this interface is then

investigated. In the model developed here, two profiles are considered instead. The

profiles are identified by the two sets of points ht(i , t) and hb(i , t), where ’t’ and ’b’

indicate the top and bottom profile respectively, i = 1, ..., N is the i -th site and N

the resolution, t is the time step. Note that in the figures, horizontal distances are

non-dimensionalized by the profile length L, and the horizontal positions of the site

i is then expressed as xi = i /N . The profiles have the same length L, and they are

initially rough, i.e. their average height at t = 0 deviates from the mean plane. At time

t = 0, the top surface is not in contact with the bottom one, i.e. ht(i ,0) > hb(i ,0) for

all i . The two profiles are then overlapped for a given percentage of their length, and,

following a geometrical criterion, their heights are updated along those overlapping

portions. The top profile is then displaced horizontally, is overlapped again on the
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bottom one, their geometries are updated, and so on. Note that, in contrast with

the random deposition model, here the values of the heights are continuous, not

discrete.

There are thus three consecutive moves within each time step:

1. from t to t +1/3: overlapping of the profiles;

2. from t +1/3 to t +2/3: local geometry update;

3. from t +2/3 to t +1: horizontal translation of the top profile.

All of these moves are geometrical, although they can be linked to physical aspects

of the sliding process. The overlapping of the profiles corresponds to the contact

between the two surfaces. The true contact area A is prescribed as a fraction a of

the surfaces length L, and the profiles are displaced vertically such that the vertical

projection of the overlapping portions amount to A = aL, where a can ideally take

any value in the continuous interval (0,1). After this move, m overlapping portions

(junctions) are formed, where locally is ht(i , t +1/3) < hb(i , t +1/3) = hb(i , t). The

geometry of these junctions is updated following a deformation rule that is based

on the AWM critical length scale, and that is detailed in the next subsection. Finally,

the horizontal translation represents the sliding motion, and it amounts to the

value dmax, where dmax is the largest junction formed upon contact. The rationale

behind the choice of dmax is that it is assumed that the top surface needs to slide

such distance to deform the geometry of the largest contact junction. This last step

is equivalent to displacing the top surface horizontally towards increasing values

of i , such that ht(i +dmax, t +1) = ht(i , t +2/3). The algorithm then restarts from

the first move: the amount of residual overlap after the last move of the previous

step is neglected, and the overlapping is dictated again by the input contact area,

which is kept constant. Periodic boundary conditions are applied at all stages of the

algorithm.

A.2.1 Local geometry update

After the first move, the two profiles overlap over some regions, which represent the

contact junctions. The profiles need then to be deformed locally at these contact

junctions. The concept of AWM critical length scale [59] is applied to define the rule
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to deform the profiles. The AWM critical length scale d∗ governs in fact the ductile-

to-brittle transition in adhesive wear, and it depends on mechanical properties of

the materials (namely the fracture energy, the shear modulus, and the junction shear

strength, see Chapter 2). When two asperities come into contact forming a junction

of size d , if d < d∗ they plastically deform, otherwise if d ≥ d∗ they fracture and

form a loose debris particle. In the geometrical model, d∗ is provided as an input

parameter (in terms of a fraction of L). Once the profiles are overlapped, the size d j

of each junction j (with j = 1, ...,m) is measured and the two possible mechanisms

described by d∗ are applied:

• If d j < d∗, the asperities plastify (Figures A.1 and A.2): this is achieved by

locally pushing back both profiles to the average heights of the two profiles

along the junction j . Assuming that the junction goes from the site k to the

site k +d j , then is

ht (i , t +2/3) = hb (i , t +2/3) = 1

2d j

(k+d j∑
i=k

ht (i , t +1/3)+
k+d j∑
i=k

hb (i , t +1/3)

)
(A.1)

for all i = k, ...,k +d j . To preserve the volume, pile-up is allowed, that is the

height of the sites ahead of each junction is increased up to the opposing

surface, for as many sites as it is necessary to recover the whole plastified

volume (Figure A.2). If another junction is encountered before the whole

volume can be compensated, the residual volume is compensated after the

next asperity. The pile-up involves the sites i > k +d j for the bottom surface

and i < k for the top surface, consistently with a sliding motion of the top

surface towards increasing values of i .

• If d j ≥ d∗, the asperities break (Figure A.3): material is removed from both

profiles such that the removed volume Vr equals twice the overlapped volume

Vo. Considering the bottom surface, it is

Vr,b = hb(i , t +1/3)−hb(i , t +2/3) = 2
(
ht(i , t +1/3)−hb(i , t +1/3)

)= 2Vo .

(A.2)

The first substep to achieve this is to identify the site r where ht(i , t + 1/3)

is minimum (with i = k, ...,k +d j ). The new height for the site hb(r, t +2/3)

is then determined such that Vr,b = 2Vo. This is done under the conditions

that the heights of the first and last points of the asperity are not affected
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(hb(k, t +1/3) = hb(k, t +2/3) and hb(k +d j , t +1/3) = hb(k +d j , t +2/3)) and

that a linear interpolation of the heights is performed from hb(k, t +2/3) to

hb(r, t +2/3) and from hb(r, t +2/3) to hb(k +d j , t +2/3). The volume is clearly

not conserved, and no debris particle is actually modelled.
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Figure A.1 – Local geometry update: ductile damage. The top profile (horizontal,
green dots) overlaps the bottom one (orange dots: before damage at time t +1/3, red
dots: after damage at time t +2/3) for 5% of the profile length. Outside the junction,
the before and after damage geometries coincide. Both surfaces have length L = 1
and are discretized in 100 points, the true contact area is then 5 points. The critical
size is d∗ = 6 points. The top profile slides against the bottom one towards increasing
values of x. Only the bottom surface is damaged in this example. Pile-up takes place
ahead of the asperity to preserve the volume. Vertical dotted lines at x = 0 and x = L
represent system periodic boundaries. The horizontal and vertical axes are displayed
with different scales.

The two mechanisms are in competition with one another: plastification smooths

the surface, which is locally flattened, and fracture roughens it. The competition is

present also in the random deposition model with surface relaxation: the particle

deposition roughens the surface and the diffusion step smooths it. In that case, this

leads to a well defined saturated roughness σsat(L) ∼ L1/2 for times t larger than the

crossover time t×. If only the roughening mechanism is present (simple random

deposition, without diffusion) such equilibrium roughness is never reached, and σ

continues growing with time as σ(L, t ) ∼ t 1/2.
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Figure A.2 – Local geometry update: ductile damage and pile-up. Two sinusoidal
profiles are overlapped to generate a contact area of 5%. The overlapped profiles
at time t +1/3 are plotted with dotted lines (green for the top profile, red for the
bottom). The deformed profiles at time t +2/3 are plotted with continuous lines.
Outside the junction, the before and after damage geometries coincide. The critical
size is d∗ = 6 points. The top profile slides against the bottom one towards increasing
values of x. Pile up is consistent with the sliding direction, and it takes place towards
increasing (decreasing) values of x for the bottom (top) profile. Note how the profiles
are pushed against each other in the pile-up region to preserve volume. Vertical
dotted lines at x = 0 and x = L represent system periodic boundaries. The horizontal
and vertical axes are displayed with different scales.

A.2.2 Asperity interaction

The geometry update described so far sees the asperities as independent, that is

each junction j is plastified or fractured only based on its size d j , and the proximity

with other junctions is not taken into account. Yet, it is known that if two asperities

are close to one another, they can create a unique loose debris particle instead of

two separate ones [84]. This was found to be the case when the distance between the

two asperities is equal to or smaller than the asperity size (assuming both asperities

have the same size) [84]. Another step is then introduced in the model, where it is

established if two (or more) asperities interact and undergo a unique brittle fracture

event. The criterion is a chain rule, i.e. two consecutive junctions j and m undergo
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Figure A.3 – Local geometry update: brittle damage. The top profile (horizontal,
green dots) overlaps the bottom one (orange dots: before damage at time t +1/3, red
dots: after damage at time t +2/3) for 5% of the profile length. Outside the junction,
the before and after damage geometries coincide. Both surfaces have length L = 1
and are discretized in 100 points, the true contact area is then 5 points. The critical
size is d∗ = 5 points. Only the bottom surface is damaged in this example. Vertical
dotted lines at x = 0 and x = L represent system periodic boundaries. The horizontal
and vertical axes are displayed with different scales.

the same fracture event if

d j > d∗ and dm > d∗ and d j +dm > d j m (A.3)

where d j and dm are the asperity sizes and d j m is the distance between the two as-

perities. If the asperities j and m satisfy the criterion, then the next two consecutive

asperities m and p are checked. If also m and p satisfy it, then the three junctions j ,

m and p undergo the same brittle event. The chain stops whenever two consecutive

asperities do not satisfy the criterion. An example of the application of such criterion

is given in Figure A.4.
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Figure A.4 – Local geometry update: brittle damage with asperity interaction. The
top profile (horizontal, green dots) overlaps the bottom one (orange dots: before
damage at time t +1/3, red dots: after damage at time t +2/3) for 20% of the profile
length. Outside the junction, the before and after damage geometries coincide. Both
surfaces have length L = 1 and are discretized in 500 points, the true contact area
is then 100 points. The critical size is d∗ = 4 points. Only the bottom surface is
damaged in this example. Vertical dotted lines at x = 0 and x = L represent system
periodic boundaries. The horizontal and vertical axes are displayed with different
scales.

A.3 Preliminary results

The scope of the model is to reproduce the evolution of frictional interfaces often

observed in natural faults and other worn surfaces [27, 33, 145]. This consists of the

initial running-in phase, followed by a steady state where the roughness in terms of

deviation from the mid-plane stays constant and the surfaces are self-affine with a

persistent Hurst exponent. Preliminary results indicate that the model captures the

transition to a steady-state roughness, but that the morphology of the final surfaces

is not self-affine. Here, I present the analyses of two different simulations and then

discuss possible reasons why the final profiles are not fractal.

The two simulations considered here are GM1 and GM2 (where ’GM’ stands for

’geometrical model’). In both simulations, the top and bottom profiles at t = 0
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are synthetically generated to be self-affine, with a Hurst exponent H = 0.9, root

mean square of heights σ= 0.05 L, critical length scale d∗ = 16/2048 L and they are

discretized in 2048 points. For each simulation the contact area is set to A = 0.05 L

and t = 106 time steps were performed. The difference between GM1 and GM2 is

the random seed used in the random phase filter algorithm [150] to generate the

initial random profiles. The profiles at t = 0 are depicted in Figures A.5a and A.6a.

Figures A.5b and A.6b show the deformed profiles at the end of each simulation.

To investigate the self-affinity of the final profiles, the height-height correlation

function∆h(δx) is estimated for the bottom profile at the end of each simulation, and

it is reported in Figure A.7a. Reminding that for a self-affine profile is ∆h(δx) ∼ δxH

(see Chapters 2 and 4 for more details), one can see that a clear and sustained scaling

is not shown in any of the reported cases. The guidelines in Figure A.7a also show

that the overall correlation of the heights changed during the simulation, as the

original scaling (H = 0.9) is lost.

Several reasons can be hypothesized for these results. First, both the plastic and

brittle damage mechanisms introduce straight segments along the profiles. In partic-

ular, the ductile mechanism flattens them, as it is shown by the presence of several

horizontal segments in Figures A.5 and A.6. This also introduces a second issue.

When several segments of the profile are horizontal and close to one another (in

terms of height coordinate h(i , t )), it is not possible to enforce the prescribed contact

area. This is due to sets of points at the same height. For simplicity, let us consider

the case of a bottom profile where the points for x < L/2 are at height hb1, and the

other half (x ≥ L/2) are at hb2 6= hb1. If the opposing profile is flat, i.e. ht(i , t) = ht0

for all i , then overlapping the two profiles can lead only to A = 0.5 L or A = 1.0 L. No

other values can be enforced in such case. In the implemented algorithm, a rule

is set such that if the input A cannot be enforced, then the smallest possible value

larger than the prescribed one is used. This leads nonetheless to large differences

from the prescribed contact area (see Figure A.7). The height-height correlation

function also seems to be affected by the value of d∗ (Figure A.7a), which governs the

transition between the two damage mechanisms. It is possible then that the different

mechanisms affect differently the heights correlation. The flattening effect of the

ductile damage also slows down the wear process. Large segments of the profiles are

in fact not worn (see Figure A.5b) and the final profile is a mixture of the original

one and worn parts. Nonetheless, this is an interesting feature, as polished surfaces

can exhibit asymmetrical wear between the valleys and the peaks, the latter being

smoother [145]. The trend in the evolution of the root mean square of heights σ
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(Figure A.8) also shows how changes in the profiles are large in the early stages of the

simulation, and then is much harder to work the surface. This is consistent with the

known trend of rubbed surfaces to reach a steady-state roughness.

A.4 Conclusions

Here, a simplified geometrical model for the roughness evolution of rubbed sur-

faces was introduced and tested. The main feature of the model is to deform the

profiles with two different rules according to the size of the overlapping segments.

Furthermore, the top profile artificially slides against the bottom one. While the

model is purely geometrical, its evolution is based on physical observations of the

wear process. The preliminary results show that the model captures the running-in

phase and the transition to a steady-state roughness, yet the final profiles are not

self-affine. This calls for a reflection on the fundamental ingredient of the model, i.e.

the damaging mechanism. Similarly to the random deposition model with surface

diffusion, the local evolution of the surface consists of two competing mechanisms –

plastic damage smooths the surface, brittle damage roughens it. Still each mecha-

nism is applied at different length scales, and they never coexist at the same scale.

This is a possible reason for the lack of a consistent and continuous scaling of the

heights correlation of the final profiles.

Furthermore, the model does not take into account the presence of any third body.

Third bodies are always present between surfaces during frictional processes, and

they affect the wear mechanisms at the interface. In particular, they keep the surfaces

separate, reducing the amount of two-body contacts that lead to the ductile or brittle

deformation mechanisms that are actually modelled here. Moreover, the third body

exchange material with the two first bodies, leading to an erosion of the two mating

profiles. A different approach to the geometrical modelling of surface roughness

evolution might then be to model the exchange of material between the third body

and the profiles. This could be done with a modified random deposition model,

where the deposited particles are actually cluster of varying size (simulating the

different amount of material that can be removed at the interface). Efforts towards

the development of such approach are currently ongoing.
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Figure A.5 – Profile evolution for the simulation GM1. a) Two self-affine profiles with
H = 0.9 are generated at t = 0. Both profiles are characterized by d∗ = 16/2048 L,
σ= 0.05 L, and are discretized in 2048 points. b) The profiles at t = 106 iterations.
Both profiles still show significant sections that did not undergo any damage. Vertical
dotted lines at x = 0 and x = L represent system periodic boundaries. The horizontal
and vertical axes are displayed with different scales.
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Figure A.6 – Profile evolution for the simulation GM2. a) Two self-affine profiles with
Hurst exponent H = 0.9 are generated at t = 0, with a different random seed than
the simulation GM1 (Figure A.5). Both profiles are characterized by d∗ = 16/2048 L,
σ= 0.05 L, and are discretized in 2048 points. b) The profiles at t = 106 iterations.
Both profiles still show several sections that did not undergo any damage. Vertical
dotted lines at x = 0 and x = L represents system periodic boundaries. The horizontal
and vertical axes are displayed with different scales.
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Figure A.7 – Height-height correlation (a) and contact area evolution (b) for the
simulations of Figures A.5 and A.6. a) Height-height correlation∆h(δx) of the bottom
surface for the simulations GM1 (orange) and GM2 (blue). None of them shows a
clear self-affine scaling over several orders of magnitude. The vertical black solid line
indicates the value of d∗ of the profiles. The black dotted line represents the scaling
expected for H = 0.9. b) Evolution of the contact area A with t for the simulations
GM1 (orange) and GM2 (blue). While for most timesteps the contact area is at
the imposed value of 0.05 L, in a significant amount of steps the value is markedly
above. This artifact is due to the flattening of the heights during plastic deformation
mechanisms. Data for A are stored every 1000 time steps.
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Figure A.8 – Evolution of root mean square of heights σ for simulations GM1 (a) and
GM2 (b). In both simulations, σ decreases rapidly at the beginning of the simulation
(at t = 0 is σ = 0.05 L, not shown in the plots), and then undergoes long periods
where it is apparently constant. Repeated ductile damage between flat segments of
the rubbed profiles lead in fact to small decreases in σ, until a large enough overlap
takes place to lead to a brittle event. Data for σ are stored every 1000 time steps.
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