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Abstract

The low-light performance of a CMOS image sensor (CIS) is one of the most important perfor-

mance metrics in a camera, whether it is used in products for consumer electronics or in an

image-acquisition system for machine vision or the Internet-of-Things (IoT). At very low levels

of illumination, the image sensors are limited by the noise generated by the readout circuits

used to convert the information stored in the photodetector element, the pinned photodiode

(PPD). Thanks to the development of efficient noise reduction techniques, modern CISs offer

extremely interesting performance with sub-electron input-referred noise values. However,

further noise reduction is needed to enable the single photon counting capability, which will

allow new opportunities in a large variety of scientific applications.

This thesis focuses on the modeling of ultra-low noise CISs by exploring two main

research topics. The first is the modeling of the PPD device together with the transfer gate (TG).

The interface between these two structures limits performance in many advanced applications

and requires a deep understanding of the charge transfer process. The core of the first compact

model for the charge transfer in PPDs is reported here. The second evaluates the impact of

different techniques on total noise reduction. In particular, the in-pixel source follower (SF)

optimization, the combination of the column-level gain with the correlated multiple sampling

(CMS) order and the effect of technology downscaling are analyzed and then verified by

software simulations and experimental results.

The core of a physics-based compact model for the charge transfer in PPDs for CIS is

presented in this dissertation. A set of analytical expressions is derived for the 2D electrostatic

profile, the PPD capacitance, and the charge transfer current. The proposed model relies on

the thermionic emission current mechanism, the barrier modulation and the full-depletion

approximation to obtain the charge transfer current. The model is fully validated with station-

ary and opto-electrical technology computer-aided design (TCAD) simulations. The charge

transfer model is validated experimentally by the expression of the total amount of the trans-

ferred charges derived from the charge transfer current and evaluated for different values

of light intensity, TG voltage and transfer time. The result is a proven resource for CIS pixel

designers in the analysis, simulation and optimization of PPD-based pixel in CISs.

The main circuit-level technique for noise reduction studied in this thesis is the CMS,

which is used to reduce the thermal noise and the residual flicker noise originated in the

in-pixel SF. To verify the impact of the combination of the column-level gain and the analog

CMS on the readout noise, a readout chain with variable gain and variable CMS order has
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Abstract

been integrated in a standard 180 nm CIS process. The match between the measurement and

the noise model results validates experimentally the model itself. Based on transient noise

simulation results, the combination of an optimized pMOS source follower (SF), a column-

level gain equal to 64 and a CMS of order 8 allows the noise to be reduced to the value of

0.20 erms, with a readout time of 43µs.

Key words: Charge Transfer Current, CMOS Image Sensors (CIS), Compact Device Modeling,

Correlated Double Sampling (CDS), Correlated Multiple Sampling (CMS), Flicker noise, Passive

Switched Capacitor, Photon Shot Noise, Photon Transfer Curve (PTC), Pinned Photodiode

(PPD), Readout Noise, Temporal Noise, Thermal noise, Thermionic Emission Theory.
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Abstract

Le prestazioni a bassa luminosità dei sensori di immagini CMOS sono una delle metriche

più importanti per la caratterizzazione di fotocamere utilizzate nell’elettronica di consumo

o in sistemi per l’acquisizione di immagini processate da elaboratori o nell’internet delle

cose (IdC o IoT). A livelli molto bassi di illuminazione, i sensori di immagini sono limitati

dal rumore originato dai circuiti elettronici di lettura, utilizzati a loro volta per convertire

l’informazione immagazzinata nel dispositivo fotosensibile, il fotodiodo pinned o pinned

photodiode (PPD). Grazie allo sviluppo di efficienti tecniche di riduzione del rumore, i moderni

sensori CMOS offrono performance estremamente interessanti con valori di rumore espresso

in carica elettrica e riferito all’ingresso del circuito al di sotto del singolo elettrone. Tuttavia,

una riduzione addizionale del rumore è necessaria per permettere il conteggio dei singoli

elettroni generati durante l’illuminazione, il quale aprirebbe ad una serie di nuove opportunità

in diverse applicazioni scientifiche.

Questa tesi si concentra sul modelllo dei sensori CMOS a bassa luminosità esplorando

due ambiti principali di ricerca. Il primo è il modello del dispositivo PPD insieme al gate di

trasferimento (o transfer gate (TG)). L’interfaccia tra queste due strutture limita le prestazioni

in molte applicazioni avanzate e necessita di una comprensione profonda del processo di

trasferimento di carica. Il nucleo del primo modello compatto per il trasferimento di carica

nei PPD è presentato in questo dissertazione. Il secondo argomento valuta l’impatto delle

diverse tecniche di riduzione del rumore. In particolar modo, l’ottimizzazione dell’inseguitore

di tensione (o source follower (SF)) presente in ciascun pixel, la combinazione del guadagno

in tensione applicato per ogni colonna dell’array del sensore con il campionamento multiplo

correlato (Correlated Multiple Sampling (CMS)) e l’effetto dello scaling tecnologico sono

analizzati e verificati con simulazioni software e risultati sperimentali.

Il nucleo del modello compatto qui presentato è basato sulla fisica del dispositivo e

descrive il trasferimento di carica nei PPD usati nei CIS. Un insieme di espressioni analitiche è

derivato partendo dal profilo elettrostatico in due dimensioni (2D), insieme alla capacità del

PPD e alla corrente di trasferimento. Il modello proposto si basa sul meccanismo di corrente

per emissione termoionica, la modulazione della barriera di potenziale all’interfaccia con il

PPD e l’approssimazione di completo svuotamento. Il modello è interamente validato tramite

simulazioni stazionarie e opto-elettriche effettuate con uno strumento software (TCAD) ed

è in seguito validato sperimentalmente tramite l’espressione della quantità totale di cariche

trasferite. Quest’ultima viene derivata direttamente dalla corrente di trasferimento e valutata
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Abstract

per diversi valori di intensità luminosa, tensione applicata al TG e tempo di trasferimento.

Questo modello vuole essere una risorsa per i progettisti durante l’analisi, la simulazione e

l’ottimizzazione di pixel basati sui dispositivi PPD.

La principale tecnica circuitale per la riduzione del rumore studiata in questa tesi è il

CMS, utilizzato per ridurre il rumore termico e flicker originato nel SF, presente all’interno di

ciascun pixel. Per verificare l’impatto della combinazione del guadagno a livello della colonna

e del CMS analogico sul rumore, una catena di lettura con un guadagno variabile ed un ordine

variabile per il CMS è stata implementata con un processo tecnologico 180 nm specifico per

sensori di immagine. Il confronto tra le misure e i risultati del modello rappresentano una

validazione sperimentale del modello stesso. Basandosi su delle simulazioni di rumore nel

dominio del tempo, la combinazione di un pMOS SF ottimizzato nelle sue dimensioni e di

un guadagno a livello della colonna uguale a 64 con un CMS di ordine 8 permette di ridurre il

rumore ad un valore pari a 0.20 erms, con un tempo di lettura di 43µs.

Parole chiave: Corrente di trasferimento della carica, sensori di immagine CMOS (CIS), mod-

ello compatto dispositivo, campionamento doppio correlato (CDS), campionamento multiplo

correlato (CMS), rumore flicker, capacità commutate, rumore shot, fotodiodo pinned, ru-

more del circuito di lettura, rumore temporale, rumore spaziale, rumore termico, teoria ad

emissione termoionica.
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1 Introduction

This chapter begins with a brief history of CMOS Image Sensors (CIS), starting from the first

work in the 1960s to modern achievements. The major trends in camera and camera systems

are then presented and followed by an overview of the state-of-the-art in Ultra-Low Light

CIS. Finally, the motivation for the work is provided and the organization of the manuscript

outlined.

1.1 Brief History of CIS

The history of CIS is full of brilliant work and contributions from engineers and scientists all

over the world [1]. This section aims to give a brief historical overview by mentioning some

of the most important contributions to the development of modern sensors. A timeline with

some ground breaking research is shown in Fig. 1.1.

Modern image sensors are based on metal-oxide-semiconductor (MOS) technology, a result of

the MOS field-effect transistor (MOSFET) invented at Bell Labs in 1959 [2]. In the developed

fabrication processes, two different type of MOS were available: the PMOS (p-type MOS) and

the NMOS (n-type MOS).

In 1966, the first generation of optical sensor arrays was reported in the UK by Peter Noble of

the Allen Clarke Research laboratory (Plessey), where the first self-scanned 10×10 sensor was

implemented and the concept of an intra-pixel amplifier (active pixel) introduced [3]. At the

new company set up by Noble, Integrated Photomatrix Ltd., a 64×64 array (4096 pixels) was

implemented to be used in a monochrome camera for moving objects.

The development of semiconductor technology led to the invention of a charge-coupled

device (CCD) in 1969 by Williard Boyle and George E. Smith at Bell Labs. While researching the

use of MOS technology for electronic shift register [4], the basic building block of the CCD was

created: the MOS capacitor. The two researchers realized in fact that a charge could be stored

on a MOS structure. One of their colleagues, Michael F. Tompsett, noticed the potential of the

CCD device for imaging applications [5]. For the imaging semiconductor circuit, Boyle and

1
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Figure 1.1: A summary history of CIS with the crucial events reported in a timeline: from the early
development stages of technology to modern designs.
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1.1. Brief History of CIS

Smith were awarded the Nobel Prize Physics in 2009. CCDs had in fact an important impact

on astronomy and were mounted on spacecraft to take images during robotic explorations of

space [6].

Digital cameras and camcorders in the 1980s and 1990s embedded CCD sensors, which were

industrialized and went into mass production in Japan [6]. The storing elements in CCDs

are combined with electrodes positioned on top of an insulating material and on the surface

of the semiconductor. They are used to apply a sequence of voltages and move the stored

charges underneath from one element to the next. This image sensor works as a shift register

for the photogenerated charge, until it reaches the corner of the chip where an amplifier is

located. Based on their operational principle, CCDs require a nearly perfect charge transfer in

order to avoid the so-called image lag. However, this property was difficult to obtain for large

array sizes used at high frame rates and the electronics required to drive the sensor meant the

final design was large and bulky.

The demand for more compact systems was one source of motivation for looking into new

different solutions, and the integration in a CMOS process was the key to miniaturization.

In order to achieve this goal, Eric Fossum at JPL built the first camera-on-chip in 1993 by

replacing the multiple charge transfers with a single intra-pixel complete transfer and the

output amplifier of a CCD with an intra-pixel one [7]. In this system, the output was sampled

twice: once during the reset level and the other after the transfer of the photogenerated charge.

The final output was the difference between the two measurements and the operation was

called correlated double sampling (CDS). The technique was introduced to suppress the

variance of transferred charges to a capacitor due to the Brownian motion of charge elements,

also referred as kTC noise.

One of the key elements in modern CIS is the pinned photodiode (PPD), invented by Nobukazu

Teranishi, Hiromitsu Shiraki and Yasuo Ishihara at the NEC Corporation in 1980 and published

in 1982 [8]. The main advantages of this device were the lower lag, noise and dark current

compared to conventional photodiodes, together with a higher quantum efficiency. At the

beginning, the PPD was incorporated into CCD sensors in all consumer electronic cameras.

By the time CMOS technology had surpassed CCD in the market sales [9], PPDs were being

used in nearly all CISs.

The continuous growth in the camera industry led to the advent of large arrays in CIS with

power consumption levels lower than CCD sensors. In 2009, Sony commercialized the CMOS

back-side illumination (BSI) that further optimized the sensor in terms of quantum effi-

ciency [10]. In 2012, the same company introduced the stacked CMOS BSI sensor opening

to higher integration with electronic circuits [11]. The design of modern CISs is driven by

the smartphone market and combines advanced chip stacking techniques with active pixels

arrays embedding the latest 0.8µm pixel generation into multiple camera systems [12].
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Figure 1.2: CIS market growth in (a) from 2016 to 2019 with forecasts up to 2025. The positive trend
is expected to continue in the upcoming years (source: Yole Développement). Worldwide number of
shipped image sensors in (b) according to IC Insights.

1.2 CIS Market and Major Trends

The considerable spread of CIS had a significant cultural impact: smartphone cameras and

digital cameras are now part of our daily life. The rise of social media and selfie culture is

linked to the spread of this technology, with social and political effects on people around the

world.

In 2017, CMOS sensors accounted for 89% of the global image sensor market [9]. Yole Dével-

opment published the results of CIS market dynamics (Fig. 1.2(a)) with annual confirmed

revenues from 2016 to 2019, and a forecast from 2020 to 2024 [13]. The continuous growth of
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Figure 1.3: Modern trends described in [14] that involve image sensors and camera designs: multi-
camera systems in (a), high resolution arrays in (b), 3D sensing in (c) and biometric ID based on
iris-scanner in (d) (source: Daiwa Capital Markets).

CIS produced an annual revenue of US$ 19.3b in 2019, exceeding 4.6% of total semiconductor

sales. The revenues are expected to continue growing and exceed US$ 27.5 billion in profits.

According to IC Insights and as shown in Fig. 1.2(b), 6.1 billion image sensors are shipped

worldwide each year (193 per second) [1, 9].

The smartphone sales (estimated global revenue of US$ 522 billion in 2018 [15]) is the main

driving force of the CIS market. A summary of the main modern trends involving image

sensors and camera designs is shown in Fig. 1.3 and extensively described in [14].

The multi-camera era represented in Fig. 1.3(a) started with the adoption of dual-cam smart-

phones and is now turning into triple and quad-cam systems with enhanced camera functions

for image quality. The major benefits of multiple cams include higher optical zoom compared

to dual-cams, broader angle, better image quality in low-light environment, enhanced func-

tionality for Artificial Intelligence (AI) (e.g. face, objects and scenes detection and recognition)

and auto adjustments of multiple parameters for optimum image output. As predicted in [14],

a broader adoption of multiple cams in smartphones is expected during the course of 2020.

Smartphone cameras have also migrated towards higher resolution (from tens to hundreds

of mega-pixels) incorporating pixels with a sub-micrometer distance from each other (pixel

pitch) [12]. More imaging functions are possible by equipping phones with these state-of-

the-art image sensors at the cost of a more complicated design. As shown in Fig. 1.3(b), the
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Iphone 11 Samsung Galaxy S20 Ultra

Figure 1.4: Frames from advertisement in 2020 of the top smartphones of Apple and Samsung, respec-
tively, involving good performances at low-light levels to appeal to consumers.

reduced pixel size allows in fact less light to be captured and longer focal length and results in

a higher thickness for the camera module.

In addition, the leading companies in the market are developing 3D sensing modules to

provide 3D features such as gesture or facial recognition [16]. The newly-developed modules

consist of a receiver and a transmitter to project and receive light. Fig. 1.3(c) shows the

main approaches to 3D sensing: structured light, time of flight (ToF) and stereo systems.

Applications for this technology include augmented reality (AR), face and gesture recognition,

3D scanning and mobile payments.

Modern smartphone have adopted biometric ID technology for the iris recognition performed

by an extra front camera processing the eye images, as drawn in Fig. 1.3(d) and detailed in

[17].

1.3 Ultra-Low Noise CIS – an Overview

Ultra low noise CIS are fundamental to reaching high performance in low light imaging for

applications such as surveillance, security, night vision and consumer electronics [18, 19, 20],

where a good low light performance is crucial. The feature of high sensitivity is also very useful

in applications like microscopy, high-precision scientific imaging and 3D vision based on

indirect-Time-of-Flight (I-ToF) imagers [21, 22, 23]. As shown in Fig. 1.4, Apple and Samsung

(who were reported to capture 56% of all smartphone industry revenues in 2019 [24]) use

low-light performance (or night vision) as a key feature of their devices and advertising strategy

to appeal to consumers. Hence, both industry and scientific institutions are interested in an

image sensor that not only needs to exhibit an incredibly low value of noise, but also offers at

the same time a high resolution and speed.

As shown in Fig. 1.5, the current state-of-the-art in low noise CIS exhibits sub-electron input-

referred total noise, which represents a step towards the single photon detection capability for

these sensors. The additive readout noise e.g. 1 or 2 e−r ms was in fact responsible for the not

6



1.3. Ultra-Low Noise CIS – an Overview

4.0

3.0

2.0

1.0

0In
pu

t r
ef

er
re

d 
re

ad
 n

oi
se

 [e
- R

M
S
]

20202016201220082004

Year [-]

 PPD + CLA + CDS
 Buried SF
 High Pixel CG
 Multiple Sampling

[1] A. Krymski, IWCCDAIS

[2] H. Takahashi, ISSCC

[3] K. B. Cho, IISW

[4] X. Wang, ISSCC

[5] A. Huggett, ISSCC

[6] B. Fowler, IISW

[6]

[7] Y. Chae, ISSCC

[8] Y. Lim, ISSCC

[9] C. Lotto, ISSCC 

[10] Y. Chen, ISSCC 

[11] S. F. Yeh, VLSI

[12] S. Wakashima, VLSI

[1] [7]

Photoelectron Counting Error < 0.1%

[13] Q. Yao, IISW

[14] J. Ma, EDL

[15] M. W. Seo, EDL

[16] J. Ma, JEDS

[17] A. Boukhayma, JSSC

[18] M. Seo, ISSCC

[4]

[3]

Electron Noise Level

[2]

[5]

[8]

[9]
[10] [11]

[15]

[16]

[17]

[19] S. Masoodian, IISW

[20] J. Ma, OSA

[21] M. Sato, ISSCC

[22] Boukhayma, EDL

[23] Stefanov, Sensors

[18]

[20]

[21]

[23]

Figure 1.5: Values of input-referred read noise in articles published from 2003 to 2020 and reported
in the references of this chapter. A large amount of research reached the sub-electron noise value,
while the level for a photoelectron counting error lower than 0.1% (0.15e−r ms ) is very close in recent
publications.

visible quantized nature of the input light in a standard camera output.

In modern ultra low noise CISs, once the contribution of the column-level stages is reduced by

using high column-level voltage gain and reduced bandwidth, the noise contribution from the

pixel becomes the dominant noise source, particularly that generated by the in-pixel source

follower (SF) [25]. To further decrease the input-referred noise, noise reduction techniques

need to be implemented at different levels of the readout chain. At process level, changes in

the standard flow are used in [26, 27, 28], whereas at pixel-level, where the degree of freedom

left to designers is generally limited, optimizations and circuit techniques are used in order

to reduce the sense node (SN) capacitance [29, 30, 31, 32]. The technology scaling of CIS

processes and the associated reduction in the parasitic capacitances are often used to obtain a

higher pixel gain, as reported in modern sensor design with a SN capacitance, CSN , of less then

1fF [33]. The main drawback in having a smaller CSN is the reduction of the maximum amount

of charges or full well capacity (FWC) that can be processed. Different circuit techniques

compatible with different pixels are implemented instead at column-level [34, 35, 36, 37]. The

research results on noise reduction shown in Fig. 1.5 define two main approaches: the increase

in the conversion gain (CG) [38, 30, 39] and the correlated multiple sampling (CMS) [40, 41].
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An alternative approach is proposed in Quanta Image Sensor (QIS), where the advance in

pixel scaling is used to provide billions of elements (jots) that can be read at a very high rate

(1000 fps) with a digital output [42]. The single photon-counting capability is combined with

high temporal and spatial resolution to generate a series of images (cubicle) used for image

reconstruction. The photon arrival rate described by a Poisson process is used in high-density

QIS to obtain a higher non-linear interval of exposure (over-exposure latitude) compared

to a linear image sensor. A SN capacitance lower than 0.5 fF is the key in QIS to reaching

deep sub-electron performance and it is achieved by implementing the pump-gate jot device

that minimizes the transfer gate (TG) to SN overlap capacitance [27]. Experimental data of

quantized outputs (0.175e−r ms) with low erroneous dark counts (0.07e−/s) have been shown by

means of Photon Counting Histograms (PCH) ultimately used to characterize the sensor in

terms of read noise and conversion gain [33, 43]. The residual noise is attributed to the flicker

noise originated in the in-pixel SF and characterized in [25]. The experimental results of a 1

Mjot QIS prototype has been shown in [42] with an input-referred noise equal to 0.22e−r ms at

1040fps and for a power consumption of 17.6 mW.

Another major alternative for single photon detection is offered by Single Photon Avalanche

Diodes (SPADs) that use avalanche multiplication for charge gain. This phenomenon is

achieved when a high internal electric field is generated at the cost of a higher operating

voltage (15-20V) and a larger pixel pitch in order to guarantee isolation. The photon detection

time resolution of SPADs is currently the best among modern technologies and reaches sub-

nanosecond range [44]. Unlike their CMOS counterpart, these sensors suffer from high dark

count rates and a dead time during which the pixel is not active. Recent research has improved

the fill factor and array sizes and become appealing for a wide variety of applications [45].

1.4 Thesis Motivation and Organization

The goal of the work presented here is to model ultra-low noise CIS with regard to further noise

reduction. Because the developed models need to be a convenient tool for CIS designers, the

aim is to produce a low level of complexity. Two research directions are described to achieve

this, and will be discussed in the following chapters.

The first develops a compact physics-based model of a PPD-based pixel as a tool for CIS

designers who need to optimize the sensor performance and look into device-level phenomena

for further improvements. The main step conducted in this research is modeling the charge

transfer mechanism of the photogenerated charges in the PPD. Simple analytical expressions

based on simplified 2D equivalent structures will be derived and compared with software

simulations and measurement results. The model verification becomes extremely useful to

evaluate the validity of the assumptions and define the main trends related to the process and

design parameters.

The second consists in evaluating the impact of different noise reduction techniques and

comparing it with the available models for thermal, flicker and shot noise. Such a comparison
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seeks to be extensive, hence different pixel designs and values of the main design parameters

are evaluated. The comparison between the model and measurement results under various

conditions becomes extremely useful to better define the effects and limitations of each

technique.

The thesis is organized as follows:

Chapter 2 explains the fundamentals of photodetecting devices, pixel topologies and CIS

architectures. An ultra-low noise CIS architecture is presented together with the main building

blocks. Various possible implementations are described and compared to each other in terms

of general performance metrics for an image sensor.

Chapter 3 presents the core of a compact model for the charge transfer between the PPD and

TG. The analytical expressions derived from equivalent two-dimensional (2-D) structures are

first used to match with software simulations and then compared with measurements from a

readout chain implemented in a 180 nm CIS technology.

Chapter 4 describes the noise sources in CIS and defines their main properties by looking at

the physical mechanisms. The statistical models of each source are then combined in order to

evaluate the impact at different light levels. The dominant role of the readout noise at low-light

illuminations is then established.

Chapter 5 presents a readout noise analysis for conventional low-noise CIS chains based on

an in-pixel SF amplifier. A small-signal noise equivalent circuit is used to calculate the signal

and noise transfer functions that allow the input-referred expressions for the thermal, flicker

and leakage current shot noise to be derived.

Chapter 6 focuses on the noise reduction techniques evaluated in this work. The core of the

chapter is the first analog implementation of the CMS with a passive SC circuit, and is used

to show its impact on the total input-referred noise of the readout chain when combined to

column-level voltage gain. The last section focuses on the effects of technology downscaling

on noise when combined with other noise reduction techniques at circuit-level. The transient

noise simulation results for a standard 65 nm process are used as a comparison with the

model.

Chapter 7 concludes the dissertation, providing a summary of the results and contributions,

and pointing to potential topics for future research.
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2 CMOS Image Sensors

This chapter reviews the background knowledge of CIS. The main concepts behind silicon-

based photodetectors are introduced and include the energy gap and light absorption spectra.

Several devices used in image sensors are described: the pn-junction, the MOS or photogate,

the buried MOS used in CCDs and the PPD in modern CIS. Their physical structures are

defined and the operational principles compared. The CIS architecture is then shown and

explained by using a generic block and timing diagram. Various implementations for each

building block are presented.

2.1 Silicon-based Photodetectors

The knowledge developed for imaging is one of the most fascinating chapters in the history

of physics and engineering and involved the greatest minds, starting from the sixteenth and

seventeenth centuries. An image sensor constructs a map in space and time of the light

intensity reaching its photosensitive array. Related topics such as the physical nature of light

and light-matter interactions are behind each image formation. The physical nature of light

is not discussed here, but textbooks such as [1, 17] give detailed explanations. The basics of

semiconductor physics and optical properties of silicon are recalled in this section.

2.1.1 Device Physics

One of the main concepts in semiconductor device physics is the energy band, introduced

in order to explain how mobile charges are distributed in crystal structures [21]. As shown in

Fig. 2.1(a), for silicon (lattice constant equal to 5.43 Å) it is possible to distinguish two allowed

energy regions, respectively the valence and conduction bands, and a forbidden one, whose

height is defined as the energy gap or band-gap, Eg (1.12 eV at 300 K and 1.17 eV at 0 K for

silicon (Si)). Within each allowed band, from the lowest to the higher, the energy states are

occupied by electrons. The band-gap prevents mobile charges from rising to the conduction

band, which at equilibrium and for a temperature, T , equal to 0 K, contains no mobile charge
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Figure 2.1: Energy band diagram of semiconductor in (a). The absorption shown in (b) is one of the
possible interactions between the light and the matters.

and determines a zero electric current flowing in the material.

By only looking at the energy band diagrams, an insulator differs from a semiconductor in

that it possesses a higher energy gap. However, the electrical conductivity of semiconductor

devices can be drastically increased by the doping technique, which introduces impurities

into the intrinsic material [20]. Although the inserted atoms are electrically neutral, the

thermal excitation at room temperature is enough for electrons to become free from the

bound state. The remaining atoms are ionized: donor impurities are charged positively by

releasing electrons into the conduction band, while acceptors become negatively charged

due to electrons from the valence band. The n-type semiconductors have therefore a higher

population (majority carriers) of electrons as mobile charges, while a p-type semiconductor

refers to the positively charged holes. Holes in n-type semiconductors and electrons in p-type

are called minority carriers [21].

2.1.2 Optical Absorption

Since photons are directly transduced into electric charges, the interaction between light and

matter is a fundamental topic. Fig. 2.1(b) shows the basic principle of absorption when the

matter is modeled as a system of two energy levels, a basic and an excited one. The absorbed

photon gives its energy to an electron moving from the basic to the excited state.

The formulation based on two discrete levels of energy can be extended to semiconductor

materials, where the basic state is replaced by the valance band and the excited state with

the conduction band. The absorbed photons causing a charge to move from one band to the

other need to have an equal or higher energy compared to the band-gap of the semiconductor

material. Due to the band-gap of silicon, photons have a minimum energy to be absorbed,
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Figure 2.2: Absorption coefficient as a function of wavelength for silicon material. Below the cutoff
wavelength, absorption increases gradually due to the fact that Si is an indirect gap material.

which can be translated into a cut-off wavelength, λmax , above which light is not absorbed

(1.1µm for silicon). As shown in Fig. 2.2, the particular value of the silicon band-gap allows

photons within the range of visible light to be absorbed and to generate an equivalent number

of charges within the device.

When light hits the sensor, part of the incident power is reflected, while the remainder propa-

gates inside the material. Due to absorption, the transmitted energy decreases exponentially

with the distance from surface. This phenomenon determines how far into a material light of

a particular wavelength can penetrate. In order to define the amount of absorbed photons

at each centimeter and the light penetration depth, the absorption coefficient, α, is defined

and expressed in cm−1. At a particular distance from surface, the generation rate (number of

carriers per second and distance) is given by multiplying the number of photons per second at

a specific distance inside the material by the value of α. In Fig. 2.2, α is plotted against the

light wavelength, λ, showing the sharp edge in the absorption and a lower penetration depth

for photons with higher energy.

2.1.3 Device Components

The main device components used in image sensors are briefly explained in this section. The

energy band diagrams are drawn when the device is under equilibrium condition and when

an external voltage is applied. The main electrical and optical properties of each device are
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therefore defined.

pn-Junction (Photodiode)

Fig. 2.3 shows a pn-junction and its 2D equivalent structure. When the two doped regions

are connected, electrons in the n-type and holes in the p-type diffuse from the borders of

the junction toward opposite areas. Being minority carriers in a neutral region, during this

operation electrons and holes recombine, while the left impurities become ionized and form

an electric field at the interface to balance out the diffusion process. Near the junction, ionized

donors in the n-type region and acceptors in the p-type are spatially fixed charges and, since

no mobile charge remains, this area is called the depletion layer. Under a fully-depleted

approximation, the transition between neutral and depleted regions is assumed to be abrupt.

From the energy diagram at thermal equilibrium in Fig. 2.3(a), it is possible to derive the

potential profile characterized by the barrier between the two regions, where its height is

typically defined as the junction built-in potential, Vbi .

When Va is applied, the device operates out of equilibrium and the external voltage applies

directly to the junction potential. Due to a reverse bias (Va > 0V) and as shown in Fig. 2.3(b),

the barrier and width of the depleted region increase, while Fig. 2.3(c) illustrates their decrease

when a forward bias (Va < 0V) is given. The different profiles for the energy diagrams are
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responsible for a small reverse saturation current, I0, and for a forward current, which depends

exponentially on Va [21]. Both currents are shown in the plot of the total current, Itot , against

Va depicted in Fig. 2.3(d).

The structure of a conventional photodiode is the same as that of the pn-junction. The

presence of a gate electrode attenuates the absorbed light intensity. When charges need to be

generated by incident light, the reverse bias condition is particularly useful. A larger and fully-

depleted region guarantees that charges can be generated without immediately recombining.

Photogenerated electrons are forced to flow into the highly potential node where the operation

of readout can be performed, while holes flow towards the substrate and are discharged.

MOS structure (Photogate)

The cross-sectional view of a MOS structure is shown in Fig. 2.4 with the gate electrode, silicon

dioxide (SiO2) and p-type silicon. Fig. 2.4(a) depicts the band diagram when the gate voltage,

VG , is equal to the difference between the gate metal and semiconductor workfunctions, −φMS .

The workfunction is defined as the minimum energy needed to extract an electron from a solid

to the closest energy level in the vacuum and is equal to the difference between the vacuum

level, E0, and the Fermi-level, EF [21]. The applied voltage determines the flat-band condition,
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where there is no potential difference between the silicon and gate electrode and the charge

distribution is equal to zero.

As shown in Fig. 2.4(b) for VG more negative than −φMS , the vertical shift in the energy diagram

forces the majority carriers (the hole in a p-type semiconductor) to accumulate at the interface

between the oxide and silicon (accumulation).

Fig. 2.4(c) and Fig. 2.4(d) depict the bending of the energy diagram when a positive value of

VG is applied. This leads first to a depletion at the interface with the oxide and then to an

accumulation of the minority carriers (electrons in a p-type semiconductor) called inversion.

The photogate used in image sensors is a MOS structure, where the depletion layer due to

a positive voltage applied to the gate is exploited. The maximum potential in the depletion

region is located at the surface, where the electric field spatially separates the photogenerated

pair consisting of one electron and one hole. As explained earlier for conventional photodiodes,

the electrons are collected at the surface while holes move to the substrate. Even though a

reduced sensitivity to blue light is observed due to higher absorptions for shorter wavelengths,

a polysilicon gate is commonly used to allow light to pass through.

Buried MOS (Buried CCD)

The buried MOS structure is used in the buried channel CCDs (BCCDs) and in the buried

MOSFETs. As shown in Fig. 2.5(a) and in contrast with the MOS structure, for a buried MOS

structure an n-type layer is formed in the channel area under the gate electrode.

Under the hypothesis of thermal equilibrium, the inserted pn-junction at the silicon surface

determines a built-in potential and a depletion layer between both sides of the junction. If

electrons in the n-type layer are withdrawn by means of a high reset voltage, the n-type area
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under depletion.

becomes fully depleted and only the positively-charged and spatially-fixed ionized donors

remain.

As indicated in Fig. 2.5(b), the resulting potential profile becomes a convex downward quadratic

curve. The position of the maximum potential is inside the silicon and separated from the

silicon–oxide interface. Since the photogenerated electrons can flow without touching the

interface, they avoid the influence of the state traps.

Pinned Photodiode

The PPD shown in Fig. 2.6(a) is used in most modern CISs for high image quality applications

and its study is a central topic of this dissertation. The device is made of a buried n-well and a

highly doped p+ shallow layer, which implements a potential well for the photoelectrons to be

stored [8, 2]. As shown in Fig. 2.6(b), the potential is in fact pinned in the depleted region as

with a buried MOS structure.

The existence of a highly-doped p+ layer at the interface substantially reduces the dark current

generated by the electrons, which are thermally excited to the conduction band through the

interface state with silicon oxide. The absorption of light and the integration of photogenerated

charges are the same as in conventional photodiodes.

2.2 Pixel Architectures

The electronic devices shown in the previous section are the photodetecting elements that are

integrated in image sensor and represent the core element of every pixel of the array. In this

section, a brief description of the main pixel architectures is given, from the ones including

conventional photodiodes to that based on PPDs.
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2.2.1 PPS - 1T

The passive pixel sensor (PPS) is shown in Fig. 2.7(a) and integrates one transistor (1T) to

connect the photo-detecting surface diode to the bit line [12, 8, 9]. This pixel replaced the CCD

photosensitive element used to sense the light in the CCD camera scheme. The basic structure

of the CCDs was based on vertical and horizontal shift registers [11], that are replaced by metal

lines in a PPS-based architecture. While the single in-pixel transistor is used as a selector,

two additional transistors for each column are used to reset the photodiode and to select the

specific column. An output SF-based amplifier is used to convert the charge in the output

voltage [11].

2.2.2 APS - 3T

As shown in Fig. 2.7(b), a SF and a reset transistor (RST) are added to the pixel leading to an

active pixel sensor (APS). This pixel was introduced to improve the performance which were

limited by the output SF amplifier. When the charge-to-voltage conversion is implemented

with a SF, both the conversion and reset noise (kTC) are optimized by minimizing the input

capacitor to this stage, Ci n . For a given amount of charge, ∆N , the change in voltage output is

in fact given by ∆Vout = (q∆N)/Ci n and the charge noise variance by σ2[Qin] = (kTCi n )/q2,

where Qin is the charge stored on Ci n . In a CIS based on a PPS, the long metal connections

add a large capacitive component limiting the sensor performance to values that are not

acceptable in most applications.

The solution to this problem is to introduce a SF inside each pixel in order to separate the

conversion capacitance from the column, at the cost of an increased complexity and reduced

pixel photosensitive area (fill factor). Once the floating diffusion node is isolated from the bit

line capacitance, it can be reduced to much smaller values, increasing the overall pixel gain.

Even though this technique was introduced in late 1960s [3, 4], it became practical in the early

1990s because of CMOS process scaling [16].
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2.2.3 PPD/TG - 4T

In the four transistors (4T) APS shown in Fig. 2.7(c), the photodiode and conversion capaci-

tances are separated. The pixel embeds a PPD as photodetector and a TG to move the charge

from the PPD to the SN. The voltage change at the input of SF, ∆VSN , is in this case equal to

(q∆N)/CSN , where CSN is the SN capacitance of the pixel. If CSN = 1fF then each electron will

cause a 160µV change at the input of the SF and, if a voltage swing at the SF input equal to 1 V

is assumed, it is obtained a maximum SN FWC of 6250 electrons and a dynamic range (DR) of

75.9 dB.

As shown in Fig. 2.7(d), an increased gain at pixel level can be also introduced with a capacitive

trans-impedance amplifier (CTIA) [15, 22]. In this circuit, assuming the transistor’s voltage

gain is much greater than the ratio of CSN /Cf , the feedback capacitance Cf controls the gain

and output voltage of the amplifier, given by q∆N/Cf .
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Global shutter mode in (b) with equal start and stop of the exposure for all lines.

2.3 Ultra-Low Noise CIS Architectures

2.3.1 Basic Block Diagram

In a top-down approach, an overview of a low noise CIS is formulated in this section. Fig. 2.8

shows the block diagram of a conventional low noise CIS. At the center of the diagram, the pixel

array contains all pixels in a number of n rows and m columns. Each one is made up of a PPD

together with four transistors: the TG, the RST, the row select (RS) and the in-pixel amplifier.
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Figure 2.10: Column amplifier architectures described in [18]: single-stage capacitive amplifier in (a),
two-stage capacitive amplifier in (b) and dual single-stage capacitive amplifier in (c).

The Line Control block in Fig. 2.8 controls each row and enables the signals according to

the array readout scheme. At the bottom of each column, a column-level amplifier (CLA) is

generally implemented before the CDS and analog-to-digital converter (ADC).

The readout schemes define the different timing diagrams used to control the array and

therefore determine how an image is built from individual information stored in each line and

pixel. In order to speed up the readout operation, a column parallel readout scheme is usually

performed.

As shown in Fig. 2.9(a) for a rolling shutter, the readout operation is performed line by line

and the frame time corresponds to that required to read each one. In order to obtain the same

integration time, the reset pulses of each line are time-shifted, resulting in a different starting

time of light integration for each line. In this scheme, a line integrates light, while two others

either start the readout operation or already finish their exposure. This is not an issue when

static objects are captured, but when fast movements compared to the row readout time are

captured, a strong distortion of the obtained image is unavoidable.

To avoid the distortion with moving objects, it is necessary to take a "snapshot" with the

beginning and end of the integration phase equal for all lines. This readout mode is called

global shutter and is depicted in Fig. 2.9(b). It consists of a shared phase of reset (global reset),

followed by the exposure and readout as performed in rolling shutter sensors.
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Figure 2.11: Column amplifier circuits described in [18]: single-ended MOS amplifier architectures in
(a) and (b), differential MOS amplifier in (c).

2.3.2 Column-level Amplifier Architectures

Since the early 1990s, CLAs have been used to improve CIS performance and, when they

achieved a small noise contribution of a few e−rms, became practically essential in ultra-low

noise CIS [13]. The CLA limits the signal and noise bandwidth at the high end by low-pass

filtering and decreases the impact of the following blocks on the input-referred noise. The

filtering-induced noise reduction needs to be balanced with the circuit complexity, leading

in most designs to a single pole low-pass filter CLA. In order to minimize the thermal noise

contribution, the bandwidth of the CLA is usually set between 2 and 10 times the row readout

rate. Since a too-low value will prevent the amplifier from settling during the sampling period

and an overly-high one will not optimize the noise performance, the bandwidth of the CLA

is often adjusted by the correct sizing of an output load capacitor, CL . Even though a high

value for the CLA gain is desirable, the signal amplification is always distributed between the

pixel and amplifier in order to balance with other design requirements such as read noise,

dark current, fill factor, quantum efficiency (QE), FWC, die size, and cost. Even though many

different CLA architectures are possible, the typical design constraints in an image sensor

limits the choice to a few commonly-used options. Three main CLA architectures are described

in [18] and shown in Fig. 2.10: the first is a single-stage capacitive amplifier, the second a

two-stage and the third a pair of single-stages [10].

The single-stage CLA in Fig. 2.10(a) is composed of a MOS amplifier, two capacitors and a

reset switch across the feedback capacitor, Cf . Due to the use of the few active components, it

achieves the lowest noise performance and is therefore the most commonly used architecture

in CIS. The limited gain-bandwidth and higher power dissipation compared to a two-stage

amplifier are the main limitations of this solution.

28



2.3. Ultra-Low Noise CIS Architectures

Vin

(a) (b) (c)

S1

S2

Vin

C2

C1

Vout2

Vout1

C1

Vin Vout

Vref

S1

C1

Vref

S1

Vout

Figure 2.12: Three different implementations for the CDS circuit described in [18]: the differential Track
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The capacitive CLA in Fig. 2.10(b) is the cascade of two single-stage capacitive amplifiers with

lower voltage gain. When required by the design specifications, such a solution is used in order

to achieve a higher gain and/or bandwidth compared to a single-stage amplifier. The lowest

power dissipation for a given bandwidth is usually achieved by this architecture, at the cost of

a higher silicon area. Its noise performance can be optimized to be similar to the single-stage

architecture.

When both high and low gain values for the CLA are required simultaneously, a pair of single-

stage CLAs operating in parallel is used, as shown in Fig. 2.10(c). Since one amplifier is set to

have a high-gain and the other a low, this solution maximizes the sensor DR. The high-gain

amplifier is used to reduce noise, while the low-gain allows the effective sensor FWC to be

maximized. The main disadvantage of this solution is the required power consumption, which

is almost twice as high as the single stage CLA.

The circuit schematics for the commonly used MOS amplifiers in CLAs are detailed in [18] and

shown in Fig. 2.11 with two single-ended solutions and one differential one. The simple two

transistor amplifier in Fig. 2.11(a) has the lowest gain but the largest output swing, while the

opposite applies to the fully cascode amplifier in Fig. 2.11(b). The differential in Fig. 2.11(c)

has the same performance as the single-ended amplifiers, but a better power supply rejection

and the possibility to be operated either in inverting or non-inverting mode. For the same

available silicon area and/or power budget, single-ended amplifiers can achieve lower noise

and larger swing than differential amplifiers.

2.3.3 Correlated Sampler Circuits

Overview of CDS circuits

In order to minimize noise, the control of the readout chain bandwidth is combined with

signal amplification in ultra-low noise CIS. A low-end limitation of the signal bandwidth is
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given by the CDS circuit. This operation differentiates between a reset and a signal voltage

sample, respectively taken after resetting the SN and transferring the photogenerated charge

to the SN. The output difference removes both the SN and CLA reset kTC noise and high-pass

filters the 1/f and RTS noise that affect the signal, while increasing the thermal noise power by

a factor of two [7].

Fig. 2.12 illustrates the three typical CDS circuits described in [18]. A differential track and hold

(T&H) circuit is shown in Fig. 2.12(a), where the output of the CLA is tracked when switches

S1 and S2 are closed, and sampled on a capacitor when a switch opens. After sampling, the

difference between the two voltages, Vout1 and Vout2, is the CDS signal. The CDS circuit in

Fig. 2.12(b) samples the reset level of the CLA when S1 is opened and then subtracts this value

from the signal when the same switch is closed, in a single-ended buffered output. The CDS

circuit in Fig. 2.12(c) operates similarly to the previous one, but replaces the voltage buffer

with an auto-zero operational transconductance amplifier (OTA), often used as the first stage

of a comparator in a column-level ADC and to cancel the additional offset voltages and low

noise fluctuations.

Overview of CMS circuits

When compared to a simple CDS, the CMS consists in averaging M samples after the reset

and M samples after the transfer with a sampling period, TC MS , and then calculating the

difference between the two averages. This technique is used in ultra-low noise CIS to reduce

thermal noise by averaging multiple samples and reduce slightly further the residual 1/f noise.

Different implementations of CMS are reported in the literature, including analog and digital

techniques [19, 6].

The schematic of a typical analog implementation of CMS is shown in Fig. 2.13(a) with the two

main blocks (the analog multiple sampler and CDS) and corresponding timing diagram in

Fig. 2.13(b). An active switched-capacitor integrator cumulates on the feedback capacitor, Cf ,

the sum of M consecutive values of the input voltage, Vcol , sampled on the input capacitor,

Ci n [19]. The CDS block is used to store the values of the cumulated reset and the signal levels

and implement the final difference. As shown in the timing diagram, when the S1 switches

are opened Vcol is sampled M times at the capacitor Ci n after the reset of the SN and the

auto-zeroing of the amplifier. The S2 switches are used instead to transfer the sampled charge

from Ci n to Cf . After M iterations, the output voltage of the integrator. Vsc , is equal to the

sum of M consecutive samples of the reset-level. The switch SSR is opened at the end of the

reset sampling in order to hold the final value of Vsc on C1. The samples of the signal-level are

similarly taken after the photogenerated charges are transferred from the PPD to the SN. The

switch SSS is then opened to hold the final value of Vsc on C2 for the signal-level. The difference

between the values stored on C1 and C2 is the final output of the CMS circuit. The main

drawback of this implementation is the reduction in DR by a factor M . An alternative solution

involves the introduction of a folding integration scheme with digitally assisted feedback to

prevent the integrator from saturating [19]. This solution is obtained at the cost of additional
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Figure 2.13: Analog implementation in (a) of CMS using a switched-capacitor integrator. Timing
diagram in (b) of the control signals and voltages at the main internal nodes, during the reset and after
the charge transfer from the PPD.

circuitry and complexity.

Fig. 2.14(a) shows the typical digital implementation of CMS [6, 14, 5]. A multiple-ramp

single-slope (SS) ADC is used to sample the input voltage, Vin , usually connected to the

CLA output and perform multiple analog-to-digital conversions. The SS-ADC consists of a

comparator, driven by a ramp voltage and a bit-wise inversion (BWI) counter. The analog-to-

digital conversion is performed by the BWI cell counting the number of clock cycles until the

comparator output changes. The corresponding timing diagram of the main signals is shown

in Fig. 2.14(b). The SN and comparator are reset, while the CLA is auto-zeroed. Given enough

time to settle, Vin is equal to the reset-level and can be compared with a ramp voltage, Vramp ,

while the BWI counter counts up synchronously. When Vramp is equal to the other input of

the comparator, Vc , it toggles from high to low and the counter stops. The digital output
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diagram in (b) of the control and main node signals during the reset and after the charge transfer from
the PPD.

of the counter is now equivalent to the input reset-level. By ramping Vramp up and down a

number of times equal to M with the counter still increasing, M samples of the reset-level

are cumulated. The charge is then transferred from the PPD to the SN and Vc increases to

the amplified signal-level. The inversion, B , is now activated in order to 1’s complement all

the output bits and store the negative digital value corresponding to M -times the reset-level.

Starting from this negative digital value, the counter once again begins counting for M samples

of the pixel signal-level. The difference between the two final conversions of the reset and

signal samples and the averaging are finally implemented in the digital domain. A digital

implementation of CMS requires multiple analog-to-digital conversions, which translates into

faster ADC and higher power consumption.
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2.4 Summary

Designing modern CIS requires detailed knowledge of semiconductor devices, CMOS circuits

and system architectures, with additional experience in the field of physics of light and prop-

erties of solid-state materials. This chapter aimed to present a brief summary of notions that

are fundamental to later sections.

The first part of the chapter describes silicon-based photodetectors and defines the main

optical properties of silicon for CIS. The semiconductor devices used in imaging are briefly

described: the pn-junction for conventional photodiodes, MOS structure for photogates,

buried MOS in BCCD and PPD for modern CISs.

In the second part, various pixel architectures are explained and the main reasons for their

development are indicated, following the historical evolution of pixel designs from the 1T

pixel, to 3T and 4T.

In the last part of the chapter, the ultra-low noise CIS is described at system-level, with a focus

on the main building blocks and readout schemes. Each block is then reviewed by analyzing

and pointing out the advantages and limitations of different implementations commonly

reported in the literature.
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3 Compact Modeling of Charge Transfer
in PPDs for Low Light CIS

Different CIS designs in the literature report sub-electron read noise levels and frame rates

in the order of hundreds of thousands of frames per second (fps) [1, 2]. The non-ideal effects

influencing the charge transfer mechanism from the PPD to the SN are among the main

limitations to further improve the sensor performances. This acts as a motivation to look more

deeply into device-level phenomena and develop a physics-based compact model for the PPD

together with the TG.

In this chapter, the core of a compact model of the PPD device and the TG is proposed based

on analytical expressions derived from equivalent two-dimensional (2-D) structures. After

introducing the PPD device structure and its typical principle of operation, the analytical

derivation starts with an electrostatic analysis of the PPD structure, where the main electrical

parameters are defined. When the TG is added, a second electrostatic analysis is carried out

and the potential barrier between the PPD and the TG expressed as a function of the PPD and

TG voltages and other physical parameters. The concept of modulation of the potential barrier

by the TG voltage is highlighted and verified by Synopsys® TCAD [3] simulation results. The

expression of the potential barrier at the interface is used to derive an expression of the charge

transfer current, which is then used to evaluate the amount of transferred charges at each

transfer. An experimental validation methodology that relies on the amount of transferred

charges is proposed in order to verify the model under different values for the light illumination,

the TG voltage and the transfer time.

The derived expressions reasonably match with the simulation and measurement results, and

are fundamental to understanding the main design trade-offs with respect to the process,

electrical and geometrical parameters. Ultimately, the goal of this compact model is to be a

tool for CIS designers to simulate, design and optimize PPD-based pixels.
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Figure 3.1: The suite of tools composing the TCAD Sentaurus Workbench are shown in the order of
execution, from the process simulation to the output data visualization.

3.1 Device Simulation

In order to verify the analytical expressions derived during the model development, software

simulations are required. As shown in Fig. 3.1, Synopsys® TCAD Sentaurus is used, comprising

a suite of different tools that allows computer simulations of semiconductor devices, from the

fabrication steps to the opto-electrical characterization.

In order to simulate the fabrication process used for making PPD devices [4], Sentaurus Process

combines a set of models to create a realistic device structure and Sentaurus Mesh adds an

optimized grids of points for device simulation. The optical simulation is performed by the

Electromagnetic Wave Solver (EMW), a finite-difference time-domain solver, which calculates

the optical field and optical generation rate in the device, accounting for the properties of the

incident light. Sentaurus Device calculates the electrical device response based on a set of

carrier transport models and on the results from EMW, while Sentaurus Visual is used together

with Matlab in order to visualize and process the simulation results [3].

The developed model aims to explain the charge transfer in a generic PPD-TG structure, hence

the simulated device is not calibrated towards a specific process. A general purpose flow is

used, while static and transient simulations from a three-dimensional structure validate the

derived analytical expressions.

3.2 Pinned Photodiode – Electrostatic Analysis

As mentioned in the previous chapter, a PPD is a device made by a n-well buried in a p-

substrate and, on top of this well, a thin layer of highly p-doped semiconductor takes place.

Even though the structure does not differ greatly from a standard pn photodiode, the working

principle is quite different. A PPD operates as a unipolar charge accumulator, where the

photogenerated electrons, NPPD , can be stored. Lowering the energy barrier (below the

energy at the PPD well), by imposing a positive voltage to the TG next to the PPD, allows the

accumulated charge to be moved towards the SN. This node is initially set to a positive reset

voltage, e.g. 2.5 V. As explained for the 4T pixel, the TG isolates the PPD and SN capacitances,
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Figure 3.2: Pixel back-end in (a): the microlens, the color filter and the interconnections. Pixel front-end
in (b): the pinned photodiode, the TG and the SN.

leading to a lower capacitance at the SN. Due to the fact that the SN capacitance, CSN , is lower

than the PPD capacitance, CPPD , the transferred electrons cause a higher voltage variation

that can be processed by the readout circuitry
[
∆VSN = (

q ·NPPD
)

/CSN
]
.

The 3D geometry of the back-end is depicted in Fig. 3.2(a), including the silicon at the bottom,

the two metal interconnects, connected through a via to the TG and the SN contacts. As

illustrated, a color filter is sandwiched between a layer of deposition on the bottom and a

spherical microlens on the top. The color filter is chosen according to the wavelength used

for the input light. In the simulations shown in this chapter, an ideal red color filter is used

centered at a wavelength equal to 650 nm. Fig. 3.2(b) is a 3D view of the front-end of the

device, including the photodiode, the TG made in polysilicon and surrounded by an insulating

material, and the SN diffusion. Blue, red and light blue correspond to the p+ type, n+ type

regions and p substrate, respectively.

At the top of Fig. 3.3, the simplified cross-section of a PPD is shown, made by a p+np structure.

The electrostatic potentials of the PPD are also shown under different conditions. Fig. 3.3(a)

corresponds to the equilibrium condition, while the impact of charge transfer is sketched in

Fig. 3.3(b) and that of light in Fig. 3.3(c). At the equilibrium condition, the n-well region is

partially neutral and the electrostatic potential remains almost constant. The two built-in

potentials, Vbi1 and Vbi2 , are illustrated in Fig. 3.3(a). The doping concentration in the p+ layer

is typically higher than in the p substrate. Hence, the built-in potential of the pn junction,

Vbi2 , is lower than that with the p+ layer, Vbi1 . After the free carriers are transferred from

the PPD, the maximum value of the electrostatic potential increases and allows the n-well

to be almost completely emptied of carriers. In Fig. 3.3(b), Vpin is retrieved as the maximum

variation of the PPD electrostatic potential, in consistency with the definition given in [5]. On

the other hand, when the photodiode is exposed to light, the entire electrostatic potential

moves towards the flat-band condition as shown in Fig. 3.3(c).

In this chapter, the electrostatic analysis of the PPD is performed for the structure depicted
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Figure 3.3: Sketches of the electrostatic potential of the PPD: (a) at equilibrium condition, showing
two built-in potentials, Vbi1 and Vbi2, and maximum potential, Vmax; (b) the maximum value of the
electrostatic potential increases until the empty condition is reached while transferring the charges
from the PPD to the SN. The maximum variation of the electrostatic potential is the pinning voltage,
Vpin, as defined in [5]; (c) the potential moves towards the flat-band condition due to the applied
illumination.

in Fig. 3.4, characterized by a fully depleted n-well. The full-depletion of the n-well can be

achieved as soon as all the accumulated charges are transferred to the SN during the reading

operation. Since a full-depletion approximation is assumed along the device, the free carrier

concentrations are negligible compared to the fixed charge density. In TCAD simulations the

full-depletion is reached by a proper choice of the physical parameters, hence the two depleted

regions intersects in one point. This is a particular case where the maximum of the electrostatic

potential, Vmax , is equal to the highest built-in potential, namely that p+n junction, Vbi1 . If

the length of the n-well is further reduced, the structure is still pinned, but Vmax is lower than

Vbi1 .

In the simplified cross-section of a PPD illustrated in Fig. 3.4, the left side corresponds to the

top of the structure shown in Fig. 3.2(c). To simplify the analysis, the following assumptions

are added: a) an abrupt transition between the neutral and the depleted region is used for

both junctions; b) both the applied voltages in the substrate and at the pinned layer are set to
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along the position x. xn is the junction boundary between the p+ and n layers, xp the junction boundary
between n and the substrate, xp1 and xp2 are the limits of the depletion regions on the p+ and p regions
of the two junctions, respectively. Expressions for the electric field and the electrostatic potential are
given in Appendix A.1.

zero. This condition is required to impose the boundary conditions. Under these assumptions,

the total charge density ρ(x) along the PPD is plotted in Fig. 3.4.

Solving the Poisson equation, ∇2ψ(x) =−ρ(x)/εs, analytical expressions of the electric field,

E (x), and electrostatic potential, ψ(x), are derived (Appendix A.1). The E (x) and ψ(x) are

depicted in Fig. 3.4.

The maximum of the electrostatic potential, Vmax , and its corresponding position, xmax , are

obtained, and given by the following expressions

xmax = xn + NA+

ND
(xn −xp1) = xp − NA

ND
(xp2 −xp ) , (3.1)

and

Vmax = qNA+

2εSi
· NA+ +ND

ND
(xn −xp1)2 , (3.2)
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Figure 3.5: Electrostatic potential inside the PPD structure for Case 1, 2 and 3 reported in Table 3.1: the
profile simulated in TCAD is compared with the expression derived in the proposed model. xmax is at
170 nm and Vmax is 0.84 V at 300 K in case I, 305 nm and 0.76 V in case II, and 460 nm and 0.67 V in case
III.

Table 3.1: Main Parameters for Three Cases of Pinned Photodiodes

Case 1 Case 2 Case 3

NA+ (cm−3) 1018 1017 1016

ND (cm−3) 1017 2×1016 5×1015

NA (cm−3) 1016 1015 1015

xn (nm) 70 100 120
xp (nm) 200 430 630

xmax (nm) 170 305 460
Vmax (V) 0.84 0.76 0.67

where NA+ and ND are the doping concentrations in the p+ and the n-well regions, q the

electron charge and εs the absolute permittivity of silicon. The maximum of the potential

occurs at xmax , corresponding to the point where the electric field is equal to zero. The term

xmax is therefore obtained by solving E (x) = 0 in the depleted n region, resulting in (3.1).

Imposing the charge neutrality between the depleted p and n regions, given by

NAxp2 −NA+xp1 = (NA +ND) xp − (NA+ +ND) xn (3.3)

leads to the RHS of (3.1). The two derived expressions of (3.1) confirm that xmax is situated

between xn and xp. Inserting xmax , obtained from (3.1), into the expression of the electrostatic

potential (A.1.2) leads to the expression for its maximum, Vmax, given by (3.2).

Fig. 3.5 shows the TCAD simulation results for the electrostatic potential profile along the

device for different values of the geometrical parameters, reported in Table 3.1. Together with
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Figure 3.6: Opto-electrical transient simulations: the gate voltage applied to the TG, the intensity of the
incident wave and the electrostatic potential inside the PPD. The changes in the electrostatic potential
are proportional to the incident light and can be used to derive the PPD capacitance.

the potential profile of this device obtained with TCAD simulations, the model results are

plotted. A very good agreement is observed between the model and TCAD simulations.

The Equilibrium Full Well Capacity (EFWC) is defined in [6] as the maximum photogenerated

charges that can be accumulated in the PPD in dark conditions and neglecting the TG leakage

current. Following this definition, the EFWC can be accurately estimated by the number of

electrons stored in the PPD at equilibrium condition. The full well number of photogenerated

electrons in the PPD volume between x2 and x1 (defined in Fig. 3.3) is given by NPPD,EFWC =
APPD(x2 −x1)ND , where APPD is the area of the PPD.

3.3 Pinned Photodiode Capacitance

During illumination, the electrostatic potential inside the n-well decreases proportionally to

the intensity of the light [7]. The ratio of the accumulated charges and the voltage variation
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Figure 3.7: PPD capacitance as a function of the photogenerated electrons: TCAD simulations are
compared with the proposed model.

corresponds to the capacitance CPPD = (q NPPD)/∆VPPD. Whereas a detailed analytical model

has been proposed in [8], the well-known expression of the junction capacitance [9] has

been used in [10] and [11] to obtain an analytical expression of CPPD . CPPD can therefore be

expressed as(
CPPD

APPD

)2

= q εs

2(Vmax −∆V )

ND ·NA+

ND +NA+
, (3.4)

where q is the elementary charge, εs the permittivity of silicon, ∆V the variation of the elec-

trostatic potential due to photo-generation. Typically for PPDs, NA+ À ND while ∆V can be

expressed as a function of NPPD, equal to NPPD/CPPD. After some mathematical manipulations,

the derived expression is(
CPPD

APPD

)2

≈ q εs ND

2Vmax

(
1− NPPD

NPPD,FWC

) , (3.5)

where NPPD and NPPD,FWC are respectively the number of photogenerated electrons and the

amount of electrons in the n-well at the full well condition, equal to CPPD ·Vmax.

In order to validate the proposed formula of CPPD , a TCAD transient simulation with different

values of light intensity is carried out. The light is represented by a linearly polarized plane

wave for which the intensity, wavelength and angle of incidence can be properly set. In TCAD

simulations, the illumination is set to a wavelength of 650 nm and a normal angle with respect

to the surface of the device. The voltage applied to the TG, the pulses of light and the PPD

voltage with respect to time are depicted in Fig. 3.6. First, to deplete the PPD from the charges

a positive potential is applied to the gate. The PPD is then exposed to a pulse of light which

generates an amount of photoelectrons. Increasing the light intensity leads to an increase of

44



3.4. Potential Barrier Modeling

Electrostatic Potential (V)

VTG = 0 V
Voltage Barrier

VSN = 2.5 V

Figure 3.8: Electrostatic Potential of the interface between the PPD and the TG when VTG = 0V. Evidence
of a potential barrier between the n-well and the semiconductor beneath the TG.

the PPD voltage variation.

To evaluate the CPPD = NPPD/∆VPPD, NPPD and the maximum voltage variation, ∆VPPD, must

be extracted properly using TCAD simulations. The ∆VPPD can be readily determined from

Fig. 3.6 for each value of the light intensity. In addition, NPPD is estimated in TCAD simulations

using the optical generation parameter, providing information about the semiconductor

charge density. The parameter is integrated over the active volume and then multiplied by the

integration time. To validate the proposed model the equivalent capacitance of the PPD is

obtained through (3.5) and compared to TCAD simulations in Fig. 3.7. A good agreement is

found for the numerical calculation and the model.

3.4 Potential Barrier Modeling

The np junction between the PPD n-well and the TG results in a potential barrier between the

charge accumulation region and the semiconductor beneath the gate, as shown in Fig. 3.8.

This barrier has been already reported in [12] and measurements performed in [13].

The proposed model for the charge transfer from the PPD to the SN is based on the prediction

of the barrier’s behavior with respect to the applied voltage to the TG and PPD voltage. The

transfer mechanism is also assumed to be limited by the interface properties between the

PPD and TG. This assumption is verified for relatively short devices which are not limited by

internal diffusion mechanism [14]. The model covers the case where the SN voltage remains

constant and always higher than the PPD maximum voltage and the TG channel voltage.

In order to derive an expression of the potential barrier, an equivalent 2D structure of all the

regions crossed by path A is shown in Fig. 3.9. The proposed structure is a stretched version

of the effective charge transfer path from the PPD to the SN and contains the MOS part, the

p+ layer, the n-well, and the p substrate. Path A is used to perform an electrostatic analysis

deriving the potential barrier from Fig. 3.10(a) and illustrating the impact of the TG voltage.

On the other hand, Path B corresponds to the current path and it is introduced to derive the
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Figure 3.9: Section of the interface between the TG and PPD with the 2D equivalent stretched version.
Electrostatic potential at the interface between the PPD and the TG during the sweep of the gate voltage.
The barrier voltage is changed by the TG and PPD voltage values.

proposed model of the transferred charges, validated by TCAD simulation results.

As shown in Fig. 3.10(b), the region beneath the TG is almost completely emptied of electrons

along the effective charge transfer path. The SN is biased to the value of 2.5 V, leading to the

fully depleted region of the carriers around this node due to the high shift in the quasi-Fermi

potential. In such a configuration, with a positive voltage applied to TG, there is no inversion

layer under the gate. The presence of mobile charges under the transfer gate can impact the

barrier height. However, in this particular case where the SN is kept to a high voltage value

and the substrate to ground, any mobile charge under the transfer gate will move towards the

corresponding contact. Moreover, it is assumed that the SN voltage is constant, which allows

the impact of its variation on the charge transfer to be neglected [12].

The workfunction difference between the metal and the semiconductor together with the

voltage applied to TG determine the surface potential, ψs. During the rising edge of the VTG(t) ,

all the electrostatic potential of the MOS structure shifts up, as illustrated in Fig. 3.9. On the
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Figure 3.10: In (a), the charge distribution, electric field, and electrostatic potential under the assump-
tions of full depletion and abrupt transitions. The interface region in (b) is fully depleted along the
effective charge transfer path, for a VTG = 2.5V and VSN = 2.5V.

other hand, we define the potential barrier Vb(t) as the voltage difference between the voltage

inside the n-well, VPPD, and the minimum voltage in the p-doped semiconductor beneath

the transfer gate, Vmin. This allows the behavior of the barrier to be predicted throughout the
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transfer time and leads to the following definition for the potential barrier

Vb(t ) = VPPD(t )−Vmin(t ). (3.6)

The term VPPD(t ) can be derived by the following expression

VPPD(t +∆t ) =VPPD(t )+ i (t ) ·∆t

CPPD
, (3.7)

where i (t) is the charge transfer current and ∆t the time interval between two consecutive

instances along the discretized time axis. Starting from the initial value, VPPD,0, the values

of VPPD(t) are calculated at each iteration by the potential variation due to the amount of

transferred charges, i (t ) ·∆t .

On the other hand, Fig. 3.9 depicts the potential along path A at different instants during the

rise of VTG(t) . The figure clearly shows that the potential barrier Vb(t) is reduced due to the

increase of the TG gate voltage, which enables the transfer of the charges to the SN. Using

again the full-depletion approximation, the charge distribution, electric field and electrostatic

potential along the proposed path are derived and plotted in Fig. 3.10(a). The expressions for

the electric field and electrostatic potential are presented in Appendix A.2. Starting from a2,

the solution of the Poisson equation is equal to

ψ(a) =ψs −Es(a −a2)+ qNA+

2εs
(a −a2)2. (3.8)

The increase in the gate voltage will increase the depletion region beneath the gate, until

merging with the depleted region around the n-well. Under this assumption, ρ(a) can be con-
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Figure 3.12: Value of the potential barrier during time along the charge transfer period. The behavior of
the barrier is well predicted by the proposed model.

sidered to be equal to −qNA+ for a2 ≤ a ≤ a5. Vmin(t ) is the minimum value of the electrostatic

potential in the region between the PPD and the semiconductor beneath the TG, while amin is

the position of Vmin (Vmin =ψ(amin)). Since in this point the value of the electric field must be

zero, amin is equal to a2+ tp+ −dp1, where tp+ is the thickness of the p+ layer and dp1 the width

of the depletion region of the p+n junction in the p+ region (see Fig. 3.10(a)). The solution

to the Poisson equation allows an analytical expression of the barrier to be obtained, which

includes the effect of VTG .

By using the expression of the depletion region in a metal-oxide-semiconductor as a func-

tion of the applied gate voltage (reported in Appendix A.2) and after some mathematical

manipulations, Vmin results in

Vmin(t ) =
q NA+

2εs

(
tp+ −dp1

)2 − (
tp+ −dp1

) qNA+

Cox

[
1−

√
1+ C 2

ox

2qεsNA+
VTG(t )

]
+

+ qεsNA+

2C 2
ox

[
1−

√
1+ C 2

ox

2qεsNA+
VTG(t )

]2

.

(3.9)

From the proposed formula, it can be seen that the height of the potential barrier is a function

of VTG(t) , the doping concentration in the semiconductor and the thickness of the p+ layer

tp+ , which defines the position of the n-well.

To verify the validity of the proposed analytical expression of the potential barrier and its

variation over time, a transient simulation in TCAD is performed. This simulation decouples

the illumination from the charge transfer, by having first a pulse of light and then a pulse of

voltage applied to the TG. The light therefore does not affect the potential barrier during the
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transfer and its impact is not taken into account in the proposed model of Vb(t) . To guarantee

a full charge transfer, the width of the TG pulse is set to be longer than needed. In the specific

case in which the transfer time is set to be shorter, i.e. high-speed applications such as ToF, the

dynamic effects of the charge transfer, which are not considered in this derivation, have to be

included. During this simulation, the SN is kept at a constant voltage of 2.5 V and a constant

value equal to 7 fF is used as a good approximation of CPPD within the range of interest.

The potential profile along the path B (Fig. 3.9) is plotted during different instants of time

in Fig. 3.11. The simulation results show that this potential barrier is modulated by the gate

voltage, as predicted by (3.6). All different values of Vb(t) are calculated from each potential

profile and plotted as a function of the simulation time in Fig. 3.12. Initially, the barrier

decreases following the linear slope of the VTG rising edge. Once the gate voltage reaches the

maximum value and remains constant, the potential barrier also starts to saturate and, due

only to the charge transfer, slowly undergoes a slow change. As shown in Fig. 3.12, the simple

model given by (3.6) is in agreement with the TCAD simulation results.

Increasing VTG(t) lowers Vb(t) until VTG reaches the threshold voltage of the MOS structure,

above which the surface potential, ψs, only increases logarithmically with VTG and most of the

voltage drop occurs across the oxide [15]. This means that above the threshold, the surface

potential will almost not be influenced by VTG and no additional potential barrier reduction

is achieved. On the other hand, a higher voltage will force the surface p+ layer to be further

depleted. Once this has occurred, the pinned structure is no longer present and the potential

inside the n-well is then determined by the VTG voltage.

3.5 Charge Transfer Current

Once the analytical expression of the potential barrier is developed and validated with TCAD

simulations, it can be used to derive an expression of the charge transfer current. Relying

on the thermionic emission mechanism, the transfer current crossing a potential barrier is

obtained.

The thermionic emission theory states that the electrons which have enough thermal velocity

in the transfer direction will cross the barrier on the charge transfer path [9] and has been used

to model the charge transfer between the PPD and the SN [16, 12]. In TCAD simulations, path

A is chosen as that with the minimum barrier and therefore the highest current density. In the

model, the assumption is that all the current flows along the minimum barrier path, path A.

Based on this transportation mechanism, the expression of the charge transfer current that

embeds the effects of both the PPD and TG voltages and the other physical parameters on

Vb(t) is derived.

The charge transfer current is given by

i (t ) = I0 ·exp

[
−Vb(t )

UT

]
= I0 ·exp

[
−VPPD(t )−Vmin(t )

UT

]
, (3.10)
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Figure 3.13: Current pulses in (a, b, c, d) representing the charge transfer from PPD to SN for four
different VTG values: TCAD simulations are compared with the proposed model.

where Vb(t) is given by Equations (3.6) and (3.9) and I0 is equal to A SA T 2, with A equal to the

Richardson constant [9], and SA the area of the cross-section on the charge transfer path at

the barrier position.

To validate this expression, the total current that flows through the SN can be extracted from

the transient TCAD simulation results. The latter is shown in Fig. 3.13(a)-(d) for different

values of VTG : 2.0 V, 1.5 V, 1.0 V and 0.5 V. The simulation results obtained during the charge

transfer can be compared with (3.10). The agreement between TCAD simulation results and the

proposed model is good and confirms that the derived expression predicts the characteristic

of the charge transfer from the PPD to the SN.

The exact values of the cross-section SA have to be extracted from TCAD by looking at the

current density distribution during the charge transfer. Based on the analysis of CPPD shown

in Section 3.3, we initially considered CPPD as a constant parameter of the model, CPPD,0, for

the specific value of light used during simulation. The value of CPPD,0 is equal to 7 fF and is

shown in Fig. 3.7.

However, to obtain such an agreement between TCAD simulations and the proposed model,

the constant value CPPD,0 has been used as a fitting parameter. Thus, the value of CPPD,0 has

been reported for each simulated case in Fig. 3.13(a)-(d). This variation is reasonably predicted
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I0

CPPD

Eq. (3.6)

Eq. (3.10)

Eq. (3.7)

if t ≠ 0

if t = 0

VTG (t)

VPPD,0

VPPD(t+Δt)

i(t)

Vb(t)

output

(a)

CPPD

VPPD

CSN

VSN

i(t) = f(VTG, VPPD)

(b)

Figure 3.14: Flow in (a) to evaluate the model based on the derived expressions. Proposed equivalent
circuit in (b) for the PPD, TG, and SN, where the function f is given in (3.10).

in Fig. 3.7, where the value of CPPD is not independent of the number of electrons stored in the

photodiode. The dynamic modeling of CPPD is investigated in [17, 18], and its use as a fitting

parameter allows the proposed expression for the charge transfer current to be verified.

Until the TG voltage reaches a precise value, all the current pulses in Fig. 3.13(a)-(d) exhibit

almost zero transferred charges. The voltage beneath the gate has to be higher than the PPD

voltage in order to allow an efficient transfer of the integrated charge. The delayed charge

transfer with respect to the TG voltage is consistent with [12]. When the final value of VTG is

below VPPD, it results in an incomplete charge transfer. The latter is shown in the last two cases
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Figure 3.15: TCAD transient simulation of the charge transfer current together with the TG pulse and
the potential barrier.

in Fig. 3.13(c)-(d), where the current pulse is considerably smaller than Fig. 3.13(a)-(b). On the

other hand, the current initially exhibits negative values in transient simulations which can

be explained as a capacitive coupling (overlap) between the TG and the SN. The calculated

current through the proposed model does not include this phenomenon, hence the two curves

substantially differ in this time interval.

In order to simulate the transient behavior with the proposed model, a quasi-static assumption

together with equations (3.7), (3.6) and (3.10) are used. The evaluation flow of the model is

summarized in the diagram in Fig. 3.14(a).

An equivalent circuit for the charge transfer from the PPD to the SN is given in Fig. 3.14(b). The

PPD and the SN are replaced by two equivalent linear and time invariant capacitors, CPPD and

CSN. The TG is replaced by a voltage-controlled current-source (VCCS). Since in a p+np PPD

the electrons are transferred to the SN, the VCCS indicates a current flowing from the SN to the

PPD. Relying on the proposed model, the transfer current is expressed as function of VTG and

VPPD according to (3.10).

3.6 Experimental Validation

3.6.1 Validation Methodology

Since the direct measurement of i (t) is practically difficult, the validation of the model is

performed through the measurement of the total amount of transferred charges, Ntr , which

can be estimated from the readout output, Vout .
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The expression of the thermionic emission current is used in [12] to derive an expression

of Ntr as a function of the pulse width, Ttr , applied to the TG. The proposed experimental

verification also includes the impact of the gate voltage, VTG , embedded in the value of the

potential barrier.

Fig. 3.15 shows the charge transfer current together with the TG pulse and the potential barrier.

Since a value of 1µs is used for the rising edge of the TG pulse, tr , the two phases for the

transfer process can be distinguished. The first phase takes place during the edge, and only

starts when VTG(t) reaches a value high enough (VT G ,mi n in the figure), which depends on

the initial PPD voltage; the second follows when VTG(t) settles to its final value, VTGH . During

the first phase and due to the increase in VTG(t) , the initial value of the barrier, Vb0, linearly

decreases to Vmi n , while during the second, the increase in VPPD with a reduced number of

electrons inside the PPD is responsible for a higher value of the barrier.

Since a voltage offset due to VPPD needs to be taken into account during tr , which is usually

smaller than Ttr , the charge transferred during the rising edge of the TG pulse can be consid-

ered a small fraction of the one transferred when the gate voltage is set to VTGH . Even though

a zero charge is assumed to be transferred during the first phase, during the first phase Vb0 is

reduced to Vb,mi n .

If the time origin (t = 0) corresponds to the instant at which VTG(t) becomes constant and the

expression for barrier height correction derived in [12] is used, the potential barrier can be

expressed as

Vb(t ) =Vb,mi n +
q

2 ·εs
·ND ·d 2 ·

(
1− NPPD

ND ·ΛPPD

)2

=Vb,mi n +∆Vb ·
(
1− NPPD

ND ·ΛPPD

)2

, (3.11)

where q is the elementary charge, εs the permittivity of silicon, ND the doping concentration

of the PPD n-well region, ΛPPD the PPD volume, d is half of the PPD undepleted depth in

a full well condition and ∆Vb = q

2 ·εs
·ND ·d 2. A parabolic relationship is found in [12] for

the change in the potential barrier due to the number of electrons inside the PPD, while the

term ND ·ΛPPD represents the maximum number of electrons that can be stored in the n-well

region.

When the expression of the potential barrier for the electrons inside the PPD is replaced in the

thermionic emission current, it is possible to obtain a differential equation, given by

exp

[
∆Vb

UT
·
(
1− NPPD

ND ·ΛPPD

)2]
·N−1

PPD
d NPPD

d t
=− I0

qNCΛPPD
·exp

(
−Vb,mi n

UT

)
, (3.12)

where NC = 2 ·
(

2π ·m∗
n ·kT

h2

)3/2

is the conduction band effective density of states, m∗
n the

effective mass of the electron in silicon and h the Planck constant. Due to the term on the left

side of the equation, it is difficult to achieve an analytical solution when the modulation of the

barrier is included.
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However, NPPD is lower than the full well in a working PPD and, when a small amount of

transferred charge is considered, the change in the potential barrier due to NPPD can be

neglected. The barrier can therefore be assumed to remain constant and equal to Vb,mi n

throughout the charge transfer. This simplification allows the analytical solution for the

differential equation to be found, given by

Ntr (t ) = NPPD0 ·
[

1−exp

(
− I0

qNCΛPPD
·exp

(
−Vb,mi n

UT

)
· t

)]
, (3.13)

where NPPD0 is the initial number of electrons in the PPD. The latter is the same expression

found in [12] and can be expressed as

Ntr (t ) = NPPD0 ·

1−exp

− t

τ ·exp

(
Vb,mi n

UT

)

 , (3.14)

where τ= qNCΛPPD

I0
is a time constant related to the thermionic emission phenomenon. The

higher potential barrier exponentially increases the transfer time. If enough time is given, the

exponential term in (3.14) approximates to zero, and the charge transfer is complete. This

expression is compared with measurement results in the next section.

3.6.2 Experimental Setup

The schematic of the CIS readout chain implemented in a 180 nm CIS technology is shown in

Fig. 3.16(a). The main blocks of the chain are a four transistor (4T) pixel, a CLA and a passive

CDS circuit [19]. The pixel includes a PPD with a pitch of 12µm, the TG, the RST, the in-pixel

SF and the RS. The TG gate voltage amplitude and duration, Ttr , can be controlled externally.

As shown in Fig. 3.16(b), the TG pulse features a low, VTGL , and a high value, VTGH . In the

measurements shown in this section, the value of VTGL is set to 0 V. Fig. 3.16(b) indicates that

the amount of transferred charges will modify the SN voltage, the output voltage of the CLA,

Vamp , and the readout output, Vout . The CDS block samples the amplifier output before and

after the charge transfer in C1 and C2, respectively. The difference is then sampled on C3

following the timing diagram in Fig. 3.16(b). When the column-level gain is set to unity, the

CG of the readout chain is 75µV/e-, which is measured by using the PTC method [20]. The

CG value is used directly to convert the output voltage to the number of electrons transferred

from the PPD to the SN.

3.6.3 Measurement Results

Eq. (3.14) is validated by measuring Ntr for different values of VTGH and Ttr . Three different

exposure conditions are chosen for validation, from the lowest (exposure A) to the highest
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Figure 3.16: Schematic in (a) of the implemented readout chain with a 4T pixel, the CLA and the passive
CDS circuit. Timing diagram in (b) of the control signals and the main internal nodes: in order to obtain
the measurement results, different values for the pulse width and the VTGH are used.

(exposure C).

As shown in Fig. 3.17, the three exposures lie on the linear part of the sensor response and cor-

respond respectively to an illumination power of 163 nWcm−2, 565 nWcm−2 and 942 nWcm−2.

For these three conditions, the maximum amount of transferred charges are 520e-, 1800e-and
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Figure 3.18: Ntr is plotted for different values of the transfer time versus the TG voltage for three different
exposures (exposure A, B and C). This figure shows the values of VTGH that allow a complete charge
transfer.

3000e-. In order to limit the variation of the SN voltage and neglect the impact of VSN on the

charge transfer current, the transferred charges are limited to a small fraction of the FWC.

Fig. 3.18 shows Ntr versus VTGH for the three different exposures and for six different values

of Ttr , ranging from 20 ns to 1µs. The range for VTGH goes from 0.5 V to 2.5 V. From 0 V to

about 0.9 V there is almost no charge transfer. From 0.9 V to almost 1.5 V, all the curves show a

transition region, where the charge transfer can be considered incomplete. Finally, above 1.5 V,

the charge transfer saturates and is then complete. This figure has been used to select two

different values of VTGH , one for an incomplete and the other for a complete charge transfer.

The two different scenarios are then compared with the analytical model results.
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Figure 3.19: Ntr is plotted for VTGH equal to 1 V in (a) and 2.5 V in (b) versus the Ttr , together with the
model results. the CTI for the two cases also is plotted with dashed lines.

Fig. 3.19(a) and Fig. 3.19(b) show Ntr versus Ttr in a lin-log plot for the same exposure and for a

VTGH equal to 1.0 V and 2.5 V, respectively. The value of CTI is also computed at each point by

dividing the value of the transferred charge by its maximum value, which is taken from the

measurement at VTGH equal to 2.5 V and Ttr equal to 10µs. As shown in Fig. 3.19(a) and (b)
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Table 3.2: Summary of Values for Model Parameters

Exposure A Exposure B Exposure C

NPPD0 [e−] 520 1800 3033

A [Acm−2 K−2] 120
SA [cm2] 5×10−8

T [K] 300
I0 [A] 0.54

NC [cm−3] 2.82×1019

ΛPPD [cm3] 5×10−11

q [C] 1.6×10−19

τ [ns] 0.41

tox [cm] 1×10−5

Cox [Fcm−1] 3.45×10−8

tp+−dp1 [cm] 1×10−5

ND [cm−3] 2.4×1015

NA+ [cm−3] 5×1016

d [cm] 2.5×10−5

Vb0 [V] 0.71
Vb,mi n [V] 0.36
@ VTGH = 1.0V
Vb,mi n [V] 0.07
@ VTGH = 2.5V

with dashed lines, the value of the CTI is high (from 70 % to 90 %) for VTGH equal 1.0 V, while it

substantially decreases (until values lower than 1 %) when VTGH is 2.5 V. The measurement

results, shown with markers, are compared with the proposed expression in (3.14), drawn with

solid lines.

3.6.4 Model Comparison

To obtain a good agreement between the measurements and (3.14), the values of the model

parameters shown in Table 3.2 are used.

The initial number of electrons stored in the PPD for each exposure is equal to the total

transferred charge when a complete transfer is obtained, hence for a VTGH equal to 2.5 V and

Ttr of 10µs. As it is done for ΛPPD , the value of the cross-section S A is estimated from the

size of the photodiode, which ultimately affects the obtained values for I0 and τ. In order

to estimate the values of Vb,mi n for a specific value of VTGH , first the value of the potential
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barrier at equilibrium, Vb0, is estimated by using the formula of the built-in potential of a n-p+

junction [9], given by

Vb0 =UT · ln

(
ND ·NA+

n2
i

)
, (3.15)

where ni is the intrinsic carrier density in silicon (1×1010 cm−3 at 300 K) and reasonable values

have been assumed for the doping concentrations, ND and NA+. The values for Vb,mi n are

then estimated by using (3.9) for the two different values of VTGH . Based on reported values

for the model given in [21], an assumption have been made on the TG oxide, tox , and the

undepleted region in the p+ layer thicknesses, tp+−dp1.

Even though the technological parameters would need to be aligned with more accurate

information from the specific process, the reported values are the one that minimize the error

between the measurement and model results, and prove that the used formula can well predict

the transferred charge under different illumination and transfer conditions.

3.7 Summary

The core of a compact physics-based model for the PPD together with the TG has been

obtained by deriving an analytical expression of the charge transfer current. The 2D equivalent

structures of the PPD and the charge transfer path have been used under full-depletion

approximation to derive an expression of the main model parameters.

This model is first validated by static and transient opto-electrical simulations in TCAD and

then experimentally verified by measuring the equivalent number of transferred electrons in a

CIS readout chain under different light illumination, TG voltage and transfer times.

A good agreement with experimental data has been observed. The proposed model is de-

veloped as a tool for the analysis, design and optimization of PPD-based pixels in low light

CISs.

State-of-the-Art Advancements

The pinning voltage model parameter, Vpin , was introduced in [22] and a comparison of the

main estimation methods given in [23]. As reported in [5], the definition of the pinning voltage

can be controversial. In this work, the derivation based on Fig. 3.4 is a simple analysis of the

PPD structure, where the values of the PPD electrostatic potential are expressed in terms of the

main physical and process parameters. Supported by TCAD simulation results, the proposed

derivation aims to clarify the definition of the pinning voltage.

The PPD capacitance, CPPD , was modeled as a depletion capacitance in [11] and the reported

models in [6] and [24] assumed a constant value, independent of the operating conditions.
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However, a highly nonlinear and voltage dependent behavior close to the full well condition

was observed in the measurement results reported in [17]. In this work, an expression is

proposed that relates CPPD to the amount of charge stored in the PPD. By evaluating this

expression and by comparing with the Q-V TCAD simulation results based on optical illumi-

nation, an interval of the PPD stored charges is estimated where it is reasonable to assume a

constant value for CPPD .

The main contribution described in this chapter is the modeling of the interface potential

barrier, Vb(t) . The evidence of a potential barrier was reported in [12] and in [5]. However, an

expression of the potential barrier that includes the impact of the PPD and the TG potentials

was still missing. The expressions in (3.6), (3.7) and (3.9) allow to predict the instantaneous

value of the potential barrier as a function of the optical and electrical operating conditions

and to take into account the values of the physical and process parameters.

When combined to the expression based on the thermionic emission theory proposed in [12],

this work shows how the instantaneous value of the charge transfer current can be predicted.

Since it opens to the implementation of the model as a Verilog-A code, the obtained match

between the analytical expression and the complex 3D TCAD simulations is an important

achievement of this work.

Experimental results for the charge transfer model were presented in [12], where the expression

of the total amount of transferred charges in (3.13) was derived and different PPD designs were

used to verify the model trends. A contribution of this work is the direct comparison between

the compact model and the experimental results under different operating conditions. The

obtained match with reasonable values of the extracted parameters is a fundamental step

along the model development.
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4 Noise Sources in CIS

The signal in a CIS is corrupted by numerous noise sources injected at different levels: during

the photoelectron generation at the PPD, during the charge transfer to the SN or at the level

of the readout circuit. The mechanisms behind these sources are also different: the photon

shot noise (PSN) is for example due to the nature of the light, whereas the dark current shot

noise (DCSN) and the transfer noise depend on device defects; the fixed pattern noise (FPN) is

caused by pixel-to-pixel or column-to-column non-uniformities, and the thermal, the flicker

and the shot noise sources are generated by electronic devices. Some, such as the PSN and

the FPN, are also signal-dependent noise sources and their variance therefore depends on the

level of the input light [14].

This chapter describes each noise source and provides a brief theoretical background of the

main physical mechanism and statistical models. The expressions of variance and power

spectral density (PSD) are also derived for each noise component. The PSDs are used later

during the readout noise analysis and are fundamental in order to establish the role of readout

noise in low-light CIS. The total signal-to-noise ratio (SNR) is derived and plotted at the end

of the chapter against the number of photogenerated electrons, N , in order to highlight the

dominant role of the readout noise at low light conditions.

4.1 Photon Shot Noise

The PSN is a fundamental noise component connected to the way photons arrive in space

and time on a detector. Even if the incident light is modeled as a particle flux with a constant

rate in time, the average number of interacting photons per pixel is not uniform. The PSN is

defined by the standard deviation (or root mean square (RMS)) of the photon distribution.

Two 300×300 pixels images in Fig. 4.1 show the difference between noiseless (a) and noisy

scenarios when the average number of photons per pixel is equal to 1.

The shot noise is a statistical phenomenon resulting from a series of independent events

occurring with the same probability. When a photon flux with an average rate constant in

65



Chapter 4. Noise Sources in CIS

8

6

4

2

0

N
um

ber of P
ho

tons [-]

(a) (b)

Figure 4.1: A noiseless image in (a) and one affected by PSN with average number of photons per pixel
equal to 1.

time is considered, the arrival of each particle on the sensor is a series of independents event

occurring with the same probability and therefore obeys to a Binomial Law [18]. When the

probability of incidence is close to unity, the Binomial Laws tends to a Poisson distribution [18].

Based on a Poisson statistics, the probability distribution to receive a number equal to i of

particles assuming an average number of incident particles equal to Nph can be expressed by

pi =
N i

ph

i !
e−Nph , (4.1)

The expression above is evaluated for Nph equal to 1, 10 and 20, respectively, and the resulting

histograms are plotted in Fig. 4.2 against the effective number of photons per pixel. A 300×300

array for the detector is assumed and a Gaussian fit is also drawn for each distribution.

As shown in Fig. 4.2, the Gaussian curve approximates accurately a Poisson distribution when

the number of photons per pixel is large: a near-perfect fit is observed for an average number

of photons per pixel equal to 20. The Gaussian distribution is characterized by a probability

function given by

pi = 1√
2πσ2

N

e
− (i−µN )2

2σ2
N , (4.2)

where µN and σ2
N are the average and variance values, respectively.

One of the main properties of the PSN following a Poisson statistics is that the noise variance

simply reduces to

σ2
Sh = Nph . (4.3)
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Figure 4.2: Histogram of the average number of photons per pixel assuming an average incident photon
per pixel equal to 1, 10 and 20, respectively. A Gaussian distribution fits the Poisson distribution well at
a large value of incident photons.

The variance of the received number of photons per pixel is equal to the incident average: a

higher amount of photons hitting the sensors translates into a broader distribution for the

effective number of photons per pixel.

The property of CMOS cameras to be photon shot-limited is often used to characterize the

sensor. Excluding the ADC at the end of the chain and assuming an in-pixel SF amplifier, a

CMOS camera can be modeled by the block diagram shown in Fig. 4.3. Each stage of the chain

represents a transfer function related to the semiconductor, pixel and readout circuit, with

different signal and noise terms defined in between. The input to the camera is the average

number of incident photons, Nph, while the analog output is the output of the CDS block, Vout.

The output can be expressed as a function of the input in

Vout (Nph) = Nph ·QE · ASN · ASF · Acol · AC DS , (4.4)

where QE is the number of photogenerated electrons per number of photons, while ASN,

ASF, Acol and ACDS are respectively the transfer functions for the SN, SF, CLA and CDS blocks.

Assuming QE = 1 and introducing the overall camera transfer function or conversion gain,

CG , (4.4) can be rewritten as

Vout (Nph) = Nph ·CG . (4.5)
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Figure 4.3: Block diagram of a CIS digital camera with an average number of photons as input and an
analog output. Each block in between implements the transfer function related to the semiconductor,
pixel and readout circuits.

Each individual transfer function is rather difficult to measure, while the Photon Transfer (PT)

method provides a solution to evaluate CG . Thanks to the latter, the RMS output voltage,

σ[Vout (Nph)], can also be expressed as

σ
[
Vout (Nph)

]=σ[
Nph

] ·CG . (4.6)

Replacing the variance and signal mean in (4.3) by the expressions given respectively by (4.5)

and (4.6), the CG can be expressed as

CG = σ2[Vout (Nph)]

Vout (Nph)
. (4.7)

The above expression is called the PT relation and shows that it is possible to evaluate CG by

measuring the output voltage statistics and dividing the output variance by the average value,

without knowing the individual camera transfer functions. For given values of σ2[Vout (Nph)]

and Vout (Nph), a unique value of CG will satisfy the condition given in (4.3) for the input. It is

also important to notice that a similar law does not apply to the output voltage: in such a case,

CG would in fact be forced to be always equal to one.

The curve for the output variance versus average is called the Photon Transfer Curve (PTC) [14].

Fig. 4.4 shows the measured PTC obtained with the column readout circuit designed in this

work and later explained in detail. The conversion gain CG can be measured as the slope

of the linear part, while the average signal for which the PTC curve collapses corresponds

to the full well capacity of the sensor. This saturation point could be due to the saturation

of the electronic readout circuit or to that of the photodiode if the DR of the readout chain

is high enough. The noise variance in dark conditions (for an average signal equal to zero)
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Full Well

Read Noise

CG

Figure 4.4: Measured PTC curve from the readout chain detailed in Chapter 6. The main information
that can be extracted from a PTC curve is indicated in the figure.

corresponds to the readout noise.

4.2 Dark Current Shot Noise

The leakage current due to thermally generated carriers determines a nonzero output for a

total absence of light. The so-called dark current, Idark, generally expressed as the number

of electrons per second or as a current density per unit area of the PPD device, is often

problematic because it corrupts the signal value and limits the maximum integration time of

the sensor, tint. Even though this undesirable phenomenon depends on several different design

aspects (e.g. the technology, layout, electrical or mechanical stresses and metal contacts),

the device’s active and/or passive cooling was for many years the only effective solution

to substantially decrease it, exploiting the exponential dependence with temperature [13].

However, modern imagers embedding PPD devices have lowered the dark current to typical

values in the order of a few e- · s-1 ·µm-2 (or pA ·cm−2) at room temperature.

The physical model commonly used to explain the dark charge generation is the trap-assisted

generation-recombination, which is based on additional energy states in the bandgap intro-

duced by impurities. These energy levels in fact facilitate the transition of a mobile charge

from the conduction to valence band.

Fig. 4.5 shows the different dark current sources located respectively at (1) the level of the

depleted area of the PPD, (2) the field free bulk area, (3) the surface and (4) the interface with

different materials. Since the density of charge traps increases with impurities and process

defects, every interface is a potential source of dark current (e.g. the TG Si-SiO2 and shallow
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Figure 4.5: Cross-section of the PPD together with the TG and the SN. The main sources of dark current
are shown: the STI interface, the field-free area, the surface states and the interface between the
semiconductor and the oxide.

trench isolation (STI) interfaces). Dark current centers can be located in depleted regions,

where the electric field will move the charges towards the photodetectors, and in field-free

regions, where a diffusion process will take place.

The DCSN is the statistical variation of the dark current value resulting in a shot noise compo-

nent. When described by Poisson statistics, the DCSN variance after integration, σ2
D , is equal

to the average number of electrons generated in the dark inside the PPD for a given integration

time, ND . The latter can be expressed as the product of Idark and tint. The resulting expression

is also divided by the elementary charge, q , to express the signal as a number of electrons.

The DCSN variance is therefore given by

σ2
D = ND = Id ar k · ti nt

q
, (4.8)

4.3 Charge Transfer Noise

When the photogenerated charges are transferred from the PPD to SN, the transfer can be

incomplete and affect the signal with an additional noise component. The efficiency of charge

transfers have already been extensively studied for CCDs [13] and growing importance is

reported in ultra-low noise CISs working at sub-electron noise levels [7].

The main sources of CTI in PPDs are shown in Fig. 4.6 and include (1) the internal diffusion

inside PPD, (2) the potential barrier at the interface, (3) the charge trapping due to interface

states and (4) the spill-back from the SN to the PPD [1]. Even though it is not easy to measure

the impact of each event, some phenomena are more important than others according to the

device geometry and the transfer time.
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Figure 4.6: Cross-section of the PPD together with the TG and the SN. The main sources of CTI are
numbered as follows: (1) the diffusion inside PPD, (2) the potential barrier at the interface, (3) the
charge trapping at interface states and (4) the spillback.

The diffusion speed of electrons moving from the extremities of the PPD to the interface with

the TG can limit the charge transfer in large PPDs and is crucial in devices with a length greater

than a few tens of µm [19]. Process-level techniques are exploited to obtain an internal electric

field that allows electrons to drift towards the TG and accelerate the transfer [11].

The potential barrier at the interface between the PPD and the region beneath the TG, Vb(t) ,

is described as the main cause of CTI in PPDs with a length of a few µm [19]. Its presence

slows down the charge transfer preventing the full charge transfer from being arbitrarily fast.

In addition, once the TG pulse is lowered some charges located at the center of the transfer

path can go back to the PPD [10, 23].

At very long transfer times, the CTI is limited by charge trapping at the Si-SiO2 interface of

the TG [1]. The positive voltage applied to the TG attracts the electrons to the interface: when

the TG voltage is high, the charge traps may become activated with trapped electrons until

the voltage goes down. Other possible charge traps, for example surface and bulk, are less

important in modern CMOS processes due to the presence of the pinning layer in a PPD.

Finally, when the PPD or the SN accumulate an overly-high number of photoelectrons or the

SN reset voltage is too low, a reverse current or spill-back from the SN to the PPD can occur. A

correct sizing of the SN capacitance can lower this phenomenon [21].

The CTI quantifies the percentage of charges left in the potential well of the PPD after each

readout, and is defined as the average residual charge normalized with respect to the total

charge stored in the PPD before the transfer, QPPD . It is expressed in [19] as

C T I = 1− Qout

QPPD
(4.9)
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Figure 4.7: Simulated waveforms with a dominant thermal noise in (a), only 1/f and thermal noise in
(b) and a dominant RTS noise in addition to thermal noise in (c).

where Qout is the equivalent number of charges measured at the output. This formula is used

to evaluate the quantity in technology computer-aided design (TCAD) and in Montecarlo sim-

ulations in order to define the impact of the geometrical, physical and design parameters [19].

Similarly to buried-channel CCDs [13], the charge transfer noise variance behaves as a shot

noise [7] and its variance, σ2
T , is given by

σ2
T =C T I ·N . (4.10)

In modern CIS based on 4T pixels, values of CTI as low as 0.1% have been reported. Thus the

charge transfer noise is usually lower than readout noise in ultra-low light CIS.

4.4 Readout Noise

The readout noise refers to the fluctuations injected into the signal at the level of the readout

circuit and include the thermal, 1/f (or flicker), random telegraph signal (RTS) and shot noise

associated with the leakage current noise.

Fig. 4.7 shows three simulated waveforms, where one of these sources is dominant: in (1) the

thermal noise is characterized by fast fluctuations, in (2) the 1/f by slow fluctuations and in (3)

the RTS switching between two or more voltage levels. The mechanism behind each noise

source is briefly explained in order to derive the noise PSD.
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R (noisy)
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(noiseless)
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(noiseless)

Figure 4.8: Equivalent circuit for thermal noise in a resistor: noise current generator in parallel to the
resistor and noise voltage in series.

4.4.1 Thermal Noise

Thermal Noise in Resistors

Thermal or Johnson–Nyquist noise is a fundamental physical phenomenon observed in all

conducting devices at a positive absolute temperature and independently of the conducting

device material. It originates from the fluctuation of the charge carriers’ velocity due to

thermal excitation. A simplified microscopic model of thermal noise consists in assimilating

the carriers in a conducting device to a Maxwell-Boltzmann idealized gas where particles

exchange energy only by mutual collisions or thermally and the resulting random motion is

called Brownian.

By applying the equipartition theorem [5], the unilateral expression of the current thermal

noise PSD crossing the resistance R is expressed as

SI( f ) = 4kT

R
· 1

1+ (2π f τc )2 , (4.11)

where τc is the relaxation time related to the collisions. For conventional electronic circuits

f τc << 1, which simplifies the expression into 4kT/R. The corresponding voltage fluctuation

has a PSD given by

SV( f ) ≈ 4kT R, (4.12)

and a noise variance, σ2
V , expressed as

σ2
V = 4kT R∆ f , (4.13)

where ∆ f is the bandwidth. As shown in Fig. 4.8, the thermal noise of a resistor is modeled at

the circuit level by a noise current source in parallel to the ideal resistor, with a current noise
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Figure 4.9: Equivalent circuit for noise of a MOS transistor: noise current generator between drain and
source of the transistor and noise voltage referred to the gate.

PSD of 4kT
R or a series voltage source with a noise PSD of 4kTR.

Thermal Noise in MOS transistors

In the EKV model [5], the thermal noise is derived by considering each slice ∆x of the MOS

transistor channel to have a local resistance, ∆R, and a noise current source δI 2
n to model

the thermal noise contribution. The total current noise PSD is obtained by integrating the

noise contribution of each slice over the entire MOSFET channel, leading to the following

expression for the current PSD

S ID ( f ) = 4kTγGm , (4.14)

where Gm is the gate transconductance of the transistor and γ is defined as the thermal noise

excess factor and shows how much noise is generated at the drain for a given Gm. The latter is

given by

γ=
n

2 in weak inversion and saturation,
2n
3 in strong inversion and saturation,

(4.15)

where n is the EKV model parameter named the slope factor [5].

4.4.2 Reset or kTC Noise

The kTC noise is the uncertainty of charge stored on a capacitor after charging (or discharging)

through a resistor. The resistive component in fact generates a thermal noise responsible for

the charge fluctuation.

An RC circuit and its equivalent for noise are shown in Fig. 4.10. A voltage noise source, Vn ,

with a PSD equal to 4kT R is used to model the thermal noise of the resistor. The noise variance
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R

Vn VCCR C VC

Figure 4.10: RC circuit in (a) and equivalent circuit for noise calculation in (b).

of the charge stored on the capacitor, Q2
C, can be calculated as

Q2
C =C 2 ·V 2

C =C 2 ·
∫ ∞

0

4kT R

1+ (2π f RC )2 =C 2 · kT

C
= kTC , (4.16)

where VC is the voltage across the capacitor. The noise spectrum is low-pass filtered by the

RC circuit and the total output noise is independent of the value of R. Larger values of R

determines at the same time a higher noise per unit bandwidth and a lower circuit bandwidth,

canceling each other in the total integrated noise.

The kTC noise is often called reset noise in a CIS and expressed in terms of number of electrons

by using the expression
p

kTC /q . At room temperature and for typical values of CSN , the kTC

is very large (tens of electrons) and compromises the overall image sensor. The CDS is the

fundamental technique used to cancel the kTC noise in CISs.

4.4.3 Flicker Noise

In addition to thermal noise, a MOS transistor also exhibits flicker or 1/f noise, which is

characterized by a PSD inversely proportional to frequency and which dominates at low

frequency. Because the flicker noise scales inversely proportional to the gate area, it is a

major issue in modern integrated circuit (IC) design. The most obvious technique to reduce

this low-frequency noise is to increase the gate area at the expense of higher capacitances,

which require a higher current to maintain the same performances. There are three 1/f noise

models: Mc Worther’s model based on carrier number fluctuations [16], Hooge’s model based

on mobility fluctuations [17], and the Berkley unified model [12]. The current PSD is derived

in all models by relating the fluctuations of the channel carriers’ number or mobility to the

drain current.

In McWhorter’s model, the 1/f noise origin is the fluctuation of the number of conduction

carriers due to the trapping/de-trapping phenomenon at the Si-SiO2 interface. The normalized
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PSD of 1/f noise is given by [8]

S ID ( f )

I 2
D

= k?

f

2

C 2
ox ·W ·L

1

(VGS −Vth)2 , (4.17)

where ID is the bias current, k? a coefficient that defines the possibility of tunneling between

channel and gate oxide traps [4], Cox the oxide capacitance, W and L the transistor width and

length, respectively, VGS the gate-source voltage and Vth the threshold voltage.

In Hooge’s model, the mobility fluctuations of the mobile charges at the level of the bulk is

considered the 1/f noise origin. The mobility gives an average velocity of carriers in response

to an electric field, and its variance can be related to a Brownian-motion or to variances in

scattering. The normalized PSD of 1/f noise of a transistor biased in the saturation region, due

to mobility fluctuations, is given by

S ID ( f )

I 2
D

= αH

f

2q

Cox ·W ·L

1

(VGS −Vth)
, (4.18)

where q is the elementary charge and αH the Hooge’s parameter [8].

The Berkley unified model and EKV consider both phenomena as the origin of 1/f noise, with

the scattering-induced mobility fluctuation correlated to the trapped or surface charges near

the Si-SiO2 interface. In the EKV model, the gate-referred noise expression for flicker noise is

expressed as

SVg ( f ) = 1

f

KG ·k ·T ·q2 ·λNt

C 2
ox ·W ·L

, (4.19)

where KG is a bias-dependent parameter close to unity when the transistor is operating in the

weak and moderate inversion regime and increases with the inversion coefficient, IC [5], λ is

the tunneling attenuation distance (≈0.1 nm) [9] and Nt the oxide trap density.

4.4.4 RTS Noise

When the process of capture and release of carriers is due to a single trap, the resulting

fluctuations are commonly named as RTS noise. As shown in (4.20), this noise manifests

itself as a drain current switching between two or more discrete values. Technology scaling

is responsible for MOS transistors with deep sub-micron gate widths and lengths featuring

single traps.

When a single trap is considered, the MOS transistor drain current switches between two states

denoted as capture and release, respectively. As explained in [2], they are characterized by two

relaxation times, τc and τr , with a uniform probability density per unit time to switch from

one state to the other. The transitions between capture and release states cause the number of

trapped carriers, N (t ), to switch between 0 (in release state) and 1 (in capture state). The bias
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Figure 4.11: RTS noise PSD with Lorentzian shape and corresponding drain current fluctuations in the
time domain for a small-area MOSFET (reprinted from [15]).

voltage dependence of this phenomenon allows the distance of the channel from the traps to

be measured [3].

By expressing the autocorrelation of this random process and using the Wiener-Khinchin

theorem [18], it is possible to derive the RTS current noise PSD, SRT S( f ), due to a single trap as

SRT S( f ) = P

1+
(

f

fRT S

)2 = 4A∆I 2
d ·τRT S

1+ (2π f τRT S)2 , (4.20)

where P is the constant plateau, fRT S = 1/2πτRT S the corner frequency, A the loading factor

related to the trap occupation probability given in [15] and τRT S the characteristic time

constant. The term τRT S is given by

1

τRT S
= 1

τc
+ 1

τr
, (4.21)

while the associate RTS noise PSD or so-called Lorentzian spectra is shown in (4.20).

The RTS is considered as a possible microscopic origin of 1/f noise. The PSD of the noise

caused by all the traps in the silicon oxide can in fact be obtained by integrating (4.20) over

all the energies, E , and τc in the gate oxide volume. Assuming a uniform spatial and energy

distribution of the traps between two depths in the oxide, the resulting total noise PSD density

per unit area of the gate oxide results into

SΣRT S( f ) = k ·T ·λ ·Nt · 2

π
· arctan

(
2π f τ2

)−arctan
(
2π f τ1

)
f

≈ k ·T ·λ ·Nt

f
. (4.22)
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Figure 4.12: Impact in (a) on a steady current of the shot noise and evolution in time of the number of
cumulated charge carriers crossing the barrier (reprinted from [6]). In (b), noise spectrum and as a
function of measured gate current of a MOSFET in 100 nm (reprinted from [22]).

where λ is the tunneling attenuation distance (≈ 0.1nm [9]), Nt the oxide trap density (typical

values in the range of 1016 to 1017 eV−1 m−3 at room temperature) and τ1/2 are the capture time

constant corresponding to the two depth levels. When frequencies inside the interval defined

by the two time constants are considered in (4.22), the noise PSD becomes proportional to 1/f.

4.4.5 Leakage Current Shot Noise

When an independent and discrete-number of charge carriers cross a potential barrier due to

two adjacent different materials, a fluctuation in the steady current appears, called shot noise,

as shown in Fig. 4.12(a)(left). Since charges have a quantized nature, as discussed for the PSN,

the number of particles per unit time crossing the barrier follows a Poisson process and its

variance is therefore given by the average number.

As shown in Fig. 4.12(a)(right), charge carriers cross the barrier between the regions of the

device at random instants ti and the time evolution of the number of cumulated charge
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Figure 4.13: Gate leakage current components flowing between the SF terminals.

carriers crossing the barrier, nc (t ), shows a behavior similar to the drunk man walk [18].

Following a Poisson statistics, the number of charges crossing the barrier at an instant t and

during a period h can be expressed [2]. This allows the autocorrelation of the current to be

calculated and used in order to define the bilateral noise PSD when h goes to zero, given by

S I ( f ) ≈ 2 ·q · I0, (4.23)

where I0 is the mean current crossing the device.

An experimental verification of the white noise spectrum of the gate current for a 100 nm

technology is shown in [22] and reported in Fig. 4.12(b). When the white noise level is plotted

against the DC gate current, the theoretical expression in (4.23) well predicts the observed

noise levels, demonstrating the shot noise of the gate leakage current.

The SN in CIS is sensitive to the leakage current from depleted regions or through insulators.

As shown in Fig. 4.13, two main leakage current mechanisms can be distinguished at the

level of the SN: one is the generation-recombination of the pn junctions connected to the SN

(similar to dark current generation in PPDs), and the other the charge tunneling through the

gate oxide of the readout transistor which has a small thickness in modern CMOS processes.

While the first flows between the SN and the bulk, the second separates in three components

flowing between the gate and each one of the other terminals.

These leakage currents correspond to individual charge carriers crossing a barrier between

two materials and result in a shot noise. As explained earlier, the shot noise variance is directly

linked to the leakage current mean value. As reported in [2], the simulated average leakage

current at the level of the SN for technology nodes above 130 nm and a readout time of 10µs is

negligible (below 0.001e−). As shown later in this manuscript, in more advanced technologies

the leakage current increases by several orders of magnitude and the leakage current shot

noise can become dominant.
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4.5 Fixed Pattern Noise

The noise sources presented above are random fluctuations in time, also called temporal

noise. As shown in Fig. 4.14, in order to measure this noise a number of frames equal to k are

collected and the standard deviation, σtemp, j , is computed for the j -th pixel, as follows

σtemp, j =
√√√√ 1

k
·

k∑
i=1

(
s j ,i −µ j

)2, (4.24)

where s j ,i is the j -th pixel value at the i -th frame and µ j the j -th pixel average. The average

value over all the n pixels results into the pixel temporal noise value, as given by

σtemp = 1

n
·

n∑
j=1

σtemp, j , (4.25)

If the average is performed in time and the standard deviation computed across pixels, infor-

mation on the variation in the spatial-domain is obtained. The formula for FPN is given by

σF P N =
√√√√ 1

n
·

n∑
j=1

(
µ j −µ

)2, (4.26)

where µ is the global pixel average, thus the mean value of all pixel averages.

The pixel-to-pixel variations due to the dark current and/or gain and offset of the in-pixel

amplifier cause the dark fixed-patter noise or dark signal non-uniformity (DSNU). In order to

distinguish them, the temperature and exposure time are usually changed, taking advantage of

the fact that the in-pixel amplifier is practically independent of these two factors. The spatial

variation is random from chip to chip but correlated in time for each chip, which means that it

can be compensated by image post processing (dark frame subtraction).

The opposite of the DSNU is the light fixed patter noise or photon response non-uniformity

(PRNU), which originates from pixel-to-pixel photon response non uniformities and column-

level spatial variations. The first can be traced to spatial variations of the PPD QE, pinning

voltage and FWC.

As shown in [2], the light FPN variance, σ2
F , can be defined by a gain and an offset term, and

rewritten as

σ2
F =σ2

CG ·N 2 +σ2
Vo f f

, (4.27)
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Figure 4.14: Measurement methodology for Temporal and Fixed Pattern Noise (adapted from [24]).

The spatial gain standard deviation, σCG , is expressed as

σCG =
√
σ2(CG)

CG2 (4.28)

and includes a column and a pixel-to pixel gain mismatch.

The vertical gain mismatch originates from the gain variation of the CLAs and results in vertical

lines on the image, towards which the human eye is very sensitive. Since small feedback

components are used in order to implement high gain levels, the gain spatial variation in a

switched-capacitor CLA is mainly due to capacitors mismatch. Typical values of this mismatch

standard deviation are of the order of 0.1% [20].

The pixel-to-pixel gain mismatch is the pixel conversion factor mismatch and, unlike the

previous one, is not visually distinguishable from the PSN and TRN. The main sources are

the SN capacitance variation together with the RST and TG overlap capacitances [5]. Typical

values of this standard deviation are of the order of 0.5% [20].

The main sources of offset are the in-pixel transistors and the CLA. CDS and CLA auto-zeroing

efficiently reduce the offset of the in-pixel SF as well as the CLA. An offset can also be generated

by the nonidealities (clock feed-through and charge injection) of the switches connected to

the SN.

The injected charge, ∆Q, at the SN can be generally expressed as

∆Q = Cov ·CSN

Cov +CSN
∆VG ≈Cov∆VG , (4.29)

where CSN is the total SN capacitance, Cov the overlap or coupling capacitance between the
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Figure 4.15: Plotted in red, the total SNR as a function of the input photoelectrons number, N. In
dashed lines, the SNRs which take into account only the TRN, the PSN and the FPN. These lines show
the range of photoelectrons where each noise source is dominant.

TG or RST transistor and the SN, and ∆VG the pulse amplitude applied at the level of the

transfer or reset gates.

Since the charge injected by the TG at the rising edge is compensated by the one injected

during the opposite transition and that of the RST is canceled by CDS, the offset variations are

neglected compared to these of the gain.

4.6 Signal-to-Noise Ratio in CIS

To evaluate the role of each noise source in different applications, the signal-to-noise ratio

(SNR) can be expressed as

SN R = 10log

[
N 2

σ2
Sh +σ2

D +σ2
T +σ2

F +σ2
R

]
, (4.30)

where N is the average number of photoelectrons stored in the PPD, σ2
Sh the PSN variance, σ2

D

the DCSN variance, σ2
T the transfer noise variance, σ2

F the FPN variance and σ2
R the total input-

referred read noise, which includes the thermal, 1/f and shot noise contributions generated by

the readout circuit and can be assumed to be signal independent.

Fig. 4.15 shows the SNR as a function of the photoelectron number N, for typical values of

ND = 0.1e−r ms , a CTI of 0.1% and a σCG = 1% for the FPN. σR is assumed to be equal to 10e−r ms

in Fig. 4.15 and the definitions given in this chapter for each signal-dependent noise are used.
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The SNR which includes only the TRN is named SNRTRN, and, in the same way, SNRPSN is

introduced for the PSN and SNRFPN for the FPN. These quantities are plotted in dashed lines

to highlight the contribution of each noise source in different ranges of illumination. The

figure shows that the signal-dependent noise sources dominate the noise at high signal level,

the PSN at mid range and the FPN at higher signal levels, whereas at low signal level the TRN

is the dominant noise source. This shows the importance of minimizing the TRN for low light

imaging.

4.7 Summary

Image sensors deal with many different types of noise characterized by various physical

mechanisms and statistical properties. In order to show the important role of the temporal

readout noise in ultra-low light CIS, this chapter provides a description of the noise sources

together with their PSDs and noise variances.

It begins by showing the temporal noise sources with fluctuations in the input signal (photon

shot noise), the shot noise of the dark current and charge transfer. In order to define the

noise sources introduced by the readout circuits, the theories behind the thermal, flicker and

shot noise are briefly recalled. To conclude, the spatial noise (or fixed pattern noise) due to

the non-uniformities at the levels of pixel and column are included in the derivation. An

expression for the total SNR is obtained and then evaluated for different signal values.
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5 Readout Noise Analysis in Ultra-Low
Noise CIS

In the previous chapter, the dominant role of the readout noise is proven to be the bottle-

neck for sensitivity at ultra-low light level. A noise analysis is presented in this chapter for

conventional ultra-low noise CIS readout chains based on an in-pixel SF amplifier, a CLA

and a CMS block. The various noise sources that affect the signal are considered in a small-

signal equivalent circuit, which allows to derive the input-referred charge noise variances for

thermal, flicker and leakage current shot noise. The pixel, CLA and CMS transfer functions

for the signal and noise are used in order to propagate all noise PSDs to the output, which

are then input-referred by dividing by the square magnitude of the overall transfer function.

The derived expressions are fundamental for evaluating the impact of the process and design

parameters on the overall noise performance.

5.1 Ultra-Low Noise Readout Chains

The conventional analog readout chain for ultra-low noise CIS based on a 4T-pixel is shown in

Fig. 5.1(a) with the timing diagram of the control and output signals in Fig. 5.1(b). On the left

part of Fig. 5.1(b), a cross-sectional view of the PPD, TG and RST is shown in order to draw the

corresponding hydraulic model for different readout steps.

The chain is composed of a 4T pixel followed by a switched-capacitor CLA and a CDS/CMS

block. In this work, a SF amplifier is used inside each pixel in order to take advantage of the

large voltage swing and the robustness against the reset switch nonidealities and process

spatial variations [1]. As shown in the complete block diagram in Fig. 2.8, after the stage for

correlated sampling, a column-parallel analog-to-digital conversion is performed. The outputs

of the various ADCs are shifted in an horizontal shift register in order to have a single digital

output for the image sensor. The noise analysis presented here focuses on the analog part of

the readout chain and, due to the presence of the high-gain CLA, the noise contributions of

the ADC and output buffers can be neglected [2].

First, the sensor integration time, Ti nt , starts when the PPD is reset by applying a positive
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Figure 5.1: Conventional CIS readout chain based on a intra-pixel source-follower amplifier in (a).
Timing diagram of a low noise CIS readout chain in (b) with the noise contributions added to the signal.
On the left, hydraulic model of a PPD with TG, SN and RST showing different readout steps.

pulse to both the TG and RST transistors. The stored charges are in fact drained out of the

photodiode thanks to the high voltage, VRST , applied to the PPD. After the exposure phase,

where the PPD is storing the photogenerated charges, the readout operations can take place.

The pixel is selected during the entire readout by the high value of the RS signal. A pulse

on RST allows to set the SN voltage to VRST, while an AZ operation is performed on the CLA.

The AZ allows the feedback capacitor, Cf , to be reset and a voltage value including the offset

and low frequency noise of the amplifier itself to be stored on the input capacitance of the
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amplifier, Ci n [3]. Once stored, this value is subtracted from the signal applied at the input.

This is a simple and common way to reduce the offset and the low frequency fluctuations in

a voltage amplifier stage [3]. The output of the pixel is connected to the column line, which

connects to the input of the CLA. The latter introduces a certain amount of voltage gain in

order to increase the overall conversion gain, CG, which is also fundamental to decrease the

impact of the blocks following the amplifier on the input-referred noise [2]. After the SN and

the output of the amplifier are settled, the first sample, Vreset, of a CDS can be stored.

At the end of the light integration time, the photogenerated electrons in the PPD are trans-

ferred to the SN by applying a pulse to TX. When the SN and the amplifier settle to a value

proportional to the amount of transferred charges, a second sample of the output, Vtransfer,

is stored. The difference between these two samples is performed and the obtained value is

passed to the following stage. Thanks to the correlated sampling operation, the kTC noise

sampled at the SN after the reset operation can be canceled. In fact, both samples involved in

the difference embed the same frozen kTC component [4].

The timing diagram also depicts the noise sources corrupting the signal during the readout,

while the effects of the dark current and incomplete charge transfer are neglected. The low

values reported in the literature [5] (a few e−/s for the dark current and values as low as 0.1%

for the image lag) combined with exposure times below hundreds of ms, confirm in fact the

dominant role of the read noise at low light.

The noise components shown in Fig. 5.1(b) are: the kTC noise due to the SN reset and readout

chain contributions from the pixel (in-pixel SF, noise coupling to the SN through the TG or RST

lines, power supply fluctuations) and from column-level circuits. As explained earlier, the SN

reset noise can be extremely high due to the low SN capacitance e.g. 18 e−r ms for a CSN equal to

2 fF and is canceled by the CDS operation. The CLA also reduces the noise contribution of the

CDS block itself.

5.2 Noise Analysis

5.2.1 Calculation Method

In order to derive the expressions of the input-referred charge noise variances for the thermal,

flicker and leakage current shot noise, a detailed noise analysis for a low noise CIS readout

chain was presented in [6]. The total noise variance in a readout chain composed by a single

pixel, a CLA and a generic CMS circuit is derived by calculating all the transfer functions and

by defining the PSD of each noise source. In this analysis, the noise sources coming from the

different devices are assumed to be statistically independent. These expressions make use of

the EKV formalism, which is described in [7] and are fundamental to evaluate the impact of

process and design parameters on CIS noise performance.

Fig. 5.2 shows the block diagram for the noise analysis where each transfer function is sketched.
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Figure 5.2: Block diagram for the noise analysis showing the signal and noise transfer functions. The
expressions of the transfer functions are reported and sketched in each block.

The input signal of the CIS readout chain is modeled as a current pulse, Iin, which represents

the charge accumulated during the integration phase and transferred to the SN when TG is

pulsed. The pixel signal transfer function, Hpi x ( f ), relates the input charge to the column-level

voltage and its DC gain is the pixel conversion gain, ACG (in V/e-). The transfer functions of

the CLA and the CMS are respectively HA( f ) and HC MS( f ). The readout noise is calculated at

the output as a voltage using the noise transfer functions and then is referred to the input as a

charge after division by the gain of the signal path, namely the product between ACG and the

in-bandwidth CLA gain, Acol .

Thus, the variance of the input-referred noise originating from the pixel, Q2
n,pix, can be ex-

pressed as

Q2
n,pix =

1

A2
CG · A2

col

·
∫ ∞

0
Sn,pi x ( f ) · |Hn,pi x ( f )|2 · |HA( f )|2 · |HC MS( f )|2d f , (5.1)

where Sn,pi x ( f ) is the current PSD of the pixel-level noise sources and Hn,pi x ( f ) the pixel

noise transfer function, which goes from the source to Vcol (see Fig. 5.2).

Similarly, the variance of the input-referred noise originating from the CLA, Q2
n,A, can be

expressed as

Q2
n,A = 1

A2
CG · A2

col

·
∫ ∞

0
Sn,A( f ) · |Hn,A( f )|2 · |HC MS( f )|2d f , (5.2)

where Sn,A( f ) is the current PSD of the column-level noise sources and Hn,A( f ) the noise

transfer function from that source to the output of the CLA. Since these noise sources are

independent, the total input-referred noise charge variance of the readout chain, Q2
n,tot, can
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Figure 5.3: Small-signal equivalent in (a) for the CIS readout chain in Fig. 5.1(a) together with the
different readout noise sources. Parasitic capacitances in (b) contributing to the SN node term Cp.

be expressed as

Q2
n,tot =Q2

n,pix +Q2
n,A. (5.3)

5.2.2 Signal Transfer Functions

Based on the small-signal circuit in Fig. 5.3(a), the signal transfer functions can be derived.

The pixel transfer function is given by

Hpix( f ) = Vcol

Qi n
= ACG

1+ j f
fc,pi x

, (5.4)

where Qin = j ·2π f Ii n , and

fc,pix = 1

2π

Gm,SF

Ccol · ACG · (CGS +CGD +CP )
, (5.5)
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is the cut-off frequency of the in-pixel SF stage, Ccol the column-level capacitance, CGS and

CGD the gate-to-source and gate-to-drain SF capacitances, and n is the slope factor of the

SF. When the SF is biased in saturation, the latter is equal to the ratio between the source

transconductance, Gms,SF , and gate transconductance, Gm,SF [7]. Cp is the sum of the parasitic

capacitances at the SN shown in Fig. 5.3(b) and is defined in [1] as

CP =CTov +CRov +C J +CW , (5.6)

where CTov and CRov are the overlap capacitances of the TG and RST gates, C J the SN junction

capacitance and CW the parasitic capacitance related to metal wires.

The conversion gain corresponds to the DC gain of the pixel transfer function Hpix(f) and is

given by

ACG =
1
n

CP +CGD + (
1− 1

n

)
CGS

. (5.7)

This expression can be further detailed assuming the SF is biased in strong inversion (SI), by

expressing the capacitances CGD and C GS in terms of the SF gate size and oxide capacitance

density per unit area, Cox , resulting in

ACG =
1
n

CP +Ce ·W + (
1− 1

n

)(
Ce ·W + 2

3Cox ·W L
) , (5.8)

where Ce is the extrinsic capacitance per unit width of the in-pixel SF transistor and consists

of the overlap and the fringing field capacitances.

Regarding the CLA, since the noise frozen on Ci n after auto-zeroing is transferred to C f

and to the output during the amplification phase and canceled by the CDS, only the direct

output noise during the amplification phase needs to be considered for the noise calculation.

Moreover, since Acol ¿ Gm,A

gout ,A
, where Gm,A and gout ,A are the transconductance and the output

conductance of the column-level OTA in Fig. 5.1(a), the column-level gain is given by Acol = Ci n
C f

.

The transfer function of the CLA when the AZ switch is opened can be derived from the small-

signal circuit shown in Fig. 5.3(a) and is given by

HA( f ) = −Acol

1+ j f
fc,A

, (5.9)

where

fc,A = 1

2π

Gm,A

(Acol +1)CL +Ci n
. (5.10)

The zero in the transfer function given by the input capacitor and equal to 1
2π

Acol ·Gm,A

Ci n
is much

higher than fc,A and its impact has been neglected.
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Figure 5.4: The term |HCMS( f )|2 as a function of the frequency normalized to the CMS sampling period
TCMS, for four different values of the CMS order.

The CMS output is the difference between the reset level, Vreset, and the signal level, Vtransfer,

averages, and can be expressed as

VCMS = 1

M

M∑
i=1

Vtransfer,i −
1

M

M∑
i=1

Vreset,i. (5.11)

A detailed analysis of the analog CMS has been derived in [1, 8] giving the PSD of the analog

CMS output noise as

Sn,CMS( f ) =
+∞∑

n=−∞
|Hn( f )|2 ·Sn

(
f − n

2MTCMS

)
, (5.12)

where |Hn( f )|2 is given by

|Hn( f )|2 = si nc2(πf ·2MTCMS) ·
∣∣∣∣HCMS

(
f − n

2MTCMS

)∣∣∣∣2

. (5.13)

and si nc(x) = si n(x)/x accounts for the hold of each sample over a full period 2M ·TCMS. The

square magnitude of the CMS transfer function |HCMS( f )|2 in (5.13) is given by

|HCMS( f )|2 =
(

2

M

)2

· sin4(π f ·M ·TCMS)

sin2(π f ·TCMS)
, (5.14)

which is plotted in Fig. 5.4 versus the normalized frequency f ·TCMS for different values of M

ranging from 1 to 8.

The variance of the CMS output voltage is obtained by integrating the PSD given by (5.12) over
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frequency. Thanks to power conservation in the CMS circuit, it is shown in [1] that this integral

is actually equal to the integral of the signal before sampling, resulting in∫ +∞

−∞
Sn,CMS( f ) =

∫ +∞

−∞
|HCMS( f )|2 ·Sn( f )d f . (5.15)

This means that the CMS output variance only depends on the square magnitude of the CMS

transfer function (5.13) and the input noise PSD Sn( f ). For a white noise input PSD, the CMS

output variance is therefore proportional to the area below the curves shown in Fig. 5.4.

The impact of CMS on thermal and 1/f noise variances has first been investigated in [4], as

early as 1982 and for CDS (M = 1). The same year, in [9] the noise reduction techniques were

studied in CCD, extending the work in [4] to various implementations and to M > 1. In 2005,

the PSD of the noise at the output of a digital CMS were derived in [10].

5.2.3 Noise Transfer Functions

Based on the small-signal circuit in Fig. 5.3(a) and the derivation shown in [1], the noise pixel

transfer function to the output column-level is given by

Hn,pix( f ) =
1

Gm,SF
ACG · (CGS +CGD +CP )

1+ j f
fc,pi x

, (5.16)

while the noise transfer function for the CLA referred to its output is given by

Hn,A( f ) =
Acol+1
Gm,A

1+ j f
fc,A

. (5.17)

5.2.4 Noise Analysis Results

By combining the signal and noise transfer functions with the expression of the noise PSDs

as defined in (5.1) and (5.2), it is possible to obtain the analytical expression for the noise

variances.

Thermal Noise

The total input-referred noise charge variance for the thermal noise is

Q2
th =αth ·

k T

Acol C

[
γSF GmA(CP +CGD +CGS)2

GmSF
+ γA

A2
CG

]
, (5.18)

where k is the Boltzmann constant, T the temperature expressed in Kelvin; C is equal to

CL +Cin/(Acol +1), where CL is the amplifier load capacitance, γSF and γA are the excess noise
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Figure 5.5: The parameter αth is multiplied by M/2 and plotted as a function of fc ·TCMS for different
values of M.

factors of the in-pixel SF stage (including the amplifier and load transistors) and the CLA [7].

In [1], (5.18) is expressed under the assumption that the SF is a long-channel transistor biased

in SI [7], resulting in

Q2
th =αth ·

k T

Acol ·C


γSF GmA

(
Cp+2

3
CoxWL+2CexW

)2
GmSF

+ γA

A2
CG

, (5.19)

where W and L are the SF width and length, respectively.

The impact of the CMS process on thermal noise is evaluated in (5.19) with the help of the

parameter αth. A low-pass filtered white noise with a bandwidth fc is given by

Sn( f ) = Sn,th( f ) = S0

1+
(

f
fc

)2 . (5.20)

αth is defined as the CMS output noise variance V 2
n,CMS,th due to this white noise, normalized

to the total white noise power at the input π fc ·S0

αth,
V 2

n,CMS,th

π fc ·S0
= 2

π fc

∫ ∞

0

|HCMS( f )|2

1+
(

f
fc

)2 d f . (5.21)

Eq. (5.21) can be integrated analytically for M = 1, resulting in

αth|M=1 = 2e−π fc·TCMS · sinh(π fc ·TCMS) (5.22)
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and for M = 2, leading to

αth|M=2 =
1

2
e−6π fc·TCMS ·[

e4π fc·TCMS · (1+4sinh(2π fc ·TCMS)
)−1

]
.

(5.23)

Unfortunately, no simple closed-form expressions can be obtained for M ≥ 3 and (5.21) needs

to be computed numerically, which shows that αth is actually proportional to 2/M. Indeed,

the factor 2 comes from the subtraction of two uncorrelated averages and the factor 1/M is

due to the noise averaging in each half period of the CMS process.

This property is illustrated in Fig. 5.5 which shows the product αth ·M/2 versus fc ·TCMS for

different values of M ranging from 1 to 16. As expected,αth·M/2 tends to unity for fc·TCMS > 1/2

and for all values of M.

As shown in Fig. 5.4, the area delimited by |HCMS(f)|2 reduces when increasing the value of

M, hence the thermal noise variance at the output of the CMS is inversely proportional to M.

This clearly illustrates quantitatively the reduction of the thermal noise thanks to the noise

averaging provided by the CMS process.

Flicker Noise

On the other hand, the input-referred 1/f noise charge variance leads to the following expres-

sion

Q2
1/f =α1/f ·

KF
(
Cp +CGD +CGS

)2

Cox
2 ·W L

, (5.24)

where the parameter KF is expressed in [7] as

KF = KG ·k ·T ·q2 ·λNt. (5.25)

In (5.25), KG is a bias-dependent parameter close to unity when the transistor is operating

in the weak and moderate inversion [7], q the electron charge, λ is the tunneling attenuation

distance (≈0.1 nm) [11] and Nt the oxide trap density.

Under the assumption of a long-channel SF biased in SI, the flicker noise charge variance is

expressed in [1] as

Q2
1/f =α1/f ·

KF

(
Cp +2Cex W + 2

3
Cox ·W L

)2

Cox
2 W L

. (5.26)

The reported input-referred flicker noise variance takes only into account the dominating

flicker noise contribution generated by the in-pixel SF, whereas the flicker noise of the CLA
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Figure 5.6: α1/f in (a) as a function of fc ·TCMS for different values of M. The same parameter is plotted
in (b) as a function of M to emphasize the plateau of the residual flicker noise reduction with M.

featuring larger devices can be neglected [3].

Based on Fig. 5.4, the CMS has a high-pass characteristic since it introduces a zero in the

transfer function which cancels the 1/f noise. However, the maximum of |HCMS(f)|2 decreases

and at the same time moves to lower frequencies when increasing M.

In order to evaluate the impact of CMS on the 1/f noise, the parameter α1/f is defined and

numerically calculated for different values of M. A low-pass filtered 1/f noise has a PSD given
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by

Sn,1/f =
Kf

| f | ·
1

1+
(

f
fc

)2 . (5.27)

The parameter α1/f is defined as

α1/f,
V 2

n,CMS,1/f

Kf
=

∫ ∞

0

1

f
· |HCMS( f )|2

1+
(

f
fc

)2 d f , (5.28)

where V 2
n,CMS,1/f is the CMS output variance due to the low-pass filtered 1/f input noise. There

is unfortunately no simple closed-form expression for the integral given by (5.28).

The latter has been computed numerically and is plotted in Fig. 5.6(a) versus fc ·TCMS for

different values of M ranging from 1 to 16. Choosing a log scale for the x-axis in Fig. 5.6(a)

shows thatα1/f actually scales linearly with ln(2πfc ·TCMS) for fc ·TCMS > 4.15 and that the slope

is inversely proportional to M. A simple approximation of (5.28) in the case of CDS (M = 1)

was proposed in [9] and [10] as

α1/f
∼= 2γ+2ln(2π fc ·TCDS), (5.29)

where γ ∼= 0.577 is the Euler constant and TCDS the time between the two CDS samples.

The CDS approximation given by (5.29) is plotted in Fig. 5.6(a) with the triangle symbol

which shows a good match for fc ·TCDS > 1. Unfortunately, today no simple approximation

of (5.28) has been derived for M > 1. As already observed in [9] and [10], for very large values

of M (actually M → ∞), α1/f saturates to 4ln(2) ∼= 2.77, which corresponds to the dotted

horizontal line in Fig. 5.6(a). Having a closer look at Fig. 5.6(a), we see that all the curves

computed numerically for M = 1,2,4,8,16 cross roughly at a point given by fc ·TCMS
∼= 4.15 and

α1/f = 4ln(2) ∼= 2.77. A simple approximation can then be derived from this observation and

from the fact that the lines in the lin-log plot scale as 2/M. This results in the newly proposed

approximation given by

α1/f
∼= 4ln(2)+ 2

M
· ln

(
fc ·TCMS

0.415

)
, (5.30)

which fits the numerical values reasonably well for M ranging from 1 to 16 as shown by the

dashed lines in Fig. 5.6(a). The interesting new feature of the approximation given by (5.30) is

that it captures the scaling of the 1/f noise reduction with the CMS order M as illustrated in

Fig. 5.6(b) for different values of fc ·TCMS. It also shows that no substantial 1/f noise reduction

is achieved when choosing M larger than 16.

Fig. 5.6(a) shows that α1/f increases logarithmically with fc TCMS for each value of M. This

means that the time between the samples should be kept at the minimum value that ensures

the signal to settle (fc TCMS = 1). This figure illustrates that the residual 1/f noise can be
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Figure 5.7: The parameter αshot is plotted as a function of M.

reduced by the CMS up to M = 16, above which the aforementioned plateau corresponding

to 4ln(2) = 2.77 is reached. This figure also shows that higher CMS orders make α1/f less

dependent on fc TCMS.

Leakage Current Shot Noise

As shown in the small signal equivalent of Fig. 5.3(a), the leakage current shot noise can be

modeled by two noise current sources: In,GD and In,GS featuring the same transfer function

towards the output. The former is the shot noise of all the leakage currents flowing between

the SN and ground e.g. the SN junction leakage and the SF gate oxide tunneling current into

the bulk and drain, while the latter is the shot noise from the SF gate oxide tunneling current

that flows to the source. In,GS can be split into one component from gate to drain and another

from source to drain.

The pixel leakage current shot noise transfer function can hence be expressed as

Hshot ,pi x ( f ) = A2
CG

(2π f )2

1

1+ j f
fc,pi x

. (5.31)

The input-referred charge noise variance due to the total leakage current shot noise, Q2
shot,

can be expressed as

Q2
shot = 2 ·αshot ·q · IL , (5.32)
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where IL is the DC leakage current and

αshot =
∫ ∞

0

1

(2π f )2 · |HCMS( f )|2 · 1

1+
(

f
fc

)2 d f . (5.33)

A numerical evaluation of αshot as a function of the CMS order M is shown in Fig. 5.7 together

an approximation function equal to M
3 for M ≥ 2 and to 1

2 for M = 1.

αshot is independent of the readout chain cut-off frequency and, when integrated in the SN

capacitance, the white PSD of the shot noise current give rise to a Wiener process [12]. The

variance of this noise is thus expected to increase linearly with the readout time, M and TC MS .

Random Telegraph Signal Noise

CISs embedded in modern smartphones feature pixels with a 0.8µm pitch [13, 14], where

transistors have deep sub-micron gate widths and lengths. As explained in Section 4.4.4,

discrete current fluctuations at a fixed bias condition are generally observed for these devices.

This phenomenon is mainly due to the trapping of an individual carrier in a single oxide trap or

to the presence of a scattering center in the proximity of an inversion layer [15]. The associated

noise, named as random telegraph noise or RTS, can be described by a current noise PSD,

SRT S( f ), expressed by

SRT S( f ) = kRT S ·τRT S

1+ (2π f τRT S)2 , (5.34)

where kRT S is the RTS noise coefficient [16] and τRT S the characteristic time constant for a

single trap.

In order to evaluate the impact of CMS on the RTS noise, the parameter αRT S is defined and

calculated for different values of M and the RTS corner frequency, fRTS = 1/2π ·τRTS. Following

a similar derivation to the one used for the thermal and flicker input PSDs, a low pass filtered

Lorentzian noise PSD is given by

Sn,RTS = kRT S ·τRT S

1+ (2π f τRT S)2 · 1

1+
(

f
fc

)2 , (5.35)

while the parameter αRTS is defined as

αRT S , 2π ·
V 2

n,CMS,RTS

kRTS
=

∫ ∞

0

1
fRT S

1+
(

f
fRT S

)2 · |HCMS( f )|2

1+
(

f
fc

)2 d f , (5.36)

where V 2
n,CMS,RTS is the CMS output variance due to the low-pass filtered RTS input noise.

The latter has been computed and plotted in Fig. 5.8 versus the CMS order, M, for different
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Figure 5.8: αRTS as a function of M for different values of fRTS/fc.

values of fRTS/fc. Under the assumption that the CMS sampling period is longer than the

characteristic time constant of the RTS trap, a noise reduction is achieved when M is increased.

Choosing a log scale for the both axis in Fig. 5.8 shows that αRTS scales inversely to M and the

slope for the noise reduction approaches -1. Similar results for the impact of CMS on RTS

have been presented in [16], while a theoretical model is compared with measurement results

in [17], where it is shown that the CMS is also an efficient technique for reducing RTS noise

under the above assumptions.

5.3 Summary

A readout noise analysis is shown in this chapter in order to derive the expression of the

input-referred charge noise variances for thermal, flicker and leakage current shot noise. The

noise PSDs are first propagated to the output and then input-referred dividing by the overall

readout chain gain. The process and design parameters are then included in order to evaluate

the impact of each component on the noise.

This chapter starts with the detailed description of the ultra-low noise readout chain and its

corresponding timing diagram. The noise components corrupting the signal at different levels

are shown together with the main signals. A small-signal equivalent circuit is used in order to

derive the signal and noise transfer functions. The noise analysis results are shown separately

for each type of noise.

The description of different noise reduction techniques shown in the following chapter is

based on the expressions here derived.
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State-of-the-Art Advancements

A detailed readout noise analysis was presented in [1], leading to the derivation of the charge

noise variances reported in (5.19), (5.26) and (5.32), while the effectiveness of the CMS for

reducing 1/f noise was described in [10].

In the work presented in this chapter, a newly proposed approximation of the flicker noise

factor,α1/ f , is given in (5.30). The latter fits the numerical values reasonably well and captures

the scaling of the 1/f noise reduction with the CMS order. The proposed expression also

highlights that no substantial 1/f noise reduction is achieved when choosing M larger than 16,

which is a fundamental result used during the noise characterization of the low-noise readout

chain described in the following chapter.
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6 Noise Reduction Techniques in Ultra-
Low Light CIS

In the previous chapter, the noise analysis of a single readout chain is shown in order to derive

the expressions for the input-referred charge noise variances for the thermal, flicker and

leakage current shot noise. Based on them, the main readout noise reduction techniques can

be defined, involving process and design parameters at different levels of the readout chain.

Process-level modifications and optimizations of the column-level blocks and pixel, where

designers are more constrained in their choices, can be applied to reduce the thermal and 1/f

noise.

This chapter describes the first analog implementation of the CMS with a passive SC circuit in

a 180 nm CIS technology and shows its impact on the total input-referred noise of the readout

chain when combined to the column-level gain. The schematic and timing diagram for the

control signals of the SC CMS is described and followed by a charge-based noise analysis

for a generic CMS order, M , which aims to prove the fixed noise contribution of this circuit

equal to kT /C , regardless of the value of M . This noise analysis is supported by periodic

noise (PNOISE) and transient noise simulation results. The readout chain used to evaluate

this circuit technique embeds two different pixels, a programmable-gain CLA and the SC CMS.

The obtained measurement results allow the further noise reduction due to this circuit to be

verified and to evaluate the impact of the combination of multiple noise reduction techniques.

The effects of technology downscaling on the read noise are also investigated and the simula-

tion results are shown for a 65 nm technology combining different circuit-level noise reduction

techniques. The opportunities of noise reduction with technology downscaling are exploited

and the role of the shot noise associated to the gate tunneling current is emphasized. The

input-referred total noise of 0.37e−rms is obtained in ELDO transient noise simulations for a

readout chain in a standard 65 nm process using only circuit techniques and optimal device

choices and sizing. The simulation results have been favorably compared with analytical

noise calculations and opened to opportunities of photoelectron counting in this process.

When combined to CMS and a proper sizing of the SF, a sub-electron noise level is obtained in

simulation results for the same technology. The obtained noise value in ELDO transient noise

simulations is 0.20 e−rmsfor a single row readout time of 43µs.
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Chapter 6. Noise Reduction Techniques in Ultra-Low Light CIS

6.1 Noise Reduction Techniques

The main noise reduction techniques are summarized in this section thanks to the derived

expressions shown in (5.19) and (5.26) that allow the evaluation of the impact of design and

process parameters on the input-referred readout noise.

Regarding thermal noise, at column-level it is possible to implement a high-gain amplifier and

a precise bandwidth, together with a CDS or a CMS circuit. The input-referred thermal noise

variance is in fact inversely proportional to the product of the column level gain, Acol , the

capacitance C and the CMS order, M , having all equivalent impacts on the noise reduction and

the readout time. Even though it negatively affects the dynamic range, the high gain reduces

the bandwidth and the total integrated thermal noise, and mitigates the noise contribution of

the stages following the amplifier. The noise contribution of the CLA itself is defined by its

excess factor, γA , which can be optimized by choosing an amplifier capable to provide enough

voltage gain when used in closed loop with a minimum number of transistors [1, 2]. Since the

noise contributions of cascode transistors are negligible, a cascode amplifier is often used and

can be further optimized by a proper ratio of the transistors’ transconductances [3].

By looking at pixel-level, the term expressed in (5.19) can be reduced by a higher pixel con-

version gain, ACG, that can be achieved with a small SN capacitance. As explained earlier,

CSN includes the parasitic capacitances included in Cp and the SF capacitors, and its reduction

can be achieved by a careful layout and using minimum size transistors [3]. The thermal noise

contribution of the SF stage itself can be reduced by optimizing its excess noise factor, γSF ,

which is usually achieved with proper values for the transistor transconductances [3].

Once the thermal noise is minimized, the flicker noise originated from the SF becomes the

dominant noise source in the readout circuit [4]. At column-level and since they are outside

the pixel, the transistors can be designed with a gate area large enough in order to exhibit low

flicker noise, and the CMS order can be used to have an additional noise reduction.

At pixel-level, the degrees of freedom left to designer are very much reduced. Based on (5.26),

the reduction of CP mentioned for thermal noise reduction, also decreases the input-referred

1/f noise by means of a higher pixel conversion gain.

Process improvements are able to reduce CP in a more efficient way than layout optimizations.

For example in [5], an effective reduction (about 47%) is obtained by removing the low doped

drains (LDDs) used in standard CMOS transistors and by increasing the depletion depth under

the floating diffusion with a lower doping concentration. In [6], a potential profile that isolates

the SN from the TG (virtual phase) is used to reduce the overlap capacitance between the TG

and the SN. Furthermore, the overlap between the RST gate and SN is reduced by controlling

the doping profile. The higher conversion gain is obtained at the cost of a low pixel FWC and a

relatively higher lag. In [7], the overlap capacitance between the TG and the SN is reduced by

introducing a special implant, while the overlap capacitance between the RST and the SN is

reduced by omitting the reset transistor and by using an off-chip high voltage clock of 25 V
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Table 6.1: Summary Table for Noise Reduction Techniques

Thermal Noise Flicker Noise

Pixel-level • Reduce CSN • Reduce the 1/f noise

Techniques process parameter Nt

• Reduce CSN

• Minimum WSF and

optimal LSF

• Increase Cox

Column-level • Column-level Gain • Large Gate Area Device

Techniques • Bandwidth Limitation • CMS order M

• CMS order M

connected directly to an implant close to the SN, which resets the SN by a punch-through

effect.

On the other hand, only pixel-level optimizations and circuit techniques are used in [8, 9]. For

the SF transistor, the optimized gate dimensions, together with the highest oxide capacitance

per unit area, Cox, and the lowest flicker noise parameter, KF, are the solutions to minimize

the noise. Based on [4], the lowest input-referred 1/f noise corresponds to a minimum SF gate

width and an optimal length, while a higher Cox is expected to lower the noise when the SN

capacitance is not dominated by CP . In [10], a minimum width and an optimal length are

shown to give the minimal 1/f noise and an in-pixel thin oxide pMOS SF is used in [11]. The

process dependent parameter related to the 1/f noise mechanism is KF which is proportional

to the oxide trap density Nt and can be reduced by a device choice in the standard library

or through process-level improvements. The main techniques for thermal and flicker noise

reduction are summarized in Table 6.1 and separated into pixel and column-level.

6.2 Combination of SC CMS with Column-level Gain

The CMS is the only technique that is independent from the pixel design and process pa-

rameters and can further reduce the flicker noise [10]. For this reason, this work aims to

precisely analyze the impact of the combination of the column-level gain and the CMS on the

input-referred noise and to validate the theoretical model with measurements.
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Figure 6.1: Schematic in (a) of the implemented CIS readout chain with a 4T pixel, the capacitive
amplifier and SC CMS. Timing diagram in (b) of the readout chain with all the control signals for the SC
CMS for M equal to 8.
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6.2.1 Readout Design

The CIS readout chains used in this work embed two different pixels, a CLA and a passive

SC analog CMS. The schematic and the timing diagram of the CIS readout chain are shown

in Fig. 6.1(a) and Fig. 6.1(b). For the sake of simplicity, the two different pixels in the circuit

schematic refer to the same readout chain, but in the actual implementation each pixel has a

separate one.

Passive Switched-Capacitor CMS – Implementation and Noise Analysis

The SC CMS was introduced for the first time in [12] and takes advantage of a simple SC

circuit to average the reset and the signal output samples and perform the CMS, without the

need for any additional circuits, feedback loops or multiple analog-to-digital conversions.

In the SC CMS, the operation of averaging is performed by taking advantage of the charge

sharing principle between equal capacitors. If the initial voltages of two equal capacitors are

respectively V1 and V2, when connected together the final voltage across them will be equal to

(V1 +V2)/2. This is due to the charge sharing between the two capacitors. If M consecutive

samples with a sampling period, TC MS , are stored on M different capacitors, connecting them

all together at the instant M ·TC MS results in averaging the M samples. As seen earlier, in a

low noise CIS the two averages correspond respectively to the reset and the signal-levels, after

the transfer of the photogenerated charge from the PPD to the SN [4].

If the average is calculated progressively and the intermediate results are stored in re-usable ca-

pacitors, the minimum number of capacitors can be optimized. Based on [12], n +1 capacitors

are needed for averaging 2n samples. Compared to more traditional CMS implementations,

the proposed circuit does not need any additional active circuits.

Fig. 6.1(a) shows the implemented CMS circuit, composed of an averaging and a subtractor

block. The former consists of five equal capacitors for averaging 8 samples of the reset and

signal-levels, before and after the charge transfer, and to store the two averages on capacitors

C4 and C5, respectively. The maximum CMS order of 8 is chosen according to the theoretical

limit of the 1/f noise reduction, discussed in the previous chapter. The latter, based on SF

buffers and a bootstrap capacitor, C6, is used to subtract the two averages and to obtain the

final output value.

The circuit is explained with the help of the timing diagram of Fig. 6.1(b), which assumes

M = 8. Initially, switches S1, S2 and S3 are closed. A first sample, V1, is then stored in C4 as S3

opens. After time TC MS , from the last event, S1 is also opened to store the next sample, V2, in

C1. After the two samples are taken, S2 and S3 are closed, while S1 is opened and the first two

samples are averaged, the result being held on C4. The same operations are repeated between

capacitors C1 and C2, as shown in the timing diagram. The average between fours samples

is then stored on C4 by closing S3 and S5. The two other iterations on C3 and on C2 allow the

average of eight samples to be stored on C4.
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During the averaging of the signal-level, the charges injected by switches on C4 and C5 are

a possible issue. It is therefore crucial to design the complementary switches with dummy

transistors in series, as used in the SC CMS and shown in Fig. 6.1(a) [2].

A TC MS equal to 1µs is chosen in order to ensure the settling of the output after charge transfer

and to minimize the introduced latency, and the values of 400 fF and 1 pF are used for the

averaging capacitors and the bootstrap capacitor, respectively. As explained later in this

chapter, the logic circuit to control the switches is implemented externally with an FPGA. Since

these signals are common to all the implemented readout columns, the required additional

circuit area can be considered negligible in an on-chip implementation.

SC circuits require only capacitors, switches and digital control circuits. Their main limitations

are the analog switches non-idealities, the charge injection, the mismatch and the kTC noise.

As explained in Chapter 4, the latter is the charge noise variance on a capacitor due to thermal

noise, where k is the Boltzmann constant, T the temperature expressed in Kelvin and C the

value of the capacitor. The theoretical estimation of this SC noise can be arduous, since these

circuits are linear time-variant (LTV) systems and the noise transfer functions for each noise

source have to be recalculated during each phase [13]. The result is a difficult derivation for

many SC circuits.

A complete analysis of the total output noise of the SC CMS circuit is here based on a method

that defines all the noise terms involved in the charge domain. A similar method was presented

in [14] as an extension of the Bode Theorem applied to RLC networks [15] and was used

for estimating the thermal noise voltage variance in SC circuits using OTAs with capacitive

feedback. The thermal noise estimation method is also applied to SC filters in [16] and to a

passive SC low pass filter and a N-path filter in [10].

In periodic SC networks, each capacitor can be either connected to a voltage source or to

another capacitor, through a switch. When connected to a voltage source, the switch resistance,

Ron, is responsible for the thermal noise injected into the capacitor, from which originates

kT /C noise voltage variance. When connected to another capacitor, a phenomenon of charge

sharing between the two components takes place. The thermal noise is an uncorrelated

type of noise, hence each generated noise term is independent of the others. Each noise

contribution can be considered separately, from the generation during the voltage sampling

to the propagation, where all operations are ideal since no extra noise is added.

In this method, all the different phases in a SC circuit are first determined. All the noise terms

are then distinguished and propagated in time through all the phases in order to be added

up and obtain the final output noise variance. The derivation is first proposed for a CDS

circuit and then for a CMS of order four, before a general theory is obtained. The derived

analytical formulas from this analysis are verified with noise simulations performed with the

Spectre® circuit simulator.

The schematic of the SC CDS is shown in Fig. 6.2, where the difference between two input
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Figure 6.2: SC CDS circuit implementation.

voltage samples is implemented [17]. In this circuit, it is possible to define three phases:

φ1, where the first sample is stored on C1, φ2, to store the second sample on C2, and φ3, to

implement the difference between the two samples.

The noise charge variance on C1 at the end of φ1, Q2
φ1

, is equal to kTC1. When expressed in

terms of voltage noise variance, V 2
φ1

, is equal to kT/C1. This noise value will not be influenced

by φ2, while in φ3 the charge sharing between C1 and C2 will lead to

V 2
φ1

=
Q2
φ1

(C1 +C2)2 = kTC1

(C1 +C2)2 . (6.1)

Similarly, the voltage noise variance due to the noise contribution generated during φ2 and

shared during φ3, V 2
φ2

, can be written by swapping C1 and C2 in V 2
φ1

. Finally, the last noise

contribution is generated during φ3 and can be expressed as

V 2
φ3

= kT

C1 +C2
. (6.2)

All the computed terms can be added up to give the total output noise voltage variance, V 2
n,out ,

given by

V 2
n,out =

kTC1

(C1 +C2)2 + kTC2

(C1 +C2)2 + kT

C1 +C2
= 2kT

C1 +C2
. (6.3)

In the typical case where C1 and C2 are both equal to C is considered, the total voltage variance

results in kT /C .

The schematic of the SC averager circuit for a CMS order equal to four implemented with a

minimum number of capacitors is shown in Fig. 6.3(a). The minimum number of phases for

sampling and averaging is equal to six (φ1 to φ6) and are described in Fig. 6.3(b).
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Figure 6.3: Averager circuit in (a) for a SC CMS order equal to four in a minimum number of capacitors.
Timeline in (b) of the CMS M = 4 with all the phases and the operations for each phase.

The noise generated in φ1 is equal to kT/C3 and the charge sharing between C1 and C3 will

determine a voltage variance equal to kTC3/(C1+C3)2. By multiplying the previous expression

with C3
2, it is possible to define a charge noise variance. This noise term will then go through

a second operation of averaging, which will lead to the following expression

Q2
φ1

=
kTC 3

3

(C1+C3)2

(C2 +C3)2 C 2
3 . (6.4)

If all capacitors are considered to be equal to C, Q2
φ1

is equal to kTC/16. The same noise

contributions can be obtained for the other three samples, generated during φ2, φ3 and φ4. In

φ3 and φ5, two different averages are generated, which are averaged a second time during φ6.

The two additional noise contributions, Q2
φ3

and Q2
φ5

, can be written as

Q2
φ3(5)

=
kTC 2

1(3)

C1(3) +C2(4)
·

C 2
1(3)

(C1 +C3)2 . (6.5)

In the case of equal capacitors, both of these variances are equal to kTC/8. The last noise

contribution to be taken into account is the one generated by the average implemented during

φ6, which results in

Q2
φ6

= kTC 2
1

C1 +C3
. (6.6)
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Average M/2

Average M/2

Average Vout
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Figure 6.4: Generic CMS order M splitted into two blocks of order M/2 and a simple averager.

The latter is equal to kTC/2 when C1 =C3 is assumed. All the noise terms can be added up to

obtain the total output charge noise variance, which is equal to kTC.

The noise analysis for the SC averager can now be generalized for an order M of the CMS.

As shown in Fig. 6.4, every averager in a CMS of order M can be divided into the average of

two averagers of order M/2. Based on the previous examples, if this process is iterated, each

averager can be considered to generate a noise voltage variance equal to kT /C . Under these

assumptions, the total noise output voltage, V 2
n,av g , is given by

V 2
n,av g = 1

4

(
kT

C
+ kT

C

)
+ kT

2C
= kT

C
. (6.7)

The first noise term in (6.7) originates from the noise charge sharing, while the second is the

contribution of the average block. V 2
n,av g is equal to kT /C independently of the order M of the

passive SC CMS circuit. The output noise contribution of the averager is independent of the

number of input voltage samples processed.

To derive a formula for the total output voltage noise of the SC CMS circuit, the impact of the

subtractor and the noise generated by the subtractor itself have to be added. The operation of

subtraction doubles the input noise variance, while each voltage buffer will contribute with a

noise variance equal to γkT/C6, where γ is the noise excess factor [1]. The latter assumes a low

output impedance equal to 1/Gm for the voltage buffers. Finally, the contribution from the

switching operation is equal to kT/C6, and the final output voltage variance results in

V 2
n,out =

2kT

C
+ (2γ+1)kT

C6
. (6.8)

The proposed formula for the output voltage noise of the SC CMS is verified with PNOISE and

transient noise simulations in the Spectre® circuit simulator. The simulations are performed

assuming a sampling period, TC MS , equal to 1µs.

Fig. 6.5(a) and Fig. 6.5(b) show the RMS value of the CMS output voltage, Vn,out. In Fig. 6.5(a),

Vn,out is computed for four different values of the averager capacitor, C, from 200 fF to 1 pF.

The noise contributions from the averager and the subtractor are shown separately and in
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Figure 6.5: Comparison between calculated results and PNOISE and transient noise simulation results
for different values of the averager capacitor (a) and various CMS orders (b).

dashed lines. The averager noise reduction with an increase in C is predicted by the kT /C term

in (6.8). However, the noise of the subtractor is not influenced by the value of C. In Fig. 6.5(b),

the output voltage noise is evaluated for four different CMS orders. The simulation results

confirm that the noise contribution of the SC CMS is independent of M , and hence is not

influenced by the required number of samples. The PNOISE and transient noise simulations

results show a good match and validate the noise analysis results.

Column-level Amplifier Design

As shown in Fig. 6.1(a), the CLA is implemented with an adjustable gain. The closed-loop

gain of this amplifier is set by the ratio between Cf and Ci n : a different value of Cf can be
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Figure 6.6: Schematic of the implemented capacitive amplifier in (a). Layout in (b) of the pixels A and B
with the PPD and the TG, RST, RS and SF transistors.

chosen thanks to the two selection switches in series with each capacitor from Cf1 to Cf6. The

programmable value of Cf allows Acol to be changed between 1 and 128.

The CLA is implemented as a single-ended transconductance gain stage and its schematic is

shown in Fig. 6.6(a). Since there is enough voltage headroom, cascode transistors are used

to maximize the DC gain without increasing the noise. By choosing Gm1 > Gm4, the noise

contribution of the current source M4 is made negligible compared to that of the driver

transistor M1.

The flicker noise contribution of the CLA is strongly reduced thanks to the autozero [17] and

the transistor area of the CLA is made much larger than the in-pixel SF. As discussed earlier,

this is a reasonable choice due to the relaxed constraint on the area at column-level compared

to the tight area constraint set for the pixel. When the high closed-loop gains are used, the

charge injection coming from the AZ transistor becomes critical because it can dramatically

decrease the dynamic range of the amplifier. This phenomenon is compensated by the use of
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Figure 6.7: Chip micrograph showing the main blocks of the readout chains with biasing circuits and
buffers.

properly-sized dummy transistors in series with the switches [17], as shown in Fig. 6.1(a).

Pixel Design

The layout of the two pixels implemented in a 180 nm CIS technology is shown in Fig. 6.6(b).

They differ in the size and type of the nMOS SF transistor: in Pixel A, the SF is a n-channel

native transistor featuring an aspect ratio of 1.2µm/0.6µm, while Pixel B features a standard

nMOS SF with an aspect ratio of 0.22µm/0.35µm. The bias current of each pixel is named IdSF

and it is set by an external current reference to 2µA. Both pixels have about the same value of

parasitic capacitance at the SN, Cp, which is estimated at 3 fF. To asses the impact of the SF

sizing on noise, the aspect ratio of Pixel B is more than three times smaller than that of Pixel A.

As discussed in the previous section, the reduction of the W and the use of an optimal L for

the SF transistor is one of the solutions proposed to achieve the lowest 1/f noise [10]. Based on

this analysis, a better noise performance is expected from Pixel B. The compact layout for the

two pixels results in a fill factor of 80% with a pixel pitch of 12µm.

Chip Micrograph

In Fig. 6.7, a chip micrograph with a lateral zoom of a single readout chain is shown. The red

rectangles are numbered to define the different implemented blocks, which consist of the two

pixels, the CLA, the SC CMS, the output buffers and the current mirrors. The height and width

of each block are reported directly in the figure.
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Figure 6.8: Setup for the characterization and the noise measurements of the readout chains imple-
mented on the chip.

6.2.2 Measurement Results

Experimental Setup

The measurement setup is shown in Fig. 6.8. The sensor chip is packaged and mounted on a

PCB, where all connectors and power supply filters for low noise requirements are placed. All

the control signals for the readout and the SC CMS are generated by the Cyclone-V FPGA of

the DE0-Nano Board [18]. The analog voltage and current references are generated externally,

as is the 3.3 V voltage supply, and the output of each readout chain is selected directly on the

PCB. The output signal is monitored on the MSO-S 804A oscilloscope and the data acquisition

performed with a Visual Basic script executed on a laptop. The input of the oscilloscope has

an integrated 10 bit ADC. The PTC measurements require a variable input light, which is

implemented with a voltage tunable LED source attached to the top of the sensor. Data require

averaging, a step which is performed during data processing in the Matlab® environment and

which reduces the impact of the quantization noise of the scope ADC.

Conversion Gain Measurement

As explained in Chapter 4, the PTC technique is used to obtain the value of the readout

conversion gain, CG [19]. When the sensor is limited by the PSN, the variance of the output is

proportional to the average output value and the coefficient of proportionality corresponds

to CG. The latter was therefore extracted from the output noise variance versus input signal

strength for values of the CLA gain ranging from 1 to 128 by estimating the slope of the linear
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Figure 6.9: PTCs of the readout chain for different values of the CLA gain (from 1 to 128), in order from
(a) to (f). The overall CG is reported in each figure for both pixels.

part of the PTC before saturation, as shown in Fig. 6.9.

During the performed measurements, the sensor is exposed to a uniform input light and a

voltage source allows the illumination level to be increased. The obtained CG values for each

Acol gain value are reported inside the corresponding figure, while the dashed lines are the

linear approximation of the measured values, indicated with markers. When the CLA gain

is equal to one, the readout conversion gain, CG, corresponds to the pixel conversion gain,

ACG, used in (5.19). The measured pixel conversion gain for Pixel A is 75µV/e- and 84µV/e-
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Figure 6.10: Input-referred noise for both pixels as a function of the CLA gain value. The expected trend
for thermal noise reduction is plotted with a dashed line.

for Pixel B. The small difference in the pixel conversion gain is due to the different sizes of the

SF transistors and means that the total SN capacitance is dominated by Cp in this particular

design. The contributions of the in-pixel SF to the SN capacitance only slightly influence the

value of ACG.

At about 1.8 V, almost all the curves in Fig. 6.9 deviate from the linear behavior, because the

readout chain reaches saturation at the level of the amplifier. This shows that the dynamic

range in all configurations is limited by the readout chain and not by the full-well capacity of

the PPD. For Acol = 1, the fact that the PTC collapses around 1.8 V allows the readout handling

capacity to be estimated, which results in 18200 e-. This value is suitable for applications

requiring high dynamic range (HDR) imaging.
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Figure 6.11: Input-referred total noise for Pixel A (a) and Pixel B (b) as a function of the CMS order M.
The measurements are compared with the total noise expression proposed in (6.9).

Temporal Read Noise

The input-referred noise is calculated from the measured output noise voltage variance and the

extracted CG. The output voltage samples are stored after performing 1000 readout operations

with a TC MS of 1µs. The TG remains off throughout the measurement procedure. The CLA gain

is varied along six different values and the implemented CMS orders are 1, 2, 4 and 8. At the

column-level gain of 32, the amplifier limits the bandwidth to about 250 kHz. As mentioned

earlier, this is key for limiting the thermal noise contribution.

Fig. 6.10(a) and Fig. 6.10(b) show the impact of the CLA gain on the total input-referred noise.

Unlike the simulation results shown in [20], the noise contributions originating from different

noise mechanisms (thermal, flicker and shot) can not be completely separated.
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Figure 6.12: The square root of the fitting parameters σ2
th (on the left axis), σ2

1/f and σ2
floor (on the right

axis) is plotted for each value of the column-level gain for Pixel A (a) and Pixel B (b).

For unity CLA gain value, the noise contributions of the stages following the amplifier (e.g.

kT /C noise of the CMS network, voltage buffers and ADC) are not reduced and add to the

noise of the SF and the CLA. This explains the discrepancy between the measurements and

the ideal 1/Acol interpolation observed for Acol = 1 and Acol = 8.

Based on (5.19) and unlike 1/f noise, the thermal noise is expected to decrease following the

1/
p

Acol "law". In log scale, this translates to a linear trend with -1/2 slope, plotted with a

dashed line in Fig. 6.10(a) and Fig. 6.10(b). A similar behavior is observed in Pixel A for Acol

between 8 and 64 and in pixel B between 8 and 32. This suggests that the thermal noise is the

dominating noise mechanism for these gain values.

For higher gain values, the thermal noise is reduced to a value close to or below the 1/f noise.
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Table 6.2: Values of the Process and Design Parameters

Pixel A Pixel B

Cox [fFµm−2] 4.5 4.5

Ci n [pF] 1 1

CL [fF] 400 400

γSF [-] 5 5

γA [-] 5 5

W [µm] 1.2 0.22

L [µm] 0.6 0.35

IdSF [µA] 2 2

IdA [µA] 10 10

Cex [fFµm−1] 0.45 0.45

Cp [fF] 1.6 1.6

TC MS [µs] 1 1

C1...5 [fF] 400 400

C6 [pF] 1 1

Nt [eV−1 cm−3] 3 ·1017 5 ·1016

σth [CF1/2] 1.85 ·10−24 1.07 ·10−24

σ1/f [C] 1.78 ·10−19 9.35 ·10−20

According to (5.26), 1/f noise does not scale as 1/Acol, since it accounts for the 1/f noise of the

SF only, which is injected before the CLA. This explains the limitation of the noise reduction

for Acol above 32.

In Fig. 6.11(a) and Fig. 6.11(b), the same measurements are plotted for both pixels as a function

of the CMS order and for different values of Acol. The measurement results are compared with

the following proposed expression for the total noise

Qn,tot =
√

σ2
th

M Acol C
+α1/fσ

2
1/f +σ2

floor, (6.9)

which is based on (5.19) and (5.26). In the proposed formula, the thermal and the flicker noise

parameters, σ2
th and σ2

1/f, are introduced, as well as the noise floor, σ2
floor. σ2

th and σ2
1/f depend

only on process and design parameters and, by using (5.19) and (5.26), they can be expressed

as

σ2
th = 2k T


γSF GmA

(
2

3
CoxWL+2CexW +Cp

)2
GmSF

+ γA

A2
CG

 (6.10)
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Figure 6.13: Measured values of the thermal noise excess factor against IC for L equal to 240 nm, 180 nm,
120 nm, 100 nm and 40 nm (reprinted from [21]).

and

σ2
1/f =

KF

(
Cp +2Cex W + 2

3
Cox W L

)2

Cox
2 W L

. (6.11)

The noise floor is introduced to model all noise sources which are not included in (5.19) and

(5.26) but still need to be accounted for. It mainly corresponds to the noise introduced after

the CMS subtractor of Fig. 6.1(a), which includes the noise of the measurement electronics.

To achieve a match between the measurements and the model results, σ2
th, σ2

1/f and σ2
floor are

used as fitting parameters. Table 6.2 reports the estimated values of the process and design

parameters used to match with the measurement results as well as the expected values for σth

and σ1/f.

As shown in Fig. 6.12 for each value of Acol, a good match between the measured noise and

the one calculated using (6.9) is obtained for the values of σth, σ1/f and σfloor. In the same

figure, σth and σ1/f are compared with the expected values from the model, which are plotted

with dashed lines, and a good match is obtained. This validates the theoretical results on the

impact of the gain and the CMS on the noise, as well as the use of the process and the design

parameters involved in (5.19) and (5.26). As expected from (6.10) and (6.11), the values of σth

and σ1/f obtained from the numerical fitting are only slightly influenced by Acol. The value

of σ2
floor is indeed reduced under the effect of a higher gain, in agreement with the earlier

statement.
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Figure 6.14: Total, thermal and flicker RMS charge noise as a function of the SF IC coefficient. In order
to generate these curves, the following values are used for the main parameters: Cox = 4.5fFµm−2,
Ispec� = 500nA, Cex = 0.45fFµm−1, n = 1.2, CP = 0.75fF, γA = 1 and Gm A = 30µAV−1

6.3 Technology Downscaling Effects on Noise

6.3.1 Impact of Technology Downscaling on Readout Noise

More advanced technology nodes e.g. under 100 nm have been introduced for CISs [22, 23,

24, 25] and a possible read noise reduction due to technology downscaling was analytically

predicted in [26]. The better noise performance is based on a higher Cox , a lower SF width

and overlap capacitances often reported for thin oxide transistors in downscaled processes.

In [26], a thin oxide pMOS is used as an in-pixel SF and lower values of the oxide trap density,

Nt, compared to nMOS transistors were shown for different foundries and technology nodes.

Regarding thermal noise in more advanced technologies, the noise excess factor, γ, against

the inversion coefficient (IC) is shown in Fig. 6.13 for different channel lengths, L, from 40 nm

to 240 nm [21, 27, 28]. The parameter IC is defined in [1] as

IC = IDsat

Ispec
, (6.12)

where IDsat it the MOSFET saturation current and Ispec being the specific current given by

Ispec = Ispec� ·
W

L
= 2nβU 2

T , (6.13)

where β = µCoxW /L is the transfer parameter, Ispec� = 2nµCoxU 2
T and µ the mobility of

carriers. IC is a metric for the inversion level of a transistor, with IC < 0.1 defining weak
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Figure 6.15: Total, thermal and flicker RMS charge noise as a function of the SF width in (a) and length
in (b). The following values are used for the main parameters: Cox = 4.5fFµm−2, Ispec� = 500nA,

Cex = 0.45fFµm−1, n = 1.2, CP = 0.75fF, γA = 1 and Gm A = 30µAV−1

inversion (WI), IC > 10 strong inversion (SI) and 0.1 < IC < 10 moderate inversion (MI)

region [1]. In Fig. 6.13, the measured results are compared with the empirical expression used

in [27] and given by

γ= γwi +αγnD · IC , (6.14)

where the values for αγnD are directly reported in the figure. From moderate to strong inver-
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Table 6.3: Relevant parameters for noise estimation and calculated input-referred flicker noise

nMOS2.5 pMOS2.5 pMOS1.2

Vdd [V] 2.5 2.5 1.2

Nt [eV−1 ·cm−3] 8 ·1016 2.4 ·1016 9.5 ·1016

Cox [fF/µm2] 6.2 5.9 12.0

tox [nm] 5.6 5.9 2.8

Nt/C 2
ox [eV−1µmfF−2] 2081 689 660

Q2
1/f [e−rms] 0.80 0.35 0.43

sion, the thermal noise excess factor significantly increases (from ∼ 1 to 3). For lower transistor

lengths, a higher value of γ is reported due to short channel effects e.g. velocity saturation and

carrier heating [1, 28]. When the dependence on IC and the short channel effects are taken

into account in (5.18) for γSF , GmSF and the SF capacitances, the thermal noise optimization

of the SF indicates an optimum point on the upper side of MI and for a minimum length, as

shown with a blue dashed lines respectively in Fig. 6.14 and Fig. 6.15(b).

The dependence of the input-referred noise charge variance due to flicker noise on IC comes

from the gate-to-source intrinsic capacitance, CGS , in (5.24), but as shown in Fig. 6.14 it is

rather small. The latter is also not affected by velocity saturation. Contrary to what is shown in

[3] for a 180 nm technology and as predicted in [29], with lower transistor sizes an optimum SF

width, Wopt , and length, Lopt , are found when optimizing the flicker noise contribution. The

latter is shown in Fig. 6.15(a) and Fig. 6.15(b) for IC = ICopt = 0.8. The optimum design point

corresponds to the minimum flicker noise knowing that the conversion gain increases with a

lower SF area, while the 1/f noise increases. The total input-referred charge noise against IC in

Fig. 6.14 illustrates that the optimum bias for the SF, ICopt , is located in the MI region.

6.3.2 Simulation setup

In this section, the read noise of a CIS readout chain integrated in a 65 nm process is in-

vestigated. The transistors in the simulated 65 nm process that can be used as the in-pixel

SF are shown in Table 6.3, with their parameters relevant to this analysis. From the flicker

noise expression in (5.26), a lower 1/f noise can also be obtained with a higher Cox, a lower

minimum gate width and a constant Nt. The 3.3 V in-pixel SF traditionally used in a 180 nm

CIS process feature a Cox of about 4fF/µm2 with a Nt of 1.5 ·1017 eV−1 ·cm−3 for nMOS and

3 ·1017 eV−1 ·cm−3 for pMOS [3]. All the transistors shown in Table 6.3 feature a higher Cox and

a lower Nt with respect to the 3.3 V nMOS from a typical 180 nm CIS process. Consequently,

based on (5.26), a better 1/f noise performance can be expected from this 65 nm process.

Specifically, the pMOS2.5 has the best Nt/C 2
ox ratio, which makes it the best candidate for

low-1/f-noise performance, followed by the pMOS1.2 and the nMOS2.5. The input-referred
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Figure 6.16: Schematic in (a) of the simulated low-noise CIS readout chains. Timing diagram in (b) of
the simulated CIS readout chain.
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flicker noise calculated from (5.26) with the parameters given in Table 6.3 are shown in the last

row of the table. For the nMOS2.5 the result is 0.8e−rms, for the pMOS1.2 0.43e−rms and for the

pMOS2.5 0.35e−rms. As shown later in this section, transient noise simulations can verify the

assumption of deep sub-electron read noise performance with this 65 nm process.

Fig. 6.16(a) shows the schematic of the simulated low-noise CIS readout chains. Each pixel

is based on a different source follower: nMOS2.5, pMOS2.5 and pMOS1.2. The pMOS based

pixels use pMOS2.5 row selectors. For the pMOS1.2 transistor, the bulk and the drain are

shifted in order to keep the voltage between its terminals below 1.2 V. The three pixels are

sharing the same column-level readout chain made of a fully cascoded single-ended CLA and

CDS. The bandwidth of the CLA has been set to 256 kHz, for a gain of 64 and a load capacitance

of 200fF, to 512 kHz for a gain of 16. Consequently, the minimum time interval TCDS for a

sufficient signal settling is about 4µs. The CDS is implemented with an analog circuit. The

corresponding readout chain timing diagram is shown in Fig. 6.16(b). In an analog CDS, a

first sample is held in a capacitor after resetting the pixel; then, the TG is turned-on and after

a time equal to TCDS, a second sample is stored in an other capacitor. The two samples are

differentiated after the rising edge of the signal SSH3. As before, the AZ is performed in order

to reset the feedback capacitor [17].

6.3.3 Noise Simulation Results

Given that the readout chain is a time variant system, the most realistic way of simulating

the noise is the transient noise simulation [30]. In this work, the circuit simulator Eldo is

used since it also allows to separate the analysis of the thermal and 1/f noise. Transient noise

simulations have shown a good match with experimental results in [11] for both thermal and

flicker noise.

A parametric simulation is first performed in order to evaluate the overall conversion gain of

each readout chain. The noise voltage, evaluated at the output, is then referred to the input

as an equivalent noise charge. The simulated pixel conversion gain are 145µV /e− for the

nMOS2.5, 140µV /e− for the pMOS2.5 and 162µV /e− for the pMOS1.2. Here, thermal, flicker

and leakage current shot noise are analyzed separately.

Thermal noise

The input-referred thermal noise, obtained from transient noise simulations, as a function

of the column-level gain Acol is shown for each of the three SF configurations, in Fig. 6.17.

The latter curves show how the column-level gain decreases the thermal noise, as expected

analytically by (5.19). The contributions of the pixel and the CLA have similar values. For a

column-level gain of 64, a CL of 200 fF and a bandwidth of 256 kHz, the input-referred thermal

noise of each configuration is below 0.3e−rms, as for the 180 nm from [11]. In fact, at Acol = 64

both the readout chain based on pMOS2.5 and nMOS2.5 feature an input-referred thermal
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Figure 6.17: Input-referred thermal noise of the CIS readout chain with nMOS2.5 in (a), pMOS2.5 in (b)
and pMOS1.2 SF in (c), respectively, as function of the column-level gain.

noise of 0.22e−rms, while the pMOS1.2 features a noise level of 0.24e−rms. These simulation

results are compared with the input-referred noise calculated using (5.19), showing a good

match. For the noise calculation, both noise excess factor γSF and γA are considered to be

equal to 1, CP has been obtained by simulation as 0.72 fF, Ce has been considered to have

a value of one tenth of Cox, Gm,A is equal to 30µS and Gm,SF 13µS for pMOS2.5, 30µS for

nMOS2.5 and 23µS for pMOS1.2.

The pMOS2.5 and nMOS2.5 feature a minimum gate width of 0.4µm and a minimum length

of 0.28µm, while the pMOS1.2 features a width of 0.2µm and a length of 0.3µm. All the width

and length values were chosen to optimize the input-referred total noise.

The simulation and calculation results show that the downscaling does not increase the

thermal noise and the analysis leading to (5.19) is still valid for this 65 nm process. The result

of this analysis is that the thermal noise of the readout chains with all type of SFs could

efficiently be reduced using column gain and bandwidth control. As it will be shown in next

section, the 1/f noise is confirmed to be dominant.
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Figure 6.18: Simulated and calculated input-referred flicker noise of the CIS readout chains with
different type of in-pixel SFs.

1/f noise

The input-referred flicker noise obtained by transient noise simulations for the three different

configurations are shown in Fig. 6.18. The 1/f noise of the pMOS2.5, pMOS1.2 and nMOS2.5

is calculated for a column-level gain of 64, a CL of 200 fF and a bandwidth of 256 kHz, and

behaves as expected theoretically.

The mismatch between the simulated and the calculated values can be explained with the

different values of the parameter KG, which has been considered constant and equal to unity

in calculation. Indeed, KG depends on the inversion coefficient [1], which is not the same for

the three types of transistors. The nMOS2.5 shows a high Nt and low Cox, hence it features the

highest noise level. The pMOS1.2 features approximately the same Nt as the nMOS2.5 but a

Cox twice as large, resulting in a twice better RMS noise performance. But for the pMOS2.5,

even if its Cox is not as high as the pMOS1.2, it features a much lower Nt, which makes it the

lowest noise device with an input-referred 1/f noise of 0.32e−rms.

Leakage Current Shot Noise

With a gate oxide scaled down to 3 nm and below, the gate leakage current due to the carrier

direct tunneling becomes important [31]. From Table 6.3, it can be observed that this is

indeed the case for pMOS1.2. As it was shown in Chapter 4, in BSIM4, the gate tunneling

current components include the tunneling current between gate and substrate and the current

between gate and channel, which is partitioned between the source and drain terminals. Since

these leakage currents are due to barrier control processes, they give rise to shot noise.

The input-referred charge variance due to the total leakage currents shot noise is expressed
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Figure 6.19: Input-referred total noise in (a) of the readout chain with nMOS2.5, pMOS1.2 and pMOS2.5
SF, respectively. Input-referred total noise of the readout chain with pMOS2.5 SF as a function of the
load capacitance in (b).

in (5.32). The shot noise current sources feature a white PSD and when integrated in the

SN capacitance, they give rise to a variance increasing linearly with TCDS [26]. The BSIM4

model parameters i g cMod and i g bMod allow the activation of the gate leakage current

components. This makes possible the separation between thermal noise and gate tunneling

current shot noise in the simulation.

The simulation shows that this shot noise is completely negligible for thick oxide transistors

nMOS2.5 and pMOS2.5 and for the thin oxide pMOS1.2, with a column-level gain of 64, a

CL of 200 fF and a bandwidth of 256 kHz, the input-referred charge noise variance increases

dramatically to reach 1.88 e−rms.
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Figure 6.20: Schematic of the simulated low-noise CIS readout chains.

The input-referred total noise is shown in Fig. 6.19(a). It appears clearly that the pMOS2.5

features the best noise performance of 0.39e−rms, as expected theoretically. This noise relays

between the photoelectron counting (0.3e−rms) and the photoelectron detection limit (0.4e−rms).

In order to further reduce the thermal noise of the readout chain, the increase of CL is used in

addition to the Acol. This results in a lower bandwidth and high TCDS. Fig. 6.19(b) shows that

the simulated total input-referred noise can be further reduced to reach 0.37e−rms.

6.4 Combination of SC CMS with Downscaled Technology

The optimal design of the SF and column-level amplification previously described for a 65 nm

technology can be combined with the analog CMS. Transient noise simulations in ELDO for

the readout chains based on the same three different in-pixel SFs can be used as a tool for

validation.

6.4.1 Simulation Setup

Fig. 6.20 shows the three low-noise CIS readout chains with the SF transistors featuring the

same parameters reported in Table 6.3. As expected before, transistors PMOS2.5 and PMOS1.2

should exhibit the best 1/f noise performance due to their lower Nt/C 2
ox ratio [11]. The CMS is
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Figure 6.21: Input-referred thermal noise of the CIS readout chain with nMOS2.5 (a), pMOS2.5 (b)
and pMOS1.2 (c) SF, respectively, as function of the column-level gain and the CMS order M. In (d)
input-referred flicker noise of the CIS readout chain with different type of in-pixel SFs, as function of
the CMS order M.

implemented with the same SC circuit described above and the timing diagram of Fig. 6.1(b)

can be used as a reference. The line readout times corresponding to each CMS order range

between 22µs and 43µs.

6.4.2 Noise Simulations Results

Thermal noise

The input-referred thermal noise, obtained from transient noise simulations performed with

the ELDO circuit simulator, is shown in Fig. 6.21(a),(b) and (c), as a function of the CMS

order M and the column-level gain Acol, for each of the three pixel configurations. The curves

show that both the column-level gain and an increased CMS order reduce the thermal noise.

The decrease in the input-referred thermal noise due to the CMS is proportional to
p

M, as

predicted by (5.19).

The mismatch between simulated and expected values can be explained by the additional
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Figure 6.22: Input-referred shot noise in (a) of the CIS readout chain with pMOS1.2 SF. Input-referred
total noise in (b) of the CIS readout chain with the NMOS2.5, PMOS2.5 and PMOS1.2 SF, respectively.

bandwidth limitation that the SCs introduce at the output of the column amplifier, further

reducing the thermal noise contribution. For a column-level gain of 64, a CL of 200 fF and a

CMS order equal to 8, the input-referred thermal noise of each configuration is well below

0.1 e−rms. In fact, the readout chain based on both nMOS2.5 and pMOS1.2 feature an input-

referred thermal noise of 0.07 e−rms, while the pMOS2.5 features a noise level of 0.05 e−rms. This

confirms that, under this condition, the 1/f noise analyzed in the next section is dominant.
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1/f Noise

Fig. 6.21(d) shows the results of 1/f noise simulations for each of the three readout chains

shown in Fig. 6.20(a). As expected in the previous section, the pMOS1.2 and the pMOS2.5

exhibit the lowest input-referred flicker noise. The impact of CMS can be appreciated from

the trend shown in Fig. 6.21(d) for the three readout chains. As expected theoretically, the 1/f

noise reduction, as a function of CMS order, reaches a plateau after CMS of order 4.

The step in the input-referred flicker noise between simple CDS (M = 1) and CMS of orders 2 or

4 depends on the ratio between the sampling interval (TCDS and TCMS) and the signal settling

time (τ). On the other hand, when various CMS orders are compared, the input-referred flicker

noise is less influenced by the different TC MS /τ ratios.

Fig. 6.21(d) shows that combining the pMOS2.5 as SF and using CMS of order 2 or higher, an

input-referred flicker noise as low as 0.20 e−rmsis reached, in contrast to 0.32 e−rms, obtained in

the previous section when simple CDS is used with a TCDS of 7µs.

Leakage Current Shot Noise

As shown in the previous section, in the simulated 65 nm process, the pMOS1.2 transistor is

the only one particularly concerned by the leakage current shot noise, due to its low oxide

thickness (below 3 nm). In Chapter 5, it has been shown that the variance of the leakage

current shot noise at the level of the SF increases linearly with the CMS order, starting from

M = 2. Hence, the input-referred shot noise is expected to increase with
p

M . Fig. 6.22(a)

shows the simulated input-referred gate leakage shot noise together with the theoretical values

based on [26]. The input-referred shot noise appears to dominate the other noise sources for

this thin oxide transistor.

Based on the shown results, the input-referred total noise has been calculated and shown in

Fig. 6.22(b), for a Acol of 64 and a CMS of order 8. The pMOS2.5 transistor appears to be the

best choice as in-pixel SF.

6.4.3 Photoelectron counting possibility

As explained in Chapter 4, the number of photoelectrons collected by each pixel can be

modeled by a Poisson distribution. When the residual readout noise dominated by the in-pixel

SF flicker noise is described by a Gaussian distribution [32] and added to the photon shot

noise component, the quantization of the photon number disappears.

This phenomenon is shown in Fig. 6.23(a) to Fig. 6.23(d), where the noise levels of 0.5 e−rms,

0.3 e−rms, 0.2 e−rmsand 0.1 e−rms are added to the histogram generated from an average number

of 2 photons per pixel. The effect of the readout noise on the signal histogram is to broaden

each peak and force each distribution to merge. An error in the photoelectron counting is
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Figure 6.23: Simulated histogram from (a) to (d) showing the influence of different readout noise levels
on the output of an image sensor for an average number of 2 photons per pixel.
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Figure 6.24: Histogram of the output signal voltage for 6 different inputs: results from the transient
noise simulations of the readout chain in 65 nm with pMOS2.5 SF.

therefore made. As derived in [33] and shown in Fig. 6.23(d), to achieve a photoelectron

counting error less than 0.1%, the readout noise needs to be reduced to values lower than

0.15 e−rms.

In the simulated 65 nm technology, the pMOS2.5 transistor appears to be the best choice as
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in-pixel SF. Thanks to the combination of an advanced process, an optimized pixel, a high

column-level gain (64) and CMS (order 8), the total noise of the readout chain based on the

pMOS2.5 SF is reduced to the extremely low value of 0.20 e−rms. The noise performance of the

readout chain based on PMOS2.5 SF is on the edge of true photoelectron counting at room

temperature. Fig. 6.24 is the histogram of the input-referred signal when injecting into the SN

a number of electrons ranging from 3 to 8. The histogram shows that the number of electrons

can be easily quantified, thanks to the values of the valleys descending to zero.

6.5 Summary

This chapter describes a passive SC analog implementation of the CMS. After presenting the

operation principle and giving a detailed noise analysis, this circuit is used to further reduce

the total input-referred noise in CIS readout chains. The impact of the combination of the

column-level gain and the CMS is validated experimentally with CIS readout chains in 180 nm

embedding two different pixels, a variable gain CLA and a passive SC CMS circuit.

The noise measurements include PTCs for different gains and pixels and they show reasonably

well that CMS reduces the 1/f noise by about 33% for order 8. This confirms the possibility to

further reduce the total input-referred readout noise in CIS by making a proper use of CMS

and at the same time validates the analytical formula for thermal and flicker noise in CIS

readout chains.

This circuit noise reduction technique is also combined with an optimized choice for the SF in

a downscaled 65 nm technology. The transient noise simulation results exhibits the low value

of 0.20 e−rms, which opens up future possibilities in photoelectron counting.

State-of-the-Art Advancements

The passive SC implementation of the CMS was presented for the first time in [12], while

this work shows its first implementation in silicon. One contribution of this work is the

detailed noise analysis of the SC CMS circuit for a generic order M , which is based on the

time propagation of the charge noise terms. Being validated by noise simulation results, this

analysis confirms the noise performance of the SC CMS. The latter only depends on the values

of the capacitors used for the averaging and the subtraction operations.

The main contribution of this work is the extensive validation of the noise model derived

for an ultra-low noise readout chain. Since they play complementary roles, column-level

amplification and CMS need to be combined and the described work aims to show the role of

each noise reduction technique in order to define the optimum design configuration.

The technology downscaling effects on the CIS readout noise were predicted in [26]. Based

on the transient noise simulations of an ultra-low noise readout chain in a 65 nm technology

embedding an optimized pixel, a CLA and a SC CMS circuit, this work shows that ultra-low
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noise CIS can benefit from downscaled technologies. The possible dominant role of the SF

leakage current shot noise also is verified.

The temporal readout noise analysis were presented in [4] and [34]. The IC -based analysis

shown in this chapter is based on the EKV formalism and can be used as a design methodology

for a generic CIS technology. Compared to the previous noise models, the bias dependency

of the model parameters is introduced e.g. the SF noise excess factor and the intrinsic ca-

pacitances. Contrary to previous models where a SI operation was assumed for the SF, this

analysis shows that the optimum bias is in the MI region. This is an interesting result for CIS

implementations in advanced technology nodes, where the bias in SI is rather difficult to

achieve due to the reduced supply voltage [1].
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7 Conclusion

CMOS image sensors performance in low light conditions is mainly affected by the read noise

and the efficiency of the charge transfer process from the PPD to the SN. With the aim of

improving ultra low light performance, the focus of this work is focused on two research

directions: the charge transfer mechanism in Chapter 3 and the noise reduction techniques in

Chapter 6. In this chapter, a summary is given for the main achievements and one for the main

findings of this research, while at the end an overview of possible future work is presented.

7.1 Summary of Achievements

As discussed previously, ultra-low light CISs have reached extremely low values of total input-

referred noise. When it comes to an additional noise reduction, a better understanding of

the fundamental aspects of image sensors inevitably has a crucial role. The work presented

here continues the effort in modeling ultra-low noise CISs. The journey, from the analytical

derivation on a piece of paper, through the device and circuit simulations to the measurement

results, brought many challenges but also resulted in some interesting ideas. The most

important ones are summarized here:

• The potential barrier at the interface between the PPD and the region beneath the

TG was reported in [1]. In this work, the concept of modulation of the barrier due to

the TG voltage and the PPD charge allowed to match the model results of the charge

transfer current with the TCAD simulations of a 3D structure. If coded by using a device

descriptive language, the model might be included in a SPICE-like circuit simulator for

simulations of the pixel together with the readout chain (mixed-mode simulations).

• The measurements of different pixel designs were compared with model trends in [2]

and [3]. In this work, the experimental verification in Chapter 3 is a direct comparison for

specific sensor operating conditions. The obtained match between the analytical model

and measurements with reasonable values of the model parameters is an essential step

towards the inclusion in the model of additional levels.
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• The empirical expression for the flicker noise reduction factor, α1/ f , introduced in

Chapter 5 is able to capture the scaling of the 1/f noise reduction with the CMS order for

different values of the readout cut-off frequency and the CMS sampling period. It also

shows the plateau reached in the 1/f noise reduction for CMS orders larger than 16.

• The column-level gain and the correlated multiple sampling are well-known noise

reduction techniques used in ultra-low noise CISs [4]. The extensive validation of the

noise model shown in this work in Chapter 6 highlights their complementary roles and

the need to combine them in order to achieve the minimum input-referred noise.

• The additional readout noise reduction due to the CIS technology downscaling was pre-

dicted in [5]. This work uses the transient noise simulation results of a 65 nm technology

in order to verify the possibility of photoelectron counting in CISs and to warn about a

possible new dominant noise source given by the SF leakage current shot noise.

• The temporal readout noise analysis were presented in [6] and [7]. The novel design

methodology based on the IC coefficient shown in Chapter 6 is based on the EKV for-

malism and can be used for optimum design in a generic CIS technology. Compared to

previous ones, the proposed noise model includes the bias dependency of the parame-

ters involved e.g. the SF noise excess factor and the intrinsic capacitances, and predicts

an optimum bias of the SF in MI.

7.2 Main Findings

Regarding the compact modeling of charge transfer in PPDs

• The electrostatic analysis of the PPD structure defines the main parameters of the device

and illustrates how the potential well for the photogenerated electrons is obtained.

• The electrostatic analysis of the charge transfer path is carried out in order to model

the potential barrier between the charge accumulation region and the semiconductor

beneath the TG. This barrier limits the charge transfer in terms of minimum required

transfer time and voltage applied to the TG.

• When the transfer is only limited by the potential barrier between the PPD and TG, the

proposed model is able to predict the charge transfer current. The thermionic emission

current mechanism, full-depletion approximation and barrier modulation due to VTG

and VPPD are the key elements to express the charge transfer current.

• An analytical expression of the transferred charges from the PPD to the SN is derived

from the TCAD validated model and it is used to experimentally validate the model as a

function of the initial charge stored in the PPD, the transfer time and the voltage applied

to the TG. The output measurements from a readout chain in a 0.18µm CIS technology

are used to compare with the model results, where a good match is obtained.
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Regarding the temporal readout noise reduction techniques

• Measurement results confirm that column-level amplification, Acol , reduces thermal

noise following a 1/
p

(Acol ) trend and plays the key role of mitigating the noise contri-

bution of the following stages in the CIS readout chain.

• The CMS reduces thermal noise in the same way the column-level amplifier does, but

unlike amplification, it can not reduce the noise originating from next stages in the

readout chain. Based on analytical and simulation results, CMS further reduces 1/f

noise.

• The CMS noise reduction is validated by implementing the CMS as a passive SC circuit.

Based on the derived analytical expression for the output noise and simulation results,

the contribution of the SC CMS to the total noise is not influenced by the CMS order, M .

• When column-level amplification and CMS are combined, they play complementary

roles. With a moderate column-level gain, the CMS reduces both the thermal and the

residual 1/f noise without an impact on the dynamic range and the readout time.

• The model for the input-referred thermal and flicker noise charge variances is validated

by the obtained good match with the measurement results from readout chains ex-

ploiting two different pixel types, a conventional CLA and a passive SC CMS circuit are

implemented in a 0.18µm CIS technology.

• The 1/f noise reduction can benefit from a higher value of Cox in downscaled technolo-

gies. However, the best choice does not correspond directly to the highest Cox, but the

value of the charge trap density, Nt, needs to be taken into consideration. Transistor-level

simulations show promising results but point out also the serious challenges regarding

the gate tunneling leakage current.

• When the pixel SF optimization and column-level gain in an advanced process is com-

bined with CMS, transient noise simulations show that an input-referred noise as low

as 0.20 e−rms can be reached with a thick oxide pMOS SF, M = 8 and Acol = 64, and

photoelectron counting can therefore be envisaged.

• The analysis of the total input-referred charge noise against the inversion coefficient,

IC , predicts that in downscaled technologies the optimum bias for the SF shifts to the

MI region. Since in previous models the SF is assumed to operate in SI, this result is

interesting for future CIS implementations. Due to the reduced supply voltage, the bias

in SI is in fact difficult to achieve in advanced technologies [8].

7.3 Future Work

Due to time and resources, the scope of this work is limited and does not look into all the

different paths that appeared during the research. A list of possible future directions is provided
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below.

Regarding the compact modeling of charge transfer in PPDs

• The modeled charge transfer in PPDs is derived and verified under the assumption that

the SN voltage is constant throughout the entire transfer process. This assumption limits

the transfer mechanism only to the properties of the PPD and TG and considerably

reduces the complexity of the model. This assumption is reasonable for low illumination

levels, where the amount of transferred charges is a fraction of the photodiode full well

capacity. The variation of the SN voltage is considerable when the amount of transferred

charges is high, and could result in signal charges spilling back to PPD when the TG

pulse returns to a low value [9]. The impact of the SN voltage variations on the charge

transfer must be added to the model shown in this manuscript in order to extend the

model to high illumination levels [3].

• The TCAD simulation results are obtained from a structure based on generic steps of

fabrication, with specific parameters that are not calibrated to any particular process.

Even though such information are very difficult to obtain, the developed model for the

charge transfer current must be extensively verified for different implementations of the

PPD.

• The experimental verification of the model presented in this manuscript was imple-

mented by using only the available test equipment. More emphasis should be placed on

verifying the model for different pixel designs and fabrication process.

Regarding the temporal readout noise reduction techniques

• The SC CMS circuit can be integrated in a full image sensor. The reason for an implemen-

tation as a single readout chain was to simplify the experimental characterization. The

main goal in this work was the extensive validation of the noise model. An implementa-

tion as a full sensor would give the opportunity to evaluate this circuit technique with

fuller statistics based on the number of pixels and to evaluate the circuit performance

with captured frames.

• Advanced technology nodes for CISs are already available on the market, but their

accessibility for academic researchers is still very limited due to the cost and currently

more industrial orientation. This work predicts and verifies with simulation results that

technology scaling can potentially improve sensor noise performances and possibly

novel dominant source of noise needs to be considered.
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A Appendix

A.1 Electrostatics in PPD device

By solving the Poisson equation, the electric field and the potential profiles in the PPD device

are respectively given by

E (x) =

− qNA+

εs
(x −xp1)

[
u(x −xp1)−u(x −xn)

]+
+

[
qND

εs
(x −xn)+E (xn)

][
u(x −xn)−u(x −xp)

]+
+

[
−qNA

εs
(x −xp2)+E (xp)

][
u(x −xp)−u(x −xp2)

]
,

(A.1.1)

ψ(x) =

+ qNA+

2εs
(x −xp1)2 [

u(x −xp1)−u(x −xn)
]+[

−qND

2εs
(x −xn)2 + qNA+

εs
(xn −xp1) x +ψ(xn)

]
[
u(x −xn)−u(x −xp)

]+
+

[
qNA

2εs
(x −xp2)2 +ψ(xp)

] [
u(x −xp)−u(x −xp2)

]
,

(A.1.2)

where u(x −x0) is the step function and is equal to unity when x>x0 and zero elsewhere.
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A.2 Electrostatics along path A

Solving Poisson equation under full-depletion approximation leads to the electric field E (a)

and electrostatic potential ψ(a) along the path A between a2 and a5, given by the following

expressions

E (a) =[
Es − qNA+

εs
(a −a2)

]
[u(a −a2)−u(a −a5)] ,

ψ(a) =[
ψs −Es(a −a2)+ qNA+

2εs
(a −a2)2

]
[u(a −a2)−u(a −a5)] ,

(A.2.1)

where ψs is the surface electrostatic potential and Es the electric field at the surface, obtained

by ψs = x2
dq NA+/2εs and Es =−xdq NA+/εs.

Moreover, to obtain (3.9), the following expression for the depletion region, xd, in a metal-

oxide-semiconductor is used

xd =− εs

Cox
+

√(
εs

Cox

)2

+ εs

2qNA+
VTG . (A.2.2)

This has been derived by solving Poisson equation of the TG MOS structure [1].
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