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ABSTRACT

Innovative high-frequency magnetic sensors have been designed and manufactured in-house for installation on the Tokamak a Configuration
Variable (TCV), which are now routinely operational during the TCV experimental campaigns. These sensors combine the Low Temperature
Co-fired Ceramic (LTCC) and the classical thick-film technologies and are in various aspects similar to the majority of the in-vessel inductive
magnetic sensors foreseen for ITER (around 450 out of the 505 currently being procured are of the LTCC-1D type). The TCV LTCC-3D
magnetic sensors provide measurements in the frequency range up to 1 MHz of the perturbations to the wall-aligned toroidal (§Bror), ver-
tical (8Bver), and radial (§Brap) magnetic field components. Knowledge of the equilibrium at the last closed flux-surface allows us to then
obtain the field-aligned parallel (§Bpar ~ 8Bror), poloidal (8Bpor), and normal (§Bnor) components, the latter being in most cases rather
different from the vertical and radial components, respectively. The main design principles were aimed at increasing the effective area and
reducing the self-inductance of the sensor in each of the three measurement axes, which are centered at the same position on each sensor,
while reducing the mutual and parasitic coupling between them by optimizing the on-board wiring. The physics requirements are set by the
installation of two high-power/high-energy neutral beam injection systems on TCV, i.e., studying fast ions physics, coherent instabilities, and
turbulence in the (super-)Alfvénic frequency range. In this paper, we report the manufacturing, installation, and commissioning work for
these high-frequency LTCC-3D magnetic sensors and conclude with an overview of illustrative experimental results obtained with this sys-
tem. The LTCC-3D data provide new insights into the §Bpor coherent (eigenmodes, up to ~400 kHz) and in-coherent background turbulent
fluctuations in the higher frequency range up to ~1 MHz, which were not previously available with the TCV Mirnov sensors. Furthermore,
the LTCC-3D 8Bpor, measurements allow us to cross-check the data obtained with the standard Mirnov coils and have led to the identifi-
cation of largeelectromagnetic (EM) noise pick-up for the Mirnov data acquisition (DAQ). When the sources of EM noise pick-up on the
Mirnov DAQ are removed, the LTCC-3D data for §Bpoy are in good overall agreement, i.e., within the expected measurement uncertainties,
with those obtained with the standard Mirnov sensors located at the same poloidal position in the frequency range where the respective data
acquisition overlap, routinely up to 125 kHz and up to 250 kHz in some discharges. The LTCC-3D 0Bpar measurements (not previously
available in TCV or elsewhere) provide evidence that certain instabilities have a finite parallel 6B at the wall, hence at the LCFS, consistent
with the recent theoretical results for pressure-driven modes. The LTCC-3D Bnor measurements improve significantly on the correspond-
ing measurements with the saddle loops, which are mounted onto the wall and have a bandwidth of ~3 kHz (due to the wall penetration
time). A detailed end-to-end system modeling tool has been developed and applied to test on the simulated data the actual measurement
capabilities of this new diagnostic system and obtain the ensuing estimates of the intrinsic measurement uncertainties. A detailed error
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analysis is then performed so that, finally, fully calibrated, absolute measurements of the frequency-dependent amplitude and spectral breaks
of coherent eigenmodes and in-coherent broadband magnetic fluctuations are provided for the first time in physical units with quantitative

uncertainties.

© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5115004

I. INTRODUCTION

The Low-Temperature Co-fired Ceramic (LTCC) technology is
a well-known industry standard widely used in harsh environmen-
tal conditions, such as high-temperature, high-vacuum, and high-
radiation, covering a large spectrum of applications.' Based on the
prototyping work performed mostly in-house at the Ecole Poly-
technique Fédérale de Lausanne (EPFL)” ° that started in 2007, the
majority of the ITER in-vessel inductive magnetic sensors (around
450 out of 505") currently being procured are of the LTCC-1D
technology. Various examples of LTCC magnetic sensors have been
designed and manufactured at the EPFL during the course of this
10-year project. Concurrently with the design and prototyping work
for ITER and the work, described here, for our in-house Tokamak
a Configuration Variable (TCV),” LTCC sensors have already been
produced by EPFL for installation, and are currently operational,
in different tokamaks, namely, LTCC-1D sensors in FTU (Fras-
cati, Italy‘)) and LTCC-2D sensors in WEST (Cadarache, France'’).
These ex-house activities will be reported in a separate publica-
tion. Additionally, LTCC-1D sensors of our design are also being
currently considered for installation in the Divertor Test Toka-
mak facility'' and in a prototype compact tokamak facility that
is being developed by Tokamak Energy Ltd., a private UK com-
pany,'” and by the European Space Agency for installation on micro-
satellites."” Moreover, in the framework of a testing program for
DEMO," LTCC-1D and LTCC-3D sensors manufactured in-house
are currently being prepared for shipment to the Compass-U facility
(Praha, Czech Republic), and design activities have recently started
with the purpose of producing a fully integrated multi-dimensional
LTCC + Hall sensor.

Innovative LTCC-3D high-frequency (HF) magnetic sensors
have been designed and manufactured in-house, were installed, and
are currently operational for the TCV experimental campaigns. An
initial reporting of the manufacturing work for these sensors was
presented at the 2014 Symposium on Fusion Technology and in
the ensuing paper published in Fusion Engineering and Design."”
A further report on this work was then presented at the 2018 Sym-
posium on Fusion Technology and in the ensuing paper published
in Fusion Engineering and Design, ® with the primary focus being
on the lessons learnt for ITER. These two earlier contributions pro-
vide a starting point for some aspects of this presentation, which
provides extended details of the actual installation and commission-
ing of this diagnostic system and a selection of some illustrative
results.

The TCV LTCC-3D sensors are mounted on the inside of the
vacuum wall and, when considering the toroidal coordinate sys-
tem (e¢, ez, er), provide measurements of the perturbation to the
toroidal (8BT0R||e¢), vertical (8Bygr||ez), and radial (8Brap]||er)
magnetic field components in the frequency range up to 1 MHz,
the data acquisition (DAQ) sampling frequency being 2 MHz.

Figure 1 shows the position of the LTCC-3D sensor with respect to
the wall and the ex-vessel coils of TCV, also providing a geomet-
rical overview of the TCV convention for the toroidal coordinate
system.

Knowledge of the equilibrium topology at the Last Closed Flux
Surface (LCEFS) allows us to transform the geometrical, wall-aligned
measurements into the corresponding field-aligned ones (e”, g €p),
namely, the parallel (SBPARHe”), poloidal (8Bpot||eg), and normal
(8Bxor||ep) components.”” To optimize the volume occupation in-
vessel for the desired effective area and self-inductance, the sensors
are based on combining the LTCC and the classical thick-film tech-
nologies. The design constraints are set by the measurement and
installation requirements.

The scientific objective is the study of fast ions, MHD, and
magnetic turbulence physics in the presence of a population of
supra-thermal ions due to the high-power/high-energy Neutral
Beam Injection (NBI) on TCV." Magnetic perturbations with
(super-)Alfvénic frequencies >100 kHz and covering a spectrum in
the perpendicular wavenumber k,; extending upwards of k, prasr
> 0.1, where prast is the Larmor radius of the fast ions, should

I
I
Yz I r—ﬂ\ :
i
: -
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i .
position of the
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—

FIG. 1. The position of the LTCC-3D sensor with respect to the wall and the ex-
vessel coils of TCV (multiple gray rectangular boxes), also providing a geometrical
overview of the TCV convention for the toroidal coordinate system in terms of the
magnetic field Bpo and the vertical (yz) and the radial (Ayr) fluxes.
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be detectable. The Mirnov sensors currently installed on TCV for
measuring 8Bpor have a bandwidth of around 90 kHz,"® which is,
however, reduced to ~50 kHz due to a much deteriorating Common
Mode Rejection Ratio (CMRR) and pick-up of EM noise from vari-
ous ex-vessel sources. These Mirnov sensors are then not well-suited
for these high-frequency, high-k, measurements and additionally
do not provide measurements of 8Bror or 8Brap. Similarly, the sad-
dle loops currently installed on TCV for measuring 6Brap have a
bandwidth of around 3 kHz,'” as the loops are mounted directly on
the TCV metal vacuum vessel.

For the installation requirements, the planar size of the LTCC-
3D sensor is limited to [7 x 7] cm? (the TCV Mirnov sensors have a
planar size of ~[3.6 x 3.8] cm?), while its depth must remain under
1 cm (as per the Mirnov sensors) to fit between the protection tiles
and the vacuum vessel. Furthermore, the 3D measurement axes are
intended to be centered at the same position on each sensor for
simplicity in the data interpretation.

Three LTCC-3D sensors have been installed at the same ver-
tical position but in different and not equi-spaced toroidal sectors
to provide the same measurements at different toroidal locations so
that analysis of these data provides information on possible toroidal
asymmetries in the fluctuating spectra. Due to installation con-
straints, the sensors are located on the Low-Field Side (LFS) of TCV
and sit at the vertical position Z = Zgeo — 115 mm, where Zgro
= 0 is the tokamak’s geometric center. This is optimal for two of
the three most used TCV plasmas, which have a vertical position
of the magnetic axis Zmag = [Zgeo, Zgeo — 230 mm], but limits
the detection capabilities for the plasmas centered at Zmac = Zgro
+ 230 mm and does not allow the comparison of these 3D measure-
ments of the fluctuating magnetic fields on the LFS and High-Field
Side (HFS), preventing characterizing their high-frequency, high-k;
spectral components as ballooning or anti-ballooning (this can be
done for the lower-frequency, hence low-k, spectral components
of OBpor using the Mirnov sensors that cover the entire poloidal
cross section on four different toroidal sectors). Finally, when com-
bining the LTCC and the Mirnov 8Bpor measurements and using
a spatial signal decomposition based on the Sparse Representation
of Signals (SRS) (the so-called SparSpec code'”), the resolution in
toroidal mode numbers (n) on the LES of TCV is extended to |n|
~ 30 (not spatially Nyquist limited) from a maximum |n| < 8 (spa-
tially Nyquist limited, as we have 16 equi-spaced + 1 not equi-spaced
sensors) when using only the Mirnov data. Note that in the fol-
lowing, when {toroidal, poloidal} mode numbers are quoted for
any measured mode, these have been always determined using the
SparSpec code.

For each individual measurement axis, the design principles
aim at increasing the effective area NAgrr while reducing the self-
inductance Lsgir and the parasitic and mutual™* coupling between
the different axes. The target requirements for the three measure-
ment axes are NAgpr > 200 cm? (i.e., at least twice as much the
effective area of the Mirnov sensors to improve the detection of
the higher frequency components) and an end-to-end (i.e., includ-
ing the sensor and all the cabling up to the front-end electronics)
resonant frequency wggs/2m > 1 MHz (above the resonance, there
is a well-known drastic reduction in the measurement sensitivity).
As the total length of the cabling (in-vessel + ex-vessel) is such that
its capacitance CcapLe by far exceeds the sensor’s self-capacitance
CseLr, we have that wggs ~ 1/(LSELFCCABLE)1/2. An optimization

ARTICLE scitation.orgljournal/rsi

algorithm for {Lsgrr, NAgrr} is used for the design of these LTCC-
3D sensors based on that previously developed for the LTCC-1D
sensors.’ This algorithm maximizes NAgrr while minimizing Lsgrr
using an iteration on the winding patterns, namely, on the number
of layers and the number of turns per layer (see Sec. 1I for the defini-
tion of these two terms). The §Brap measurement is then obtained
through a single planar coil on an alumina base substrate, while the
OBror and 8Byer measurements are obtained by arraying in a bal-
anced, centered, four-quadrant series 2 groups of 10x identical mul-
tilayer LTCC-1D modules with coils perpendicular to the alumina
base for each of these measurements.

While it is expected that higher frequency modes will be excited
in TCV when a second, higher-energy NBI source will be installed
(tentatively within the next couple of years), the currently developed
operating scenarios in TCV show discrete eigenmodes only up to
~400 kHz. At the same time, it is well-known that high-frequency
magnetic fluctuations in the multi-hundred kHz range are now (and
have been for a while, see, for instance, Ref. 20) a routine mea-
surement in many devices, so it is legitimate to ask what is the
novelty and added value of this contribution, in addition to show-
ing that a diagnostic system has already been put in place for future
measurements.

First, looking at the literature on the experimental aspects
of detecting high frequency magnetic fluctuations, it is immedi-
ate to remark that these measurements are most often provided
in arbitrary/relative or digitizer (=V) units, with only some tenta-
tive attempts at providing values in physical units (=T) based on
just scaling the measured voltage with respect to the frequency of
the mode and the effective area of the sensors. Consequently, no
quantitative estimate of the measurement uncertainties is ever pro-
vided and no attempt is seriously made at determining the con-
tribution of diagnostic noise to the signal at that frequency. By
obtaining and applying the full end-to-end calibration with the
ensuing errors, and by measuring and explicitly accounting for the
frequency-dependent EM noise pick-up, we are able to overcome
this first set of drawbacks, namely, providing fully calibrated, abso-
lute measurements in physical units with quantitative error esti-
mates that include the contribution of frequency-dependent EM
noise pick-up. Given that codes that use such magnetic fluctua-
tions as input for the calculations do so most often with quantities
in arbitrary/relative units, and then have to re-normalize various
results based on additional data, it is clear that providing absolute
measurements in physical units with quantitative errors can only
help in improving the accuracy and reliability of the deliverables of
these codes.

Second, and somewhat related, it is most often claimed that
a magnetic measurement system has MHz capabilities because its
acquisition frequency is 2 MHz or above, i.e., a nominal bandwidth
as defined by the acquisition Nyquist frequency, while practically not
considering at all the analog end-to-end transfer function. However,
and beyond its basic electrical engineering definition, we consider
that the actual bandwidth of a high-frequency magnetic diagnos-
tic system should be defined by the frequency range where (a) the
signal amplitude can be obtained in absolute units (i.e., not in dig-
itizer voltage or arbitrary units) with a much smaller error-bar,
(b) different magnetic sensors produce signal amplitudes that are
equivalent and can be correlated in a straightforward manner, (c)
the CMRR remains sufficiently high at those higher frequencies,
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and (d) all the sources of diagnostic noise are quantitatively known
so that the measured signal amplitude is a correct representation
of the magnetic perturbation in the plasma, not the superposition
of different and un-identified sources of signals. Therefore, it is
argued that due to the lack of some of, if not all, these elements,
only qualitative measurements of magnetic fluctuations have so far
been obtained, even if these have been proven to be very useful for
great advancements in theoretical and operational understanding of
fusion plasma physics. We believe that diagnosticians working on
high-frequency magnetic fluctuations should now strive to provide
quantitative and thus much more constraining measurements up to
the desired actual bandwidth, and in this contribution, we highlight
and demonstrate all the steps that in our view are needed toward this
goal. To our knowledge, some of these steps, for instance, the end-
to-end system modeling tools, have never been used or presented
before this work.

Third, a hot topic in the theoretical and modeling litera-
ture has now been for a while the interaction between ener-
getic ions and background high-frequency broadband turbulent
fluctuations,”’ ™" both ES and EM, which actually started with
the actual measurements on the JET tokamak.”'”” This interac-
tion has been shown to significantly affect fast ion confinement
and overall turbulent transport mechanisms in certain operating
regimes, with important consequences already measured for JET
DT plasmas’”* and foreseen for ITER and DEMO.”" *>** Again
looking at the literature, it is clear that only qualitative models
for the background turbulent fluctuations are taken for and pro-
duced by the simulations. Therefore, and in order to progress with
quantitative analyses and calculations, it is important to provide
absolute measurements also for the relevant quantities describ-
ing these broadband EM turbulent fields, something that was not
at all considered in previous work on high-frequency magnetic
fluctuations.

The most important aspects of the work intended at optimiz-
ing the measurement performance of a high-frequency magnetic
diagnostic system lie in having (a) an end-to-end acquisition line
(namely, the sensor itself, the signal transmission line, and all data
processing and acquisition cards) with the highest possible system
resonant frequency and (b) an analog response that is as simple as
possible in {amplitude, phase} vs frequency. While (a) guarantees
that any attenuation of the signal above the system resonant fre-
quency only moderately affects the higher frequency components,
(b) allows us to significantly simplify the end-to-end system char-
acterization and thus reducing the uncertainties associated with
the modeling of the analog transfer function into the digital signal
domain. Then, specifically for our LTCC-3D sensors, it is essen-
tial (c) to make sure that the single-axis equivalent measurements
are efficiently and correctly decoupled from each other. This work
is therefore to be intended essentially as a practical tutorial for our
younger colleagues on how to build such a diagnostic system, capa-
ble of providing quantitative measurements of magnetic fluctua-
tions, in general, in absolute units and with error bars, up to the
~1 MHz range. While it is obvious that some elements are really
and only TCV-specific (such as where to place the front-end elec-
tronics), most are not (such as the end-to-end frequency calibra-
tion and the end-to-end system modeling tools), and it is expected
that the latter will provide the intended guidance. To achieve this
goal, a lot of materials need to be shown, which some could

ARTICLE scitation.orgljournal/rsi

(quite understandably) call a tedious description of logbook-style.
Therefore, the majority of these elements are provided in the
supplementary material.

This paper is organized as follows: In Sec. II, we briefly present
the main elements of the design, manufacturing, and installation
work for these LTCC-3D sensors. Section I1I then focuses on the
data acquisition system, which was optimized for high-frequency
(i.e., not for equilibrium reconstruction) measurements above
~20 kHz. Section I'V shows the measurement of the electrical prop-
erties and effective area of the as built LTCC-3D sensors, leading to
Sec. V, which describes the main steps for the end-to-end system
commissioning. Section VI focuses on the main steps in the data
processing. Section VII then focuses on the overall system measure-
ment performance, whenever possible drawing comparisons with
the results obtained with the Mirnov sensors also used on TCV.
Finally, Sec. VIII presents some initial results obtained with these
LTCC-3D sensors, and Sec. IX provides a summary and conclusions,
focusing on the main lessons learnt from these activities. Note that
Secs. I and [V largely use excerpts of the material previously pre-
sented in Refs. 6, 15, and 16 in order to simplify the writing of this
contribution.

Il. SENSOR DESIGN, MANUFACTURING,
AND INSTALLATION

Following the previously presented description of the design
and manufacturing work for LTCC-1D° and LTCC-3D""'° sensors,
these activities have been performed around four main stages. First,
we have designed and produced in-house a number of LTCC-1D
(for all three components: {8Bror, §Bver, 0Brap}), LTCC-2D (com-
bining LTCC-1D sensors for either the §Bror or the §Bygr mea-
surements, mounted on the alumina substrate used for the 6Brap
measurement, and then LTCC-1D sensors for the 8Btor and 8Bvgr
measurements mounted on a alumina substrate without windings),
and finally complete LTCC-3D sensors with systematic variations
in various design features around a baseline design to assess the
effect of these design options on the frequency response of the 3D
sensor. Second, we have measured the effective area NAgrr and the
impedance Zygas of these sensors to extract their electrical proper-
ties, specifically the self-inductance Lsg . Third, these electrical data
were analyzed using a previously developed method" to develop the
equivalent circuit model for the sensor. Additionally, for the multi-
D sensors, the mutual inductance Lyur and parasitic area NApar
between the different measurement axes were also determined, and
the algorithm leading to the equivalent circuit model was adapted to
account for the mutual coupling between the different measurement
axes. Fourth, the success of this measurement vs simulation exercise
has allowed us to produce scaling laws for the main electrical proper-
ties of the LTCC-3D sensors so that the final sensor can be designed
and built with much greater confidence in its predicted frequency
response.

The main manufacturing steps for ceramic encapsulated sen-
sors, such as those built using the LTCC technology, are described
in detail in Refs. 6, 15, and 16 and are only briefly summarized
here. Additional details, general and specific to the LTCC-3D sen-
sors used in this work, are provided in the supplementary material
(Sec. A).
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FIG. 2. (Left) The main steps for the manufacturing of the LTCC ceramic substrates. (Middle) An x-ray view of one LTCC-1D sensor, with contrast enhanced to show the
turns in the top layer. (Right) A 3D model view of a LTCC-1D sensor, showing the windings spiraling across the layers and the inter-layer connection through the vias. [Figure
partially reproduced with permission from D. Testa et al., “Prototyping a high frequency inductive magnetic sensor using the non-conventional, low temperature co-fired
ceramics technology for use in ITER,” Fusion Sci. Technol. 59(2), 376-396 (2011). Copyright 2011 Taylor & Francis Ltd.].

A ceramic encapsulated sensor is built up from thin ceramic
tapes (layers in what follows), with an unfired thickness in the range
of ~(100-400) ym, onto which a metallic ink is screen printed to
form windings (turns) and ensure interlayer electrical connection
through via holes. Figure 2 shows the main manufacturing steps
for LTCC sensors, starting with the unfired ceramic base, the green
sheets.

The three-axis (XYZ) LTCC-3D magnetic sensor is composed
of three different parts: (1) a single-layer alumina substrate used
as the sensor base and comprising the Z-axis coil, which provides
the 0Brap measurement, and all the on-board wiring used to con-
nect the LTCC-1D modules and to bring the 3D measurements out
to the electrical connection pads; (2) two groups of 10x identical
multi-layer LTCC-1D modules for the {X, Y}-axes, attached to the
alumina substrate and connected using a balanced/four-quadrant
series to provide the 8Bror and 8Byer measurements, respectively;
and (3) 6x elongated rectangular alumina bars, used for the connec-
tion to the ex-sensor cables. Finally, the sensor is entirely covered
with an insulating ceramic (alumina) casing to provide mechani-
cal protection for the LTCC-1D modules and increase the overall
robustness.

For the 3D sensor, it is very important to minimize the mutual,
i.e., due to Lyur, and parasitic, i.e., due to NApag, coupling between
the different measurement axes. The mutual coupling effectively
adds mostly to the sensor’s self-inductance, namely, Lsgrr — Lskrr
+ Lmur, therefore reducing the actual measurement bandwidth. The
parasitic coupling mostly pollutes the measurements, namely, for the
3-axes {i, j, k} 8B; — OB; + @;j0B;j + PikOBk. The Lyyr minimization
is obtained by optimizing the on-board screen-printed wiring used
to connect in series the different LTCC-1D modules and to bring
the 3D measurements out to the electrical connection pads, which
also contributes to reducing NApar. The main NApsr minimization
is actually obtained by pre-applying the required low-temperature
brazing separately onto the alumina substrate and the LTCC-1D
modules and then mounting the LTCC-1D modules onto the alu-
mina substrate using a special comb to ensure that each LTCC-1D
module sits perpendicularly onto the alumina base.

As one of the main scientific objectives of this project is that
of extending the frequency range for the measurements of mag-
netic instabilities, and since the signal is strongly attenuated after
the main system resonance at frgs ~ 1/ (LserrCeasis) 2/ (27), partic-
ular attention was devoted to optimizing the in-vessel and ex-vessel
cabling, namely, reducing as much as possible its overall length and
choosing cables with the lower capacitance/meter. Essentially, the
main improvement was obtained by moving the whole acquisition
electronics (including the Ethernet connection to the Model Data
System (MDS) data repository) from the signal processing room out-
side the tokamak hall (as for the Mirnov sensors) to inside and as
close as possible to the tokamak. With this, the total length of the ex-
vessel cabling for the LTCC-3D sensors is then ~3.5 m, with CcapLe
~ 280 pF (which includes the capacitance of the ~1.5 m of in-vessel
cabling), compared to ~35 m for the Mirnov sensors, with CcapLe
~ 1.2 nF. More details of this work are provided in the supplemen-
tary material (see Sec. B for the in-vessel cabling and Sec. C for the
ex-vessel cabling).

For both the in-vessel and the ex-vessel cabling, a female pin
has to be connected to the ex-vessel male end of a molybdenum
pin at the feedthrough. The pre-existing and almost fully occupied
feedthroughs were used for the LTCC-3D sensors, and this com-
plex operation became even more problematic. Two §Bror measure-
ments (in sectors 14B and 16A) turned out to be affected by poor
screening to ground.

I1l. DATA ACQUISITION ELECTRONICS

The data acquisition (DAQ) electronics sits in a crate in the
tokamak hall and is built on a single printed circuit board (PCB)
card of in-house design, which allows multiple functionalities, such
as screening to ground, over-voltage and over-current protection,
and frequency filtering and amplification. The output of this mod-
ule is then directly fed to a D-TACQ Solutions® acquisition card,
the ACQ132CPCI digitizer board, which also sits in the same crate.
The DAQ output is then fed to the MDS repository using a screened
Ethernet connection, directly from this crate without additional
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cabling. Note that this crate is locally grounded at the Torus poten-
tial, with all other additional connections (for instance the Ethernet)
completely GND-screened through isolation transformers. Some
additional details of the DAQ for the LTCC-3D measurements are
provided in the supplementary material (Sec. D).

A first version of the DAQ was installed using a set gain = 20:
this choice proved unwise as the raw data were almost always in
saturation during the Neutral Beam Heating (NBH) phase of the
discharge, partly due to a large pick-up of the low-frequency signal
from power supplies in the two dBror measurements for which the
screening to ground was poor. The DAQ was then modified adding
an input protection filter and reducing the overall acquisition gain
from =20 to =4. This second version of the DAQ is currently working
without problems.

IV. SENSOR ELECTRICAL CHARACTERIZATION

The electrical characteristics of the HF LTCC-3D sensor can be
extracted from the measurement of its impedance (the Zproge data)
and its voltage output (the Vimeas data) when set in a Helmholtz
coil configuration using the numerical techniques described in detail
in Refs. 6, 18, and 33. Only the main steps of this method and the
results of this analysis are briefly presented here to facilitate the read-
ing of this contribution, while additional details are presented in the
supplementary material (Sec. E).

The AC response curve of an HF magnetic sensor is, in gen-
eral, non-trivial as the probe circuit is non-ideal. When working in
Fourier space, the nominal response function of an HF magnetic
sensor

Vproge(w) = NAgrr(w) x iw x Bypas(w) (1)

is altered due to the probe’s electrical characteristics. The simplest
circuit model that can reasonably account for the probe’s series
inductance (Lserr) and resistance (Rserr), and its parallel capaci-
tance (Csgrr) and admittance (Psgrr), is @ one-pole circuit. In this
case, the AC impedance is

RseLF + SLsgLr

Z s) =
proBE (5) 1+ (Rsgrr + sLserr ) (PseLr + sCseLF)
Nz (s)
Zrr(s) = ) ’
= FIT(S) DFIT(S) ( )

where Ngrr(s) and Drrr(s) are polynomials in Laplace space s = iw
representing the numerator and denominator of Zproge(w) in its fit-
ted representation Zgrr(s). Hence, the actual voltage measured by the
sensor involves the probe’s transfer function Hprogg(s),

Vmeas(w) = Hprose(w) Verose(w)
= [iwHprope(w)NAgrr(w)] x Bueas(w). (3)

The impedance measurements for each individual measurement axis
of the LTCC-3D sensor were obtained using an impedance meter
in the frequency range [10 Hz — 13 MHz]. These measurements
are compared with numerical fits obtained through Eq. (2) and the
data obtained using the 1D and 3D versions of the LTCC electrical
characterization algorithm presented in Ref. 6.

The measurements of the frequency-dependent effective
NAgrr(w) and parasitic NApar(w) areas are obtained in a 3D
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Helmholtz coil assembly system in the frequency range [10 Hz
— 50 kHz]. Due to the distributed nature of the LTCC-3D sen-
sor, occupying a finite portion of the Helmholtz assembly, the
direct output voltage measurement Vour from the sensor is mod-
eled using the exact geometry of the Helmholtz assembly and of
the sensor (both frequency-independent), taking into account the
positioning of the different elements. Thus, a frequency dependent
scaling factor can be obtained between the model and the actu-
ally measured Vour, leading to a scaling factor for converting the
measured NAgre(w) and NApar(w) into those for the equivalent
non-distributed, point-localized sensor positioned at the geometrical
center of the LTCC-3D assembly.

As NAgrr(w) is only measured up to 50 kHz, with no phase
information, while the LTCC-3D DAQ acquires at 2 MHz, the actual
measurements are then fitted using a Padé approximation of a not-
truly rational function NAgrr(w) of order k,

NAEFF((U) ~ NAFIT((U)

- NAEFF,Dch|(1 +iwfor)P /(1 +iwjwg)™], (4)

where NAgrrpc is a frequency-independent value determined as
the measurements’ mean value in the frequency range [100 Hz
— 10 kHz], {Bx, yx} are positive rational (i.e., not necessarily integer
as for a truly rational), and {w,, wpk} are the zeros and poles of kth
order in NApr(w), respectively. Typically, the poles are wp; ~ 21 x
{25, 20, 15} Hz and wpy ~ 21 x {125, 135, 85} kHz, and the zero is w,1
~ 21 x {28, 26, 22} Hz for the {X, Y, Z}-axes. The fit error [NAgrr (w)|
= |NAgrr(w)| — [NAprT(w)| determined in the entire frequency range
[10 Hz — 50 kHz] is extrapolated to 1 MHz and used in the ensuing
data analysis. The rms value of [NAgrr(w)| in the frequency range
[10 Hz — 50 kHz] is also used as a frequency-independent error
estimate in the ensuing data analysis, specifically for the parasitic
coupling calculations.

For NApar(w), we use in the data analysis the frequency inde-
pendent value NAparo determined as the mean value of the mea-
surements in the frequency range [100 Hz — 10 kHz]. The rms
difference between NApar(w) and NApar, over the entire frequency
range of the measurements is then used as an error estimate on the
parasitic coupling.

Table I summarizes the most important electrical data, namely,
{RSELF> LSELF; LMUT, NAEFF,D(:, NAPAR} fOI‘ the fully assembled
LTCC-3D sensors.

From the description of the sensor as given in Sec. II and
from Fig. S1 of the supplementary material, it is immediate to
realize that the selected arrangement of the {X, Y} measurement
axes allows us to sum the effective areas of each LTCC-1D mod-
ule. Conversely, the self-inductances of each LTCC-1D module
do not sum up as Lsgrpr o< ff x (N x NTURN)2 x Lturn, where
ff is the solenoid filling factor’’ and Lyury is the inductance of
each turn in the LTCC-1D module, i.e., the value for a single
solenoid coil made with N fully joined LTCC-1D sub-assemblies
with Nrurn each. For our distributed assembly, we have Lsgir
oc ff x N x (NTURN)2 x Lturny + Lmurt, since there is an incom-
plete flux-linking between consecutive LTCC-1D modules tuned
to the same resonant frequency. A significant design effort has
yielded Lyur << ff x Lryrny X (N x Nrurn), and therefore, wres
o« (LSELF)*/ 2 is much higher than that for a single solenoid coil with
the same NAEgk.
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TABLE |. Measured electrical characteristics for the fully assembled LTCC-3D sensors, including the protection cover, and statistics over the 11 modules available for in-vessel
installation. The value of the mutual inductance Lyyr is that between the different measurement axes: for the {X, Y}-axes, the contribution due to the coupling between the
different LTCC-1D modules is already included in Lgg ¢, with this term accounting for ~35 yH in the total value of Lggr ~ 160 uH.

Rsgir (Q) Lsprr (uH) Lyvur (uH) NAgerpc (cm?) (0.1 kHz-10 kHz) NApar (cm?) (0.1 kHz-10 kHz)
X-axis (8Bvgr) 126.75+0.89 157.28 +4.03 [XY = 3.70, XZ = 0.33] 298.00 + 4.32 3.44 +1.21
Y-axis (8Bror) 127.16+1.26 159.33+3.34 [YX =3.70, YZ = 0.35] 264.73 £ 5.31 3.41 + 1.06
Z-axis (6Brap)  18.23 +0.82 7.57£0.10 [ZX=0.33,ZY = 0.35] 216.18 + 3.61 2.84+1.14

measured impedance for as-built 11x LTCC-3D magnetic sensors
T T T T T T T

i FIG. 3. The measured impedance data
for all the as-built LTCC-3D sensors that
include the output connection bars and
the ceramic protection cover but not

yet the ex-sensor/in-vessel cabling. The
symbols indicate the average of the mea-
i surements over the 11 fully assembled
3D sensors, while the error bars indicate
the scatter of the data.
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This design conjecture is demonstrated by the Zprope mea-
surements for the final 3D sensor, which includes all the on-board
wiring, the output connection bars, and the fully ceramic (thus insu-
lating) protection cover (which sits all around the sensor), the data
being shown in Fig. 3. The additional features in the measured
Zprose, particularly evident in the phase, are due to the mutual cou-
pling between the different measurement axes. For the X-axis, these
features occur in the frequency range ~[8 - 10] MHz and >12 MHz.
For the Y-axis, the most notable features are in the frequency range
~[11 — 13] MHz. The effect of the mutual coupling is much less evi-
dent for the Z-axis and only appears as a small variation in the phase
in the frequency range ~[9 — 10] MHz. These features are then used
to further constrain the estimate of Lyut, which initially comes from
the difference between Lsgrr for each individual axis separately and
that for the full 3D assembly.

We conclude that our most important design choice, i.e., pro-
ducing the {X, Y}-axes using a balanced, four-quadrant, centered
connection of well-separated 10x LTCC-1D modules, instead of one
single solenoid-like coil, has delivered its goal, i.e., producing the
same total effective area while reducing the total sensor’s induc-
tance [for more details, see the supplementary material (Secs. A and
E)]. The overall very small parasitic effective area is due to a care-
ful design of the wiring connections between the different LTCC

modules in the 3D sensor, allowing to center the output of all three
measurement axes in the middle of the alumina board while reduc-
ing the on-board wiring loops required to bring the output of the
three axes to the same cable connection area.

Comparing all the results for the electrical characteristics of the
fully assembled LTCC-3D sensors, it is clear that some ranking can
be established, namely, a preferred subset should be installed, while
the others are kept as spares. The selection criteria are first the small-
est Lsgrr, then the largest NAggr, and then the smallest NApar for all
three measurement axes. With these criteria, sensor No. 3, No. 6,
and No. 8 were finally selected for installation, and the ex-sensor/in-
vessel cables with the smallest capacitance/meter were brazed onto
these sensors.

V. END-TO-END SYSTEM COMMISSIONING

The end-to-end system commissioning takes places in differ-
ent phases, essentially separating the passive in-vessel and ex-vessel
components up to the input of the front-end electronics and then all
the remaining active ex-vessel components up to the data as stored in
the MDS repository. Different transfer functions are obtained for all
these elements, which are then combined into the overall calibration
steps for the LTCC-3D measurements.
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For the first set of components, which include the sensor and
in-vessel cabling, the feedthrough and the ex-vessel cabling up to the
input of the front-end electronics, called the sensor + cabling sec-
tion in this work, we write the bench measurements of NAggr(w)
= Ho(w)NAgrr,pc and measure the line impedance to deduce the
corresponding transfer function H;(w). For the second set of com-
ponents, which includes all the elements of the DAQ and the Ether-
net connection up to the data as stored in the MDS repository, we
use a function generator to provide a voltage input for a frequency
sweep in the relevant range. A reference signal, which does not pass
through the DAQ but goes directly to the MDS repository, is col-
lected together with the output voltages from the DAQ, the ratio
of the two giving the second transfer function Hx(w). Thus, Eq. (3)
finally gives, in Fourier space,

Vmeas(w) = Verope(w)Hi (w)Hz (w)
= [iw x NAgrr.pc x Ho(w)Hi(w)Hz(@)] x 6ByEas()
= Hpzp(w) x 8ByEas(w). (5a)

Here, Hgag(w) is the end-to-end, frequency-dependent system’s sen-
sitivity, providing the calibration factor in physical units [V/T]
between the input magnetic field dBmgas(w) and the output mea-
sured voltage Vmeas(w) at each frequency point in Fourier space.
For an ideal system, all {Ho, Hi, H»} have absolute value = 1 and
phase shift = 0 up to frequencies much larger than the DAQ Nyquist
frequency fnyq = fipaq/2 (i.e., not only up to fxyq: it will be apparent
why this is the case when considering the digital calibration and the
end-to-end system modeling tools). Any departures from the linear
scaling Hpoe(w) o< w indicate the system’s (in)ability to measure a
certain portion of the frequency spectrum.

The numerical methods associated with the extraction of a
rational function H(s) in Laplace space from the actual measure-
ments obtained in the time/frequency domain are described in full in
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Refs. 6, 18, 33, and 35: only the final results of this work are reported
in Subsections V' A-V D. Section V E briefly presents the main
steps and different methods that are available for the conversion
of the (measured, modeled, best-fit) end-to-end transfer function
TFr2e(w) = Ho(w) x Hy(w) x Hy(w) — TFEe(z) between the contin-
uous analog Laplace s = iw and the discretized digital z = e*" domains
(T being the sampling time), TFg2e(z) being that actually used for
the end-to-end calibration of the measurements. This last step also
allows simulating the end-to-end hardware system’s response to a
known input signal, which is most useful to further evaluate the sys-
tem’s measurement bandwidth. Finally, and following up from our
brief discussion in Sec. I on the most important aspects of the work
intended at optimizing the measurement performance of a high-
frequency magnetic diagnostic system, Sec. V F presents a summary
and conclusions of this work to specifically illustrate what we have
achieved.

A. Transfer function for the probe effective area,
Laplace s-domain

Our aim is to determine Ho(w) and NAgrr,pc using the mea-
surement of the probe’s effective area NAgpr(w) performed in our
Helmbholtz coil system for the fully assembled LTCC-3D sensors.
The measurements were obtained up to 50 kHz, and therefore, we
need to extrapolate the data up to the DAQ acquisition frequency
= 2 MHz using the best fit to the data, similarly to the approach
shown in Eq. (4). For this step of the analysis, we only show the data
for the three sensors that were actually installed in-vessel, namely,
sensor No. 3, No. 6, and No. 8.

Figure 4 shows the measurement of the absolute value of
NAgpe(w) and its two best fits |[NApr71,2(w)| for the X-axis of sen-
sor No. 3, corresponding to the Bpor, measurements, which was
installed in TCV in sector 02B. The corresponding data for the

measured vs. fit NAEFF(freq) for probe03/x-axis

3201 NAggr pe

300

effective area [cm2]

240

measured NAEFF(freq uency)
— NAFm=NAEFF.DC/sqn(14-freq/pp2)
NAFIT2=NAFIT1 *(1+i*freq/zz)/(1+i*freq/pp1)
220 L L

=303442cm2. pp2=85.00kHz, pp1=25.00Hz, zz=28.00Hz]

FIG. 4. The measurement NAggr(w) and
the best rational function fit NAg(w) for
the effective area for the X-axis for sen-
i sor No. 3, which was installed in TCV
in sector 02B. While NAg(w) consid-
ers only the higher frequency dependent
of NAgrr(w), i.e., the single pole wp in
. Eq. (4), NAg2(w) also uses the first pair
of pole and zero {w1, wp1}.

10° 10? 10°
frequency [Hz]
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Y-axis and the Z-axis are shown in the supplementary material
(Sec. E3). The error bars on |[NAgpr(w)| come from the propaga-
tion of the expected measurement error on the current flowing in the
Helmbholtz coil assembly and the ensuing calculation of the magnetic
field over the area of the sensor. The value of NAggr,pc used in the fits
is taken as the average of the measurements in the frequency range
[100 Hz — 10 kHz]. Two fits are shown, but only the first, which
keeps a constant NAggr(w) for frequencies below 50 Hz, is used
for the end-to-end system’s calibration. The second fit reproduces
very well the apparent linear increase in NAgrr(w) for frequencies
below 50 Hz, which is due to the specific electrical features of our
Helmbholtz coil assembly and, therefore, is of no relevance for the
end-to-end system’s calibration.

In addition, for sensor No. 3, Table II shows the extrapo-
lated values of NAgpr(w = 0) = NAgpppc taken from NApT (w),
the single zero and the two pole frequencies used to fit the data,
and the frequency-independent value for NApag, taken as the aver-
age of the actual measurements in the frequency range [100 Hz
— 10 kHz]. Finally, the rms difference between |NAgrr(w)| and
|NApri (w)| in the frequency range of the measurements [10 Hz
— 50 kHz] estimates the magnitude error on Ho(w). As there was
no direct measurement of the phase of NAgrr(w), the phase error
on Hy(w) is set to a nominal value = 0.1 x n/2[rad]. The data pre-
sented in Fig. 4 and Table II for probe No. 3 are provided in the
supplementary material (Sec. E) for the other two sensors installed
in TCV.

B. Transfer function for the sensor + cabling section,
Laplace s-domain

Our aim is to determine H;(w) using the measurement of the
line impedance Zygas(w) from the input of the front-end electronics
back to the in-vessel sensor. Figure 5(a) shows the summary mea-
surements for the Z-data: the line impedance is measured from the
input of the front-end electronics, which sits in the tokamak hall
~3.5 m away from the feedthrough, back toward the sensor in-vessel.
Hence, the difference with respect to Zmgas for the sensor alone is
due to the cabling and the feedthrough connection. The measure-
ments for the 8Bygr and 6Bror components are all very similar,
as expected, with notable differences only appearing at frequencies
>3 MHz. For these measurement axes, the resonant frequency sits
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at around 600 kHz, well below the intended value frgs = 1 MHz,
and has a bandwidth yres ~ 300 kHz. The resonant frequency is
also below the value frgs = 0.67 MHz predicted from the design.
This is due to the fact that in our estimation we did not consider
the contribution of the feedthrough (a pair of 10 cm-long molyb-
denum pins), adding some inductance and capacitance. The 6Brap
measurements have a resonance at a much higher frequency frgs
~ 2.7 MHz and a similar bandwidth to that for the {SBvgr, 6Bror}
measurements.

Figure 5(b) shows the H;-data for all nine 8B components. The
H;-data are obtained using a best fit to the Z-data, which uses one
single pole and, therefore, does not account for the series resonances
or the mutual coupling terms that are apparent in the measured Z-
data much above the resonant frequency. In principle, we expect the
OBver and 0Bror measurements to have all a very similar transfer
function, as they are obtained with a nominally equivalent arrange-
ment on the 3D sensor: this is indeed observed up to frequencies
~3 MHz, notable differences only appearing at much higher fre-
quencies. For the §Bygr and Bror components, H; (w) only drops
to Hy(w) ~ 0.5 at 1 MHz from the resonant value H;(w) ~ 4.2 at
~600 kHz and then H;(w) = 1 at ~830 kHz. Although our specifi-
cation of an end-to-end fres = 1 MHz is clearly not met, the loss
in sensitivity due to the sensor + cabling impedance is relatively
minimal up to fyyq = 1 MHz, essentially because the resonance
width is quite large (yres ~ 300 kHz). For the dBrap components,
we have that H;(w) > 1 in the entire frequency range of the DAQ
measurements, up to 1 MHz, with a resonant value H;(w) ~ 4.7 at
~2.75 MkHz.

Finally, the resonant value of H; < 5 at frequencies >600 kHz
and the very large bandwidth for all measurement axes were not
expected to contribute to the saturation of the signal acquired by
the DAQ, as, in this frequency range, the actual 6B was expected
to be very small from extrapolation of the Mirnov data. For this
reason, we initially set up a rather large value =20 of the DC gain
for the DAQ, so as to increase the overall measurement sensitiv-
ity for the higher-frequency components >600 kHz, which unfor-
tunately proved unwise as the data were initially almost always in
saturation.

Following the approach described in Ref. 35, from the best
fit Hi(w), an equivalent circuit model can be reconstructed for
which the impedance Zmoprr can then be compared with the

TABLE Il. The extrapolated values of NAggr(w = 0) = NAgrrpc and its estimated error evaluated using the fit NAf T4 (w) to the Helmholtz coil measurements NAgrr(w), the rms
error on Hy(w), the zero and pole frequencies used to fit the measurements, and NApag, for the sensor No. 3, installed in TCV in sector 02B. For the rms error on Hy(w), we
take the value in the entire frequency range of the measurements [10 Hz — 50 kHz], while for NApag, we take the average value in the frequency range [100 Hz — 10 kHz]. The
extrapolated values of NAgrrpc and the zero and pole frequencies are very close to the measured values obtained in the frequency range [100 Hz — 10 kHz] for the individual

axes.

Sensor-03 X-axis (8Bvgr) Y-axis (8Btor) Z-axis (6Brap)
NAEgrEDC (sz) 303.42 £ 4.99 270.01 + 3.07 223.11 £ 2.29
rms [error(Ho)] 3.15x 1072 231x10 2 228 x 1072
freqZero (1,1) (Hz) 28.00 25.00 20.00
freqPole (1,1) (Hz) 25.00 20.00 15.00
freqPole (1,2) (Hz) 135 x 10° 125 x 10° 85 x 10°

NApar (cm?)

[XY =2.79, XZ = 1.47]

[YX = 3.15, YZ = 2.23]

[ZX =2.13, ZY = 3.12]

Rev. Sci. Instrum. 91, 081401 (2020); doi: 10.1063/1.5115004

© Author(s) 2020

91, 081401-9


https://scitation.org/journal/rsi
https://doi.org/10.1063/1.5115004#suppl
https://doi.org/10.1063/1.5115004#suppl

Review of

Scientific Instruments

LTCC-3D sensors, direct transfer function for sensor+line

f{~—o02B-ver E
——02B-TOR

02B-RAD

F|—e—14B-VER

——14B-TOR
14B-RAD

——16AVER "

L~ 16a-TOR
16A-RAD.

o
=]

=

abs(Z)[509]

90

——02B-VER
—e—02B-TOR
45 02B-RAD!
—e—14B-VER
—e—14B-TOR
14B-RAD |-
——16A-VER /
——16A-TOR
-45 H 16A-RAD

=
O
=
N oy
Q
0
©
<
Q

90k L L L I
102 107 10° 10' 102 10° 10
frequency [kHz]

abs(H)=abs(Vout/Vin)
o

phase(H) [deg]
S

LTCC-3D sensors, estimated error on probe+line TF

ARTICLE scitation.orgljournal/rsi

LTCC-3D sensors, direct transfer function for sensor+line

5 [{—=—02B-VER
——02B-TOR
1 02B-RAD
0.5 f{—e—14B-VER
—e—14B-TOR
. 14B-RAD
0.05 f|——16A-VER E|
——16A-TOR
0.01 16A-RAD 3

0/ [——o028-vErR
——028-TOR
|| = o028-RAD
—o—14B-VER
—e—14B-TOR
14B-RAD
——16A-VER
——16A-TOR
16A-RAD

@
@

-180+E L L L
102 107

10"
frequency [kHz]

10%H ©

~101
E10

1§ 102
c

&103F
=

=

10

——02B-VER
——02B-TOR
02B-RAD
.\ [-e—14B-VER
—o—14B-TOR
14B-RAD
——16A-VER
——16A-TOR
16A-RAD

10
3 10'F
S 10°

| [~—02B-vER
——028-TOR
02B-RAD

102

b v
\NSL¥ ]
— \9 %
e 107k - . —o—14B-VER
S 102 =, 4 v —e—14B-TOR|
w, 1 14B-RAD
2 10° t ——16A-VER
S04t ——16A-TOR
e : 16A-RAD
107" 10° 102 10°

10"
frequency [kHz]

10

FIG. 5. (a) The measured impedance data for the three LTCC-3D sensors installed in-vessel: the sensors {No. 3, No. 6, and No. 8} are installed in the sectors {02B, 14B,
16A}, and the {X, Y, Z}-axes provide the {0Byer, Btor, Brap} measurements, respectively. The intrinsic ~1% variability in Zyeas is not shown, as it is comparable to the
size of the symbols. (b) The transfer function Hy(w) for the sensor + cabling section up to the input of the front-end electronics, extracted from the impedance measurements
shown in (a). (c) The estimated error on the transfer function H1(w) for the sensor + cabling section up to the input of the front-end electronics, extracted from the best fitting
to the impedance measurements shown in (a). The error on the magnitude is relative, while the error on the phase is absolute.

measurement Zygas and its best fit Zprope. The difference between
ZyopeL and {Zmeas, Zprose} then provides an error estimate for
H;i(w) as a complex function (amplitude and phase), which can be
frequency-dependent (more cumbersome to use, but, in principle,
more accurate) or tabulated so as to be able to take an rms value
over a relevant frequency range. Figure 5(c) shows the estimated
relative error on the amplitude and absolute error on the phase
of H;(w). We clearly note that the two toroidal sensors (§Bror in
sectors 14B and 16A) for which we had cabling issues during the
installation show a much larger calibration error than the others.
Otherwise, for frequencies below fyyq, the calibration error is rather
small, below ~20% on the magnitude and below ~10° on the phase.
Note that the sharply increasing error at frequencies above the res-
onance is essentially due to having used a best fit with one single
pole for the impedance data, which does not account for the series
resonances or the mutual coupling terms. This fit is, however, more
robust for frequencies up to fxyq and, therefore, is preferred for data
processing, despite the slightly larger ensuing error at frequencies
above fspaq/2.

C. Transfer function for the data acquisition
electronics, Laplace s-domain

Our aim is to determine H;(w) using a voltage source as the
input for the DAQ, collecting the reference signal over the same
electrical path length: the phase distortion, not only the amplitude
variation, can then be directly estimated from the ratio between the
DAQ output and the reference. As indicated in Sec. 111, two differ-
ent DAQs were used: Fig. 6(a) shows the measured and modeled
transfer functions for the current setup, and Fig. 6(b) shows the
estimated amplitude and phase error on H;(w); the corresponding
data for the initial DAQ are provided in the supplementary material
(Sec. D).

In the current setup, the end-to-end DAQ TF is well modeled
with a simple low-pass filter with a cut-off frequency at ~780 kHz
and a DC gain of ~0.93. As the measurements for all nine channels
are very similar, with differences essentially comparable to the bit-
noise error (the output signal obtained with input = 0 V), finally,
we only use one single H,(w) for all the DAQ channels. The phase
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LTCC-3D: DAQ transfer function Vout/Vin @gain=1 (all channels, current setup after mods)
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LTCC-3D: estimated error on DAQ transfer function Vout/Vin @gain=1 (current setup after mods)
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FIG. 6. (a) The transfer function Hy(w) for the current DAQ, after modifications to the input protection. The data were collected using the nominal gain = 1 in the AD8429-ARZ
ADCs. The measurements are very similar for all nine channels and are therefore plotted as their average value: the error bar indicates the standard deviation over all
datasets. (b) The estimated complex error on Hy(w) for the current DAQ, after modifications to the input protection. The error is relative for the amplitude and absolute for the

phase.

shift is not well modeled with this simple low-pass filter, but as the
rms difference between the measurement and this single-channel
model is essentially the same for all nine acquisition channels of
the DAQ, we accept this as a systematic error in the ensuing data
processing.

The difference between the measurement and fitted Hx(w) up
to the DAQ acquisition frequency = 2 MHz provides an estimate of
the error on this TF as a complex function (amplitude and phase).
Similarly to the error on Hi(w), this can be frequency-dependent
(more cumbersome to use, but, in principle, more accurate) or taken
as an rms value over a relevant frequency range. This error is rather
small, of the order of ~2% for the amplitude (relative) and <10° for
the phase.

D. End-to-end transfer function in Laplace space,
comparison with Mirnov probes

Having determined the individual elements of the TF(s) for all
nine LTCC-3D measurements, we can now construct the end-to-
end TF(s) combining them. An insightful representation is obtained
when combining all terms appearing in the square bracket in Eq. (4),
namely, constructing the end-to-end system’s sensitivity Heze(w)
= wWNAgrrpc X Ho(w)Hi(w)Hz(w) for the nominal DC gain = 1.
Since Hpzp(w) x 0B(w) = VMmeas(w), Hezp(w) indicates the hard-
ware’s (in-)ability to measure the frequency spectrum of the per-
turbations to the different magnetic field components. The overall
error on Hgyr(w) is obtained via Gaussian propagation of the com-
plex errors (amplitude and phase) estimated on each of its element
as a frequency-dependent function and as an rms value in a relevant
frequency range.

Figure 7 compares Hgag for the nine LTCC measurements and
one representative Mirnov sensor in both cases for the nominal DC
gain = 1 in the DAQ (note that the Mirnov sensors are acquired with
a typical DC gain = 32, while for LTCC-3D, this DC gain was ~20
and now is ~4). In TCV, the essential difference in Hgyg(w) between
the LTCC-3D and the Mirnov measurements comes from the

different setup of the DAQ, which, for the latter, is mostly com-
mon with that used for the equilibrium analysis'® and, therefore,
is optimized for a 5 kHz bandwidth (the equilibrium DAQ sam-
pling is at 10 kHz), and, thus, has a first set of pole/zero at f, ~
90 Hz and f, ~ 3.5 kHz. We immediately note that in both cases,
the linear scaling vs w is clearly the dominant factor, as it is to
be expected for an inductive sensor, with a (only partial for the
LTCC-3D sensors) rollover in Hgog(w) at ~150 kHz due to Hy(w),
mostly evident for the Mirnov sensor [since Ho(w) o< 1/w] and
only partially for the LTCC-3D sensors [since Ho(w) o< 1/y/w]. Also
note that the much higher sensitivity” for the LTCC-3D measure-
ments (as an example a factor of ~100 at 100 kHz), particularly
at high-frequencies, of which only a factor of ~3 (for 6Bygr and
OBror) and a factor of ~2.5 (for §Brap), comes from the larger DC
effective area.

For the LTCC-3D sensors, the data presented in Fig. 7 conclu-
sively show that all our efforts in attempting to increase the measure-
ment bandwidth toward 1 MHz have paid off, namely, we only have
a relatively moderate drop in Hgg(w) with respect to the linear scal-
ing Hgze(w) o< w for higher frequencies >200 kHz and up to the MHz
range. Note that this positive feature of the measurement setup,
together with a stronger crosstalking between channels and GND
reference in the first version of the DAQ, and a much slower-than-
expected (from extrapolation of the Mirnov data) power-law scaling
for 8B(w) o< w~* had one unintended and rather unfortunate conse-
quence for the LTCC-3D measurements, namely, the almost routine
saturation of the data before modifications to the input protection
and the reduction in its DC gain from 20 — 4.

E. End-to-end transfer function
in the digital z-domain

Having completed the measurement and modeling in Laplace
space of the end-to-end TF(s) for the LTCC-3D data, we must now
convert it to the digital z-domain, namely, obtaining the simula-
tion of the complete measurement hardware, giving the system’s
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LTCC-3D sensors: measurement sensitivity, @DCgain=1 (current setup, after DAQ mods)
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end-to-end response to an input signal. While mathematically the
conversion from the s-domain to the z-domain is uniquely and
exactly defined by z = e, there are at least three different methods
that perform numerically this conversion. Our preferred and routine
choice (the reason to be presented below) is what we call the LDS
method”®” from the name of its original proponents. Two other
methods (the bilinear discretization BIL and the impulse-invariant
discretization IID) rely on using a first-order bilinear approximation
toz=e"T, hence s = (1/T)log(z) and its approximations,” namely,

exp(sT/2)  1+sT/2
exp(=sT/2)  1-sT/2’

z =exp(sT) = (5b)

1 2 1 [(z-1\¥ 22z-1
= =1 = — JR— N ——. 5
$= 7log2) T];2j+1(z+1) Tzv1 9

Briefly reviewing the mathematical basis of the calibration in the z-
domain, to determine the frequency response of a continuous-time
filter, the analog transfer function Ha(s) is evaluated on the imag-
inary axis s = iw, while the digital transfer function Hp(z), with
z = exp(sT), evaluates the frequency response of a discrete-time fil-
ter on the unit circle |z| = 1. The s(=iwa) — z(=exp(iwpT)) trans-
form maps the entire —oo < ws < +oo axis of the analog s-domain
repeatedly around the unit circle of the digital z-domain such that
-n/T <wp < +7m/T.

When using the LDS method, the z-domain end-to-end filter
coefficients are extracted from the (best-fit or simplest-fit to the)
directly measured analog TE(s) in the Laplace s-domain, the caveat
being that these coefficients become very sensitive to possible errors
in the data used for extracting the analog transfer function. This
problem can then be at least partially corrected using the Dennis—
Schnabel variant of the original algorithm proposed by Levi, which
weights the data in the s-domain with respect to their expected
accuracy.

Conversely, the mapping provided by the bilinear transform
z=(1+sT/2)/(1 - sT/2) is not equivalent to the z = exp(sT) mapping
used by the LDS method, since, for the former, the correspondence
between the analog wy s and the digital wyp frequency is given by
wkp = (2/T)arctan(wy,a T/2). Therefore, when using the bilinear
approximation, all features in Ha(s) will still exist in Hp(z), but at
a somewhat different frequency, the difference being larger as the
characteristic features [namely, the zeros and the poles in the analog
TF(s)] become comparable to 1/T. To force an exact correspondence
(gain, phase shift) but only at one selected frequency w0, the bilin-
ear transformation can be implemented with pre-warping, namely,
setting wA = (2/T)tan(wDT/2), so that

2z-1 wo z—-1

U7 N tan(woT/2) z+1° (d)

~ _— —> S
T z+1ly,

The BIL algorithm presents one significant advantage over the LDS
method, namely, it requires only the pole(s) s, and zero(s) s, fre-
quencies used to fit Ha(s), but these have to be in equal number
(which is not always necessarily the case, hence typically additional
fudge zeros have to be added) and sufficiently far away from fnyq;
otherwise, in this case, {|spT|, |s,T|} ~ 1. For these reasons, the BIL
algorithm is only used for calibrating the LTCC-3D data for com-
parison purposes, as the historical calibration of the TCV Mirnov
probes uses this method.

The IID algorithm starts from the bilinear transformation and
then accounts for the system having a finite response and showing
a lag time at t = 0 when transients/impulses are present in the input
signal. Transients and/or impulses are short-duration wave packets
for which a frequency decomposition cannot be uniquely defined or
such that Ha(s) < ¢ for |s| > n/T.” Therefore, the IID algorithm is
only suited for very short time windows when transient phenomena
occur. This is the typical case of ELMs or mode locking over sub-ms
timescales or mode frequency chirping on the fast ion timescales.
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However, the IID algorithm cannot be easily connected to the cali-
bration performed using the LDS and BIL methods as the impulse
signal must start and finish at the value = 0; therefore, some form
of background subtraction is needed; hence, it is only used on an ad
hoc basis.

In the supplementary material (Sec. F), we show some fur-
ther details of the comparison between the different methods
for obtaining the end-to-end transfer function in the digital z-
domain, using the simulated data produced following the same
scheme illustrated in the supplementary material (Sec. I). Since
the setup before the DAQ modifications was used for only a rel-
atively short period of time, while the one after the DAQ modifi-
cations is that currently in use, from now on, we will only show
data obtained with the latter, and some results obtained with the
former are provided in the supplementary material (Sec. F) for
completeness.

Figure 8 shows the simplest best fit (obtained using the data
up to 10 MHz) to the analog end-to-end direct’™® TFdirgg(s)
and the estimated error on it for the different LTCC-3D mea-
surements in the frequency range [10 Hz — 2 MHz]. This fit is
obtained using the lowest order for the {numerator, denomina-
tor} of the rational function that reproduces well the data, i.e.,
not convoluting the rational functions for each of the individual
terms making up the end-to-end TF(s). The frequency-dependence
of TFdirgx(s) is effectively determined by the NAgpr(w) filter-
ing, which corresponds to the first, i.e., at the lowest frequency,
pole (cutoff) at a relatively high frequency ~150 kHz. For the
{0BpoL, 0Bror} measurements, we also need to account for the
resonance in Hl(w) at ~550 kHz attenuated by the DAQ pole at
~780 kHz, while this is not necessary for the §Brap measurement
(fRES ~2.75 MHZ).

Therefore, it is practical to use the same order [nA = 0,
nB = 1] for the {numerator, denominator} of the rational function fit
in the analog s-domain, which corresponds to a single pole/cutoff,
and carry the discrepancies between the measurement and fit as
a frequency-dependent error in the ensuing routine data analyses.
This approach is preferred for the numerical stability of the filter

LTCC-3D sensors: end-to-end analogue TF @DCgain=1 (after DAQ mods)
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coefficients in the digital z-domain, when unsupervised data anal-
yses are performed, and the somewhat higher error introduced in
the Laplace s-domain is carried over in the calibration procedure.
The alternative approach, which uses the convolution of the individ-
ual TFs for all the {6Bpor, 8Bror, 0Brap} measurements, leads to a
rational function fit for the direct TFgk(s) of the much higher order
[nA = 0, nB = 6], which is quickly becoming unstable above ~850
kHz, as shown in the supplementary material (Sec. F). This approach
is then used only for supervised data analyses, when it is important to
reduce the estimated errors above ~700 kHz for the {8Bpor, 8BTtor}
measurements.

The estimated relative amplitude error on TFdirgsg(s) is rather
small and only starts to become significant (i.e., around ~0.1)
close to the resonant frequency at ~550 kHz (for the 6Bpor and
O0Bror measurements) and above ~0.95 x fxyq (for all measure-
ments). The absolute phase error typically remains below 10° even
very close to fyyq. The notable exception is the §Bror measure-
ment in sector 16A, which shows a large error at around 120 Hz
and a divergence in the phase error above fnxyq, both clearly
linked to the partially faulty connection at the in-vessel side of the
feedthrough.

Figure 9 shows the overall estimated error on the end-to-
end digital inverse’’ TFinveyg(z) for the different LTCC-3D mea-
surements: these frequency-dependent errors also include the con-
tribution from the end-to-end hardware simulations, described
in the supplementary material (Sec. F), averaged over different
model input datasets. Two sets of results are shown, labeled LDSfit
and LDSconv, respectively: the LDSfit method uses the unsuper-
vised [nA = 0, nB = 1] model for TFdirgzg(s), while the LDSconv
method uses the supervised [nA = 0, nB = 6] model. More details
are provided in the supplementary material (Sec. F). The relative
magnitude error on TFinvgg(z) is obviously larger than the cor-
responding value on TFdirgsg(s), but, overall, it remains below
0.45, with a broad maximum in the frequency range between
250 kHz and 400 kHz. Apart from being close to fnyq, the abso-
lute phase error remains well below 20°. The error with the LDSconv
method has narrower features and is smaller overall, particularly the

LTCC-3D sensors: end-to-end analogue TF error @DCgain=1 (after DAQ mods)
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FIG. 8. The end-to-end analog direct TFdirgse(s) (a) and its estimated error (b) for the different LTCC-3D measurements, after the DAQ modifications (the present setup).
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LTCC-3D sensors: end-to-end digital TFinv error, @DCgain=1 (LDSconv method)
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LTCC-3D sensors: end-to-end digital TFinv error, @DCgain=1 (LDSfit method)
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FIG. 9. The estimated error on the end-to-end digital inverse TFinvee(z) constructed using the LDSconv (a) and the LDSfit (b) methods for the different LTCC-3D mea-
surements, in the frequency range between 10 Hz and 1 MHz, after the DAQ modifications (i.e., the current setup). As in the analog domain, the digital error for the signal

16A-TOR has a large spike at 120 Hz.

phase error. It is, however, larger around and beyond frgs for the
0Bpor, and dBror measurements, as it reproduces all the features in
TFdirgsg(s) appearing at frequencies above fyyq by mapping them
repeatedly over the unit circle |z| = 1. The error with the LDSfit
method has broader features and is slightly higher, particularly the
phase error.

We, therefore, conclude that, even using the lowest-order ratio-
nal function fit for the analog TF, which captures only the essential
features of the convolution of all the individual TFs, there is overall a
good agreement between the simulated input and reconstructed out-
put data, and this gives us the necessary confidence in using the digi-
tal filter coefficients obtained using this approach for the end-to-end
calibration of the LTCC-3D measurements.

A precise evaluation of the results of the calibration procedure
can be obtained by preparing an input frequency spectrum over a
quasi-continuous time base (i.e., using a sampling time much higher
than that actually used by the DAQ), simulating the continuous
input spectrum of magnetic fluctuations picked-up by the magnetic
sensors. This dataset is then fed into the analog simulation of the
end-to-end hardware [=TFdirge(s)] to obtain the actual measure-
ments, which are then sampled at fipaq. The resulting time series
can finally be processed using TFinve,g(z), and then, the frequency
spectrum can be obtained, to be compared with the model input
data. The estimated errors on the analog and digital end-to-end TFs
are then used to provide a confidence interval for this simulation. In
the supplementary material (Sec. F), an illustrative test result for the
three 8B components is shown.

The estimated error in TFinve;g(z), which is built starting from
the error on TFdirgyge(s), is then carried over as one of the ele-
ments of the overall error analysis. In the frequency domain, we
use the actual frequency-dependent magnitude and phase errors,
which include the contribution from the end-to-end hardware sim-
ulations. In the time domain, there is not an exact analytical for-
mulation allowing the conversion of the frequency-dependent error
on TFinvgyg(z); therefore, we have run a large number of simula-
tions, similar to those shown in the supplementary material (Sec. F),

varying the input model dataset. We then use as an error estimate
the overall rms value of the difference between the input and recon-
structed time series, and the frequency-dependent relative difference
in the Power Spectral Density (PSD).

F. End-to-end transfer function: Summary
and conclusions, and the impact on the detection
capabilities at high frequency

As stated in Sec. I, two of the most important aspects of the
work intended at optimizing the measurement performance of a
high-frequency magnetic diagnostic system lie in having (a) an end-
to-end acquisition line with the highest possible system resonant
frequency and (b) an analog response that is as simple as possible
in {amplitude, phase} vs frequency.

Sections V A=V E show that the end-to-end system sensitivity
Heoe(w) is very high for the LTCC-3D sensors and scales practically
linearly with the frequency up to ~600 kHz for the §Bpor. and §Bror
measurements and then with a moderate resonance (gain ~4.5) and
a small drop-off above this resonance (a factor of ~5 at 1 MHz). For
the 6Brap measurement, Hgyg (w) scales practically linearly with the
frequency up to at least 2 MHz. Therefore, the requirement (a) is
clearly satisfied, and thus, we expect excellent detection capabilities
up to the MHz range, namely, the signal acquired by the DAQ should
remain well above the intrinsic noise level.

The analog response is relatively simple for the &BpoL
and O0Bror measurements: one resonance attenuated by the two
poles/cutoffs in the effective area and the DAQ; it is even simpler
for the 8Brap measurements: only the pole/cutoff in the effective
area practically matters. The modeling TFdirg;e(s) — TFinvese(z)
is then relatively simple, and the ensuing calibration errors can be
kept sufficiently small. Therefore, the requirement (b) is also satis-
fied, and thus, we expect a small error on the derived measurements
of mode frequency, amplitude, and {toroidal, poloidal} mode num-
bers for discrete eigenmodes, and of spectral breaks (location and
exponents) for the continuum spectrum.
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The results of the very time-consuming and often very tedious
hardware and software development work leading to satisfying (a)
+ (b) are best observed using a simulated time series: the input fre-
quency spectrum is known, and thus, the accuracy of the output
results is characterized best. This is precisely the purpose of the
simulations shown in the supplementary material (Sec. I).

VI. BASIC DATA ANALYSIS PROCESSING

After pulling the raw data from the MDS repository, the data
processing revolves around four main steps, each being briefly
described in Subsections VI A-VI D. Subsection VI E then puts
together all the elements of the error analysis for each individual step
in the data processing.

A. Parasitic and mutual coupling contribution

As indicated above, the data obtained from the different mea-
surement axes are not fully separated due to the parasitic areas and
mutual inductances between the axes, so we must process the various
contributions in such a way that each signal will be the single-axis-
equivalent for the corresponding 6B component. The equation to
be solved involves the area (effective and parasitic) and the mutual
inductance and takes the simplified matrix form

d d
[VMeas] = NApur % amBMEAs] - Lyur % I [ImEas)

d _
= NApur 7[6BMEAS] — [ZumEas] ™ x Lo

d

d
X [Vmeas], (6a)

where {{[Vmeas], [6BmEeas], and [Imeas]} are the 3 x 1 column vec-
tor for the measured voltage, magnetic field, and current (i.e., the
measured voltage divided by the impedance) in each sensor for each
measurement axis, [[NApur]] is a 3 x 3 matrix with the effective
(diagonal terms) and parasitic areas (off-diagonal terms) for each
sensor, and [[Lyvur]] is a 3 x 3 matrix with the mutual induc-
tances between the different axes on the off-diagonal terms (the
diagonal terms are exactly = 0). Note that the simplified form of
Eq. (6a) does not include the capacitive coupling between adja-
cent wires, which is proportional to the time integral Iygas, and
therefore, it is not valid in the presence of time-varying (quasi-)DC
magnetic flelds in vacuum, when capacitive coupling between
the different measurement circuits becomes indeed the dominant
contribution.”

When including only the contribution of a frequency-
independent parasitic area, Eq. (6a) can be solved exactly for [X]
= d([0Bmeas]/dt) with [Y1] = [Vmeasraw] and [[A]] = [[NAmur]]
as it takes the form [Y;] = [[A]] x [X]. Thus, the solution sim-
ply becomes [Y:] = diag([[A]]) x [X], where [Y2] = [VmEasmc1]
corresponds to a single-axis-equivalent raw voltage measurement
corrected for the parasitic area.

When also including the contribution of the mutual induc-
tances, the problem becomes intrinsically more complicated since
now we must find a method to deal with a time derivative and
with the frequency-dependence of Zyeas(w), which links Ineas(w)
to Vmeas(w). The actually exact and simpler approach would be to
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work in Fourier space, thus obtaining

[Vagas(0)] = (i) [[NAmur(@)]] % [6Buras(@)] = [Zupas(@)] ™
x (iw)Lyur % [ Vmeas(w)]
= {1+ (iw)Lyur * [Zupas(w)] ™'}
x [Vimeas(w)]
= (iw)NApur(w) x [0Bueas(w)]. (6b)

Equation (6b) is exactly solvable for each frequency component in
Fourier space, as it accounts exactly for the frequency-dependence
of Zyeas(w) and NAyur(w), and can then be inverted to obtain
the time sequence 0Bmgeas(t). However, Eq. (6b) cannot be prac-
tically used when willing to keep a high-temporal/high-frequency
resolution as the Fourier decomposition requires time-binning
weighted using an appropriate window; hence, the resulting value
for 0Bmeas(t) would be a weighted time average. As an example,
using a Fourier decomposition over 16 time samples, the time aver-
age is over 16 x 0.5 ys = 8 us, thus an effective DAQ sampling
frequency = 125 kHz.

There are two methods that can be used to avoid the compu-
tation of the time derivative of the current flowing in each mea-
surement circuit (Imeas is typically small, but its time derivative
could have very large spikes unless heavily smoothed). Both methods
need to use some approximation for the exact frequency depen-
dence of Zygeas(w) and NApyur(w): the mathematical details are
presented in the supplementary material (Sec. G). In summary,
based on the analysis of multiple TCV discharges in different oper-
ating conditions, we approximate the time derivative dVmgas/dt
~ VMEeas/T, where T ~ [10 — 100] us represents the typical time
scale for the temporal variation in Veas associated with changes in
the background plasma, and find two averages, therefore frequency-
independent values for <Vmeas(w, t)/Zmeas(w) >= y(t) and
<NAmut(w) x 8Bmeas(w, t) >= B(t), and use them in Eq. (6a) to
obtain

d _
[Vameas(t)] = NAmur x E[(SBMEAS] — [Zmeas]™ * Lyur

d
x — [ Vmeas]

dt
= [[PMC(t)]]™" x {[[NAmur,pc]] * [[B()]]}

X i [6BMEA5(t)]. (6C)
dt

In Eq. (6¢), [[NAmur,pcl] is the DC value of [[NAmur]] and
[[PMC]] is a 3 x 3 matrix, in principle, time-dependent, with the
frequency-integrated mutual coupling terms in the off-diagonal ele-
ments. The order of magnitude of this correction to the measure-
ments is given by the sum over the two axes orthogonal to the one
being processed of yYLymut/T + NApar pc/NAgrrpC ~ [5 = 15] % 107%
the relevant measurements and ensuing coefficients are shown in
the supplementary material (Sec. G). This indicates that the parasitic
+ mutual coupling terms are at most contributing to ~15% of the raw
signal for each measurement axis.

Note that the simplified approach used to account for the
mutual coupling between the different measurement axes has
been specifically optimized for the higher-frequency range in the
OBumEeas(w, t) spectrum, as it does not consider capacitive coupling.
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Therefore, we rely on a different and more efficient algorithm to
remove the signal components that are due to the DC and lower-
frequency components in the 8Bmeas(w, t) spectrum, and this is
presented in detail in Subsection VI C.

As an example of these mutual coupling calculations, we con-
sider the measurements obtained for TCV discharge No. 53454,
where Electron Cyclotron Heating (ECH) at the second har-
monic (X2) was used together with Neutral Beam Heating (NBH)
to produce a scenario where sawbones'’"' were observed dur-
ing the NBH phase. As this discharge, and other very similar,
will be used repeatedly in this work, Fig. 10 shows the main
plasma parameters during the NBH phase.

#53454: overview of main plasma parameters
(B wm1.437, I |’--184).91“\, Ry1a6=0-88m, Z, , -=0.01m, xy=1.23, 5,,=0.23]
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The bursts appearing in the 6Bygr data shown in Fig. 11
during the NBH phase are the sawbones, ie., the variant of
the well-known fishbones,”” which are produced when quasi-
tangential (instead of quasi-normal) NBH is used. Then, it is exper-
imentally observed that the sawbones invariably act as the saw-
tooth”’ precursor, while multiple fishbones can occur during a
single sawtooth cycle. In TCV, which is indeed equipped with
a quasi-tangential NBI system, sawbones are routinely observed
during on-axis NBH experiments on all LTCC-3D 8B compo-
nents, and these bursts have a typical duration of 1 ms with
a periodicity of 7 ms — 10 ms corresponding to the sawtooth
period.
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#53454//LTCC-3D: data correction due to mutual coupling terms
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FIG. 11. Estimates of the correction to the raw 6Byeas(t)
for one specific sawbone in the TCV discharge No. 53454.
| The raw/un-corrected data are shown in the bottom sub-

T

plot; then, the corrections due to the mutual coupling and
parasitic area separately are shown in the middle subplots;
finally, the top subplot shows the total correction, i.e., adding
these two terms, required to obtain the best estimate of the

f true SByeas(t). For clarity of presentation, the error bars on
the data are not shown, as these are quite small, and hence
would be completely masked by the datasets.
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Figure 11 shows the LTCC-3D data for one individual saw-
bone in the TCV discharge No. 53454, with four different values for
OBMeas(t) obtained, respectively, first without both the parasitic and
the mutual coupling (dubbed the raw data), then showing the cor-
rection obtained when including separately only the contribution of
the mutual inductance, then only of the parasitic area, and finally
the true value for 8Bygas(t), which is obtained when both terms are
included in the calculation.

The removal of the parasitic and mutual coupling terms from
the raw data only marginally change by at most 15%, the actual value
of 8Bmeas(t), confirming our estimates. This correction is relatively
more important for the 8Bror component due to the pick-up of the
larger {0BvEr, 8Brap} components through the parasitic areas and
similarly, but to a smaller extent, for the §Brap component through
the parasitic pick-up of the 6Bygr component. Note the small dif-
ference between these sets of data, particularly for the dBygr com-
ponent (which is typically much larger than the {§Brap and 6Bror}
components), since NApar ~ 3 cm?® compared to NAggr > 200 cm?
and <oLyut/Zumeas > ~[5 — 20] x 1072,

We can now estimate the error introduced in the actual value
of dBmeas(t) when considering only the different approximations
that we have used to obtain [[NAmur]] and [[PMC]], assuming that
Vmeas(t) is exactly known as a starting point [this assumption will
then be removed, and the estimated error on Vygas(t) will be explic-
itly considered in Sec. VI E]. As the correction due to the [[NApar]]
and [[PMC]] is relatively small, as shown in Fig. 11, even a large esti-
mated error only has a minimal impact on the overall error estimate
for 6BMEA5 (t)

Conversely, the measurements and modeling leading to {f(t),
y(t), T} are clearly non-trivial and would be very time-consuming
had we to do it on-the-fly for each individual time window selected
for the analysis. Hence, a one-off analysis of multiple TCV dis-
charges was performed, giving nominal values for {p(t), y(t), t} as
the rms value over this dataset, with the standard deviation then used

as an error estimate. Then, {B(t), y(t), t} all carry a relative error of
~0.5, again conservatively estimated.

As stated in Sec. I, the third most important aspect of
the work intended at optimizing the measurement performance
of the LTCC-3D magnetic diagnostic system lies in (c) making
sure that the single-axis equivalent measurements are efficiently
and correctly decoupled from each other. The analysis presented
here shows that the coupling between the different measure-
ments is indeed non-negligible but neither dominant and can be
determined efficiently (after extensive measurements and some
intricate math), with ensuing additional errors in the total esti-
mate of the true 0Bmeas(t) that are sufficiently small. There-
fore, the first criterion for satisfying the requirement (c) has
been met.

B. Field-alignment of geometrical measurement axes

Having processed the raw data to subtract the mutual coupling
between the measurement axes, we can now compare the results
obtained when projecting the processed data from the geometrical,
wall-aligned to the field-aligned components. As an illustration of
this processing step, we consider again the TCV shot No. 53454
during the NBH time windows, when sawbones are present, and
Fig. 12 shows the results of this analysis. For this discharge, the
vertical position of the magnetic axis is Zmag ~ 1.2 cm, the edge
safety factor is qos ~ 3.5, and the edge elongation and triangularity
are ko5 = 1.35 and 8¢5 = 0.23 at ppor = 0.95, respectively. There-
fore, for the radial and vertical components, we have a quasi-parallel
alignment 8Brap||6Bnor and 0Bver||0Bpor. As a further example,
in the supplementary material (Sec. H), the comparison between the
wall-aligned and field-aligned components for one on-axis, i.e., with
Znmac ~ 0 cm, vs one positive off-axis, i.e., with Zyag ~ +26 cm, TCV
discharges is shown to illustrate the importance of this correction to
the measurements.
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#53454//LTCC3D: wall-aligned vs. field alighed measurements

data[G]

———02B-TOR(WA)-02B-PAR(FA)
—— 02B-PAR(FAY100 (time shifted)
T

FIG. 12. Comparison between the wall-aligned and field
aligned measurements for the TCV shot No. 53454 dur-
ing the NBH time windows, when sawbones are present.

data[G]

——— 14B-RAD(WA)-14B-NOR(FA)
—— 14B-NOR(FA)10 (time shifted)

The data are calibrated for the frequency-dependence, inte-
grated, and high-pass filtered @300 Hz, and the mutual
coupling between the different measurement axes was
included in this analysis. Again, the error bars on the data
are not shown, as these are comparable to, and hence
would completely mask the small differences between the

data[G]

—— 1BAVER(WA)-16A-POL(FA)
—— 1BAPOL(FAV1D (time shifted)

datasets. Also for clarity of presentation, the actual data
have been time shifted by +2 ms and re-scaled by a factor
of [10, 10, 100] for the {6Bpoy, Bnor, OBpar} cOmponents,
respectively.

time [sec]

In TCV shot No. 53454, the difference between the wall-aligned
and field aligned measurements is small for the {0Bpor, 8Bnor}
components, as typically it is not exceeding 15%, but not irrele-
vant, and therefore, this calculation should be explicitly performed
if an accurate evaluation of the mode amplitude is to be under-
taken. Conversely, this difference is negligible for the 6Bpar com-
ponent, as typically it is ~1%, completely within the measurement
uncertainties.

The error on this correction to the measured §Bmeas(t) essen-
tially depends on the accuracy of the actual installation with respect
to the nominal position of the sensor given in the installation
drawings (less than 1 mm) and the accuracy of the equilibrium
reconstruction, specifically the position and orientation of the LCFS
in front of the sensor and the value of qos. This last term has
been estimated by using different options for the TCV equilib-
rium reconstruction (the LIUQE code™) and extracting the ensu-
ing variance in the geometrical coefficients needed for this step of
the analysis. The estimated error is very small, typically well below
10% of the difference between the wall-aligned and field-aligned
components.

C. Removal of the signal components
due to the equilibrium magnetic field
and the in-vessel active stabilization coils

The setup of the LTCC-3D measurement system is sensitive to
the pick-up of the equilibrium toroidal field since, for the typical
TCV operational conditions, the nominal, unfiltered, signal compo-
nent due to By = 1.43 T @120 Hz would be Vi tor ~ 28.60 V at the
DAQ DC gain = 1 in the toroidal measurements, clearly saturating
the DAQ. Some low-frequency filtering was already provided in the
first version of the DAQ, and this was much improved in the sec-
ond and currently operational setup, but the low-frequency signal
components are still not completely removed. TCV is also equipped
with a rather large number of ex-vessel coils (also operating at
120 Hz) for producing the equilibrium magnetic field (see Fig. 1 of
Ref. 18 for the labeling). Using these coils in their various possible

1
1.65 17 1.75 1.8 1.85 1.9

combinations produces a signal component in the low frequency
range up to a few hundred Hz. TCV also has two internal active
stabilization coils (the so-called G-coils*), supplied by a Fast Power
Supply (FPS) operating in the Pulse Width Modulation (PWM)
mode with a switching frequency = 10 kHz at its first harmonic.
When the G-coils are active, there is a pick-up of the mag-
netic field that they produce at these relatively high-frequencies.
Together with the low-frequency signal components due to the
ex-vessel coils, these features are clearly apparent in the non-
integrated data and should be removed to facilitate the ensuing
analyses.

Similarly to the analysis reported in Ref. 18 for the Mirnov coils,
the contribution of these ex-vessel and in-vessel coils can be evalu-
ated for the LTCC-3D measurements during the so-called stray and
back-off discharges, when these coils are individually activated with
the pre-defined waveforms (user-programmable for back-off, stan-
dard for stray) and no plasma is produced. A stray shot is run daily
before plasma operation starts; hence, the estimation of the signal
components due to these different ex-vessel and in-vessel coils can
be routinely performed.

Figure 13(a) shows the digitized waveforms for the coils’ cur-
rent for the TCV stray shot No. 61857, and Fig. 13(b) shows the
result of low-pass filtering the raw LTCC-3D data acquired in this
discharge for the three sensors in sector 14B as an attempt at remov-
ing the signal components due to these currents. The raw data are
calibrated for the frequency-dependence and integrated, but the par-
asitic and mutual coupling between the different measurement axes
was not included in this analysis to highlight the contribution of
the signal due to the coils’ current in all three 8B components. The
PSD spectrum for the raw data is also shown. There are three main
observations to be made.

First, there is a large signal component in {§Bygr, §Bror}, and
a smaller one for 8Brap, for low-frequencies below the vessel R/L
cutoff ~300 Hz, due to the activation of the ex-vessel coils, which
should be removed from the raw data to avoid drifts and offsets
when integrating. This removal is done using a simple fourth order
Butterworth high-pass filter with user-selectable cut-off frequency f..
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#61857//STRAY:: (digitized) waveforms for the magnetic field active coils
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#61857//LTCC-14B: pick-up of magnetic field from active coils (filter @300Hz)
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FIG. 13. (a) The digitized waveform for the coils current for the TCV stray shot No. 61857. These are shown un-calibrated, thus in the range +10 V, as in their physical
units (A), the range is very different between the cails. (b) The raw, i.e., calibrated and integrated, the corresponding PSD spectrum, and the filtered data for the LTCC-3D
measurements for the TCV stray shot No. 61857 for the three sensors in sector 14B. The error bars on the raw and filtered data are not shown, as these would completely

be masked by the datasets, but only on the PSD of the raw data.

As shown in this example, using fo = 300 Hz, the filtered signal
becomes well-conditioned and can be integrated to highlight the
high-frequency components of physics interest (see the top plot in
the top frame) for which the typical amplitude ~10 G would be
completely masked in the raw signal ~2 kG.

Second, there is a clear pick-up on the toroidal sensor of the
toroidal field waveform in the time window [0 — 1] s, with the mea-
sured value ~0.3 T being in excellent agreement with that produced
by the toroidal coils. Note also the small pick-up on the radial and
poloidal measurement of the magnetic field induced by the {F4, F5,
F6} coils, which are located ex-vessel on the LFS and are the clos-
est to the LTCC-3D sensors. The {OH1, OH2} waveforms are also
seen on the poloidal measurements, and the measured poloidal field
~0.03 T is in good agreement with that expected.

Third, there is no appreciable signal component at the FPS
main switching frequency of 10 kHz and the higher-order harmon-
ics, which is not only due to the relatively large distance between
the LTCC-3D sensors and the G-coils (for instance the Mirnov sen-
sors at the same poloidal position of the LTCC-3D sensors show a
much larger pick-up), but most importantly to having set up a cor-
rect ex-vessel grounding scheme for the DAQ. Conversely, as it will
be shown later, there can be a very large pick-up of the FPS and
G-coil signals for some of the Mirnov sensors, even those that are
away from the G-coils due to an in-appropriate grounding scheme
ex-vessel.

Coming back to the simplified approach we have used to
account for the mutual coupling between the different measure-
ment axes, we can now confirm the argument previously presented,
namely, the need to rely on a different and more efficient algo-
rithm to remove the signal contribution, which is due to the lower-
frequency, quasi-DC components in the 6Bmeas(w, t) spectrum, this
purpose being served precisely by the analysis presented in this sub-
section. This is particularly apparent for stray shots during the time
window where only the toroidal field coils are activated, as can be
seen in Fig. 13(b) for the 8Bygr and Brap measurements.

In this situation, there is only a very small poloidal and radial
field component, around 5 mT when also including the image cur-
rent on the vacuum vessel, and the two 8Bygr and 0Brap signals are
mostly due to the capacitive coupling of the time-varying quasi-DC
voltage in the LTCC-3D toroidal measurement circuit since there
is a finite dBror/dt for the equilibrium field. Due to the distributed
nature of the LTCC-3D sensor, the wires for the three measurement
axes are in close proximity to each other in certain regions of the
assembly, for instance, when the signal from the different modules
are brought together to the alumina bars used for connecting the
output in-vessel cables, which are ~3 cm long and only ~1 mm apart.
The mutual capacitance Cymur at the sensor (which then includes the
contribution of the alumina bars) can be best estimated from the low
frequency measurements of the parasitic area, which show a signif-
icant drop in the range from 10 Hz to 100 Hz. When using the DC
resistance of the sensor, this indicates that Cyur~300 yF. There is
also a mutual capacitance at the feedthrough connection, where the
two 10 cm long molybdenum pins are only ~1 cm apart, but adding
a much smaller contribution ~10 pF,

NAErr,1BMEas,1 = f At Vimeas, (t) 2 c1 + NApar13Bumeass + Zpc,

dVmEas3 )
dt ’

NAErr,1ByEeasz = f dtVimeasa (t) = ¢2 + NApar23Bueass + Zpc

dv, dav,
X / dt(CMUTJl% +CMUT,23$);

f dtVimeass(t) ~ ¢3 + NAgpr3Bueass- (7)

dav,
x f dt(CMUTJZ% + Cymur,13

Solving for the capacitive coupling in the quasi-DC frequency limit
and in the absence of a direct dBymgas/dt for the {vertical, radial}
measurement axes, we obtain, for the integrated signals, the for-
mulation given in Eq. (7). Here, index 3 indicates the toroidal
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measurement axis, while indices {1, 2} are the vertical and radial
axes, respectively, we must use the DC values for {Zygas, NAEgrr,
NApar}, and {c1, ¢z, c3} are integration constants determined by the
condition that at t = to, when the current in the toroidal coils Itor(to)
=0, we have Bueas(to) = 0. When solving Eq. (7), the expected time
traces and flat-top values 6Bygr ~ —0.17 T, 8Brap ~ +0.014 T, and
OBror ~ —0.32 T are in excellent agreement with the actual measure-
ments 6Bvgr # —0.21 T, §Brap ~ +0.017 T, and 8Btor ~ —0.30 T for
the TCV stray shots.

The data shown in Fig. 13 are used for the calibration, the
mutual coupling calculations, and the subtraction of precisely this
EM pick-up from the non-integrated signals, which then signifi-
cantly improves the overall analysis of high-frequency fluctuations.
We understand that this is not something ever associated with
the high-frequency measurements, and therefore, it is important to
show these data precisely to illustrate their importance, thus in a
tutorial sense.

D. Calibration of the data in the digital domain

In Subsections VI A-VI C, we have always implicitly used as
the first processing step the actual calibration of the data in the
digital domain, and it is now important to verify its role. Explic-
itly, when one considers the measurement chain, it is, in princi-
ple, possible to have the data in the correct physical units = [T]
by simply considering a purely DC transfer function for the analog
system, namely, dividing the raw voltage measurements by the DC
gain in the DAQ and the DC value of the effective area, and then
integrating.

This approach then completely neglects the frequency depen-
dence of TFinvgg(z), and the simplest method to evaluate if this
approach is sufficiently correct is to again consider a stray shot,
when the magnetic field waveforms are exactly known, and use the
toroidal measurements during the phase when only the toroidal coils
are active, thus minimizing the influence of the mutual coupling
with the other measurement axes. The calibrated data should be in
agreement with the magnetic field produced by the toroidal coils.

ARTICLE scitation.orgljournal/rsi

Again, as for the data shown in Fig. 13 for the EM pick-up of the
active field coils, this step is essential to test the correctness of the
end-to-end data analysis chain using actual measurements, which
is obviously best done when the input signal is exactly known—
the equilibrium toroidal field being precisely one such example.
Again, we understand that this is not something ever associated
with high-frequency measurements, and therefore, it is important
to show these data precisely to illustrate their importance, thus in
a tutorial sense.

Figure 14 compares the toroidal measurements for the stray
shot No. 61857: the raw voltage data are calibrated with and without
including the frequency-dependent TFinvg,g(z) but do not account
for the parasitic and mutual coupling between the different mea-
surement axes. The difference between the expected and the digitally
calibrated value of the toroidal magnetic field is ~3 mT or, alterna-
tively, ~11%, a value that is compatible with NOT having considered
the parasitic and mutual coupling terms. Conversely, there is a very
clear difference, a factor of ~2.5x, between the data obtained with
and without applying TFinvg2g(z), even for these low-frequency sig-
nal components for which the magnitude of the analog TFdirgx(s)
is very close to = 1.

This most striking, and perhaps unexpected, difference can
be explained as follows: The calibration performed when NOT
using TFinvgye(z) simply applies the same gainDC = gainDAQ
x NAgrr(DC) to the raw voltage measurements X(t,) separately
at each individual time point t, so that the calibrated data are
Y(t,) = X(tp)/gainDC. When using TFinvese(z), the history of X
and Y is considered, as these data are first scaled by gainDC and
then filtered” using [Y, Zpn] = filter(B, A, X, Zinir), where {B, A}
are the numerator and denominator coefficients of TFinvgg(z), of
length nb and na, respectively, and {Zmir, Zrin} are the initial and
final conditions for the filter’s delays. The filter is a direct form II
transposed implementation of the standard Finite Impulse Response
(FIR) difference equation,

a(D)y(ta) = [6(1)x(tn) + b(2)x(tn=1) + -+ + b(nb + 1)x(t,_pp) ]
—[a2)y(tn=1) + -+ a(na+1)y(tp-na)]. (8)

#61857/STRAY/14B-TOR: comparing DC-only and end-to-end TF(z) calibration

0.1 T T T T T T

toroidal magnetic field [T]

FIG. 14. Comparison between the DC-only and frequency-
dependent calibration for the toroidal measurement 14B-
TOR for the stray shot No. 61857 during the phase when
only the toroidal coils are active, thus minimizing the
influence of the parasitic and mutual coupling with the
other measurement axes. As a reference, the toroidal field
expected at the position of the LTCC-3D sensors is also
shown.
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From Eq. (8), it is easy to understand mathematically that the DC-
only calibration would correspond to having a(1) = 1 = b(1), with
all other {a, b} coefficients = 0, namely, an analog and correspond-
ingly digital TFgg with abs(TFg2r) = 1 and phase(TFgzg) = 0 exactly
up to frequencies > fipaq. Having such TFge(s) means that all
poles, zeros, and resonances are also at frequencies > fipaq so
that their effect for frequencies < fipaq is completely negligible:
abs(TFinveze(z)) = 1 and phase(TF TFinveze(z)) = 0. Physically, the
frequency-dependent calibration accounts for the fact that at t = t;,
the measured signal X(tp) is the integral over the frequency of the
entire spectrum digitized by the DAQ, which is acquired at f;paq
but contains all frequency components up to f = o, if not appropri-
ately low-pass filtered. As different components have different time
of flights over the line, these were not born at the same time in the
plasma, and therefore, their history is needed to correctly recover
the source spectrum. Note that if one low-pass filters the raw data
with a sufficiently low cut-off frequency f. = O(1 kHz) and then
acquires them at f;paq = 2f;, then a DC-only calibration is amply
sufficient.

Together with the calibration tests shown in Sec. V, this result
conclusively demonstrates that a sufficiently accurate evaluation of
the mode amplitudes and mode numbers can only be performed
when considering the end-to-end frequency-dependent TFinve,g(z)
in the digital domain.

E. Overall error analysis for the LTCC-3D
measurements

Having now discussed the four main steps of the initial data
processing, we can now complete this section of our presentation by
putting together all the elements of the error analysis, starting from
the best error estimates for the end-to-end inverse transfer function
in the digital domain, which were shown in Fig. 9 for the LDSconv
and LDSfit methods.

As the initial step in this analysis, we evaluate the rms error
on the 8B measurements, which contains a number of contribu-
tions. First, we consider the rms error due to the mutual coupling

ARTICLE scitation.orgljournal/rsi

calculations, typically a very small value <«<2 mV/V. Second, we con-
sider the rms error due to transforming the wall-aligned to the field-
aligned components, typically an even smaller value <«0.1 mV/V.
Third, we consider the error introduced when applying the calibra-
tion on the raw voltage data. For this step, we initially add the rms
error due to the best estimates on the DC value of NAgrr and NApag,
and on the DAQ gains. This is the dominant contribution in the rms
signal error, since its value is typically around 10 mV/V. Then, we
add the frequency dependent calibration errors, best estimated using
the uncertainties on the best-fit to the digital TFinv(z). These terms
are shown in Table III.

Another source of error in the data analysis is the pick-up of
spurious signal components (labeled EM noise in the following for
simplicity) that are associated with different power supplies, both
low- and high-voltage, but which are NOT intended to produce a
magnetic field in-vessel. In TCV, we consider four different sources
for this EM noise, i.e., (1) due to the low-voltage power supplies that
are activated during the so-called Plasma Control System (PCS) dis-
charges in TCV, namely, when only the acquisition for the different
systems is enabled and (2-4) due to the high-voltage power supplies
for the Diagnostic Neutral Beam (DNB), the Neutral Beam Heating
(NBH), and the Electron Cyclotron Heating (ECH) systems, respec-
tively, the latter having six gyrotrons operating at the second har-
monic (X2, gyrotron No. 1 to No. 6) and three gyrotrons operating
at the third harmonic (X3, gyrotron No. 7 to No. 9).

Figure 15 shows the LTCC-3D signals that are measured dur-
ing a PCS and additional test TCV discharges without plasma (the
so-called back-off shots) where the DNB, NBH, and ECH-{X2, X3}
are activated during different time windows when no magnetic
field is present. This figure shows the rms signal level and its fre-
quency spectrum, which was calculated using an Auto-Regressive
(AR) model of order 100 for the PSD (i.e., attempting to find at least
50 possible peaks in the PSD signal). In Fig. 15, we also show for
comparison the signal acquired by the blind probe, which is a very
small winding loop (with a surface area ~1 cm? aligned along the
toroidal direction) sitting just at the in-vessel side of a feedthrough
at the bottom of the tokamak. This signal is acquired together with

TABLE lIl. The relative error due to the mutual coupling calculations (MC), the transformation from wall-aligned to field-aligned components (WA to FA), and the relative calibration
error due to the uncertainties on the DC value of NAggr, NApar, and the DAQ gains, labeled calDCgain. For illustrative purposes, we also indicate the maximum rms relative
error associated with the best-fit to the frequency-dependent, end-to-end measured analog TFdirg,g (s) and digital TFinve,g (z). For some signals, the relative error on TFdirgog(s)
is very small and does not have a strong frequency dependence; hence, it is labeled typical (and shorted as typ.) in a certain frequency range. For estimating the maximum rms
relative error on TFinvgye(z), we do not consider the frequency range >0.85 x fypaq/2, where divergences intrinsically occur in the modeling of TFinvesg(z).

rms level rms level rms level max (RelErr) max (RelErr)
Signal name MC (mV/V) WA to FA (mV/V) calDCgain (mV/V) TFdirgze(s) TFinvgye(z)
02B-VER +0.70 +0.05 +11.30 Typ. £0.02 > 100 kHz +0.15 @280 kHz
02B-RAD +0.10 +0.05 +11.14 Typ. £0.02 > 100 kHz +0.19 @380 kHz
02B-TOR +0.10 +0.03 +12.26 Typ. £0.02 > 100 kHz +0.07 @570 kHz
14B-VER +1.60 +0.05 +11.47 Typ. +£0.02 > 100 kHz +0.16 @103 kHz
14B-RAD +0.10 +0.05 +12.57 +0.03 @413 kHz +0.21 @268 kHz
14B-TOR +0.40 +0.03 +13.39 +0.16 @682 kHz +0.19 @682 kHz
16A-VER +1.00 +0.05 +11.41 Typ. £0.02 > 100 kHz +0.09 @568 kHz
16A-RAD +0.10 +0.05 +8.87 Typ. +£0.02 > 100 kHz +0.08 @561 kHz
16A-TOR +0.20 +0.03 +10.24 +0.05 @515 kHz +0.08 @589 kHz
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#60970: LTCC-3D signals during a PCS shot (calibrated data)
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FIG. 15. The LTCC-3D signals measured during a PCS and additional back-off discharges without plasma, where the DNB, NBH, and ECH-{X2, X3} systems are separately
activated during different time windows when no magnetic field is present. These data show a typical value for the EM noise level on the LTCC-3D signals that must be
compared with the actual measurements of the frequency spectrum of magnetic fluctuations to evaluate how much of the LTCC-3D signal could be due to the pick-up of this
EM noise. We find that overall the level of this EM noise is sufficiently small for all signals and much lower than the test level for the blind probe. There are, however, some
exceptions at certain frequencies (see, for instance, the clear peaks in the PSD around 450 kHz, most notably for 02B-TOR), and these must be addressed correctly in the

ensuing data analysis.

the other Mirnov probes and saddle loops in the signal processing
room, ~35 m (cabling length) outside the tokamak hall, and has a dif-
ferent earthing arrangement from the LTCC-3D sensors. The blind
probe signal was previously used to estimate the EM noise level for
the TCV Mirnov sensors.'”

Table IV then shows the summary results for the estimated rms
error on the raw data for the LTCC-3D sensors when considering
these four sources of EM noise separately.

First, we consider a PCS shot, showing the end-to-end signal
level corresponding to EM noise in the DAQ due to electronics and
low-voltage power supplies. The rms signal level is very small, well
below +3 mV. The frequency spectrum is flat (white noise) with a
value around —200 dBV for frequencies below 1 kHz and then drops
with a 1/f dependence (pink noise) to around —280 dBV for frequen-
cies up to ~200 kHz. The increase in the PSD for higher frequencies
is due to a deteriorating Common Mode Rejection Ratio (CMRR),
and this feature will be discussed in more detail in Sec. VII A. The
data for the 02B-TOR sensor are noisier and spikier than the other

LTCC-3D signals for frequencies above ~300 kHz but still remain
below —220 dBV, which is of no particular concern for the ensuing
data analysis. Finally, the signal level in the blind probe is signifi-
cantly higher than that on the LTCC-3D sensors, and this is believed
to be due to the different earthing arrangement.”’

Second, we consider back-off discharges during the time win-
dows where only the ECH systems were activated. These systems
are powered through 80 modules arrayed in parallel working with
a dominant 5 kHz PWM carrier frequency, shifted between the dif-
ferent modules, so that, in principle, all 5 kHz harmonics between
the dominant = 5 kHz and 80 x 5 kHz = 400 kHz could be present
in the frequency spectrum measured by the magnetic sensors. In fact,
the 100 kHz harmonic is clearly seen in the frequency spectrum for
the blind probe, but much less on the LTCC-3D sensors. We note
that when comparing different ECH systems, the pick-up of this EM
noise is not purely additive and depends on which specific (combi-
nation of) gyrotron(s) has been activated. This is particularly clear
comparing the 02B-TOR measurement, which is very sensitive to
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TABLE IV. Estimated rms error on the raw data for the LTCC-3D sensors. This takes into account the (absolute) noise level during PCS shots (only the low-voltage power
supplies for the acquisition systems are activated) and during back-off shots when only the HV sources for the DNB, NBH, and the ECH-{X2, X3} systems were separately
activated in the absence of magnetic fields and plasma. For comparison purposes, the same measurements are also presented for the blind probe.

rms level rms level rms level rms level rms level rms level

Signalname  PCSshot (mV)  DNB phase (mV)  NBH phase (mV) ECH-X2-6(mV) ECH-X3-9(mV) ECH-X3-789 (mV)
02B-VER +0.63 +0.44 +0.28 +0.23 +0.49 +1.96
02B-RAD +1.67 +0.58 +0.43 +0.38 +0.64 +1.72
02B-TOR +2.90 +14.15 +8.03 +4.79 +16.69 +17.54
14B-VER +1.48 +3.10 +1.84 +1.28 +4.12 +1.28
14B-RAD +1.98 +0.21 +0.22 +0.29 +0.29 +0.80
14B-TOR +0.60 +0.16 +0.15 +0.17V +0.17 +10.53
16A-VER +1.11 +0.55 +0.38 +0.78 +0.78 +0.64
16A-RAD +1.13 +0.50 +0.32 +0.71 +0.71 +1.23
16A-TOR +0.94 +0.57 +0.40 +0.46 +0.72 +11.93
Blind probe +15.27 +15.60 +15.42 +15.56 +16.67 +15.76

gyrotron No. 9 being activated, while the 14B-TOR measurement is
not. Overall, and with these two notable exceptions, the rms signal
level is relatively small, and the frequency spectrum has features sim-
ilar to those observed during PCS discharges, specifically again being
much smaller than that picked-up by the blind probe.

Finally, we consider back-off discharges during the time win-
dows where only the DNB and NBH systems were separately acti-
vated. There is a clear frequency component around 430 kHz
in the frequency spectrum but overall, with the exception of
the 02B-TOR measurement, the rms signal level is very small
and the frequency spectrum has features similar to those already
mentioned.

For the data analysis for the selected TCV discharge and time
window, the overall rms (absolute and relative) error is estimated
using tabulated values for the PCS signals (as given in Table IV:
these measurements are very reproducible; hence, this approach is
sound and computationally much faster than using, for instance,
the actual data for the closest PCS shot) and for the DC errors on
NAEgrr, NApar, the DAQ gains, and the different terms contribut-
ing to the mutual coupling calculations (as given in Table III). This
best-estimate for the rms error is used for the data in the time
domain.

The frequency-dependent (absolute and relative) error is then
determined using tabulated values for the PSD of the PCS sig-
nals and for the best-fit errors on TFinvgge(z). This error is used
for all analyses in the frequency domain, for instance, providing
confidence intervals for the PSD estimates and absolute errors on
the total signal and individual mode amplitudes in Fourier space.
However, due to the intrinsic variability in the operating condi-
tions for the DNB, NBH and ECH systems, it is not possible to
consistently use similarly tabulated values for an equivalent back-
ground subtraction for the LTCC-3D measurements when these
systems are activated. The approach that has been taken is that of
comparing the pre-determined PSD spectrum of the EM noise for
these systems with that of the actual LTCC-3D measurements to
visually evaluate, and then correspondingly subtract ad hoc, how
much of the LTCC-3D signal could be due to the pick-up of this
EM noise.

Finally, there are additional signal components due to the pick-
up of the (quasi-DC, but varying in time) equilibrium magnetic field
provided by the ex-vessel coils and of that driven by the in-vessel G-
coils for the fast control of plasma instabilities. While the quasi-DC
pick-up components can be very efficiently removed, when required,
using a high-pass filter as described in Sec. VI C, the contribution
from the G-coils cannot be exactly subtracted on-the-fly, as the sam-
pling frequency is completely different (10 kHz for the G-coil data,
125 kHz for the FPS data, and 2 MHz for the LTCC-3D data). The
current and voltage signals for the FPS are also very noisy; hence,
a direct interpolation and extrapolation would be useless to per-
form an equivalent background subtraction for each time point. The
approach that has been taken is that of using the pre-determined
Green functions'® to obtain the nominal [T/A] magnetic field com-
ponents at the position of the LTCC-3D sensors, then include the
contribution of the magnetic field due to image currents on the vac-
uum vessel, and then compare the PSD spectrum of these magnetic
field components with that of the LTCC-3D measurements over the
same time window. As per the {ECH, DNB, NBH} sources of EM
noise, this allows us to evaluate the pick-up of the G-coils and other
active coils, by the LTCC-3D sensors, and then correspondingly
subtract these terms.

VIl. SYSTEM MEASUREMENT PERFORMANCE

The main purposes of the LTCC-3D measurements are that of
providing information on the higher frequency components (both
coherent eigenmodes and, perhaps even more importantly, back-
ground incoherent fluctuations) for the vertical and radial magnetic
field components, for which other measurements exist on TCV but
with a lower bandwidth, and unique data for these fluctuations in the
toroidal field component, for which no other diagnostic exist in TCV
(or in other tokamak, to our knowledge). As the frequency increases,
it is expected that the signal amplitude will drop significantly, and
therefore, it is important to assess whether the measurement band-
width that has been determined using the work on the end-to-end
system calibration in the analog domain is actually still applicable
when considering the signal to noise ratio in different frequency
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ranges. This work is reported in this section, where we focus on three
main elements: the CMRR analysis, the tests on the correct detection
of modes, and finally the comparison of the data acquired for the
OBpor. field component by Mirnov and LTCC-3D sensors located at
the same poloidal position (but at different toroidal positions) in the
frequency range where the bandwidth of these two systems overlaps.

A. The CMRR measurements, and comparison
with the standard Mirnov sensors on TCV

The first important step in assessing the overall measurement
performance of the LTCC-3D sensors is that of determining the
sensitivity to the pick-up of EM noise, including that above fnyq,
and this is best assessed using the CMRR measurements. Figure 16
shows the measurement setup and the CMRR results: here, we define
CMRR(dB) =20 x logio(gainpm/gaincm). The LTCC-3D acquisition
has a much higher CMRR than that for the Mirnov sensors, which is
likely to be due to a combination of more modern electronics (that
for the Mirnov sensor is ~20 years old) and a single earthing point at
the torus potential for the LTCC-3D system, vs aging of components
and a complex multi-point earthing arrangement for the Mirnov
DAQ.

The consequence of the latter contribution to the CMRR for
the Mirnov DAQ is a much larger surface area from which spu-
rious CM signal components can be captured. The CMRR for the
LTCC-3D system drops from a relatively constant value > 70 dBV
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up to ~300 kHz to ~50 dBV at ~2.3 MHz (i.e., above 2 x fyyq for the
LTCC-3D system). For the Mirnov sensors, the CMRR is only ~40
dBV for frequencies <10 kHz and drops to ~25 dBV at ~600 kHz,
i.e., at a comparable value of the frequency with respect to the max-
imum fxyq = 250 kHz for this system. In particular, at frequen-
cies where we find AEs in TCV, namely, in the 100 kHz-400 kHz
range, the CMRR for the Mirnov sensors is ~20 dBV, while it is bet-
ter than 70 dBV for the LTCC-3D sensors. We conclude that the
LTCC-3D DAQ is better performing at rejecting CM signal com-
ponents, even at frequencies above fxyq, and this is clearly ben-
eficial for the high-frequency measurements that are the target of
this system.

B. Testing the correct detection of modes

A second point in assessing the system measurement per-
formance is the ability of correctly detecting individual compo-
nents in the frequency spectrum of magnetic instabilities in the
plasma. The supplementary material (Sec. I) illustrates in detail the
computational aspects of this analysis, some of which are rather
complex.

In summary, we generate a time series using a combination of a
continuous spectrum with spectral breaks, various eigenmodes, spu-
rious peaks due to the pick-up of EM noise from power supplies
working in the PWM mode, and frequency-dependent diagnostic
noise normalized to contain a certain fraction of the total energy

* schematic of the CMRR measurement setup:
* A) Differential Mode (DM) for the end-to-end
acquisition line;

* B) Common Mode (CM) for the end-to-end
acquisition line;

* C) DM for the acquisition line after pre-amplifiers
(only for the Mirnov sensors);

- El * D) CM for the acquisition line after pre-amplifiers
> D) ; pre-amp

(only for the Mirnov sensors).
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FIG. 16. (a) Setup for the CMRR measurements, obtained by feeding a voltage source at the input of the ex-vessel cabling after removing the connection at the feedthrough
and collecting the data at the output of the d-Tacq cards. (b) Measurements for the CMRR for the LTCC-3D sensors; for comparison purposes, the CMRR data are also
shown for the four groups of Mimnov sensors (c), which are grouped by the toroidal sector in which their pre-amplification crate is located in the TCV tokamak hall.
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content in the continuous part of the input signal. The PSD-AR
method is then used to detect the peaks in the signal, and their
frequency and amplitude are matched to the input values to deter-
mine the overall success of the simulation, labeled score. The score
is set to be 1.00 for perfect detection and is penalized as the
square of the relative difference in the frequency and amplitude
for each mode, with a further penalization for the overall score
proportional to the number of missed peaks, i.e., eigenmodes in
the input model signal that are NOT detected by the PSD-AR
method.

In summary, Fig. 17 shows the score for individual mode fre-
quencies covering the entire DAQ Nyquist range for the dBver
measurements [those for the {0Brap, 6Bror} measurements and
the run-time simulation parameters common to all simulations are
shown in the supplementary material (Sec. I)], with the correspond-
ing mode amplitudes set to vary in the range of the actual measure-
ments. These results are averaged over a set of simulations that were
performed varying the fractional energy content of the diagnostic
noise between [5 x 107> - 5 x 1072]. Twenty simulations were
run for each pair of input modes {frequency, amplitude} in all cases
including all sources of EM noise and using the gray22 frequency
dependence for the diagnostic noise.

For individual eigenmodes, the detection score improves with
the mode frequency and amplitude: this analysis allows estimating
the confidence in these quantities when analyzing real data. The
detection score drops to <0.35 for mode amplitudes below ~1 mG
and/or for mode frequencies for which the width of the peak is incor-
rectly estimated in the PSD. In these situations, the detection score
has a large scatter even at the higher frequencies in this scan, which
is clearly indicative of a significant sensitivity on the overall noise
content (the fractional energy with respect to that in the continuum
spectrum) and on its exact frequency spectrum.

ARTICLE scitation.orgljournal/rsi

C. Comparison with the Mirnov sensors for §Bpo.
measurements: The sawbones

To conclude this section on the evaluation of the measure-
ment performance for the LTCC-3D magnetic diagnostic system, it
is useful to compare the Bpo;, measurements with those obtained
with the standard Mirnov sensors located at the same poloidal but
at a different toroidal position. A particularly illustrative exam-
ple is provided by the sawbone, as this mode typically has multi-
ple frequency components but only one dominant toroidal com-
ponent at each mode frequency, and hence, the mode amplitude
should be the same, within the uncertainties of the measurements,
as a function of the toroidal position of the different sensors.
This comparison is also statistically relevant as we have 3x LTCC-
3D measurements and 6x corresponding Mirnov measurements
Of 6BPOL-

As an example of this comparison, we can use the TCV dis-
charge No. 55542, which has clear sawbones and has combined
{NBH, ECH-X2 and ECH-X3} heating. Figure 18 shows the main
plasma parameters and heating waveforms for this discharge, which
will be repeatedly used in this work for physics analyses. Figures 19
and 20 then show the time series and the poloidal amplitude struc-
ture for one particular sawbone detected in the TCV discharge No.
55542. The LTCC 6Bpor, measurement in sector 02B is shown, in
comparison with two Mirnov 8Bpor, measurements in sectors 03B
and 15B (the closest toroidally), respectively. While for the first har-
monic at ~25 kHz the agreement is excellent, discrepancies in the
time series are evident and increasing for the second and third har-
monics at ~50 kHz and ~75 kHz, respectively. This mode shows
strong ballooning characteristics for the first and second harmonics.
This is much less evident for the third harmonic, as the signal/noise
ratio is very poor for the Mirnov data. For a correct comparison
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for the TCV discharge No. 55542. The
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between the Mirnov and LTCC 8Bpor, measurements, it is therefore
important to account for the finite and different extension of the sen-
sors, as (a) the mode amplitude strongly varies on the LES around
the position of the probes.

FIG. 19. Time series for one particular sawbone measure-
ment for No. 55542: the data shown here are band-pass
filtered at the frequencies of the three sawbones’ harmon-
ics, as determined using a PSD-AR analysis of the mea-
surements, including the frequency width of the modes,
~+5 kHz. The bursts seen on the Mirov data, particularly
on sector 15B, at t ~ [1.2215, 1.2227, 1.2247] s, are due
to the pick-up of a partial arc-discharge to GND from the
RF source of the DNB power supply, which indeed sits in
sector 15.

This is further complicated by two geometrical contribu-
tions, which also need to be accounted for (b) the angle between
the poloidal field-aligned and the vertical probe-aligned directions
and (c) the distance between the LCFS and the probe along the
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normal to the LCFS, both terms changing over the finite and dif-
ferent extension of the sensors. The time series data shown in Fig. 19
only account for (b) + (c), while the frequency analysis shown in
Fig. 20 also includes (a).

While for the first harmonic at ~25 kHz the agreement
between the Mirnov and LTCC 0Bpor measurements is really
excellent, discrepancies in the time series and monochromatic
FFT amplitude (namely, the FFT signal integrated over the fre-
quency width of the mode) become evident and are increasing
for the second and third harmonics at ~50 kHz and ~75 kHz,
respectively. It is particularly striking that the scatter in the
average amplitude measurements is practically the same for the
first harmonic at ~25 kHz, while it becomes very different,
specifically much larger and strongly increasing with frequency
for the Mirnov but remains practically constant for the LTCC
measurements.

This has prompted a very detailed investigation of the sources
of this larger and frequency-dependent scatter in the data, both
using actual measurements on plasma and back-off discharges and
installing additional hardware. Figure 21 shows the comparison of
the FFT monochromatic mode amplitude in the frequency ranges
where modes can be observed on both the LTCC-3D and Mirnov
OBpor, sensors. The ratio of the mode amplitudes, and its scatter,
very strongly increases with the frequency for the un-corrected mea-
surements. When accounting only for the ballooning mode struc-
ture averaged over the poloidal extension of the sensor, a suf-
ficient agreement is obtained up to moderately high-frequencies
~30 kHz, as shown for the sawbone test case. However, above
~50 kHz only when also including the pick-up of overall EM
noise, the 8Bpor measurements agree within +20%, i.e., the desired
measurement accuracy on the mode amplitude. Conversely, above
~50 kHz, it is only with a very cumbersome and time consuming
analysis procedure that the EM noise can be subtracted from the

0.345 0.460

Mirnov data. When accounting for the finite and different poloidal
extension of the sensors, it can then be shown that the Mirnov
and the LTCC-3D 8Bpor measurements are in quantitative agree-
ment up to ~100 kHz, the signal/noise ratio being then often too
poor for the Mirnov signals to compare meaningfully the data at
higher frequencies.

It is important to remark that on TCV, we have ~200 Mirnov
sensors providing OBpor measurements that work well up to
~30 kHz, their main limitations for providing reliable data on the
amplitude of magnetic fluctuations at higher frequencies being the
first set of pole (fp) and zero (f,) frequencies in their DAQ at [f, ~
95 Hz, f, ~ 3.5 kHz], which cause a signal attenuation of ~1/40 above
f;, and the deteriorating CMRR for frequencies >30 kHz. There is
therefore absolutely no need for the further 3x LTCC 8Bpor, mea-
surements in this relatively low frequency range up to ~30 kHz.
Therefore, for practical purposes, we use the Mirnov sensors for
magnetic fluctuation analyses up to ~30 kHz, where indeed the large
majority of the TCV data are obtained. It is only recently, with the
installation of the NBI system, that higher frequency coherent modes
have been observed on TCV, even up to ~400 kHz, and it is for their
analysis, and for the analysis of incoherent broadband magnetic fluc-
tuations up to the MHz range, that the LTCC-3D measurements of
8Bpor are used.

As stated in Sec. I, the third most important aspect of the
work intended at optimizing the measurement performance of the
LTCC-3D magnetic diagnostic system lies in (c) making sure that
the single-axis equivalent measurements are efficiently and correctly
decoupled from each other. For “correctly,” we now understand that
the LTCC 0Bpor. measurements have to be in good agreement with
the standard Mirnov measurements in the frequency range where
we can meaningfully compare them. This defines a second criterion
for satisfying the requirement (c), and this analysis shows that this
criterion has also been met.
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VIll. SOME SELECTED INITIAL RESULTS

Having verified the overall measurement capabilities of the
LTCC-3D sensors, we can now proceed to show some selected ini-
tial results, focusing specifically on measurements that would not be
otherwise available on TCV.

A. A mini saddle loop: High frequency measurements
of the 8Brap component

In TCV, we have three sets of 8x saddle loops, located on
the LFS at equi-spaced toroidal locations and centered at the ver-
tical position = [+0.335, 0.00, —0.335] m. The saddle loops are
directly mounted on the wall and, therefore, have a bandwidth
comparable to the inverse of the vessel current penetration time,
thus typically providing measurements of §Brap at the most only
up to ~3 kHz depending on the poloidal mode structure of the
instability. The saddle loops are therefore specifically useful for
detecting very low-frequency modes that may eventually become
locked.

Similarly to the 8Bpor, measurements, the 3x LTCC 8Brap sen-
sors are not intended to provide additional results on such low fre-
quency, possibly locked, modes with respect to those obtained with
24 saddle loops but are useful to provide information of the pertur-
bation to the radial magnetic field component for higher frequency
modes for which the saddle loops cannot be used.

One example already presented for otherwise unavailable mea-
surements of 0Brap is the sawbone instability, these data having
already been shown in Fig. 11. An additional example is that of
the relatively low-frequency TMs that are routinely obtained in
TCV in the absence of NBI: these TMs have a frequency of typi-
cally ~[2 — 5] kHz and thus often are not picked-up by the saddle
loops.

Figure 22 shows an example of such measurements for an m/n
=2/1 TM slowly frequency sweeping from ~4 kHz to ~3 kHz: 6BpoL
is clearly observed on the Mirnov sensors, but 6Brap is not seen
on the saddle loops, only on the LTCC-3D sensors. This measure-
ment allows us to determine the ratio between the amplitude of
the perturbation to the different field component, in this particu-
lar case being 8Brap/OBroL ~ 0.12, practically constant in this rather
small frequency range. Additionally, it also informs us on the upper
limit to the bandwidth of the TCV saddle loops associated with their
mounting directly on the wall, which clearly cannot exceed 3 kHz.
These data then confirm one of the main goals of this work, namely,
obtaining otherwise unavailable 3D measurements of the magnetic
fluctuations, irrespective of their frequency range.

B. Perturbation of the toroidal field: High frequency
measurements of the §B; component,
and theoretical model for this result

TCV, and to our knowledge other tokamaks as well, was not
previously equipped with inductive sensors measuring the pertur-
bation to the toroidal field, the main practical reason being that
this is a very problematic measurement as the raw voltage data are
likely to be dominated by the pick-up of the equilibrium toroidal
field. Furthermore, it is only recently that theoretical models'” have
shown that in the absence of a finite SBH, certain classes of instabil-
ities, essentially pressure-driven modes, are artificially stabilized by
magnetic compression due to the energy required to bend the field
lines.

Finally, from a purely theoretical point of view,"" a finite 8B,
can, in fact, exist primarily due to the presence of a finite pres-
sure gradient Vp at the plasma edge, since 6B} = §, - Vp-Bo[VE,
+2&, - x], with &, being the radial MHD displacement (§, = V x (§
x Bg) with By the equilibrium (quasi-toroidal) magnetic field) and
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FIG. 22. Spectrogram for a m/n = 2/1
TM. The 6Bpo. component is clearly
observed on the Mirnov sensors, but
the 8Brap component is not seen on
the saddle loops, only on the LTCC-3D
SEensors.
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k=(1/B*)(By - V)By being the field line curvature. Note that here
the additional term [V§, + 2§, - k] in the expression for 8B is a
stabilizing term that can, in principle, be set to = 0 when minimiz-
ing the MHD energy functional for the fast magnetosonic waves,
as this corresponds to the energy needed for field compression,
which also holds true for the fishbone instability, hence also for the
sawbones.

In TCV, the closest proxy to a truly field-aligned 8B) measure-
ment is provided by the 8Bror data obtained with the LTCC-3D
sensors. As clear from Figs. 13(b) and 14, these measurements do
obviously show a strong pick-up of the equilibrium toroidal field
as produced by the PS of the toroidal field coils, and therefore, the
OBror data are only useful for frequencies above a few hundred Hz.
In most cases, the 8Bror signal at the frequencies for which clear
modes are seen on the {8Bpor, 8Brap} components is just showing
a continuous spectrum without peaks, hence indicating that §, - Vp
~0or&§ -Vp=Bo[VE + 2 - k] at the plasma edge for those
modes. This occurs, for instance, for the usual current-driven, core-
localized TMs observed in TCV. The most notable occurrence of a
OBror measurement is again the case of the sawbone instability, and
illustrative results are shown in Fig. 23. As for the results shown in
Sec. VIII B, these data then further confirm one of the main goals
of this work, namely, obtaining otherwise unavailable 3D measure-
ments of the magnetic fluctuations, irrespective of their frequency
range.

C. High frequency components in the §Bpo, spectrum,
not measurable with Mirnov probes

As a first illustrative example of the data that can be obtained
with the LTCC-3D sensors and that could have not been otherwise
obtained with the Mirnov sensors, we show recent measurements
of coherent magnetic fluctuations in the Alfvén frequency range

during combined NB and EC-X2 heating discharges. Figure 24
shows the measurements obtained in No. 62117, where weak insta-
bilities in the TAE frequency range @180 kHz and even weaker in the
EAE frequency range @350 kHz were observed with the LTCC-3D
Sensors.

These modes start during the ohmic phase of the discharge
before the ECH-X2 is switched on at t = 0.5 s and continue through-
out the first 3 NBH pulses at t = [0.70 — 0.80] s, t = [0.90 — 1.00] s,
and t = [1.10 — 1.20] s. These modes are not present during the
last NBH pulse at t = [1.40 — 1.50] s, most likely due to the mod-
ifications of the current profile due to the combined EC and NB
current-drive.

During the first 3 NBH pulses, the signal amplitude measured
with the LTCC-3D sensors is 8Bpor ~ [2 + 0.3] mG and 8BpoL
~ [0.7 £ 0.1] mG for the modes in the TAE and EAE frequency
range, respectively, increasing from 8Bpor, ~ [1 + 0.2] mG and 8Bpor.
~ [0.3 £ 0.05] mG during the ohmic phase. Although there is a
clear effect of the NBI fast ions on the amplitude of these insta-
bilities, their identification as AEs is not yet conclusive, the main
evidence coming from the slowly decreasing frequency, consistent
with an increasing overall plasma density and elongation, and their
dominant toroidal mode number n = 0, the latter evidence point-
ing to global AEs and not TAEs or EAEs. During the ohmic phase
and before the ECH-X2 additional heating is switched-on, these
modes appear to rotate in the electron diamagnetic drift direction,
i.e., they have a sub-dominant (accounting for ~1/3 of the total
energy content in the mode) positive toroidal mode number n =
+2 for the standard negative current and toroidal magnetic field
configuration of TCV. During the NBH pulses, the sub-dominant
component slowly transition to a negative n = —2 toroidal mode
number, i.e., the mode rotates in the ion diamagnetic drift direction,
consistently with a large drive coming from the fast ions. All these
point to coupling between Alfvén waves and the EM component of
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FIG. 24. High frequency 8Bpo. mea-
surements obtained in No. 62117, where
weak modes in the TAE frequency range
@ ~180 kHz and even weaker in the
EAE range @ ~350 kHz were observed
(a red line is added to the spectrogram
just below the modes’ frequency to guide
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mode at ~180 kHz should, in principle,
have been detected by the Mirnov sen-
sors but is actually not: in this example,
the S/N ratio is too poor, and the mode is
completely swamped by the background
noise in the Mirnov DAQ.
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drift- Alfvén turbulence as the main drive for the modes in the ohmic
+ ECH phase of the discharge.”’ Note that in this discharge, the
Mirnov DAQ was running @500 kHz (the maximum available sam-
pling rate), and therefore, only the modes in the TAE range could

have been observed. This, however, is not the case even with a DAQ
DC gain 30x higher than that for the LTCC-3D sensors. In the bot-
tom frame of Fig. 26, the spectrogram for a Mirnov sensor does not
show any clear signal at ~180 kHz, consistently with an end-to-end
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system sensitivity that is much smaller and rapidly decreasing with
the frequency, as previously illustrated in Fig. 7, and a deteriorat-
ing CMRR for increasing frequency, as shown in Fig. 16. Hence, the
mode’s signal is completely swamped by the background noise.
Measurements of Alfvén eigenmodes in the few hundred kHz
range is not a particularly new result: what, on the other hand, is
new with these measurements is the determination of the actual
amplitude of these modes in physical units with error bars, some-
thing which can only be obtained after going through all the steps
described in Secs. [V-VII and the supplementary material.

D. Power-law spectrum for high frequency
fluctuations in the §Bpo, spectrum, not measurable
with Mirnov probes

As a final illustrative example of the data that can be obtained
with the LTCC-3D sensors and that could have not been otherwise
obtained with the Mirnov sensors, we can now look at the incoher-
ent components in the dBpor frequency spectrum picked-up by the
LTCC-3D and Mirnov sensors.

The LTCC-3D system has been developed for MHz capabilities
in view of forthcoming experiments where such magnetic fluctua-
tions could be present. These not only include discrete eigenmodes,
with high toroidal mode numbers up to |n| ~ 20, which may or
may not exist depending on the operating scenario (and currently in
TCV, discrete eigenmodes are observed only up to ~400 kHz with
[n| up to ~6), but most importantly EM broadband fluctuations,
which are always there and are believed, based on the predictions for
JET, TCV, ITER, and DEMO,”" " and earlier measurements from
the JET DTEI experiment’ " to significantly affect (and be affected
by, with very important ensuing consequences on overall particles
and heat transport mechanisms) fast ion confinement and overall
turbulent transport mechanisms in certain regimes.

#55542: 6B PSD spectrum, Mirnov vs. LTCC-3D
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Therefore, in order to progress with quantitative analyses and
calculations on this topic, it has now become of primary impor-
tance to provide absolute measurements and related error-bars also
for the relevant quantities describing these broadband EM turbulent
fields, namely, amplitude, power law scaling exponents, and spectral
breaks, something that was not at all considered in previous experi-
mental work on high-frequency magnetic fluctuations. Additionally,
the fact that currently in TCV, we do not observe discrete eigen-
modes or spectral breaks in the continuum spectrum for frequencies
above ~400 kHz does not mean that we will not observe them later.
The correct detection of all these features is therefore tested using
the simulated data, as demonstrated in the supplementary material
(Sec. I and specifically Figs. S40-548).

An illustrative example using actual measurements is shown in
Fig. 25 for No. 55542, where we plot the PSD-AR spectrum obtained
using a rather low order AR = 20 to highlight the background compo-
nent and its possible spectral break(s) while reducing the sensitivity
to the individual coherent eigenmodes. Three different phases in this
discharge are compared, respectively, before vs during vs after the
NBH time window. We immediately note that the higher-frequency
components of the signal picked-up by the Mirnov sensor are typi-
cally higher than those measured by the LTCC-3D sensors. Note also
that the difference is further increasing with the frequency. Together
with the sawbone analysis presented in Fig. 20, this was probably one
of the first results that had prompted the investigation of the EM
noise pick-up previously mentioned, leading to the results presented
in Fig. 21.

Considering now the frequency spectrum measured by the
LTCC-3D sensors, we note the presence of two clear spectral breaks,
at around 10 kHz and 100 kHz before and after the NBH phase,
but only one spectral break at around 20 kHz during the NBH
phase. The corresponding power law indices are a; ~ —1.69 + 0.15
~ —5/3 between [10 kHz — 100 kHz] and a; ~ —4.10 + 0.36 between

POL
T

_ ]
10 b \\

—F—MIRN-03B-021 (after NBH)
-110 |—F—=LTCC-02B-021 (after NBH)
I
T

_——
-10 |

PSD[dB(mG)]
8

—F—MIRN-03B-021 (during NBH)
-110 [ —F—LTCC-02B-021 (during NBH)
I

FIG. 25. The PSD-AR spectrum for No. 55542, comparing
8 the three phases before/during/after the NBH time window:
orderAR = 20 is used to highlight the background com-
ponent and its possible spectral break(s). Clear spectral
breaks are seen in the LTCC-3D data at around 10 kHz and
100 kHz before/after and at around 20 kHz during the NBH
phase.

—— |
: —

—F—MIRN-03B-021 (before NBH)
-110 |—F—=LTCC-02B-021 (before NBH)
I

N
o

PSD[dB(MG)]
8

0 1 2
10 10 frequency [kHz] 10

Rev. Sci. Instrum. 91, 081401 (2020); doi: 10.1063/1.5115004
© Author(s) 2020

91, 081401-31


https://scitation.org/journal/rsi
https://doi.org/10.1063/1.5115004#suppl
https://doi.org/10.1063/1.5115004#suppl

Review of

Scientific Instruments

[100 kHz — 1 MHz], respectively, with very similar values before
and after the NBH phase, while a ~ —3.38 + 0.45 during the NBH
phase and for super-Alfvénic fluctuations. The value of the power
law index o and its error o(a) are, respectively, the rms and STD
results over the 3x LTCC 8Bpor measurements. For o(a), we then
also add the scatter determined using the propagation of error on
the 6Bpor, measurements.

II(} the absence of NBH, we find the well-known value o
-5/3,”
which shows that also in complex tokamak plasmas as TCV, the
incoherent broadband magnetic fluctuations follow the Kolmogorov
scaling in the inertial regime, hence its underlying physics, up to
the Alfvénic frequency range ~100 kHz in the purely ohmic heat-
ing phase. Had we considered the Mirnov data, the corresponding
power law index would have been a; ~ —0.80 + 0.25, rather close to
pink noise. During the NBH phase, and for super-Alfvénic fluctua-
tions in ohmic plasmas, the measured power-law index is typically
much higher, in the range a ~ —[3.3 — 4.5] depending on the details
of the experiment, indicating that we are well in the dissipation
regime.

As a final note, the direct measurement of power law indices
a; ~# =5/3 and a; » —[3.3 — 4.5] supports the approximations made
in Sec. VI A to simplify the evaluation of the mutual coupling term
Vumeas ~ LmurdIMeas/dt between the different measurement axes,
which then also leads to Eqs. (G3) and (G4) of the supplementary
material (Sec. G) when using V(w, t) ~ Vo(£)(w/wp) @D,

~

E. Improved toroidal mode number resolution
spectra for 6Bpo. When combining Mirnov
and LTCC-3D sensors

The 3x LTCC-3D sensors measuring 8Bpoy, sit at the same ver-
tical position (Z = —115 mm) of 6x Mirnov sensors on the LFS,
thus making up a set of 9x non-uniformly spaced sensors that can
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be used for toroidal mode number analysis. The only caveat in this
analysis option is that the LTCC-3D data must be decimated [or
down-sampled, but less effective in this case: see the supplementary
material (Sec. I) for details] at the much lower acquisition frequency
of the Mirnov sensors (250 kHz or 500 kHz for the Mirnov compared
to 2 MHz for the LTCC-3D sensors).

Figure 26 compares the spectral window (SW) for different
configurations of TCV magnetic sensors measuring the high fre-
quency 8Bpor spectrum on the LFS. These configurations include
at most 17 Mirnov sensors, of which 16 are toroidally equi-spaced
and the 17th is not, as it sits exactly at the middle position between
two of the equi-spaced ones. Due to the installation of the NBI sys-
tem, two of the equi-spaced sensors on the LFS midplane (sitting
at Z = 0) had to be moved down to the vertical position of the
LTCC-3D sensors @Z = —115 mm. Consequently, at the LFS-top
and LFS-bottom positions (Z = +345 mm, respectively), we still have
the original 17x not-equi-spaced Mirnov sensors, while at the LFS-
mid, we only have 15x not-equi-spaced and 8x equi-spaced Mirnov
Sensors.

The configuration that includes the 6x Mirnov and the 3x
LTCC sensors does not have any problematic toroidal mode num-
ber nper # 0 such that SW(@npgr) = 1, namely, an exact toroidal
periodicity for which the corresponding spatial Nyquist value is
nnyqQ = npgr/2, or any bad toroidal mode number npap such that
SW(@ngap) > 0.85, i.e.,, for which detection is seriously compro-
mised.'””"”” In principle, this allows detecting much higher n’s. This
configuration has, however, a larger spectral noise content SW >
0.25 for certain toroidal mode numbers, which somewhat decreases
the accuracy in the detection of the corresponding modes’ ampli-
tudes. All possible combinations of Mirnov-only sensors do have,
on the contrary, various occurrences of problematic toroidal mode
numbers npgr and npap, at |n| = 8 and |n| = 16 and their inte-
ger multiples, which effectively limits the toroidal mode number

spectral window for TCV magnetics on LFS
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TABLE V. Comparison of the measured and simulated mode amplitudes and toroidal mode numbers using two of the toroidal arrays in Fig. 26, namely, the 6x LTCC + 3x MIRN
atZ=—115 mm (labeled LTCC) and the poloidally close-by 15x Mirnov sensors in the LFS-MID array (MIRN). The first five rows correspond to actual measurements; the last
three rows show data from simulations similar to those in Sec. VI C and in the supplementary material (Sec. I).

Freq o(freq) LTCC: LTCC: MIRN: MIRN: NTOR
(kHZ) (kHZ) (SBPOL (mG) O'((SBPOL) (mG) GBPOL (mG) 0'(6BPOL) (mG) LTCC vs MIRN
5.35 1.12 30.23 345 33.78 2.87 2vs2
25.16 3.45 104.65 7.56 112.09 10.84 1vsl
75.88 6.34 2.35 1.67 3.82 3.23 3vs3
180.98 7.23 3.24 1.45 4.15 2.71 2vs2
220.33 8.76 1.34 0.45 1.87 1.12 4vs4
180.00 5.00 4.67 0.68 5.12 1.27 Sym. input = 6
Sym. out: 6 vs 6
220.00 5.00 5.83 1.04 6.43 1.33 Sym. input = 12
Sym. out: 12 vs 11
220.00 5.00 6.12 1.57 4.54 1.87 Sym. input = 15

Sym. out: 15 vs 17

detection on the LFS to |n| < 8. These configurations have SW
< 0.25 for all other toroidal mode numbers 1 < |n| < 7, i.e., detec-
tion of the corresponding mode amplitudes is, in principle, more
accurate.

Although representing, in principle, a clear improvement on
the possibility of higher toroidal mode number detection, the con-
figuration using the 6x Mirnov and the 3x LTCC-3D sensors sitting
at Z=-115 mm is seldom used, and mostly only for verification pur-
poses, essentially because so far we have seen no evidence on TCV
of coherent modes with |n| > 8.

This, however, may not be the case in future TCV experiments
due to the forthcoming installation of a higher energy NBH source
and to scenario developments toward non-monotonic g-profiles.
We argue that it is therefore of value to have already tested suc-
cessfully the possibility of detecting such higher-|n| modes using
real and simulated data. The results of this analysis are shown in
Table V. We find that only when accounting for all sources of
EM noise (which is a very cumbersome procedure), agreement in
8Bpor and |n| < 6 for actual measurements is satisfying. For the
simulated data, hence immune from the different sources of EM
noise, agreement in 6Bpoy is still good, while there are clear dif-
ferences for frequencies >200 kHz and an input |n|>10 for the
simulated data.

IX. CONCLUSIONS AND LESSONS LEARNT

The development of the LTCC-3D magnetic diagnostic sys-
tem in TCV, which we carried over from designing and produc-
ing in-house the actual sensor to comparing different algorithms
for mode detection, has given us the opportunity for completely
testing anew, namely, not having to comply with the previous
approaches, multiple aspects for improving and evaluating the end-
to-end system measurement performance for high-frequency insta-
bilities. Although very time consuming, this is a path that we believe
should be taken for all further developments of magnetic diagnos-
tics for high-frequency fluctuation measurements, if innovative and
real quantitative insights that could advance our theoretical and

operational understanding of fusion plasmas are to be obtained from
the data.

There were three main goals that we set up for this project—(a)
essentially technical: manufacturing sensors with yields and repro-
ducibility comparable to the best industrial standards and with
electrical properties well-predicted by our design tools; (b) tech-
nical/scientific: optimize the different system’s components so as
to increase as much as possible the end-to-end system measure-
ment performance for frequencies >100 kHz, with a target band-
width of 1 MHz; (c) scientific: develop and test algorithms for
data processing so as to make the best possible use of the techni-
cal results. Our success in achieving these three separate goals is
summarized below.

A. Manufacturing sensors with yields

and reproducibility comparable to the best
industrial standards and with electrical properties
well-predicted by our design tools

The overall manufacturing yields for our LTCC-3D sensors are
very good, comparable to the best industrial standards. For the alu-
mina substrate, we achieved a 100% success rate, with 18/18 fully
functioning modules. For the LTCC-1D modules, we achieved an
overall production yield of 97.25%, with 354/364 fully functioning
modules, including two different designs.

Regarding the main electrical properties (Rsevr, Lserr, NAEgsr),
for the alumina substrate and using the statistics on all 18 func-
tioning modules, we have the design vs calculated vs measured val-
ues: RSELF[Q] = [15.00 vs 17.45 + 0.32 vs 16.84 + 0.17], LSELF[HH]
= [7.60 vs 7.48 + 0.91 vs 7.79 = 0.10], and NAgpr[cm?] = [215.00
vs 209.54 £ 3.45 vs 210.07 + 3.14]. The data agree with the esti-
mates provided by the rectangular model for this circuit (Rserr
=17.10 Q, LSELF =8.03 HH, NAEFF =217.17 sz). For the LTCC-1D
modules used for the final sensor (the V2 design), using the statistics
on all 329 functioning modules, we have Rsgrr [2] = [10.00 vs 8.78
+ 1.22 vs 8.93 + 0.74], Lsgrr [¢H] = [13.00 vs 12.19 + 0.51 vs 12.52
+ 0.14], and NAgge [em?] = [30.00 vs 33.29 + 0.56 vs 29.30 + 0.32].
The data agree with the estimates from the elliptical model for this
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circuit (Rsgrr = 9.40 Q, Lsgrr = 12.55 yH, NAgrr = 29.65 sz). The
reproducibility and agreement with the design specs and estimated
model values is also very good, but this demanded the development
of a non-trivial mathematical approach that includes terms such as
distributed capacitances, partial inductances, and the solenoid fill-
ing factor. We conclude that our first, essentially technical, goal has
been completely achieved, and this gives confidence in the ability
to produce LTCC-1D sensors satisfying the very strict manufactur-
ing tolerances that are requested by ITER for its LTCC-1D sensors,
currently being procured.

B. Technical/scientific: Optimize the different
system’s components so as to increase as much
as possible the end-to-end system measurement
performance for frequencies >100 kHz,

with a target bandwidth of 1 MHz

This has been a much more complex, and time consuming, goal
to achieve, as it required testing different solutions for the assembly
and on-board wiring for the final LTCC-3D sensors, for the elec-
trical connection and brazing of the in-vessel cables onto the sensor,
for the selection of the ex-vessel cabling, and finally for the optimiza-
tion of the DAQ. A careful implementation of the on-board wiring
and assembly of the LTCC-1D modules onto the alumina substrate
was paramount to reduce the mutual and parasitic coupling between
the three measurement axes. None of the individual steps mentioned
above is solely on its own increasing the resonance frequency, hence
the measurement bandwidth, by hundreds of kHz, but it is the sum
of the incremental contributions of each one of them that does that.
It is clear that only by optimizing, with a very time consuming pro-
cess, all these different elements we were able to achieve an end-to-
end bandwidth sufficiently close to our target value of 1 MHz, with
an end-to-end system sensitivity that only starts deteriorating for
frequencies >850 kHz. There are, however, two weak points that still
need to be addressed: (a) what can be done to improve the electrical
connection between the sensor-embedded winding pack and the in-
vessel cabling, and (b) is a single 3D sensor really more useful than
3 x 1D sensors.

Regarding (a), the solution that we have implemented to ther-
mally decouple the in-vessel wiring from the ceramic sensor during
the hot-brazing, with long and thin connection bars inserted into
a ceramic holder and bonding using a glass paste, is clearly non-
optimal, and indeed, ITER is looking at different approaches involv-
ing cold brazing (such as electron-beam welding). There is still a
lot of work to find an optimized and very reproducible method to
perform this electrical connection.

Regarding (b), the main drive behind a single 3D sensor is
that the very small LTCC-1D modules need a base to be mounted
onto for in-vessel installation, and therefore, why not use this base
to provide an additional measurement axis? Then, from a 2D sen-
sor, it seemed at the time a logical step to move directly to a 3D
sensor, essentially because we could make it just as easily. How-
ever, it turns out that the extended overall surface of the sensor and
the more complex parasitic and mutual coupling between the 3D
axes are problematic for the data analysis, and this requires a much
larger effort to be implemented sufficiently correctly. We believe
that a more effective solution for the combined multi-D measure-
ments would be simply developing 2x LTCC-2D sensors, with a base
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providing the 8Brap measurements and a second axis for the dBpor,
and 8Bror measurements, separately, the disadvantage being that
we would now need four pairs of output wires and not three, hence
more connections to be made available at the feedthrough and more
DAQ channels.

Overall, we conclude that our second goal has been achieved,
with some further work still needed, particularly in view of man-
ufacturing and in-vessel assembly of the LTCC-1D sensors for
ITER.

C. Scientific: Develop and test algorithms for data
processing so as to make the best possible use
of the technical results—3D measurements

and high frequency

There are essentially four main new data processing steps that
we have developed to make the best possible use of the LTCC-3D
sensors. Essentially, what we believe to be missing from magnetic
data for high frequency fluctuations is a meaningful estimate of
the mode amplitude, provided with a reliable error analysis so that
codes that use this value to infer anomalous transport coefficients
can be better constrained with experimental values. This is impor-
tant, as shown for the sawbone,’' when the mode radial eigenfunc-
tion is constructed combining through cross-correlation analyses
the magnetic measurements at the LCFS with internal fluctuation
data so as to obtain its absolute value across the plasma cross sec-
tion. As a counter-example, the main weakness of the approach
presented in Refs. 31 and 32 to explain the anomalous ion heat-
ing observed in the JET DTEI experiments of 1997 through the
suppression by fusion-born alpha particles of the ion temperature
gradient turbulence is exactly the lack of such quantitative cross-
correlation measurements, which prevents providing the radial pro-
file of these fluctuations with the corresponding eigenfunction in
physical units.

To achieve the goal of providing a meaningful estimate of the
mode amplitude using the LTCC-3D measurements, we need first
to account for the mutual and parasitic coupling between the dif-
ferent measurement axes, and this also includes the removal of the
low-frequency signal components associated with the pick-up of the
equilibrium magnetic field. Second, we need to consider the projec-
tion of the measurement from wall-aligned to field-aligned compo-
nents as a function of the geometry of the LCFS and the sensor’s
orientation. Third, we need to develop a correct tracking of the
errors coming from the different steps in the data analysis so that
the final results on the mode amplitude are meaningful with reliable
errors. Finally, we want to check the measurement capabilities, and
thus, we need to build an algorithm to test the correct detection of
modes in the presence of noise and including the effect of invert-
ing the measurement of the continuous analog end-to-end transfer
function into the discretized digital calibration up to the Nyquist
frequency.

All these steps have been quite challenging to develop math-
ematically and implement numerically but have led to a number
of general results that we suggest should be used for all high fre-
quency magnetic diagnostics, not just our LTCC-3D system. First,
the end-to-end calibration is essential for estimating correctly the
mode amplitude (with errors): in this specific context, the bilin-
ear digital calibration method is only applicable for frequencies
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< fipaq/m. Second, tracking the frequency-dependence of the end-
to-end measurement errors is essential, as different sources of errors
have a different frequency spectrum. Third, knowing the color of
the diagnostic noise, the contribution of the CMRR, and the overall
level of EM noise pick-up is essential to discriminate between and
account for different sources of the input voltage measurement. This
then helps when simulating the end-to-end system performance.
Fourth, mode detection through a PSD is only an estimator, and as
such, its accuracy bounds need to be carefully established. In par-
ticular, in the latter context, there are very clear differences in the
results when comparing analyses using the PSD-AR with the FFT
and other periodogram-based PSD methods: the PSD-AR approach
is generally superior for detecting modes.

The mathematical development and implementation of all
these steps have led to verifying the LTCC-3D 8Bpoy, data with the
corresponding Mirnov data and then to obtaining measurements
that could have not been otherwise obtained for the 8Bpor and
the other two {8Brap, OBror} measurement components. There-
fore, we conclude that our third goal regarding 3D measurements
of magnetic fluctuations has also been fully achieved using actual
data. Regarding the MHz capabilities, in TCV, currently we do not
observe discrete eigenmodes or spectral breaks in the continuum
spectrum for frequencies above ~400 kHz, but this does not mean
that we will not observe them later. The correct detection of all
these features is therefore tested using the simulated data, as demon-
strated in the supplementary material (Sec. I): this then proves
that our third goal regarding high frequency results has also been
achieved.

SUPPLEMENTARY MATERIAL

This work is intended essentially as a practical tutorial for our
younger colleagues on how to build such a diagnostic system, capa-
ble of providing quantitative measurements of magnetic fluctua-
tions, in general, in absolute units and with error bars, up to the
~1 MHz range. While it is obvious that some elements are really
and only TCV-specific most are not, and it is expected that the lat-
ter will provide the intended guidance. To achieve this goal, a lot of
materials need to be shown, and the majority of these elements are
described here. See the supplementary material for the design and
manufacturing of the LTCC-3D magnetic sensors (Sec. A), the in-
vessel sensor installation (Sec. B), the installation of the ex-vessel
cabling up to the front-end electronics (Sec. C), the data acquisi-
tion electronics (Sec. D), the electrical characterization of the sensors
(Sec. E), the comparison between different calibration methods (Sec.
F), the mutual and parasitic coupling calculations (Sec. G), the trans-
formation between wall-aligned to field-aligned magnetic field com-
ponents (Sec. H), and the algorithm for simulating mode detection
(Sec. I).
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