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Abstract

Essentially nonoscillatory (ENO) and weighted ENO (WENO) methods on equidis-
tant Cartesian grids are widely employed to solve partial differential equations with
discontinuous solutions. However, stable ENO/WENO methods on unstructured
grids are less well studied. We propose high-order essentially nonoscillatory methods
based on radial basis functions (RBFs) to solve hyperbolic conservation laws. We
derive a smoothness indicator that guarantees the satisfaction of the sign property
of the resulting interpolant on general one-dimensional grids. Based on this algo-
rithm we introduce an entropy stable arbitrary high-order finite difference method
(RBF-TeCNOp) and an entropy stable second order finite volume method (RBF-EFV2)
for one-dimensional problems. Hence, we show that methods based on radial basis
functions are as powerful as methods based on polynomial reconstruction. Next, we
propose a high-order ENO method based on radial basis functions to solve hyper-
bolic conservation laws on general two-dimensional unstructured grids. The radial
basis function reconstruction offers a flexible framework to deal with ill-conditioned
cell arrangements. We define a smoothness indicator based the one-dimensional
version and a stencil selection algorithm suitable for general meshes. Furthermore,
we develop a stable method to evaluate the RBF reconstruction in the finite volume
setting to circumvent the stagnation of the error and keep the condition number of
the reconstruction bounded. To reduce the computational complexity, we develop the
RBF-CWENO method. This method exhibits high-order convergence and robustness
when solving challenging problems and is considerably faster. However, the resolution
close to shocks and turbulent structures is lower than for the RBF-ENO method. Finally,
we present a hybrid high-resolution RBF-ENO method which is based on the RBF-
ENO method for unstructured patches and the standard WENO method on structured
ones. Furthermore, we introduce a positivity preserving limiter for non-polynomial
reconstruction methods that stabilizes the hybrid RBF-ENO method for problems with
low density or pressure. We show its robustness on the scramjet inflow problem and a
conical aerospike nozzle jet simulation.

Keywords: finite volume method, high-order methods, unstructured grids, radial
basis functions, entropy stability, sign property, ENO reconstruction, hybrid methods,
positivity preserving method, conical aerospike nozzle.
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Zusammenfassung

Essentially nonoscillatory (ENO) und weighted ENO Methoden (WENO) auf dquidi-
stanten kartesischen Gittern sind weit verbreitet, um partielle Differentialgleichungen
mit unstetigen Losungen zu losen. Stabile ENO/WENO-Methoden auf unstrukturierten
Gittern sind jedoch unzureichend untersucht. Zur Losung hyperbolischer Erhaltungs-
sdtze schlagen wir ENO Methoden hoherer Ordnung beruhend auf radialer Basisfunk-
tionen (RBF) vor. Wir entwickeln einen Indikator zusammen mit einem Algorithmus,
welcher sicherstellt, dass die Interpolationsfunktion auf eindimensionalen Gittern
die sog. Sign Property erfiillt. Beruhend auf diesem Algorithmus definieren wir eine
Entropie-stabile Finite-Differenzen-Methode beliebig hoher Ordnung (RBF-TeCNOp)
und eine Entropie-stabile Finite-Volumen-Methode zweiter Ordnung (RBF-EFV2) fiir
eindimensionale Gleichungen. Damit zeigen wir, dass RBF Methoden vergleichbare
Eigenschaften zu polynomiellen Methoden haben. Beruhend auf den eindimensio-
nalen Ergebnissen, konstruieren wir eine RBF-ENO Methode hoher Ordnung, um
hyperbolische Erhaltungssétze auf allgemeinen zweidimensionalen unstrukturierten
Gittern zu 16sen. Die Rekonstruktion mit RBFs bietet eine flexible Moglichkeit, mit
schlecht konditionierten Stencils umzugehen. Zur Wahl des Interpolationsstencils ver-
wenden wir einen Algorithmus, welcher fiir allgemeine Gitter geeignet ist, und einen
verallgemeinerten Indikator um die Glattheit der Losung zu messen. Dartiber hinaus
beschreiben wir eine stabile Methode zur Auswertung der Interpolation mit RBFs
fiir die Finite-Volumen-Methode, welche das bekannte Problem, der Stagnation des
Fehlers, iiberwindet und die Kondition der Interpolationsmatrix beschrankt hilt. Um
den Rechenaufwand zu verringern, entwickeln wir eine modifizierte CWENO Methode,
welche die Konvergenz hoher Ordnung und die Robustheit gegeniiber komplexen
Problemen erfiillt. Eine Einschrankung dieser Methode ist die Auflésung in der Ndhe
von Schockwellen und Turbulenzen. Im Anschluss zeigen wir eine hybride hochaufl6-
sende RBF-ENO Methode, welche strukturierte und unstrukturierte Gitter vereint. Wir
entwickeln auch eine positivitdtserhaltende Modifizierung, welche die Stabilitdt des
Losers bei Problemen mit Dichte oder Druck nahe Null gewéhrleistet. Zum Schluss
demonstrieren wir die praktische Relevanz und Robustheit unserer Methode anhand
zweier Anwendungsbeispiele: zum einen simulieren wir einen Scramjeteinlauf, zum
anderen eine radialsymmetrische Aerospike-Diise.
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Notation

Abbreviations

PDE
RBF
ENO
WENO
CWENO
SSPRK

partial differential equation

radial basis function

essentially nonoscillatory method

weighted ENO method

central WENO method

strong stability preserving Runge-Kutta method

Mathematical notation

[flis1y2 = fira — fi

Jacobian in the variable u

partial derivative

second order partial derivative

scalar product for f, g € R?

infinitely many times differentiable functions from Q2
to Q2

infinitely many times differentiable functions from Q2
to ) with compact support

Lebesgue space with p € [1, 0]

{u:Q—-Qlue L' (U) forallU c Q compact}
multivariate polynomials from R to R of maximum
degreen e N

jump in the discrete function f at the in-
terface i + 1/2

(shiv12 = <si+1 - si) (zi41/2) reconstructed jump at the interfacei+1/2






| Introduction

Conservation laws are employed in different fields of science and engineering to
describe systems which conserve particular quantities, e.g., mass, momentum, and
energy. Some important models describing such physical systems are the Maxwell’s
equations, Euler equations, magnetohydrodynamics (MHD) equations, and Einstein
equations of gravitation. In the absence of source terms, a change of these quantities
in a domain can be described by the flux through its boundary. The one-dimensional
conservation law in differential form is given as a system of N € N equations

Ut + f(u)x

1.1
u(0) (1.1

07 ($7t)ERXR+,
U

0,

with the initial condition 4y : R — R, the conserved variables v : R x R, — R
and the flux f : RV — RV, Conservation laws are often expressed as hyperbolic
partial differential equations. In such systems, information propagates at a finite speed
which implies that the changes in time are local and do not affect all points in space.
A typical feature of hyperbolic conservation laws is the spontaneous appearance of
discontinuities in the solutions, even when smooth initial data is prescribed [83]. As
a consequence, we need a different notion of a solution, i.e., the concept of a weak
solution. The function w is called a weak solution of (1.1) if it satisfies

f (e, e, 1) + F(ula £))ba(a, t)dtda + J up(2)d(z, 0)dz = 0, (1.2)
RxR, R

for all compactly supported ¢ € C*(R x R, ,R"). However, weak solutions of (1.1) are
not unique [83]. Let  : R — R be a convex scalar function (entropy function) such
that, denoting @ = V,nV, f, there exists a function ¢ : R — R with V,¢ = Q. We call
the function ¢ the entropy flux. The function v : R x R, — R is called an entropy
solution of (1.1) for the entropy pair (7, ¢) if the inequality

n(u): + q(u)e <0, (1.3)
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is satisfied in a weak sense. For scalar conservation laws, existence and uniqueness
of the weak entropy solution in R? was shown by Kruzkov [74]. The existence and
uniqueness of solutions to general multidimensional systems of equations is still an
open problem.

Solving systems of hyperbolic conservation laws with high-order methods attracts
substantial interest due to their numerous applications in engineering. In particular,
in aerospace engineering the availability of fast solvers is of the utmost importance.

All numerical methods for solving hyperbolic conservation laws are based on a discrete
representation of the domain. In particular, finite volume methods and Discontinuous
Galerkin (DG) methods are based on control volumes, finite differences are based on
structured grids of point values and generalized finite difference methods on general
point clouds.

The finite volume method emerges naturally from the nature of the problem. Let us
consider the one dimensional conservation law (1.1). The finite volume method is
based on a discretization {z;},cy = R with the control volumes C; = (z;_1/2, Tj11/2]
with ;15 = L;”“ Integrating (1.1) over the cell C;, dividing by its size |C;|, and
applying the divergence theorem, we obtain

d
U0 =1y | 100 n@)ds =~ G (F )  fumoga)), 00
where
1
Ui(t) = JCi ’Ci|u(x,t)dx, (1.5

denotes the cell average value. The idea of the finite volume method is to approximate
the flux f(u(x;1,/2)) through the interface z; ,, » by a numerical flux

Fiiijg = F(. U Uppr,...), (1.6)

e.g., Lax-Wendroff, Roe, or Lax-Friedrichs flux [61]. Common first order numerical
fluxes only depend on the cell values of the direct neighbors of the interface, e.g.,

Fi11/2 = F(U;, Uiy 1). We recover the semi-discrete scheme

d 1
an(t) = _@(FHI/Z = Fi_1/2), (1.7)

which can be fully discretized by applying an appropriate time discretization tech-
nique, e.g., a strong stability preserving Runge-Kutta method [49]. A viable strategy to
prove convergence to the unique solution is based on entropy stability, whenever such
a solution exists and is unique. Given an entropy pair (7, ¢), we call a scheme entropy
stable if it fulfills (1.3) at the discrete level. Some convergence results are based on



monotonicity, and total variation diminishing stability [19].

High-order accurate techniques are less diffusive or less dispersive methods with
greater computational efficiency. In the case of the finite volume method, we need to
combine the approximation of the surface integral of (1.4) by a high-order quadrature
rule with a high-order approximation of the flux at the quadrature nodes. The resulting
semi-discrete scheme can be integrated in time with a high-order Runge-Kutta method.
We consider for each cell C; a stencil of cells S; of neighboring cells and construct a
reconstruction s; : R — R of the solution, that interpolates the solution in a mean
value sense on the stencil 5;. To formalize the idea we introduce the averaging operator

Aolf) = ‘é Lﬂx)dx, 1.8)

with a function f : R — R and a domain C < R. The interpolation problem with
average values can be written as

Aes; = Ug, forallC € S;, (1.9

with the average value U¢ of the cell C. The high-order accurate reconstructions s; are
used to compute the high-order numerical flux based on a first order flux F (U, V') as

Fii10 = F(si(mi+1/2)a 3i+1(33i+1/2))- (1.10)

This interpolation procedure can introduce artificial oscillations which destabilize the
scheme. Such spurious oscillations, that occur at discontinuities, are a well-known
problem for high-order linear methods, referred to as the Gibbs phenomenon [77].
It can only be avoided by using nonlinear schemes. Based on the MUSCL approach,
Harten et al. [57] proposed the essentially nonoscillatory (ENO) scheme. This method
reduces the oscillations that occur due to the interpolation step by choosing the stencil
with the least oscillatory behavior. Later, this concept was extended to multidimen-
sional domains on general grids [56, 1]. Liu et al. [86] introduced the weighted ENO
(WENO) method which allows to obtain even higher order of convergence with similar
computational complexity by using convex combinations of solutions computed on
different stencils of the ENO method. A further generalization is the Central WENO
(CWENO) method which allows the use of stencils of different size [84]. In general, there
exist multiple strategies to select the least oscillatory stencil. The method used in [57]
is based on divided differences. Another well known indicator is the one introduced by
Jiang and Shu [70]. The only known stability result for essentially nonoscillatory meth-
ods is based on the sign property [35]. The reconstruction satisfies the sign property if
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Figure 1.1 - 2D interpolation problem.

the reconstructed jump at each interface has the same sign as the average values

sen(si+1(2ip1/2) — si(Tiv12)) = sgn(Uip1 — Us), (1.11)

for all 7 € N. With this, it is possible to construct entropy stable schemes for solving
hyperbolic conservation laws. However, there exist just a few results on reconstruc-
tions that satisfy the sign property, e.g., the ENO reconstruction [36], the Minmod
reconstruction [35], and a special WENO reconstruction [37].

Alternative methods to avoid stability problems and unphysical oscillations are based
on adding artificial viscosity [123] or on the use of limiters [59]. A generalization of the
finite volume method is the class of Discontinuous Galerkin finite element methods
[18], for which it is necessary to use shock-capturing techniques to ensure nonoscilla-
tory approximations [65].

While polynomial interpolation is well understood in one spatial dimension, it poses
some challenges in higher dimensions. In the case of unstructured grids, we face the
problem of (unique) solvability of the interpolation system. Let us consider the two-
dimensional interpolation problem on the points P, - - - , Ps which lie on a equilateral
triangle, see Figure 1.1. Using the second degree polynomial

p(x) = ap + a1X] + ag2Xa + azx1xy + a4x% + CL5X%. (1.12)

we obtain an singular system of equations. An alternative to the exact interpolation
is the least-squares method on a larger number of points, e.g., the points Py, ..., P;
in Figure 1.1, which does not guarantee the interpolation property to be satisfied. To
overcome this issue we employ radial basis functions (RBF) in the critical interpolation
step.

The use of RBFs for scattered data interpolation is not new. Their mesh-free property
and flexibility for high-dimensional data makes them advantageous as compared to
polynomials. Starting with the seminal work of Hardy [53] RBFs have found application
in different domains. Beginning with simple interpolation in multiple space dimen-
sions, Kansa [71, 72] considered approximations of solutions of partial differential
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equations with RBFs. This launched the development of further methods, e.g., colloca-
tion techniques, variational formulations and boundary element methods based on
RBFs [15] and the RBF-FD method [32, 33]. Sonar and Iske [115, 67] introduced the
idea to combine RBFs and finite volume schemes. There are several other approaches
that combine RBFs with finite volume methods, e.g. a high-order WENO approach
based on polyharmonics [2], an adaptive ADER method using polyharmonic WENO
reconstructions [3], a high-order WENO approach based on multiquadratics [11].

There exists a spectrum of methods and all of them have their advantages and disadvan-
tages. Combining different methods is not a new idea, with several hybrid approaches
readily available in literature. A common idea is to solve different parts of the equation
with different schemes, e.g., different methods for viscous and inviscid fluxes [118],
or to change the methods depending on the local behavior of the solutions, e.g., for
shock capturing [59, 5]. Another approach splits the domain into structured and un-
structured parts and solves them with different methods [131, 132, 130, 112].

1.1 Main contributions of the thesis

The main contribution of this thesis is the development of essentially nonoscillatory
methods to solve general conservation laws on general unstructured grids. In particu-
lar, we introduce a sign-preserving essentially nonoscillatory reconstruction method
based on infinitely smooth RBFs. We prove the sign property for the second and
third order pointwise reconstruction and we conjecture that it holds for higher order
reconstructions and for the mean value based version. Thus, we construct the RBF-
TeCNOp method, an arbitrary high-order entropy stable finite difference scheme, and
the RBF-EFV2 method, a second order entropy stable finite volume scheme, based on
the RBF reconstruction for one-dimensional conservation laws with infinitely smooth
RBFs. To ensure stability of the RBF interpolation we adopt the vector-valued rational
approximation method [127]. These methods can be generalized to multidimensional
problems on structured grids by using the principle of dimensional splitting.

To generalize the method for unstructured grids in multiple dimensions, we intro-
duce the high-order RBF-ENO method. This method is based on the reconstruction
algorithm and the smoothness indicator from the one-dimensional entropy stable
method. Further, we develop a stable evaluation method of the RBF interpolation,
which is based on the augmentation with polynomials, to avoid the computationally
expensive vector-valued rational approximation method. This evaluation method ex-
ploits the fact that the interpolation for the high-order finite volume methods is based
on small stencils of a fixed number of cells with bounded element sizes, in contrast
to the general RBF interpolation problems. For one spatial dimension, we show the
stability of the evaluation method. Numerical examples suggest its validity for two

7
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dimensions. Despite this improved evaluation method, the stencil selection algorithm
has still quadratic cost in the stencil size.

The RBF-CWENO method of third order reduces the computational burden of the
RBF-ENO method by considering only symmetric stencils of different sizes. For the
RBF-CWENO method we employ a smoothness indicator based on the work of Jiang
and Shu [70], except for the stencil of size one, for which we adapt an idea developed
for the multi-resolution WENO scheme [137].

Finally, we describe a hybrid high-resolution method with reduced computational cost.
Our approach is based on a partition of the domain into structured and unstructured
patches and on the combination of the standard WENO scheme on the former and of
the RBF-ENO method on the latter. The connection between the patches is achieved
with ghost cells. To enable the solution of problems with low density or pressure, we
also describe a positivity preserving limiter for non-polynomial reconstructions. This
combination allows us to solve a variety of non-standard challenging problems, such
as the scramjet inflow problem with Mach numbers 3 and 10, and a conical aerospike
nozzle simulation.

1.2 Overview of the thesis

In this thesis, we develop stable methods to solve hyperbolic conservation laws on
general grids. We introduce essentially nonoscillatory methods based on an RBF recon-
struction, develop a new smoothness indicator based on RBFs and propose a strategy
to circumvent stability issues introduced by the RBF interpolation.

In Chapter 2, we describe the required theoretical background of hyperbolic conserva-
tion laws, finite volume/difference method, and radial basis functions.

In Chapter 3, we develop an arbitrary high-order entropy stable finite difference
scheme and a second order entropy stable finite volume scheme based on the RBF
reconstruction for one-dimensional conservation laws.

In Chapter 4, we introduce a high-order ENO method based on an RBF reconstruction
for general grids. We develop a stable evaluation method of the interpolation problem
build on polynomial augmented multiquadratic splines. This method is based on the
smoothness indicator introduced in Chapter 3.

In Chapter 5, we extend the idea of the CWENO method using the RBF reconstruction.
We start with the one-dimensional version and generalize it for two-dimensional prob-
lems on general grids.

In Chapter 6, we reduce the computational cost of the RBF-ENO method by developing
a hybrid high-resolution RBF-ENO method. Furthermore, we develop a positivity
preserving limiter for non-polynomial reconstructions that ensures the solvability for
problems with density or pressure close to zero.

Chapter 7 summarizes the results and offers an outlook on future work.



Y4 Theoretical background

In this chapter, we present the theoretical concepts on which this thesis is based. We
start by introducing hyperbolic conservation laws. Next, we describe finite volume and
finite difference methods to solve partial differential equations. In the end, we discuss
radial basis functions and their applications to interpolation problems.

2.1 Hyperbolic conservation laws

In this section, we introduce hyperbolic conservation laws, some concepts of its so-
lution and some important results. Conservation laws in d space dimensions can be
described through systems of partial differential equations of the form

d
w+ Y fi(u)x, =0, inRIxR,,
z'_z:l ) 2.1

u(0) = uy, inR,

with the initial conditions ug : R* — R, the conserved variables u : R x R, — RY,
e.g. mass, momentum, and energy, and the flux functions f; : RN — R". These
variables are conserved in the sense that for any test volume Q < R¢ it holds

d
T JQ u(x,t)dx = — o f(u(s,t)) - n(s) ds, (2.2)

with the outwards pointing normal vector n(s) and f = (fi,..., f4). Thus, the change
of the conserved variables over time in the test volume can be described by the flux
through its boundary.

A conservation law is called strongly hyperbolic if the Jacobian V(f(u) - n) has
N real eigenvalues \j(u) < --- < Ay(u) with linearly independent eigenvectors
ri(u),...,ry(u) € RV in the each direction n € RY. Physically, this means that in-
formation is moving with finite speed. For example, a small perturbation in space does



Chapter 2. Theoretical background

not immediately affect the whole solution, but spreads over time.

2.1.1 Examples

Let us take a look at some of the most common examples of hyperbolic conservation
laws.

Linear advection equation
The most basic equation is called the linear advection equation. It can be described by

U + auy, = 0, (2.3)
u(z,0) = ug(z), for —oo <z < 0, .

with the wave speed a € R [83]. The solution v : R x R,y — R is a traveling wave
with speed a. For a differentiable initial condition w it is easy to verify that u(x,t) =
uo(z — at) is its solution. So, the initial condition is propagating with speed a > 0 to
the right (or to the left for a < 0).

Burgers’ equation

A famous nonlinear example is Burgers’ equation. Here, we have a convex flux f and
therefore it belongs mathematically to the simple cases. Its equation is

Lo
U + = (u ) =0,
AN (2.4)
u(z,0) = up(z), for —oo <z < o0.
Provided v is differentiable, (2.4) can be rewritten into the form
ur + uug = 0, (2.5)
which can be compared with the linear advection equation with an nonconstant
velocity u [83].
Buckley-Leverett equation

The Buckley-Leverett equation is a simple model for a two-phase fluid flow in porous
media. It finds some application in oil reservoir simulation to describe the ratio
between two fluids. It is an example of a non-convex flux. In one space dimension it

10
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can be expressed by (2.1) with

u2

T &

f(u)

with a € R that describes the ratio of the viscosities of the fluids [83].

Shallow water equations

A well-known system of hyperbolic conservation laws are the shallow water equations.
They describe some liquid flow under the assumptions that the horizontal length scales
are much larger than the vertical ones. This thin layer fluid flow assumes some bottom
topography and a free surface above. And the model can be derived from the Euler
equations, which model general fluid motions. In one space dimension and without
bottom topography, we get the nonlinear system of equations depending on the mass
flow m and the fluid height &

h m
(9 o) -

with the gravitational constant g [83]. The first equation comes from the conservation
of mass and the second equation describes the conservation of momentum.
The eigenvalues and eigenvectors of its Jacobian are

m 1
A2 =— ++/gh = : 2.8
L2 = G = Veh T2 (’;;i@z) (2.8)
Euler equations

The Euler equations of gas dynamics are, when compared to the shallow water equa-
tions, a more complex system of equations. They consist of the continuity equation,
the momentum equations, and the conservation of the total energy. In two space
dimensions, they are described by

m;
L 4 phiy
i = o 2.9
B = | by s 29)
“HE +p)
with the delta function
1, ifi=j
5ii = 6:(i) = , (2.10)
’ 0 {0, otherwise

11
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with u = (p, m1, ms, E)T the density p, the mass flux m; and m; in z- and y-direction,
1mi+md )

respectively, the total energy F, and the pressure p = RpT' = (v — 1)(£ — 3 -
assuming an ideal gas with the ratio of specific heat v [61]. The eigenvalues of the
Jacobian

A(u,n) = Vyufini + Vufone, (2.11)
in direction n = (n1,n2)’ are
Al = uUp — ¢, Ao = A3 = Uy, A4 = up + c, (2.12)

where u,, = uini + usns and ¢ = yp/p with its corresponding eigenvectors

T

r{ 1 1 0 1
o up — cnq Uq no up + cnq
R(u,n) = = , (2.13)
rs U9 — CN2 U2 —N1 Uy + cng
ry H — cu, %(u% +ud) wing —ugni  H + cuy,

where H = (v — 1)7'¢? + 1 (u} + u3) and the velocity u; = m;/p.

2.1.2 Discontinuous solutions

A characteristic property of hyperbolic conservation laws is the spontaneous occur-
rence of discontinuous solutions. Let us consider a scalar conservation law in one
space dimension. We start with the linear advection equation (2.3) with its solution
u(z,t) = up(x — at). Thus, the values u(z, t) are constant along the line = — at = x( (in
phase space). These lines are called characteristics and they are the trajectories of the
information flow. Further, they satisfy the following differential equation

(2.14)

For Burgers’ equation (2.4) the trajectories satisfy the ordinary differential equation

2(t) = ula(t), 1),

(2.15)
x(0) = zp.
To verify that u is constant along them, we simply calculate
gu(:/c(t) t)=0 (2.16)
dt . ’

12
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/. i
O

Figure 2.1 — Characteristics for Burgers’ equation.

We have z/(t) = ug(xo) which means the characteristics are straight lines of the form
iL'(t) =0 + UQ(iL'o)t. (2.17)

Let us now consider the initial conditions

1 ifx <0
ug(z) =< h(z) 0<z<1, (2.18)
0 ifz >1

with & such that v is smooth. By considering the characteristics for these initial
conditions we observe straight lines starting from the left side of zero with slope one,
vertical lines on the right side of one and in between we have some different shapes
(Figure 2.1). Since the values on the characteristics are constant, we end up with a
discontinuous solution at time ¢ = 1 when the characteristics intersect. The same
behavior can be observed for more complicated nonlinear systems of equations.

2.1.3 Weak formulation

As discussed above, the solution to hyperbolic conservation laws can be discontinuous.
Thus, they do not satisfy the smoothness requirements to make sense of (2.1) on strong
form. To allow the existence of discontinuous solutions, we rewrite the equations in
weak form, and interpret its solution in the weak (distributional) sense. Therefore, we

13
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take the inner product of each term of (2.1) with a smooth and compactly supported
test function ¢ € CF(R? x R, RY), integrate it over the whole space and time domain
and apply integration by parts in time or space. This yields

d
fRde+<u, br) + i:Zl<fz‘(u), Px, ydtdx + fRd<u0(x), b(x,0)>dx = 0, 2.19)

and is called the weak formulation of (2.1).

Definition 2.1. A functionu € LL _(R? x R, ,RY) is called a weak solution of (2.1) if

loc

(2.19) holds for all € CF (R? x R, RY).

After introducing the weak formulation and keeping in mind that solutions can become
discontinuous, we consider a special kind of initial conditions

w, forz<0
up(x) = . (2.20)
u.,, forz>0

Problems with these initial conditions are known as Riemann problems. They help to
understand the behavior of discontinuities.

Example 2.1. Let us consider the Riemann problem based on Burgers’ equation (2.4)
with u; < u,. In this case, there exist infinitely many weak solutions [83]. One of them is
the rarefaction wave

u,  forxz < ut
w(z,t) = L z/t, forut <z <u,t. (2.21)

Up,  forxz > u,t

A second solution is the shock wave

, orx < st
a(w ) = 0 JorT =St (2.22)
up, forx > st

with the shock speed s = (u; + u,)/2. Thus, weak solutions are not unique and the
problem is not well-posed.

To determine the shock speed s we can apply the Rankine-Hugoniot jump condition

d
>, nalfi(w)] = s[ul, (2.23)
i=1
with [u] = u*(x,t) —u~(x,t), ut(x,t) = lim, o u(x £ nh,t) andn = (ny,...,ng).

14
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2.1.4 Vanishing viscosity and entropy solution

Based on the knowledge that weak solutions are not unique, we need to introduce a
concept that ensures uniqueness for scalar conservation laws. The goal is to pick the
physical relevant solution which can be defined by the vanishing viscosity approach.
Let us assume a conservation law (2.1) in one space dimension. The vanishing viscosity
solution is the unique limit for ¢ — 0 of the equations

u; + f(u)y = ety
(2.24)
u(z,0) = up(z), for —oo <z < o0.

The existence of the viscosity solution and its convergence to a weak solution of (2.19)
for ¢ — 0 is ensured by Oleinik [98] and Kruzkov [74] for initial data of small total
variation.

However, this definition is not practical when working with numerical schemes. An
other approach uses the concept of entropy functions. In physics, we have the entropy
which is a physical quantity that is constant along particle paths and that jumps to
higher values across discontinuities. The definition of the mathematical entropy has
the opposite sign from the physical entropy such that the total entropy decreases
over time. Let n be a convex scalar function such that there exists ¢; : RV — R for
i=1,...,dwith Vyg;(u) = Vyn(u)Vyfi(u). After multiplying V7 (u) to (2.1) we can
rewrite it as

n(w); + Y. gi(u)x, =0, (2.25)
i=1

for smooth solutions u. We call (7, ¢) the entropy pair with the entropy function n and
its entropy flux ¢ = (q1, - . . , q4)-

Definition 2.2 (Entropy Solution). The functionu : R? x R, — RY is called an entropy
solution of (2.1), for the convex entropy function n and its corresponding entropy fluxe

(q1,---,qq), if the inequality
d
n(w) + ) gi(u)x, <0, (2.26)
i=1
is satisfied in the weak sense.

In the case of scalar conservation laws, existence and uniqueness of weak entropy
solutions in R? was shown by Kruzkov [74] . Note that the vanishing viscosity solution
satisfies the entropy inequality (2.26).

Furthermore, we can use the entropy variable v := v(u) = (Vun(u))” to symmetrize
(2.1) in the sense that V,u(v) is symmetric positive definite and V, f;(u(v)) is sym-
metric. The function v(u) defines a change of variables that is invertible in the

15
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case of a strongly convex n. This can be seen by introducing the entropy potential
Yi(v) = vl fi(u(v)) — ¢;(u(v)) and inserting V f;(u(v)) = ¢! (v), the Hessian of 1.

Examples

Let us take a look at some example equations and their entropy functions.

e For the linear advection equation (2.3), we can choose the entropy function to
be n(u) = % and ¢(u) = a“2—2. This gives us the following entropy variables and
potential

v(u) = u, Y(u) =a—. (2.27)

e For the Burgers’ equation (2.4), the entropy function n(u) = “2—2 with the entropy
flux q(u) = “?3 is a valid choice for the entropy pair. This results in

v(u) = u, P(u) = —. (2.28)

1 /m? 9 m3
77—5(7+gh>, q—ﬁ—I—gmh, (2.29)
and
gh — m—z 1
v = w2 P = §gmh. (2.30)
h

More details can be found in [102].

e For the two-dimensional Euler equations (2.9), we have to be aware, that the
thermodynamical entropy s = log(p) — vlog(p) is different from the entropy
function and entropy flux. An entropy pair is proposed in [54]

—ps —m;S

= = =1,2 2.31
n - 17 qi 5 1 s 2 y Ly ( )
with
_ m2+m2
Li —p 1p2 :
my
v 36752 = m,  B= 2£, (2.32)
B P
—28
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X

KA

Figure 2.2 — Triangulation for the finite volume method.

2.2 Finite volume method

In this section, we introduce the basic concept of the finite volume method to construct
approximate solutions to (2.1). The goal of numerical methods is the approximation of
the physical correct solution. However, for hyperbolic conservation laws convergence
results are mainly available for scalar and one-dimensional systems.

2.2.1 First-order finite volume method for scalar equations

In general, we assume a grid of the domain Q — R¢, consisting of cells C; with i € N, as
shown in Fig. 2.2 for the two-dimensional case. The finite volume method is based on
the integral form (2.2) with Q = C; and the cell averages U; = ﬁ §o. u(x)dx.

The one-dimensional case

The one-dimensional grid {z;}cz is composed of cells C; = [x;_1 /9, z;11/2] of size Ax.
We can evaluate the right hand side directly at its left and right cell interfaces to obtain
(1.4). After approximating f(u(z;41/2)) in terms of the cell averages U; and U; 1 with a
flux function

Fip1jo = F(Ui,Uiy1) ~ f(u(®ig1/2)), (2.33)

we recover the semi-discrete scheme (1.7). Note that, we have to use some quadrature
rule for approximating the boundary integral in higher space dimensions. Some
possible choices for flux functions are

e local Lax-Friedrichs flux F(U,V) = w -5(V-0),

17
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with a = maxyw <y |f/(W)].

e global Lax-Friedrichs flux F'(U,V) = w -5(V-0),
with a = maxyy |f/ (W),

e Roe-flux
Uy it {d0=@) 5 g
A A . (2.34)
f(V) otherwise

In the end, we can apply an arbitrary time discretization technique to recover a fully
discrete scheme from (1.7), e.g., the Euler method, a strong stability preserving Runge-
Kutta method [49]. Using the explicit Euler method we receive the well-known fully
discrete scheme in conservative form

UZH’l _ UTL_ =

A
"~ fal

iy — F,»”_m], (2.35)

where U ~ U;(t"), At = "1 — " and Flyp = F(U,Uj".). The discrete equation
(2.35) is called conservative form since the step function

’EL(:L’,t) = Uzn forz e (xi—1/27mi+1/2]7 te (tn_latn]a (2.36)

is conserved over time, e.g., {3 u(x,t)dz = {3 ug(x)dz. Futher, the numerical scheme
(2.35) is called consistent with the original conservation law if the flux function fulfills

F(U,U) = f(U), (2.37)

for every U € R. The Roe and the Lax-Friedrichs flux are consistent.

Lax and Wendroff [79] showed that a convergent, conservative, and consistent method
converges to a weak solution . However, this does not ensure convergence to the
physically correct weak solution.

Let (1, ¢) be an entropy pair. To ensure convergence to its weak entropy solution it is
enough to validate the cellwise discrete entropy condition

d

1
&U(Ui) < —W[Q(Uu Uir1) — QUi—1,U;)] = [Qit1/2 — Qi—1)2], (2.38)

1
|Cil
with some numerical entropy flux ) that is consistent with ¢. Methods that satisfy the
discrete entropy condition are called entropy stable [58, 81]. Under the assumption of
convergence, this concept ensures convergence to the weak entropy solution.
Note that to demonstrate convergence we need some stronger stability properties.
Convergent subsequences can be found in sequences of compact sets, e.g., sets of

18
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bounded total variation

TV (v) = limsup ! JOO |v(x + €) —v(z)|dz. (2.39)
e—0 € J_w

and with bounded support. The total variation of weak solutions to scalar problems is

nonincreasing over time [47]. Numerical methods with this property are called total

variation dimishing (TVD).

Similar methods are called monotinicity preserving schemes and monotone schemes

[83]. Solutions of monotonicity preserving schemes are monotone if their initial data

is monotone. Thus, they control oscillations close to discontinuities.

Monotone methods ensure that for two initial conditions

uw) <0?,  forallieN, (2.40)
we get
uy < vy, foralli e N, (2.41)

for all n € N. Theorem 2.1 expresses the connection between these different concepts
of stability.

Theorem 2.1 (Connection: monotone, TVD and monotonicity preserving schemes,
[61]). Monotone schemes are TVD and TVD schemes are monotonicity preserving.
Furthermore, linear monotonicity preserving schemes are monotone.

In addition, it holds

Theorem 2.2 (Monotone schemes [83]). Numerical solutions of consistent monotone
methods with fixed ratio At/ Az converge to the weak entropy solution as At — 0.
However, linear monotone schemes are at most first order accurate.

These results show us that the concept introduced above works, but we are restricted
to first order accurate methods for linear schemes. For higher-order methods, we need
weaker conditions to ensure convergence to its entropy solution.

Finite volume method in multiple dimensions

Let us consider the two dimensional case as an example. The generalization from two
dimensions to higher ones is direct. We assume a triangular grid of the domain Q2 < R?,
consisting of triangular cells C; = {x;,x,x;} as illustrated in Fig. 2.2. Similar to the
one-dimensional case, we integrate (2.1) over the cell, divide it by the cell size |C;| and
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apply the divergence theorem to recover the semi-discrete scheme

3
Z i, =0, (2.42)
with the numerical flux F};, = F;;_(U;, Uy, n;;,) and the accuracy condition
J f(u) - ny ds(x) = Fy, + O(AzP), (2.43)
’Lle
where f = (f1, f2), Su. = 0C; n 0Cy,, Uy, is the cell average of C;, and ny, is the
outward pointing normal vector.

The numerical flux F};, can be expressed by using an (approximate) Riemann solver. A
common choice is the Rusanov flux

Ff 0. Vng) = Bl (pw) 1 pv) ng, - QOB gy
with
@i, (U, V) = max{Amaz(Vuf (U) 1, ), Amaz(Va f (V) - 10, )} (2.45)

Here, .42 (A) is the biggest eigenvalue of A and n;;, the normal vector to the interface
Sit, -

2.2.2 High-order finite volume method for scalar equations

First order methods give us access to fast and stable schemes for solving hyperbolic
conservation laws, but they have drawbacks. Main problems are the large diffusion
of monotone schemes and the resulting poor resolution of discontinuities. A further
goal of high-order methods is to compute more accurate solutions with similar com-
putational cost. High-order accurate finite volume methods are based on the same
derivation as the first order scheme, but we approximate the boundary integral in
(2.43) by a quadrature rule of high order and replace the flux at each quadrature point
with a high-order numerical flux with p > 1. Inserting this into the semi-discrete
scheme (2.42), we obtain

du; 13
O — Fy, = f f(u) - ny ds(x) + O(Az?
) \0| () + O(Az").
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Using the diverence theorem we have

dU; 1
b= -, AxP
P Gl Joce (u) - ny, ds(x) + O(AxP),

= |C’11| Jci fi(u)x, + fa(u)x,dx + O(AzP),

(2.46)

which ensures a local truncation error of order p. In the end, we can apply an arbitrary
time discretization technique to recover a fully discrete scheme, e.g., an SSPRK method
[49].

One way to generate a high-order approximation of the flux is the MUSCL approach
[121]. We consider again a grid consisting of cells C;, i € N as in Figure 2.2. We define
for each cell C; a stencil S; of neighbors and create a function s; : R — R which
is a reconstruction of the solution, that interpolates the solution in a mean value
sense on the stencil. The interpolation problem with average values is formalized
in (1.9). A high-order boundary integral approximation of (2.43) and the high-order
accurate reconstruction s; of the local solution are used to evaluate the first order flux
F(U,V,n;,) on the quadrature points. This high-order flux can be written as

nQ
Fi, = > weFif (si(%k), sit, (Xn), 1, ), (2.47)
k=1
with the quadrature weights wy, the quadrature points x;, fork = 1,...,ng withng e N

the number of quadrature points and the high-order accurate reconstruction s; of the
solution in cell C;. The high-order reconstruction s; is based on a stencil of cells which
includes C;.

A main problem with high-order accurate methods is the appearance of oscillations
close to discontinuities. Figure 2.3 shows some classical behaviour of high-order
methods at discontinuities illustrated by spurious oscillations of the second order
Lax-Wendroff method

) = LT O (0 ) ), 2.48)

for the linear advection equation with a discontinuous initial condition.

Essentially nonoscillatory method

Harten et al. [57] proposed the essentially nonoscillatory method (ENO) to control spu-
rious oscillations at discontinuities. Its principle is based on the evaluation of multiple
stencils for each cell C;, in which we reconstruct the solution for each component, see
Figure 2.4. Finally, one chooses the least oscillatory reconstruction to define s;.

For the one-dimensional polynomial reconstruction we assume a grid comprising
the cells C; = (7;_1/2,7i41/2] for i € N with its averages U;. The goal is to find
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1.5 I T T
— Lax-Wendroff
— Exact Sol.

0.5 — —

—0.5 |- —

Figure 2.3 — Artificial Oscillations of the discontinuous solution for the linear advection
equation with a = 1 at time ¢ = 0.1 with uy(z) = —sgn(z — 0.5) and N = 256 cells.

Figure 2.4 — Different stencils and its reconstruction with n = 3.

a function of order n — 1 on a stencil of size n € N such that \¢;s; = Uj for all
j=i+r-1,...,0+1rp—1+n—11—n < r,_; < 0. In the case of a polynomial
reconstruction s; € IT,,_1 (R), with the polynomial space II,,(R) of maximum degree n,
the problem can be rewritten into a pointwise interpolation. Therefore, we define the
interpolation values

Viei2 = Vicip + Uil Cif, (2.49)

with V_; » = C € R that can be interpreted as the step-wise primitive of our interpola-
tion function. Let S € II,,(R) be the interpolation polynomial such that

S(@iy172) = Vigrjos (2.50)
foralli = —1,...,n — 1. Thus, the polynomial s € II,,_; (R) defined by

s(x) = S'(z), (2.51)
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which fulfills condition (1.9).

Algorithm 2.1 Recursive Algorithm [57]

Let the interpolation points z;_,41/2,...,%i4p—12 and its values
Vient1/2s- -+ Vign—1/2 be given.

Start by initializing o = —1/2.

forj=1,...,n—1do

if |S[xi+7“j,1—1v s 7$i+7‘j71+]’]| < |S[lii+1”j71) s )xi+7“j71+j+l]| then
Set Ty ="Tj-1— 1
else
Set Ty =Tj-1
end if
end for

Define the stencil S; = {Citr,,_,,...,Citr,_1+n—1} and sj(z) = S’'(z).

To choose the least oscillatory stencil there exist different possibilities. The stencil
choice of the original method is given by Algorithm 2.1, and is based on the divided
differences

Slz;] =V, Slaiy. .. Tirs] = Slries,. i) = Sl "x”j_l], (2.52)

Titj — Ty

for polynomials. Note that the ENO method of order p is based on the reconstruction
with stencils of size n = p. Harten [55] showed that for w € C*(R) all the k-th divided
differences are continuously depending on the k-th derivative. And if w has a jump
discontinuity in the k-th derivative then it blows up with O(Az~P+*) with k < p.
Multiple different methods have been proposed to measure the smoothness of poly-
nomials, e.g., [86, 1, 70, 66]. All these reconstruction methods give reasonable results.
One concept to show entropy-stability is based on a structural property which is called
the sign property (1.11). The polynomial reconstruction based on Algorithm 2.1 fulfills
the sign property, as shown in [36]. Furthermore, the minmod limiter is sign-stable
[35].

Weighted essentially nonoscillatory method

The ENO method considers 2n — 1 cells to receive a reconstruction of degreen — 1 € N
on a stencil of size n and a finite volume method of order p = n. However, by using all
2n — 1 cells the maximum degree we can hope for in the smooth case is 2n — 2 such that
we end up with a finite volume method of order p = 2n — 1. Liu et al. [86] introduced
the weighted ENO method based on the idea of using a convex combination of the
solutions 3{ of each stencil Sf ={Ci—j,...,Ci—jin—1}foreachj = 0,...,n—1to create
a stable finite volume method of order p = 2n — 1.
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Given s/ : R — R such that
/\ng = Ug, forallC e Sf, foreachj =0,...,n—1, (2.53)

we define the reconstruction
n—-1
si(z) = Z w! sl (z), (2.54)
=0
such that wf = dg + O(Az"1) in smooth regions with the coefficients d{ € R fulfilling
n—-1
Si+1/2 = 2 dls](2i51)2) = w(Tip1p0) + O(A2* ). (2.55)
j=0

The convexity property Z;‘;Ol wf = 1 with wf > 0 is needed to maintain Consistgncy
and stability. One of the most common choices for the nonlinear coefficients w; was
proposed by Jiang and Shu [70]

. J . &
wg _ nOéZ - ag _ +7 (2.56)
D=0 % (IS¢ [s;] + &)t

where £ « 1 and the smoothness indicator IS¢ : C*(R) — R which measures the
smoothness of the reconstructions. To preserve the right order of accuracy in the
smooth case we need

ISc[s] = C(Az)(1 + O(Az™1)). (2.57)
In the case that the function s is not smooth in C we need
IS¢[s] = O(1). (2.58)

In comparison with the ENO method one of the main additional challenges of the
WENO method is the choice of the coefficients dg , especially for unstructured grids.
Concerning the sign property there exist just a few results for WENO methods, e.g.,
some special third order WENO methods [17, 37]. To solve multidimensional problems,
there exists dimensional splitting which is a method to solve multidimensional prob-
lems with one-dimensional methods [48]. However, applying the dimensional splitting
with high-order finite volume schemes does not directly result in a high-order method,
but rather in a high-resolution method. To receive the right order of convergence the
flux must be calculated for each quadrature point on the boundary of the quadrilateral.
More information and analysis can be found in [70, 61].
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2.2.3 Finite volume method for systems of equations

The derivation of the finite volume method for systems of equations is based on the
same principle as the scalar case. After applying the divergence theorem, we end up
with (2.42) with multiple components. The generalization of the MUSCL scheme is
direct by reconstructing the solution for each component and use (2.47).

There are a number of possibilities to approximate the flux through the interfaces. Two
classic numerical flux functions for one-dimensional problems include

e The Lax-Friedrichs (or Rusanov) flux that is defined by

U,) + f(U; C;
Frpp = WOV IO ey, (2.59)

with ¢; 15 = maxg=1,.. N (| A\ (Ui)|, [\ (Uis1)]) and A\, (U) the k-th eigenvalue of
Vu f(U).

e The Roe flux that is defined as

fU;) + f(U; 1 _
Firs = (Uy) : (Uit1) iRiH/Q]Ai+1/2|RH11/2(UZ~+1 —U,), (2.60)
with the eigenvector and eigenvalue matrices R; /5, Ajy1/2 = diag(A1, ..., AN)

of an approximated matrix A(U;, U, 12) & A(U) = Vy f(U). More details can
be found in [105, 61].

The main difference between the finite volume method for scalar equations and sys-
tems of equations is the lack of theoretical support for systems of conservation laws,
especially in multiple dimensions. Nevertheless, current methods seem to give reason-
able results.

A further option to stabilize finite volume methods for systems of equations is the
change of variables, e.g., entropy variables, characteristic variables.

2.3 Finite difference method

In comparison to the finite volume method the finite difference method seeks to
approximate the partial derivative operator using some discrete pointwise approxima-
tion operator. For simplicity, we consider just the one-dimensional problem. Higher
dimensional cases are derived by applying a dimensional splitting [48]. Unlike the
finite volume scheme the finite difference method is node based and not cell based.
However, the structure of the finite difference approximation of (2.1) can be written in
the same way

dui + L(
dt Az

Fiy10 — Fi_12) =0, (2.61)
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where W = g—i(ui) + O(AzP) with p > 0. The flux terms depend on point
values
Fi+1/2 = F(ui—ka o 7ui+p—k—1)7 (262)

with £ < p and can be derived using Taylor expansions.

Similar to the high-order finite volume method reconstructions s; are used to calculate
high-order finite differences [114]. In this case, the reconstructions s; are based on
pointwise interpolation

Si(l‘j) = llj, (263)

for all j € S; with the stencil S;.

Note that high-order for the finite difference method is slightly different from that of

the finite volume case. We seek for a high-order approximation of the derivative
Fiiip—Fi1p 0

AL = &(uz) + O(AxP). (2.64)

Inserting this into (2.61) we have the same result as for the finite volume method

dui 1 af
T *E(me —Fi_1p) = *%(ui) + O(AzP),

in a pointwise sense. However, the idea of essentially nonoscillatory methods is work-
ing similarly with the difference that the reconstruction is based on pointwise inter-
polation. As in the mean-value case the reconstruction with the pointwise version of
Algorithm 2.1 is sign-stable [36].

2.4 Entropy conservative and entropy stable finite difference
methods

The goal is to construct methods that fulfill (2.38), referred to as entropy stable schemes
[58, 81]. As a first step, we introduce entropy conservative methods that fulfill

d

1
aﬁ(uj) = _@[Qj-i-l/Q —Qj_1)2]- (2.65)

Next, we add a dissipation term to control oscillations at discontinuities to recover an

entropy stable method. To construct entropy conservative methods we use Tadmor’s
entropy conservation condition [117]

HV]]z'TJr1/2Fi+1/2 = H¢Hi+1/2a (2.66)
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2.4. Entropy conservative and entropy stable finite difference methods

with the entropy variable v, the entropy potential ) and the notation [ f]; 112 = fi+1—fi.
This condition describes a system of equations, but its solvability is generally not clear.
However, for scalar conservation laws there exists a unique solution as summarized in
the following theorem.

Theorem 2.3 (Entropy conservative schemes for scalar equations [117]). For a given
entropy pair (n, q) the numerical flux

[¥lig1y2 ifu
i 7 U
Fi-&-l/? = [v]it1/2 f +1 , (2.67)
flui)  ifui = uin

defines an entropy conservative method for scalar equations with the entropy variable v
and the conserved variable u. Furthermore, it is second-order accurate in smooth regions

of u.
Given a numerical second order two-point flux the work of Lefloch et al. [82] combines
these linearly to construct a 2p-th order accurate flux on a uniform grid.

Theorem 2.4 (High-order entropy conservative fluxes [82]). Letp € N and assume that
Qi1 p, ..., 0y SOlve the p linear equations

p P
Dliaip =1, i i, =0, fors=2,....p. (2.68)
i=1 i=1
Then the flux
F2(impats ey inp) = D @i > F2(uim i, wina), (2.69)
j=1 =1

is consistent, 2p-th order accurate and entropy conservative provided the second order
two-point conservative flux F? fulfills (2.66).

The fourth order entropy conservative flux with coefficients as = (3, —¢) and the sixth
order scheme with a3 = (2, —-3, &) present two explicit examples.

Remark 2.1. In the original version of Theorem 2.4 the conditions (2.68) include a factor
two

p
2) iy = 1, (2.70)
i=1

which is wrong.
The proof'is based on the Taylor expansion of F (u;, u;+;) and F(u;—;,u;). Let us write
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down the difference

F(ui,uiyg) — Fui—j,u;) = jh(&zF(ui, u;) + Oy F(uy, Uz’))

(7h)°
2

(2.71)

(8mF(ui, u;) — Oyy F'(u;, ul)> +....

The terms with even order are zero because of the symmetry of F'. The high-order odd
terms are zero because

O‘z,p (2.72)

i M*@

as in the original proof. To analyze the first term we apply the consistency condition to
the second order numerical flux

%f(u) = %F(u,u) = 0, F(u,u) + 0y F(u,u). (2.73)
Thus, we get
Flusuisg) — Fuig, ) —]h f i (jh)2k+1 g2kt Flu )
’ ’ k:=1 (2k + 1)! 0x2k+1 ’ (2.74)
+ O(h?P*2),
Using (2.68) we end up with
S 0 ot ccstisgt) L) o, @7

2.4.1 Examples of 2nd-order entropy conservative schemes

Linear advection equation Let us apply Theorem 2.3 to the linear advection equa-
tion (2.3) with the entropy pair

n(u) = — q(u) = a—. (2.76)

v(u) = u, Y(u) =a—, (2.77)

and we obtain the entropy conservative flux

- Uit]l + Uj

Fiirp = =g (2.78)
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2.4. Entropy conservative and entropy stable finite difference methods

Burger’s equation For the Burger’s equation (2.4), the entropy pair

u? ud
n(w) =5 alw) =7, (2.79)
we get
uw
v(u) = u, P(u) = 5 (2.80)

This leads to the entropy conservative flux

~ u? + ugip + ul
Fipajp = =t (2.81)

Shallow water equations For systems of equations it is more difficult to find entropy
conservative fluxes, especially since the existence of solutions of the system (2.66) is
unclear. For the one-dimensional shallow water equation the second order entropy
conservative flux

- h: s
7, _ [ i+1/2Wiv1/2 , (2.82)
/2 (hi+1/2(ui+1/2)2 + 3gh2i 10

with v = m/h and ﬁ»H/Q = %(fi + fi+1) is based on the entropy pair (2.29) [34].

Euler equations With the entropy pair (2.31) Chandrashekar [16] proposed the ki-
netic energy preserving and entropy conservative (KEPEC) flux for the one-dimensional
Euler equations (2.9), based on the entropy variables and the potential

y=s _ pu?

v—1 2p
vV = pu/p , Y = pu. (2.83)

—p/p

The KEPEC flux makes use of the logarithmic averages p and Bwith 8 = ﬁ and can be
written as

~ P — e 1 l— — rm
fP=pu, =L yap, =<7A—7u2>fp+uf . (284
26 2(y—1)p 2
where v = “+5™% and the logarithmic average © = W
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2.4.2 Entropy stable fluxes

Entropy conservative methods yield good results in smooth regions, but it is well-
known that spurious oscillations appear close to discontinuities. Introducing artificial
dissipation, depending on the size of the jump over the interface, controls these os-
cillations. Based on an entropy conservative scheme F} ; /2 and a symmetric positive
definite matrix D;_ 5, Tadmor [117] proposed the entropy stable numerical flux func-
tion

1
Fivip0 = Fiy12 — §Di+1/2[[v]]i+1/2' (2.85)

Combining high-order conservative fluxes with dissipation terms introduces the con-
straint that D;  »[v];i11/2 = O(AzP) to maintain accuracy for smooth solutions.

To achieve this we define for each cell C; a stencil of cells S; on which we construct
an interpolation function s; : R — R of order p and replace the jump [v];,, by the
jump in the reconstruction (v);; /2 = si+1(zi41/2) — si(¥i41/2)- Thus, the method has
the form

- 1
Fitip = Fffl/Q - §Di+1/2<<v>>z'+1/2a (2.86)
with the additional condition

Dii1p0 = Ri+l/2Ai+1/2RZT+1/27 (2.87)

where R, 1/, € RV is invertible and A, ,,, > 0 is diagonal. Fjordholm et al. [35]
recovered the following stability results.

Lemma 2.5 (Entropy stability with high-order diffusion [35]). Foreachi € Z, let (2.87)
be fulfilled. Let s; be a reconstruction of the entropy variables in cell C;, such that for
each i, there exists a diagonal matrix B; 1/, > 0 such that

(vhiy12 = R;S/QBiH/zRiTHp [v]it1/2- (2.88)

Then the scheme with the flux (2.86) is entropy stable.

By introducing the scaled entropy variables
wi = RLpvi,  WF RE v, (2.89)

()

with the reconstructed entropy variables v;" = s;(z;1 /2), (2.88) becomes

(0)ir1/2 = Biy12[wlisvry- (2.90)

Since B, is diagonal and semi-positive definite, this can be reformulated compo-
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2.5. Entropy conservative and stable finite volume methods

nentwise as

sgn(( @' )iy 10 = sgn[w'];11 0, 2.91)

for each component /. We recognize this as the sign property (1.11).

Finally, we can combine the high-order conservative flux with the high-order ENO-
based diffusion term and obtain a high-order, entropy stable, and essentially nonoscil-
latory class of finite difference schemes, called TeCNO schemes (see [35] for more
details).

Two explicit examples include the combination with a high-order entropy conservative
flux, based on the second order flux from Section 2.4.1, with the local Lax-Friedrichs
(Rusanov) or the Roe diffusion terms:

ELLF: Let Ai+1/2 = %Ci-i-l/Q Id, with Ci+1/2 = man:17m7N(’)\k(Ui)’, ‘)\k(Uerl)D
This gives us the diffusion term

1
Diy12{v)is1ye = §Ci+1/2Rz‘+1/2<<w>>i+1/2- (2.92)

ERoe: Let A;, /o = 5[A;yqp0l, With Ay o = diag( A (vig1)2), -5 AN (Uig1y2)) and g o =

“Jr% We obtain the diffusion term
1
Diy12{v)is1ye = ERZ'+1/2|AZ’+1/2|<<w>>i+1/2- (2.93)

2.5 Entropy conservative and stable finite volume methods

Analogues to the finite difference method we can introduce discrete entropy conser-
vation for the finite volume methods in one dimension. A finite volume method is
called entropy conservative for a given entropy pair (7, q) if it satisfies (2.65) with some
numerical entropy flux @ which is consistent with ¢. Note that for the two dimensional
case Madrane et al. [87] introduced a different definition.

Definition 2.3 (Entropy conservative finite volume method [87]). A numerical flux
F;; = F(U;,Uj, ny) is entropy conservative if it is of the form Fi; = Flinj; + F{;n}; and
the components satisfy the relation

IVILFE =[]y, k=1,2, (2.94)

where,(U) = V(U)T f,(U) — q(U) denotes the entropy potential.

In a second step, they proved the following theorem.

Theorem 2.6 (Entropy conservative finite volume method [87]). Let F;; be an entropy
conservative flux. Then the approximate solution U; satisfies the discrete entropy identity
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d 1
]ENZ'

with the numerical entropy flux

2
Qij = Y. (Vi Fly —vF,)), (2.96)
k=1
withw;; := 3(w; + w;) and the set of neighbouring cells N; of cell i.

Thus, the two definitions are consistent. Since the definition of entropy conservative
schemes does not change for the finite volume method, we can conclude that a second
order finite difference flux which fulfills (2.66) is also a second order flux for the entropy
conservative finite volume method. This can be summarized as follows.

Theorem 2.7. Every second order finite difference scheme that fulfills Tadmor’s entropy
conservation condition (2.66) in one space dimension is also a second order entropy
conservative finite volume method.

The construction of entropy stable schemes from entropy conservative schemes pro-
ceeds as for the finite difference case, the only difference being that the interpolation
is based on cell averages instead of point values. Thus, Lemma 2.5 holds also for finite
volume methods and we recover a second order accurate entropy stable finite volume
method of the form

Fiv1p2 = Fi2+1/2 = Dig12(v)iv1/2- (2.97)

Remark 2.2. The extension to higher order following Theorem 2.4 does not work in the
finite volume case.
Let us consider the approach

Firijp = Y s F? Uik, Uist), (2.98)
Lk

with the second order flux F*(U, V') and a uniform grid in one dimension. The analysis
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2.5. Entropy conservative and stable finite volume methods

is based on the Taylor expansions
1 (Fi+k+1/2
Uisr = hj u(x)dz,
Titk—1/2
u/(x; u”(x;
— u(@ie10) + UiTirys) <k2 (k- 1)2)h J W@iey2) (k3 (k- 1)3) h?

2 3!
+O(h?),

= ui—i—l/Q + AU,
and

F(u+ Aup,u + Aug) = F(u,u) + Fp(u,u)(Auy + Aug) + %(u,u)(Au% + Au3)
+ Fpy (u, u) Aug Aug + O(Au? + Au3),

where we use the symmetry of F'. The combination of the two expansions yields

w(kz (k=12 4+ (I 1)2)]

F(Uisk, Uig1) = f(uip12) + h[Fm i 2

u”
2 i+1/2 (03 o a\3 73 (7 1)3
+h [Fx s <k (k—1)3+13-( 1))
+1F (“2“/2)2(@2 — (b =122+ (2 = (1= 1)Y)?)
2" “liv12\ 2

(e e - - 1))

%*21/2<2k+2l2)]

Foy

= f(isrj2) + b,

i+1/2

+h2[3F u;’+1/2 (kQ—k—i—lQ—l-}—g)
“liv12 3! 3
!/
2 i+1/2 (#)2@2 —k+12 -1+ %)
/
Fay i+1/2 (%)74!@[ —2k—2l+ 1)] +O(h?),

Whereuz({i-)l/Q = w9 (2;11/0), Fa = Fu(uiy1/2, Uis1/2), Foo = Fuo(Uit1/2: Uiv1/2))

i+12 i+1/2
= Fuy(Uit1/2, Uir1/2). Using this result in (2.98) we obtain

Fy
Ylit1/2

Fii1pp = Ao+ Arh + (AJ + A) + A3)h* + O(h?), (2.99)
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with
Ao = f(uis12) Y. g, (2.100)
Lk
A = F, u;H/QZal,k(k - 1), 2.101)
Uit1/2 Lk
u! 9
AY = 3F, i+1/2 Zam(lf kP-4 f), (2.102)
w3 3
u; 2 1
AS = 2F,, (ﬂ) Za,,k(kﬁ kP-4 f), (2.103)
wapt 2 ) 2
! 2
A= F,, < ’“/2> Ea,,k<4kz ok —20+ 1). (2.104)
Uit1/2 2 1k

To receive a flux of order three we seek oy, such that Ay = f(u;y12) and Ay = Ay =0
fori =1,2,3. However, (2.102) and (2.103) can not both be zero.

2.6 RBF-Theory

Radial basis functions (RBF) have been successfully used for scattered data interpola-
tion. Due to their mesh-free property, they are more flexible in terms of the geometric
structure of the data points. Furthermore, its application to high-dimensional prob-
lems is simple. Following the seminal work by Hardy [53], Duchon [25], and Micchelli
[91], RBFs are successfully used in various domains.

2.6.1 Standard interpolation

The goal is the interpolation of a data vector f|x = (f(x1),..., f(x,))T € R" on the
scattered set of data points X = (x1,...,x,)” with x; € R for some function f : R —
R. We are seeking a function s : RY — R such that

s(xi) = f(x;), foralli=1,...,n. (2.105)

The idea is to use a single univariate continuous function ¢, the radial basis function,
composed with the Euclidean norm centered at the data points as the interpolation
basis

B = {oellx —xul), ..., olellx = xal)}, (2.106)
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2.6. RBF-Theory

with the shape parameter . To simplify the notation we use
Px —x;) := plelx — xi]),  H:RT >R, (2.107)

The general radial basis function approximation is given as

n

s(x) = Y aip(x — x;) + p(x), (2.108)

i=1

with a polynomial p(x) = 37 , b;jp;(x) and the polynomial basis {p;, . . ., p;, } of II;_1 (R%),
the space of polynomials in R? of order /—1 with I, m € N, and the additional constraints

Ylaig(xi) =0,  forallge I (RY), (2.109)
=1

with the coefficients a; € Rforallz = 1,...,n. Conditions (2.105) and (2.109) can be
expressed in the system of equations

(¢ 90-)

with Aij = (Z)(Xl — Xj), Pij = pj(Xi), a = (al, ce. ,an)T and b = (bl, RN bm)T. The choice
of the radial basis function ¢ is restricted by some conditions to ensure the solvability
of (2.110).

Definition 2.4 (Conditionally positive/negative definite function). A function ¢ : R¢ —
R is called conditionally positive (semi-) definite of order [ if for any pairwise distinct

pointsxi,...,x, e Rlandc = (c1,...,c,)T € R"\{0} such thar
D eip(xi) =0, (2.111)
i=1

forallp e 1I;_ | (R?), the quadratic form

n

Z cjckgb(xj — Xk), (2.112)

J,k=1

is positive (non-negative).
A function ¢ : R? — R is called conditionally negative (semi-) definite of order if —¢ is
conditionally positive (semi-) definite of order .

For a conditionally positive definite RBF ¢ of order r, (2.110) has a unique solution if
X1,...,X, are IT;_; (R%)-unisolvent for [ > r [124]. A subclass of conditionally positive
definite functions are the positive definite functions for which (2.112) holds but (2.111)
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RBF o(r) Order

Infinitely smooth RBFs

Multiquadratics (1+ (er)®)” | [V]

Inverse multiquadratics | (14 (e7)?)™ | 0

Gaussians exp(—(er)?) |0

Piecewise smooth RBFs

Polyharmonic Splines | r2¢—4 k
r?k=dlog(r) | k

Table 2.1 - Commonly used RBFs with0 < v ¢ N, k e Nand ¢ > 0.

does not.
Since the matrix A is positive definite for a positive definite function ¢, the existence
of an unique solution to (2.110) is trivial for all / € N, if x;, .. ., x,, are pairwise disjoint.

The most commonly used RBFs are listed in Table 2.1.

2.6.2 Interpolation of cell-averages

For the finite volume method we do not consider the pointwise interpolation, but the

cell-averages. Let us assume a given grid of cells C1, ..., C, with its average values
Ui, ..., U, forn € N. Following [2, 3] we consider the interpolation function
s(z) = Y aids o(x— &) +p(x),  pell_y(RY), (2.113)
i=1

with Aéc f being the average operator of f over the cell C' with respect to the variable &.
Thus, we have the interpolation problem

Ae;s = Uj, forallj=1,...,n, (2.114a)

J

Ylaire,qg =0, for all ¢ € II;_; (R%). (2.114b)
i=1

Well-posedness

To show solvability of system (2.114), it suffices to assume ¢ to be conditional positive
definite in a pointwise sense and {\¢,}? , to be IT;_; (R%)-unisolvent, see Theorem 2.8.
We start by defining conditionally positive definiteness in terms of cell averages.

Definition 2.5 (Conditionally positive definite in the mean-value sense). A function
¢ : R? — R is called conditionally positive definite of order | in the mean-value
sense if, for any stencil S of pairwise non-overlapping cells C1,...,C, < R% and c =
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(c1,...,cn)T € R™\{0} such that
Dleidep =0, (2.115)
=1

forallp € 11;_, (R?), the quadratic form

D e NE NG d(x — €), (2.116)
g k=1

is positive.
A function ¢ : R* — R is called conditionally negative definite of order in the mean-
value sense if — ¢ is conditionally positive definite of order | in the mean-value sense.

Remark 2.3. An open question is if a conditionally positive definite function in the
pointwise sense is also conditionally positive definite in the mean-value sense and vice
versa.

Following the result from Iske and Sonar [67], Theorem 2.8 gives us the well-posedness
of (2.114) if the set {\¢, }7, is II;_; (R?)-unisolvent.

Theorem 2.8 (Well-Posedness of RBF interpolation in the mean-value sense). Let ¢
be a conditionally positive definite radial basis function and let the set {\c,}}_, be
II;_1 (RY)-unisolvent withn € N. Then, (2.114) has a unique solution.

The proof of this theorem follows closely the one for the pointwise evaluation [124] with
an additional estimate for the positive definiteness that is based on a pointwise results
in [96]. Therefore, we need to introduce some new definitions. A continuous real-
valued function g on [0, «0) is called completely monotonic on (0, ) if it is in C*(0, )
and (—1)k¢®)(z) > 0 for z € (0,0),k € Ny. The connection between completely
monotonic and conditionally positive semi-definite functions is expressed in Theorem
2.9.

Theorem 2.9 (Micchelli [91]). A function ¢(x) = g(||x||3) is conditionally positive semi-
definite of order m, whenever g € C[0,0) n C®(0,0) and (—1)"g"™ is completely
monotonic on (0, ).

Let us define the space RPy;, .. as the space of all continuous functions F' : [0,0) — R
such that (—1)™(d™/do™)F (4/0) is completely monotonic on (0, ). Note that the
RBFs from the Table 2.1 belong to this class of conditionally positive semi-definite
functions.

To prove Theorem 2.8 we need to find a bound from below of the quadratic form

Q= Y &GN o(x =y, (2.117)

k=1
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in the case that > | & ap(x) = 0 for all p € II,,_;(R?%). We use some results from
Micchelli [91] and Narcowich and Ward [96] in terms of mean-value evaluation, stated
below.

Lemma 2.10 (Mean-value version [91]). If >}, a;\§ p(x) = 0 forallp € IT;,_1(R%)
then

(=1 D} @ AE A Ix =€l = 0, (2.118)

ij=1
where equality holds in (2.118) ifand only if i, a; N, p(x) = 0 for allp € I}, (RY).
The proof of Lemma 2.10 follows that of the original pointwise result. To find a more

practical representation of the quadratic form @ (as stated in Corollary 2.12) we need
Lemma2.11.

Lemma 2.11 (Representation Lemma [96]). Letg : [0,00) — R be continuous on [0, o)
and lete > 0 be arbitrary. If (—1)" g™ is completely monotonic on (0, ), then on [0, )
there exists a nonnegative Borel Measure dn(t) for which
m=1 (j) o)
_ N 97(e)(0—¢)
- ) (2.119)
o e A :
=) ot _ (71)] (U — 5)] Jj\,—¢t
—I—J(; o {e (;} — t )e dn(t).

Based on this two results we have the following corollary.

Corollary 2.12 (Mean-value version [96]). Ler¢ € RP;; . and let Q be the associated
quadratic form from above. Provided ¢ = (¢1,...,&,)7T satisfy Y, &G p(x) = 0 forall
p e I1,,,_1(R%), it follows that

Q= X e allx—yl) - | Sant) (2.120)

J,k=1

where Qu = Y771y §EkNE, AT, exp(—||x — ylI*t).

38



2.6. RBF-Theory

Proof. From Lemma 2.11 we obtain

o(lIx—yll) = (HX—.VHQ)
mZ v \X YH2—5)j

; LOO t}n{exyn% _ (mZ |X‘y”2 —e) t7>e€t}d77(t).

After exchanging the integral and the summation and applying Lemma 2.10 we recover
the final result. O

Given the new representation of the quadratic form @), Theorem 2.13 gives us a lower
bound of Q;.

Theorem 2.13 (Mean-value version [96]). For every{ € R™ and everyt = 0, there holds
o (1) l1€ll”, (2.121)

with

d
_ v =df2 —d —82q7 2! g
0(t) = Cst™ g ‘% where Cs = ST (A5 2)/2)

and with a circumsribed radius of one cell dj***

o AT((d 4 2)/2)° v 0192
7y BAE™ /g + 9)(2an/x(0) — 1) ’ ‘

and the positive o, given by (2.129).

We should note that compared to the pointwise case the result differs only in (2.122).
By choosing di'** = 0 and «,/x(0) = 1 the result coincides with the one in [96]. Before
showing Theorem 2.13, we need to state some more results developed by Narcowich
and Ward [96].

Lemma 2.14 (Narcowich and Ward [96]). Using the Fourier transform of et over RY
we receive the representation

exp(—r?t) = JOO Qq(ur)dy (u), (2.123)
0
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with

dye(u) = wgoy (4m) ~ 227 Ay A1y,
falz) = P(d/2>(2/2)(d72)/2‘](c172)/2(2’),
2ﬂdﬂ

wd—l = F(d/2)’
wherel' denotes the Gamma function and J, the order p Bessel function of first kind.
Lemma 2.15 (Narcowich and Ward [96]). Let 3 > 0. The function x : R* — R defined
by

d
_ 53 p
X(x) = K<27T||x\|> JapaIIx[18), (2.124)

d/2
withK =d (#) e~%°/* has a Fourier transform X, that satisfies

(i) x>0,
(ii) x is radial function,

(i) dyi(u) = X(u)udildu.

In particular, there holds

32 " d+2\ "
N -Bp T2
x(0) =s <167rt> e T < 7 ) . (2.125)

Lemma 2.16 (Narcowich and Ward [96]). Ford = 1,2,..., and forall = > 0, there holds

2d+2
(2.126)

J3/2(2) S

Next, we can prove Theorem 2.13.

Proof. (Theorem 2.13)
Given the definition of the form ); we use Lemma 2.14 and obtain

Q=D &ENE N, exp(—[Ix — yI*t),
J.k=1
n o0
= D) GaE, | Qutul - yldn(u).

J.k=1
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Next, we introduce the Fourier transform x(u) from Lemma 2.15 and we get

N [ fatullx = vt -tau.

Jik=1

From Wells and Williams [125, p.26] we know

Qy(z) = wd_llj M doy_1(n), (2.127)
Sa—1
and we receive
> 5 gan Y, [ [ s g
k=1 Sq-1
=eih 3 G [ Ot
7, k=1
(2m)dx (Hx vl
2 X X
= LTS e o ¥ (e — vl + Y €568 3, x|
Wd-1 J=1 Jj#k
Next, we use Young’s inequality and obtain the estimate
2m)d & * %
Qu = 2] X638 1l 31D — 35 506 + 68 ¥ x|
o=l J#k‘
2m)e & « «
_ (2m) 163,22 (=31 = X 1638, 11— ¥,
Wa-1 %55 j#k
(27r)d S 2
> — Yn i, (2.128)
01 ot ]j; |§]|
with
an = min AZ, NG X (Ix =), (2.129)
Mo=max > NENX(x—y]) = > o A, x(lx =y, (2.130)

J=Lj#k J=1,j#ko

where ko = argmax 37, ;. AL, )%kX(HX —yll). So far, the proof follows that of the
. :

pointwise method. The only difference is that in the cell average case the estimate for
— 7, is more complex.
Since y € L1(R),the following estimate holds.
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Chapter 2. Theoretical background

For every i < n,i # ko there exists x; € C;\0C; and x}, € Cy,\0C}, such that

NN, X = 1) < x(llxi = x51)- (2.131)

Let us introduce some definitions

:= min { min||x; — x;||, min min [|x — XZH} eR, (2.132)
1#£] 1 xe€Cy,
d(x;4,Ck,) := min ||x — x;|| € R, (2.133)
XECkO
gii=1{xj | 1<j<n,ig<d(xj,Ck) < (i +1)q} = RY, (2.134)
i i= sup{ sup x(|x — yll) | ng < 3(x,Cp,) < (n+ g} e R (2.135)
Y€Ck,
We get an upper bound
n . n
s Y xlb =gl < Y sup xllxg —x),
j=1,5#ko i=1,j#ko *Cko
0
= > card(&)k;. (2.136)
i=1

To bound the cardinality of £,, and «,,, we inscribe a ball with center x( and radius d{)ni“
into Cy, and set dg'™* := maxxec,, || x — Xy, || that can describe a cirumscribed circle.
The idea is to estimate the cardinality of &;. It is clear that £; lie between the shell
around x( with radius d'®* + ¢(i + 2) and the smaller one with radius " + ¢(i — 1).
Since all points x; have at least the distance ¢, we can find an upper bound of the
cardinality of £; by using the ratio of the volume between the shells divided by the
volume of the ball with diameter ¢q. Thus, we get

Jmax d dmin d Jmax d
card(Z) < (- ti+2) = (o vio1) < (U riv2) - -1,
q q q
max d
< (do +3> L
q

With Lemma 2.15 and 2.16 we recover the upper bound of «;
4
Ki < Bdt_d/Qw_l_d/ze_'BQ/t(qz’)_l_d, (2.137)

and use this to estimate the value ~,

o0
_Ad (d{)“ax N 3)dt_d/2ﬂ_—1—d/26—62/tq—1—d Z 2,

Tn S 5
B q i=1
_2d dy™* 4 _ap 1-ap, s —1-a _. Ct)
_36( —|—3>t w2
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2.6. RBF-Theory

This yields

d
> ]2t

Wd—1

NI (2.138)
j=1

with the free parameter 5 > 0. We choose 5 such that

X0 _, ) (2.139)

B
Thus, we recover the formula from the pointwise case

5d

_ v g—df2 —d_—82¢7 2! _
O(t) = Cst™q % , where C; ST ((d 1 2)/2)

with the only difference that
o 7T ((d + 2)/2)? YD
q (3dg™™/q + 9)(2an/x(0) — 1) '

Theorem 2.17 (Lower bound of the quadratic form). Let¢ € RP;, ., & = (&1, - -, )T
satisfy Y ;| &NE p(x) = 0 for allp € 11,1 (R?), and set

O

o0
0 f (’;(n?dn(t), (2.140)
0

where 0(t) appears in Theorem 2.13 and dn(t) is given in Lemma 2.11. Then, provided
d™/dt™¢(+\/t) is nonconstant, there holds

Q = 0> (2.141)

Proof. This theorem follows directly from Corollary 2.12 and Theorem 2.13. The condi-
tion that d™/dt™¢(+/t) is nonconstant ensures that © is positive. O

Finally, we can show that the mean-value interpolation problem is well-posed.

Proof. (Theorem 2.8)
After proving all pointwise results for cell averages, the proof for the unique solvability
of (2.114) follows closely that of the pointwise result [124]. Let us consider (2.114) with
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Chapter 2. Theoretical background

U; = 0. Thus, we have

Aa + Pb =0, (2.142a)
PTg =0. (2.142b)

Multiplying a” from the left to (2.142a) gives us
a’ Aa = 0. (2.143)

By Theorem 2.17 we get a = 0 and thus Pb = 0. The II,_; (R?)-unisolvency gives us
b=0. O

2.6.3 Ill-conditioning and VVRA-method

Despite the simple concept of RBF-interpolation in multiple dimensions, there is a
major drawback, often referred to as the Uncertainty Principle [107]. It describes the
trade-off between the well-known properties that flat infinitely smooth RBFs (¢ — 0)
have increasing approximation power but decreasing numerical stability due to ill-
conditioning of the interpolation matrix and a resulting stagnation (saturation) of the
error under refinement [24, 78, 109].

To overcome the issue of ill-conditioning there are several propositions for choosing an
optimal shape parameter [33, 104]. The approach of a continuous scaling e = an~/?
causes stagnation errors [13]. However, there are multiple approaches which overcome
this problem: the RBF-CP [42], the RBF-QR [41], and the RBF-GA [40]. Furthermore,
there is the vector-valued rational approximation method (RBF-RA), based on the
RBF-CP algorithm and introduced in [127]. A different way to overcome the stagnation
error is the augmentation with polynomials [39, 9, 8]. In this case, the polynomials
take over the role for the interpolation and the RBFs ensure solvability of (2.110). Note
that our application to finite volume methods is of slightly different nature than most
of the RBF applications, since we generally use small stencils.

Vector-valued rational approximation

The vector-valued rational approximation is not restricted to RBF-interpolation, but
can be applied to approximation problems that satisfy certain conditions. Let us
assume a vector-valued function f : C — CM, with M > 1. All components f;(¢) for
j =1,..., M are analytic in a domain 2 around the origin except for a finite number of
isolated poles such that

(i) all M-components of f share the same singular points,

(ii) the direct numerical evaluation of f is possible for |¢| > cr > 0, where |¢| < ep is
in Q,
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2.6. RBF-Theory

(iii) ¢ = 0is at most a removable singularity of f,

(iv) the function f is even.

The goal is to construct a Padé approximant r;(¢) with the same denominator for each
component and its interpolation points ¢; = ege™/X for K e N. Condition (iv) is not
mandatory, but it results in an even rational approximation

m 2
Dino Wi jE

Tj(g) = W ~ fj(f?), (2.144)

forj =1,..., M and m,n € N. Furthermore, it is fulfilled by RBFs. The interpolation
problem can be described for each component by the system

1 & ... &gm g2 ... em
1 & ... &rm 40, g2 ... e b Ji(e1)
: +diag(—fj) | . =1 |
. . . . . . bn .
1 &% g2m g g2 ... em Ti(ex)
(2.145)
with (m + 1) M + n unknown coefficients. We write (2.145) as
Eaj + Fib; = f;. (2.146)

and choose K > m + 1 + n/M to define an overdetermined system of equations.
Algorithm 2.2 solves this system of equations. Note that there remains the choice of
the parameters n,m, K € Nand e € R.

RBF-RA

In the case of RBF-interpolation let z1, ..., Z,; be the evaluation points and consider
the approximation problem

s(i1,e) Ge(l21 —zil]) -+ @elllEr — anll)
fle) = : = : ; Al)™ | flx
s@wre))  \oe(lgm —2il) - oelllin —zall)/

®(e)

(2.148)

Note that the evaluation points are fixed and the shape parameter ¢ is the variable of
interest. Since ¢.(r) is an analytic function in ¢, all entries of ®(¢) are analytic. In the
same manner, all entries of A(¢) are analytic near the origin and they have only isolated
zeros. So, the entries of A(¢)~! are analytic with at most isolated poles and thus in
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Chapter 2. Theoretical background

Algorithm 2.2 Vector-valued rational approximation [127]

(i) We normalize the system by dividing each row of E, F; and f; by || f(ex)||«. Then,
we compute a QR-decomposition of the modified E.

(ii) We multiply (2.145) with the Hermitian transpose Q* from the left to obtain
R * *
<O>a]‘+Q FijQ fj. (2.147)

(iii) We reorder the equations such that all £ = rank R equations of each component
are first and all remaining put in the end. This gives us an almost upper triangular
system with a full matrix block F of size M (K — (m+1)) x n and the corresponding
rows of the right hand side /.

(iv) We compute the least square solution of the overdetermined system of equations

Fb=f.
(v) By using the coefficients b we can solve the upper triangular systems to recover
the remaining coefficients a; for j = 1,..., M.

compact domains there are at most a finite number of isolated poles. Furthermore, all
entries of s(¢) share the same poles since they are all dependent on A(¢)~!. Further,
the condition that ¢ = 0 is a removable singularity is typically and, in the case of the
Gaussian kernel, is fulfilled [43, 109].

Condition (ii) is the only one that may not be fulfilled for large stable evaluation
contours. The problem with kernels that have simple poles or branch points is that
the interpolation domain may include branch points or too many poles. The case of
too many poles can be handled by choosing a higher degree of the denominator. For
kernels without poles and branch points, i.e., the Gaussian kernels, the problem is
that the evaluation of ¢(€) gets unstable since it is growing exponentially along the
imaginary axis. In general, the unstable region around the origin is small enough for
n < 100 in two dimensions and for » < 300 in three dimensions. More details can be
found in [42, 127].

Parameter choice For the choice of the evaluation radius two different strategies
have been proposed, depending on the type of the kernel [127]. For positive definite
kernels without poles and branch points ¢z should be set to the approximate minimum
of log(64(A(B)) with

G50 (A(B)) = [|AGB) oo | AB) ™ lco, (2.149)
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2.6. RBF-Theory

with the imaginary number 7. For other kernels we choose ¢ smaller than the smallest
distance to a singularity

er =0. 95(m3x | — ;) (2.150)
In some cases with small distances this seems to give too large values. Then, we
can choose the minimum of (2.150) and the approximated real value ¢ such that
cond(A(e)) ~ 106.
The two remaining parameters m, n can be chosen such thatn = |K /4| and m = K —n.
In the one-dimensional cases it is observed that K = 16 is a good choice.

2.6.4 Explicit formula of the RBF interpolation

Let us consider the pointwise RBF interpolation problem (2.110) with the interpolation
function (2.108). Furthermore, let 1, .. ., z,, be the grid points such that z; < z;;, and
neNandyy,...,y, € Rits values. We are looking for an RBF interpolation function

s(z) = i a;p(x — ;) + i b;L;(z), (2.151)

i=1 Jj=1

where L; for j = 1,...,m are the Lagrange polynomials such that L;(x;) = 6;; and ¢ a
conditional positive definite RBF of order m. By further assuming that m = n — 1, it
holds

Lemma 2.18 (Explicit RBF solution formula). The interpolation problem (2.105) and
(2.109) can be solved using an explicit formula if we choose an RBF interpolation ansatz
with a conditional positive definite RBF of order smaller thann — 1

s(x) = adp(z Z yiLi( (2.152)

—S i Li(zn n
where o = YRt W) | 40y = o(r) — X0 o(an) Lilx) and p(x) = ¢lx — z4) —

S i) bz — @5).

Proof. From the representation of the polynomial part in Lagrange polynomials we
recover

a; = —anLj(xy), forj=1,...,n—1. (2.153)

This yields the interpolation function
s(x) = ap(x) + ), biLi(x), (2.154)
=1
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with o = a,, which solves the reduced interpolation problem
n—1
Ct(p(.m) + Z bij(mi) = Yi, fori = 1,...,n. (2.155)
j=1

By the properties of the Lagrange polynomials we can write down the explicit form of
aand b;

Yn — 2077 yiLi(zn)

o= , (2.156a)
dp(xn)
O

Remark 2.4. We can express dy in terms of projections
dp(x) := W(z,2;) = (Id = P*)(Id = PY)[d(z = y))]ly=a:; (2.157)

where the operators P? is the projection of the variable = on the polynomial space of
dimensionn — 1. Schaback [108] shows that ¥ is positive definite on R\ {z1, ..., 2z, 1}.
Thus, it is closely related to reproducing kernels and its native spaces, introduced in
[108].

Remark 2.5. Note that this representation is independent to permutations of the indices.
In general we can choose y, = y; and g; € {y;| | # j}.
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31 Entropy stable RBF-based recon-
struction methods

In one space dimension there is no need to deviate from the polynomial reconstruction
to construct high-order methods as introduced in Section 2.2. For unstructured grids
in multiple dimensions the central problem is the construction of an interpolation
function. There exist a lot of cell or point configurations such that the reconstruction
problem is not well-defined. This issue can be relaxed by solving an overdetermined
system of equations, but then we lose the exact interpolation property. The RBF-
interpolation circumvents this problem since we do not need an unisolvent set of
cells or points, but only an unisolvent subset of lower order. Thus, by adding some
extra cells we significantly reduce the probability that an unsolvable configuration
occurs. However, the theory of RBF-based reconstruction methods is behind that of
polynomial reconstructions. In this chapter, we develop a sign-stable reconstruction
method of second and third degree for one-dimensional problems. Thus, we show
that the RBF reconstruction is comparable with the polynomial reconstruction with
advantages in higher dimensions. The results of this chapter are published in [62].

3.1 Smoothness indicator for RBF interpolation functions

In essentially nonoscillatory (ENO)- and weighted ENO (WENO)-type methods a
key component is to measure the smoothness of the interpolation function. In the
polynomial ENO scheme, the highest degree divided difference plays an important
role for identifying the least oscillating interpolation of a certain degree. To extend
this to RBF-based interpolation we need something similar. However, the method of
divided differences, used in the standard Newton’s interpolation formula, is valid only
for polynomials.
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Chapter 3. Entropy stable RBF-based reconstruction methods

3.1.1 Generalized divided differences

For non-polynomial basis functions Miihlbach [92] introduces generalized divided
differences, which coincide in the monomial case with the standard appearances. The
result is based on functions f, ..., f, that form a Chebyshev system, i.e., they satisfy

fl(Zl) fl(zkz)
: : | #0, (3.1
fe(z1) - fr(z)

for all distinct points z1, ..., z; and for £ = 0,...,n. Using Cramer’s rule we recover
that for any f : R — R and set of distinct points x1, ..., z,, there exists a unique linear
combination

pnf::pf[f:b...’fn]’ (3.2)

Tlye.oy, Ty

of f1,..., f, which satisfy the interpolation condition

puf(xi) = flx;), foralli =1,...,n. (3.3)
Theorem 3.1 (Generalized Newton’s interpolation formula [93]). Let f1,..., f, forma

complete Chebyshev system. Then forany f : R — R and any subsetG,, = {x1,...,x,} C
R of cardinality n it holds

pf[fl,...,fn] ¥ [fl,...,fk f].gk’ 5
Llye.y3 Ty Tlye.- 3 Tk
k=1
where
g1 = f17
gk = -1k, fork=2,...,n,

with the interpolation error in the k-th step

ka::rf[flw"afk] ::f_pf[flv'”yik]’ (35)

T1y...,Tk T1,...,Tk
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3.1. Smoothness indicator for RBF interpolation functions

and the recursively defined coefficients

[f1,~--7fk1 f]_[fh-n,fkl f]
[fl,..-,fk ¥ ] — L2505 Tk L1y Th—1  fork>2, (36)
Tlyeer Tk [fh-n,fkl f ]_ [fh-n,fkl ]

k k
Ty y Xk Tlyeoey L1
where

bil L f(xj)
[wj g ] = R 87

Based on this we can express the generalized divided differences for the basis
{L,z,..., 2" 2 o}, (3.8)

for n € N and ¢ from Lemma 2.18 to quantify the oscillations of the interpolation
function. To distinguish between the Lagrange polynomials of different degree we
write L}’d for the Lagrange polynomial of degree d such that L}’d(aﬁl) = g forl e
{i—d—1,...,i—1}.

Theorem 3.2. Let the basis be given by {1, x, ..., 2" 2} forn € N and ¢ as defined in
Lemma 2.18. We recover the generalized divided differences of the form

. _
[ f | = f(@o) = yo, (3.9)
Zo
TR P
y Ly y L f _ Yk+1 Zk?:lyl i (‘rlﬁ’l)’ fork<n71’

T1, L, Tht1 || [T (zrgr — 20)
(3.10)
1, Z,... ,l‘n_2, © f _ Yn — Zzlgll yiL?niQ (xn) (3.11)

T1,X2y+..,Tn—1,Tn ) So(xn) - Z?;f @(mi)L?jn_z(‘rn)

By comparing these results with the RBF interpolation in Lemma 2.18, we observe that
the last divided difference can be written as

n—2
lx,..., 2" % ¢
L1yX2y...3Tn—1,Tn

f]za. 3.12)

Based on the success of the classic ENO scheme this suggests that « may be a good
choice as the smoothness indicator.

Proof. (Theorem 3.2) The proof is split into two steps. In the first one, we show (3.10)
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Chapter 3. Entropy stable RBF-based reconstruction methods

and in the second one (3.11). Recall that the generalized divided differences coincide
with the standard one in the case of a monomial basis. A
The proof is based on induction and the base for & = 1 is true since L}’O(x) =1. We

have
1, x
T1, T2
For the inductive step, we assume (3.10) to be given for index ¥ and we show its

correctness for k + 1. Since we only have monomials as a basis, we can use the standard
divided difference method

B _ 720
] _ Y- Y 1 (552)' (3.13)
To9 — T T2 — I

l,z,...,2¢ rl- l,z,..., 2" !
1,x,...,xk+1 7 L2, X3, .- Tk42 T1,22y .y Thtl
L1, X2y« -5 Lh42 T2 — X1 ’
k k+2,k—1 k k+1,k—1
_ Yk+2 — Zi:1 yi+1Li4J-r1 (Tk+2)  Yk+1 — Z¢:1 Z/iLiJr (Tk+1)
= = .
(xk+2 - ﬁUl) H?:l(mk—&-Z - xz‘+1) (frkz+2 - 331) Hi:l(xk-i-l - xz)

We rewrite it in the following form

1z,..., akt!
L1, L25 ey Lk+2

k
k+1,k—1 Th42 — Tj+1
f ] = (Z/k+2 +yi Ly (h+1) H —

=1 LTh+1 — X

k k
k+1,k— TE4+2 — Tj+1 k+2,k—1
+ Ui (Li T @) H il 2 ($k+2))
i=2

j=1 Lh+1 — X5

k
T2 — Tj41 k+2,k—1 1
_yk?-l-l(l_[M +Lkil (l‘k‘-i-Q))) I_Ik+1 ’

il Tkl T T it1 (Tpge — )

k+1

= Yrs2 + Y, A
=1

To calculate the coefficients A; we insert the definition of the Lagrange polynomial.
Let us start with i = 1

k k
A 1—[ Li4+1 — Xj Tp+2 — Tj+1
1= )
Tl — T4 i=1 Thk+1 — X4

Jj=2
T T i T T
k+2 — X2 k+2 — Lj+1 k+2,k
= H =—L (Tt2)-
Tpy1 — 21 1 — X5

=2
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3.1. Smoothness indicator for RBF interpolation functions

Next, we express A; for1 <i <k +1

k k+1
A = 1—[ LTp+1 — Lh+2 — Tj41 1—[ Ty — X5
)
T; — :E] 1 LT41 — Ty =2 T — Xy
jsﬁz VE)

k k+1
Tp42 — Ti+1 1—[ Lh+2 — Tj+1 1—[ Ty — X5
Lk+1 — T4 j=1 Ty — wj =2 Ty — .CL‘j
J#i J#
k+1
s (uesn
- - )
=2 €Ty — {L‘j r1 — Ty
J#i
k+1

. H Tr4+2 — Xy (l'k;-i,-Q - ﬂ?l) _ _Lk+2,k($k 2)
= = i +2).

=2 €Ty — SU]' r1 — T4
J#i

The remaining term can be rewritten as

k k
Lp+2 — Tj+1 Tk+2 — Xj
Apy1 = | | -+t | |

)
Tp+1 — X5 =2 Th41 — X5

j=1
T2 —Xj (Tpy2 — Tkl k+2,k
= H +1) = L7 (Thaa)-
o Th+1 — Zj \ Tk41 — L1

This completes the proof of (3.10).

To prove (3.11) we use (3.6) with fy_; = ¢ and the result from above. We rewrite the
generalized divided differences in terms of the standard ones

Lx,...,2N72 Lx,...,2N72 f
]_7“"‘7;N_2’sp X2,T3,... TN L1,L2,---, TN-1
= — Y
T,y TN—1,TN l’x,,..’mN72 1,x,...,xN72
e |~ ¥
L2,T3;..- TN L1, X2, .., TN-1
Lax,...,zVN "t
Z1,2255.--3 TN
N-1
lLz,....,x
12
T1, 22, IN
From this representation we obtain the final result by applying (3.10). O
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Chapter 3. Entropy stable RBF-based reconstruction methods

3.1.2 Relation to reproducing kernel Hilbert spaces and its norm

As mentioned in Remark 2.4 there is a close relation to native spaces of conditionally
positive definite functions (see Schaback [108]). Indeed, the RBF-based basis function
dy can be expressed in terms of the modified kernel function

U(z,y) = (Id—=P")(Id =PY)[p(x — y))]. (3.14)

By analysing the norm of the interpolation function, based on the inner product of the
native space, we have

Lemma 3.3. Let s be a RBF-interpolation function given by (2.152). Then, it has the
norm

n—1
Isl3 = " s(@:)? + o*de(an). (3.15)
=1

In particular, we have

B

N ————= 3.16
Ll)ll'h,B =Yn — Z?;ll ysz(mn)
This lemma suggests a scaling of dy(x,,)'/? of our smoothness indicator.
Proof. The inner product of the native space is
Z +(f = Pf.g—Pg)s0, (3.17)
with
=2, Z itk (5, Yr), (3.18)
j=1k=1
for f =37 A\jo(z, x;) and g = 35, o (z, yx) [108].
do(x
We have (s — Ps)(x) = B35 and
n—1 5 2
s)2 = ) s(z)? 4+ | —— ] (de,dy)s. (3.19)
15115 ; () do@) (de, de)e
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3.1. Smoothness indicator for RBF interpolation functions

Finally, we insert the definition of d to recover

(dp,dp)y = (dp,dw)s 0,

= ¢(0) — 2 Z ¢(xn — x5)Lj(xn) + n;l ¢(zk — x5) Lj(2n) Li(zn),
jik=1
= dp(zp).
O
Corollary 3.4. Letdy be given as in Lemma 2.18. We have
deo(zy) > 0. (3.20)
Lemma 3.5 (Equivalent Norm). The set defined by
B = {go}u{Ii((z;))[/iﬁ:l,...,n—l}, 3.21)

is a basis for the interpolation space. In particular, we have equivalence of the norms
|- |lg and || - ||5, where

n
Islli = ) of,
i=1

fors(@) = anp(@) + X7 s 255 Li(w).

Proof. From the interpolation (2.152) we recover that B is a basis of the interpolation
space. 0

3.1.3 Smoothness indicator and stencil choice

Harten et al. [57] proposed the essentially nonoscillatory method to control spurious
oscillations at discontinuities. It is based on the evaluation of multiple stencils for
each cell C; in which we need to reconstruct the solution. Finally, one chooses the
least oscillatory reconstruction to define s;. Fjordholm et al. [36] showed the sign
property for the polynomial reconstruction method with the Algorithm 2.1 which uti-
lizes the last divided difference as a local smoothness indicator [57]. A sign-preserving
WENO reconstruction method was proposed by Fjordholm and Ray [37]. In the RBF
reconstruction, the highest derivative is similar to the RBF-part of the reconstruction
in Lemma 3.3 and Theorem 3.2. As we shall show, the recursive algorithm from the
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polynomial case, combined with the smoothness indicator

n—1
IS(S) = B 1/2 with 3 = Yn — Z ysz(xn)7 (3.22)
=1

de(zn)

is sign-stable for small enough grid sizes. Numerical experiments confirm this to be
true for general grids. In the next section, we prove this for the second and third degree
reconstructions on general grids.

Note that Corollary 3.4 ensures the definition of IS(s).

Algorithm 3.1 Recursive Algorithm

Let the interpolation points x;_,+1, - . . , ;+n—1 and its values y;_n+1, . .., Yi+n—1 b€
given.
Start by initializing sp = 0.
forj=0,...,n—2do
if [IS(s(i +s; — 1,...,i+s; + 7)) <|IS(s(i + s4,...,i +s; +j + 1)) then
Set Sj+1 = 8§ — 1
else
Set Sj+1 = Sj
end if
end for
Define the stencil S; = {Cits,, ..., Cits,+n—1}-

Remark 3.1. The restriction that the sign property holds only on grids with small grid
size is not a limitation. For infinitely smooth RBFs we can choose a small shape parame-
ter to artificially decrease the computational grid size.

Remark 3.2. The smoothness indicator (3.22) requires an impractical and computa-
tionally expensive evaluation. However, from Lemma 3.5 we recover

n—1
dp(n) = lldell} ~ el = (1+ Y Li(n)?). (3.23)
i=1

Thus, we have equivalence of the smoothness indicator (3.22) with

n

IS(s) = (Z a§>1/2 - d@(ﬁm ) (1 + ni Li(xn)Q)l/Q. (3.24)
n i=1

i=1

To choose the least oscillatory stencil S; for the i-th cell for the RBF-reconstruction
we follow Algorithm 3.1 which is based on the Algorithm 2.1. We use the notation
s5(j,...,j + k) that corresponds to the reconstruction on the cells Cj, . . ., Cj;, with the
interpolation points z;, ...,z and its values y;, . . ., y; 1x.

Remark 3.3. In the general case of n = m + 1 and a conditionally positive definite RBF
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3.2. Sign property for 2nd and 3rd degree reconstruction

C; 'Cit
Si
Sit1
Figure 3.1 — Stencils for ro = —2, s9 = —1.

of order m, we replace o by />, a? in Algorithm 3.1. In this case, it is more difficult to

prove the sign property, but numerical experiments suggest that it remains valid.

3.2 Sign property for 2nd and 3rd degree reconstruction

Based on the results from the previous sections we show the sign property of the RBF
interpolation for the second and third degree reconstruction, i.e. n = 2, 3. This means
that we deal with stencils S; of size n which represent the interpolation points for the
reconstruction on cell C;. Let us name them

Si ={Civrn_1>-+ s Civrp_14n-1}, (3.25a)
Si-i-l = {C’i-‘rsn_l-l-lv ceey Ci+sn_1+n}v (325b)

where r,_; <1+ s,_1 and Cj is the j-th cell with its mid-point z; with f(z;) = y; on
which we apply the interpolation. Further, we defined,,_; := 1+ s,y —r,—1 = 0as
the shift between the stencils. The stencils are chosen by Algorithm 3.1 and there are
no constraints on the stencils, see Figure 3.1 as an example.

3.2.1 Notation

For simplicity, we introduce some general notation. We assume the stencil length to
be n and we name terms by the highest appearing index j that exists in the underlying
stencil Cj_,,11,...,C;. We also define

L;(x) — Lagrange polynomial of degree n — 1 such that (3.26)
L;-(xl) =gforie{i—n+1,...,i—1},
n—1
o (@) =g —aj) = D d(x — wj_ny) L_, (), (3.27)
1=1
A’ (x) =7 (z) = . @ (@jny) Iy (@), (3.28)
I=1
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n—1
j Bj B;
Bi =y; — Yi_n le.fn (), aj:= _ , v o= - . (3.29)
J J lzzl J + J +I\") J d¢j<x‘7) J dg@j(xj)l/2

3.2.2 Representation of the reconstructed jumps

The idea of the proof is to give a simple representation of the reconstructed jumps

JRiv12 = siv1(@iy12) — si(Tig1)2), (3.30)

and show that each term has the same sign as the jump in its neighboring cells. Let
us assume that we have given the stencils S; and S;; for the cells i and i + 1 from
Algorithm 3.1.

Theorem 3.6 (Generalized representation). The second and third degree reconstructed
jump can be written in the following form

dn—1—1

JRiy12 = Z Cj(YVitra—r4n+j = Vitrn_14n—1+5) + €(Az), (3.31)
j=0

with the constants

d k Z;
Co = " ( +1/2) — Ay,
o (3.32)
d@k(% ) / '
Cj=Cj1— Apyjogsj = TH/? - Z Ak+10k+1;
1=0
and an error term
dsok-‘rdnfl Z;
e(Ar) = 7k+dn71( S ( +1/2) - Cdn71_1)7 (3.33)
k?"rdn—l

wherek =i + 1,1 +n— 1,0, = dpF(z)/? and

Ly ;
Ay = M (3.34)

Li—n-}-l (‘rk)

The proof relies on multiple Lemmas which we now develop.

Lemma 3.7. Given the Lagrange polynomials. Forn = 2,3 it holds

n—1 n—1

- Z yj—n+lL;_n+l(xz’+1/2) = A;B; — Z yj—n+l+1L§i71H_l+1(xi+1/2)' (3.35)
=1 =1

Proof. The casen = 2isimmediate since the Lagrange polynomials are constant. Thus,
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3.2. Sign property for 2nd and 3rd degree reconstruction

(3.35) is

—yji—1 = Bj — ¥j, (3.36)

For n = 3, we write the left hand side of (3.35), subtract A;4; and use the definition of
A;

_yjf2L§_2($i+l/2)_yj*1L§—1($i+1/2)_Aij = _yjfl<L§—1($i+1/2)—AjL§—1(xj)) —YjAj.
Note that A; = L (2,1 )») and consider

(xi+1/2 — x;5)

j+1
(x; —xj_1) = _L§—1(="3z’+1/2)~ (3.37)

AjL§—1($j) - L§—1($i+1/2) =

O]

Lemma 3.8. The reconstructed jump jR, ,, , for the second and third degree reconstruc-
tion method can be expressed as

dn_1—1
. Ve+d,— Tk
JRi+1/2 = ﬁldwm"*l(%ﬂp) - (TdSOk(xiH/z) + Z Akt jVe+j0k+j,  (3.38)
k"rdnfl k ]:0

wherek =1+ 71,1 +n—1,k+d,_1 =19+ 8,1 +n.

Proof. From Lemma 2.18 and the stencils selected from (3.25) we rewrite the n-th
degree reconstructed jump jR,, , , between cell i and i + 1 as

i-‘rSn—l-‘rn( i+rp_1+n—1

ij‘+1/2 = Qits,_ +ndp xi+1/2) = Qitr,_+n—1dyp (l‘z’+1/2)
n—1 n—1
i+Sp—1+n i+rn—1+n—1
+ Z yi+8n—1+jLi+sn,1+j ($i+1/2) - Z yi+rn—1+j—1Li+rn,i+j—1 (551:+1/2)-
j=1 J=1
The polynomial part of the reconstructed jump is

dp—1-1
Pz‘+1($z’+1/2) —pz‘(%ﬂ/z) = Z Aitrpy+n—1+3Bitrn_1+n—1+j> (3.39)
j=0

by recursively applying Lemma 3.7. This yields

dpn—1—1
+

Risrjz = Ohady A" (i4100) — apd@™(mi1y0) + D) Akgjde™™ (ps ).
=0

1/2

By inserting v; = a;dy’(z;)/? we recover the result. O
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Lemma 3.9. We have
AdeDj(xj) — dg’ (Tig1/2) = — (7 — P;Lﬁl@j)(xiﬂﬂ)v (3.40)
with 7?]’-‘3 1 as the k-th degree polynomial approximation with respect to the interpolation

points Ljyeooy Tjr1—k-

Proof. In the case n = 2, we have A; = 1 and L; = 1 and recover
d@? () — A’ (zi11/2) = $(0) — B — xj-1) — P(Tis1)2 — T5) + H(@ig1j2 — Tj—1),
= —(¢) — 7331+1<P])(931+1/2)-

In the case n = 3, we have

Ajdg! (x) — dg? (wi1172) = ((Pj(xj)L;:72(xi+l/2) - (Pj(xi+1/2)L§—2($j)
- SOj(xj—l)L§_1(%‘)Lg—z(xiﬂ/z) - SDj(%‘—2)L§_2(%‘)Lg_z(ﬂfiﬂ/ﬁ (3.41)
+¢’ (xjfl)Lg'fl(%+1/2)L§>2(xj) +¢’ (%*2)@72(%“/2)@72(%’)) 77 N

Lij(f’«"j)

’

which can be simplified as
Ajdsf’j(%) - dﬁPj ($i+1/2) = (‘Pj(xj)L§_2($i+1/2) - <Pj(3fi+1/2)L§_2($j)

j j j j j 1 (342
+ ¢’ (zj-1) (Lj—1($i+1/2)Lj—2(xj) - Lj—l(xj)Lj_Q(xiH/Q)))Liz(xj)'
i

Next, we express the last term
L3y (i) L o(x5) — Ly (25) L] _o(@iy1je) = Lj_o(z5) — Lj_5(2ig1p0),  (3.43)
and insert this into (3.42)

Ajd(Pj(eTj) - d¢j($i+1/2) = _‘Pj(xz’+1/2) + <Pj($j)L§+1(33i+1/2) + @j(xj—l)L;:i}(ifz’H/z)y
= —(¢’ = Py ) (@ipap).
where we use that

]_g( +1/2)’ L]-irl(xi . 2) -1 3—2( +1/2). (3.44)
J j—1\Fit1/
Lj—Q(mj)

Li+1($i+1/2> = ;
’ L;'—z(xj)

Now, we are ready to prove Theorem 3.6.
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3.2. Sign property for 2nd and 3rd degree reconstruction

Proof. (Theorem 3.6)
The goal is to show the equivalence with the representation in Lemma 3.8. Therefore,
we insert (3.33) into (3.31) to recover

dn1—1
JRiv1/2 = Cdppoy —1Vk4dpy + Z Vet (Cj—1 = Cj) — Con + (Ax),
j=1
dn1—1
= Cdp_—1Vk+dp_1 + Z Vit (Cj—1 — Cj) + Ay
j=1
k4+dp_—1
Ve k. A"t (@1 p0)
Sk de (fl‘zﬂ/z) + Ve+d,_1 ( Srdn Cdn,1—1)-
Finally, we insert the definition of C; to obtain
Vk+d ! v
JRiy12 = %dww”*l(%ﬂp) + ) ATt — (deQOk(ﬂ%H/z)-
k+dn—1 §=0 k
O
Remark 3.4. Let us define
gj(Az) := ! (Clsé’jﬂ(%’iﬂ/z)i - d¢j($i+1/2> + Ajdwj(l’j)) (3.45)
0j+10; 0j+1
Thus, the error e(Ax) can be written as
dn—l*l 6 .
e(Az) = Brtd, , Z €k+j(Ax) ktitl (3.46)
= Ok+dp1
From Lemma 3.9 we can express < j(Ax) by
)(8) = (AP @) — (& — PP ) i) ). (3.47)
0j+10; 0j+1 J

3.2.3 Sign property for small grid size

In this section, we analyse the reconstructed jumps for infinitely smooth RBFs for small
grid size Ax — 0. From Theorem 3.6 we have a simple expression for the reconstructed
jump. We first show that the error e(Ax) goes to zero as the grid size goes to zero. Then,
we show that each term of the remaining equation has the sign of the jump ;1 — v;.

Remark 3.5. The notation O(Ax?) for Ax — 0 should be interpreted in the way that
givenagridiy < &1 < --- < I, we analyse the terms for the grid xo < x1 < -+ < Tp,
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with x; = T;Ax and we use

O(Az?) < CAxP,  for Az — 0. (3.48)
Remark 3.6. When calculating the errors €; we recall that

dg’(x) = ' (x) = P}~ (). (3.49)
Theorem 3.10. Let ¢ be an infinitely smooth RBF of first or second order. Then, we have
thats(Ax) = O(Ax?) for Ax — 0 forn = 2,3 and

dn—1—1

JRij12= 2 C(Yitrn_stntj — YVitrnr+n—145)+O(AZ?). (3.50)
=0

Proof. We start by analysing the different parts in the error term €5 (Ax). Note that as ¢
is a conditionally positive definite RBF

o(z) = h(2?). (3.51)

Thus, it follows by induction that ¢(***1)(0) = 0 for k € N and we can neglect odd terms
in the Taylor expansions.
Let us start with the case n = 2 and a first order RBF:

de"(y) = ¢y — ax) — by — 1) — Slag—1 — z1) + $(0),
= POy ) - (- )~ s - ) 4O, G52)
= —¢"(0)(wp—1 — z&)(zp—1 — y) + O(Az?).
We further have that
(" = Pii1?")(y) = oy — 2x) — Sy — 1) — $(0) + d(), — x41),
= PO (-~ (- ) + (s - )?) + O(2a), G5
= —¢"(0) (k-1 — 2x) (21 — y) + O(Aa?).

From (3.52) we recover

Ok _ ThTTho1 | y(Ag?), (3.54)
Ok+1 Tr+1 — Tk
5k5k+1 = —gf)”(O)(l’k — xk—l)(xk—s—l — l‘k) + O(Al’4) = O(Al’Q), (3.55)

which allows us to conclude

ex(Az) = O(Az?). (3.56)
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3.2. Sign property for 2nd and 3rd degree reconstruction

To find a bound for ¢(Az) we further need ¢;/0x+1 = O(1) and Si+q = O(1). The
latter is clear since the reconstructed function is bounded and L;'» (x%) is O(1). Further,
0k/0k+1 = O(1) results from (3.54). Using (3.56) in (3.46) we conclude that ¢(Azx) =
O(Az?).

Next, we consider the more complicated case with n = 3 and a second order RBF ¢.
Hence, we need to analyse the following two terms:

M y) = " (y) — T @) L (y) — @ (ko) LT (),
= ¢y — zp1) — 0y — 2k) Ly (@hg1) — Oy — 2p—1) LiE | (Tps1)
- (¢($k — zp1) — G(0) L (wps1) — Blak — $k—1)L§ﬂ($k+1))L§H(y)

— ((b(xkq —apy1) — G(xp_1 — x) LI (@p41) — (0)LET] ($k+1))L’Zﬂ(y),

dy

(3.57)

(0" = PLae") W) = ¢"(y) — (@) L () — " (1) LiH (1),
= ¢y — xx) — oy — xp—1) Ly (wr) — oy — wp—2) L _o(x1)
— (0(0) = élen — we-) L1 (@n) — dlen — wi2) L (@n) ) L ()

— (6an-1 = 21) = D(O) Ly (w1) — Blop1 — m—2) LE_o(wr) | LE L),

(3.58)

As before, we apply the Taylor expansion

k+1( )

QZ)” (0

—api1) — Oy — o) L (wp41) — Sy — 21) LE  (2p41),

- $k+1 —(y— $k)2L§H(ﬂfk+1) —(y— Jfk—1)2L£ﬁ($k+1))

(3.59)

) (< ) = (= ) L ) — (= 2 L @)
+ O(Aaj ).
We write

" (4)
y) = a1¢ 2(0) + a2¢ 4!(0) + O(AzY),

P (4) a
(" = Pi1e®)(y) = b 2(0) 1,2 4!(0) +0(Az).

-

Let us calculate the coefficients a; and ay. From standard algebra we recover that
a1 = 0. The fourth order term is

az = (y — vp41)* — (v — 2p) Ly (@11) — (v — 21 LET (wp41)
— (k= me)* = (wn — 2 ) L (1) ) LE L ()
— (@r1 = mr)* = (@t — o) L (on) ) EEH (),

= 6(zk—1 = Tpr1) (@ — Ths1) (@1 — ¥) @k — ¥)-

(3.60)
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We repeat this for the coefficients b; and b,. We obtain b; = 0
by = (y —z)* — (y — we1) i1 (wr) — (y — wp2) Lo ()
- ( — (v — @p—1) " LE_ (zx) — (25 — wk—2)4Li_2($k)>L§H(y)
— (@11 = 20)* = (@rm1 = wum2) L (o) ) L (),

= 6(zk—2 — k) (Tp—1 — L) (Th—1 — ¥) Tk — Y).

(3.61)

The results can be summarized as

@ (0
4t )= 2 s — i) o — ) r1 ) (an— ) + O(A00), (362)
(0
(" — 7’/?+180k)(y)=¢ 4( ) (-2 — xp) (Tp—1 — zk) (-1 — Y) (T — Y) (3.63)
+ O(Az%).
From this we recover
) (v — wp—1) (T — Tp_2) 9
= + O(Ax?),
Opt1 (Thr1 — ) (Th1 — Tp—1) (A7)
(0 (3.64)
Oklp41 = ¢ 4( )(xk — xp_1) (2 — Tp—2)(Thi1 — 21) (Tpy1 — 2h_1) + O(AZY),
= O(Az?).
Thus, we have
1)
d@’f“@ﬁ — (" = PEae")(y) = O(AF), (3.65)
which yields
ex(Ax) = O(Az?), (3.66)

for Ax — 0. Equivalent to the case n = 2, we can combine (3.64) and (3.66) in (3.46)
and conclude ¢(Ax) = O(Az?). O

Since the error term £(Ax) vanishes, the remaining step is to prove that each term of
(3.50) has the same sign as the jump.

Theorem 3.11 (Sign property of second and third degree RBF-reconstruction). Let
us assume that the stencil S; and S;1 are chosen with the Algorithm 3.1. Then, for
infinitely smooth RBFs of first or second order it holds that

SEN(C(Vitrp_14+n+j — Vitrn14n—1+;)) = SEU(Yir1 — Yi), (3.67)
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3.2. Sign property for 2nd and 3rd degree reconstruction

forallj =0,...,d,—1 — 1 and for Az — 0.

Proof. The proofis based on a study of all possible choices of stencils, that may result
from Algorithm 3.1:

¢ S; ={Ci1,Ci}, Siy1 = {Ci, Cigr},

e Si={Ci-1,Ci}, Siy1 = {Cis1,Cis2},

e S; ={Ci,Ciy1}, Siv1 = {Civ1,Ciya},

e ...
For each case we look at any inequality in Algorithm 3.1 to recover the particular stencil
configuration, and show for each case that (3.67) is fulfilled.

Note that jR;,,/, = 0, if S; = S; ;1. Hence, we do not include such cases in the analysis.
Further, we use the notation

A~ B ifA=B+0(Az), forAz— 0. (3.68)

Let us first consider n = 2 and assume ¢ is of first order.

Case 1. Consider the stencils S; = {Ci_1,C;}, Si+1 = {C;,C;1+1}, which require the
following conditions

Vil < |vis1l, Yiv1| < [vital- (3.69)
Further, we have the representation of the jump for small grid sizes
ij‘+1/2 ~ Co(Yi+1 — Vi),

and from (3.52) it follows that

A’ (z; it1/2 — T
CO = 51 (90 (fE +1/2) — 1) % 5171‘ J‘r1/2 T > 0.

det(z;) Ti — Ti—1
Hence
sgn (Co(vir1 — 7)) = sgn(Vir1 — vi) = sgn(vis1) = sgn(Yir1 — ¥i), (3.70)
since
la] > |b] = sgn(a — b) = sgn(a). (3.71)
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Case 2. Consider the stencils S; = {C;_1,C;}, Siv1 = {Ci+1, Cito}, which is equivalent
to the conditions

vl < lvisals il > [yiseel- (3.72)
The jump can be represented as

JRiv1j2 = Co(Vir — i) + C1(Vir2 — Yit1)-
As before it holds that sgn (Co(vi+1 — 7)) = sgn(yit1 — i) and

Tit1/2 — Tit+l
Ti — Tj—1

Cl = Co — 5i+1 X 51 < 0. (3.73)

Thus, we get for the second term

sgn (C1(Yis2 — Yi+1)) = sgn(Vit1 — Yi+2) = sgn(Yit1) = sgn(yis1 — ¥i),

where we used (3.71) and (3.72).

Case 3. In the last case of the second degree reconstruction we have the stencils S; =
{Ci, Cis1}, Siv1 = {Civ1,Cita}, equivalent to the conditions

il > Py, vl > Drigal. (3.74)
The representation of the jump is
JRiv1/2 = Co(Vit2 — Vit1)-

As in the first case we recover from (3.52), that

A" (i41/2) Tit1/2 — Titl
= (52 —— 1|~ 52— s
co ! ( dp'+t(x;) Tiyl — T <0

and

sgn (Co(yivz — vig1)) = sgn(Vir1 — Yirz) = sgn(yis1)- (3.75)

This completes the proof of the sign property for the second degree reconstruction
with infinitely smooth RBFs of first order for small enough grids.

Next, we consider n = 3.

All possible choices of stencils, that could result from Algorithm 3.1 are:

o S; ={Ci_2,Ci_1,Ci}, Sit1 = {Ci—1,C;i, Cis1},
o S; ={Ci_2,Ci_1,C;}, Sit1 = {Ci,Ciz1,Cita},
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e S, ={Ci_2,Ci_1,C;}, Siz1 = {Ci+1,Cito,Cits},

We consider n = 3 (third degree reconstruction) and assume ¢ is of second order. The
main difference between the second and third degree is that Algorithm 3.1 now gives
two conditions for each stencil that depend on different grid sizes. Therefore, we
introduce the superscript / to indicate the size of the stencil

-1

I
I k ! kel B
0 = def (@), B =k — D e Lyl (zn), = 57{:7
j=1
based on the stencil {Cy_;.1,- -, Cy}. Further, we can show with simple calculations
that
Th+1 — Tk 50
Bl = B — R
k+1 s
From (3.52) and (3.62) we recover
L+l — Tk 51%+1
Tl — L1 (513 ’
which allows us to conclude that
3 3 3 2 51% 1 02 2 2 2
+
Okt1Vie+1 = Bit1 = Big1 — ?ﬁk = 0kt1(Ver1 — Vi)
and so
01
Yerr = 55 (kar =70 (3.76)
k+1

Note that the term 5,% w1/ 5,% .1 is always positive (Corollary 3.4). Next, we can show the
sign of the constant C; using Theorem 3.6

A (2;41/2)
— g, | Y2,
o 5k< dep* () ")

~ 0
" ( (Tp—2 — o1)(Tp—1 — 7p) Th — Tp—1
($i+1/2 - xkfl)(xiJrl/Q — T)
(v, — 2p—2)(Tk — Th—1)

(Th—2 — Tig1/2) (Th-1 — Tiz12)  Tiy1o — l’k—1>

~ O
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with & =i + r,—1 + n — 1. By induction one proves that

Ti+1/2 — Th+1—1 Ti41/2 — Tk+l
Cp ~ 8 Y i+l/ , (3.77)
Tp — Tp—2 Tk — Tk—1

for ! € N and we recover
sgn(Cp) = (—1)rm-rtn=1+l (3.78)

Case 1. Consider the stencils S; = {C;_2,C;_1,C;}, Si+1 = {Ci—1, Ci, Ciy1}, equivalent
to the conditions

1< Iial, <ol 2al < bial hial < el (3.79)
Note that this case can be characterized by d, = 1 and sa = ro = —2. From Theorem 3.10
we know

JRi1j2 ~ Co(Viey —72), (3.80)

and we recover
sgn (Co(vP 1 — 7)) =sen(vi, —77) =sgn(vy 1) = sgn(viy, — 7).
= Sgn(%?-i-l) = sgn(Yi+1 — Yi)s
where we used (3.76), (3.77) and (3.79).

Case 2. Assume the stencil S; = {C;_2,Ci_1,C;}, Sit1 = {Ci, Cit1, Cit2}, equivalent to
the conditions

V2 < WAl 1l < 1l
{m&n <2l Eal > il (a) (3.81)
‘%‘2+1’ > |%‘2+2|7 \%3+2| < |’713+3‘- (b)

The jump can be written by

JRic1a = Co(vip — 7)) + Cr(viha — 7ii1)- (3.82)

For each term we calculate its sign. The first term can be understood in the same way as
above and it holds for both (a) and (b) in (3.81)

sgn (Co(vP 1 — 7)) = sgn(yis1 — i),
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For the second term we first assume that (a) holds and compute its sign as

sgn (C4 (V22 — 7§+1)) = sgn(vi 1 — Vi) = sen(v ) = sen(vi, — 7).
= Sgn(%‘zﬂ) = sgn(Yit1 — Yi)-

For (b) we split it in two terms using (3.76)

52 52
3 3 2/, 2 2 1,2 2
Cl(%‘+2 - %‘+1) = Clr? (%‘+2 - %’+1) - 762; (’Yz’+1 —%),
i+2 i+1

and calculate the sign of each one

2

5‘ 2
sgn (Cl(;%(ﬁ“ - %-2“)) =sgn(v 1 — vh2) = sen(v21) = sen(yir1 — vi),
1+2

52
sen (= C155 (02 —7D)) = sen(i —19)) = seul(va) = sen(yinn — ).
i+1

Case 3. Consider the stencil S; = {C;_2,C;_1,C;}, Si+1 = {Cit1, Cit2, Ciy3}, equivalent
to the conditions

2 2 3 3 2 2 3 3

il <lvigals 1L <Iviials il > el el > ksl (3.83)
For the reconstructed jump we have

JRiv1ja ~ Co(viiy = 7) + CL(0iia — 1) + Ca(viis — 7isa)- (3.84)

The sign of each term is

sgn (Co(vip —2)) = sen(v2y —72) = sen(v,1) = sgn(vi, — 77,
= Sgn(%z-i-l) = Sgn(yi+1 - yi)'

For the second term we need

sen(vyy 1) = sgn(viy — 77) = sen(vi 1),
sgn(—771a) = sgn(Vi11 — Yiye) = sen(viy1),

such that we can show
sgn (C1(v2y o —7201)) = sen(vi ) — 7i2) = sgn(vf1) = sgn(yiv1 — vi)-

The last term yields

sgi (02('7?+3 - 7§+2)) = Sgn(’Y?Jr?) - %3+2) == sgn(’yf’H) = Sgn(%‘Qﬂ - 7i2+2)’
= sgn(771) = sen(yit1 — i)
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Case 4. Assume the stencils S; = {C;_1,C;,Ci11}, Siy1 = {Cy, Cit1, Ciyo}, equivalent to
the conditions

{m?r <Pl Rz Eal, (@

Wl = Wl Rl < il (a2

)
)

(3.85)
{mﬂn <hZol Pl =il (1)

‘%‘24-1’ = ’%’24-2‘7 ‘7?+2’ < |%3+3" (b2)

Here, we have the different combinations (a1,b1), (a1,b2), (a2,b1) and (as, bs), where
(a2, by) is not possible. The jump is represented as

JRiy12 ® Co(VPia — 7ii1)- (3.86)
Let us first consider the combination (a1, by). We have
sgn (CO(’Y?+2 - %3+1)) = Sgn(7§+l - 7’?+2) = Sgn(7?+1) = Sgn(%zﬂ - %2)7
= sgn(77y1) = sen(Yit1 — vi).

In the case (a1, bs), we precalculate

sgn(771) = sen(viiy —77) = sen(v741),
sen(—i12) = sen(v7y1 — Viy2) = sen(hi)-

Thus,

sgn (CO(’Y{3+2 - ’Y?H)) = sgn(’yf’ﬂ - 'Yi3+2) = Sgn(%’%rl) = sgn(Yi+1 — i)
In the last case (a2, b2), we get
3 3 3 3 3 2 2
sgn (CO(%'+2 - ’Yz'+1)) = sgn(Vii1 — Vip2) = —sen(Vita) = sen(Viy1 — Vita);
= sgn(y7y1) = sgn(yip1 — vi)-

Case 5. Assume the stencils S; = {C;_1,C;, Cit1}, Si+1 = {Cit1, Cita, Cits}, equivalent
to the conditions

{mﬂ <hZil, 2=l (o)
|’712| = |%‘2+1|7 ”713+1| < |’713+2‘7 (b) (3.87)

|%‘2+1| > |%‘2+2|> |%3+2| > |’Y£3+3|-

The jump is represented as

JRiv12 ~ Co(viis = ¥ie1) + CL(viis — 7ih)- (3.88)
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In the case of (a) we precalculate

sgn(—2i2) = sen(Vi1 — Vi) = sen(v1),

sgn(’yfﬁrl) = Sgn(7i2+1 - %2) = sgn(yfﬂ).

With these we have

sgn (00(7134-2 - ’Y?—s—l)) = Sgn(’Y?+1 - %3+2) = Sgn(’yz»2+1) = sgn(Yi+1 — i)
sgn (C1(V2y3 — Vie)) = sgn(vis — 1ia) = —sgn(vyy) = sgn(vfi 1 — 1742),
= Sgn(%‘%rl) = sgn(Yir1 — ¥i)-

For (b) we can use the same calculation as above for the second term since we were not
using (a). The sign of the first term is

sg (Co(virg — Vii1)) = sen(viy — 72h2) = sgn(viy1) = sen(v21 — 722),
= Sgn(%'zﬂ) = Sgn(yi+1 - yi)'

Case 6. The last configurationis S; = {C;,Ci11,Cit2}, Siv1 = {Cis1,Ciya, Ciys}, equiv-
alent to the conditions

2 2 3 3 2 2 3 3
Vil > vl il > Pidels  Dvieal > ial, il > ksl (3.89)

with a reconstructed jump of the form
JRit12 ~ Co(Vr3 — Vira)- (3.90)

We recover

3 3 3 3 3 2 2
sgn (Co(%'+3 - ’Yi+2)) = Sgn(%’+3 - ’Yi+2) = - Sgn(’)’i+2) = Sgn(%’ﬂ - ’Yi+2),
= Sgn(%‘2+1) = sgn(Yit1 — ¥i)-

This completes the proof of the sign property of the reconstruction method for grids as
Az — 0 or the shape parameter ¢ — 0.

3.3 RBF-TeCNOp method

Based on the theory of entropy stable schemes and the work of Fjordholm et al. [35] we
introduce the RBF-TeCNOp scheme. By using Algorithm 3.1 with (3.24) for calculating
the least oscillatory stencil, Theorem 3.11 shows that the sign property holds for 2nd
and 3rd degree reconstruction in the limit of Az — 0. We conjecture that this result
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generalizes to higher order reconstructions. Thus, by combining the framework pro-
posed in [35] with the RBF reconstruction using multiquadratics we recover an entropy
stable essentially nonoscillatory RBF-based finite difference method of arbitrary high
order. Furthermore, we use the RBF-RA algorithm to circumvent ill-conditioning in
the reconstruction step [127].

In more detail, for constructing a p-th order RBF-TeCNOp method of the form (2.86)
we use an entropy conservative flux of order 2k with k£ = [p/2] (see Theorem 2.4) and
an ENO based RBF reconstruction (Algorithm 3.1) on the scaled entropy variables of
order p with multiquadratics of order p — 1.

Based on the Roe diffusion operator

RIA|R™[u], (3.91)

with the eigenvector matrix R and the diagonal matrix of the eigenvalues A, evaluated
at the Roe average, we are choosing R and A in the same way. By Merriam [90] there
is a scaling of the eigenvectors such that RR” = u, = dyu(v;112). Thus, we get the
relation

RIA|R™Mu] ~ R|A|R u,[v] = R|A|RT [v], (3.92)

that has a similar structure to that of a diffusion operator (2.87). The numerical diffu-
sion term is

Diy1/20v)is1/2 = RivryolNiprol{w)ivi/2, (3.93)

with the scaled entropy variables (2.89). Furthermore, we choose

Aip1p = diag(A1(uig12), - AN(Uig1/2)) (3.94)

and u; 1/ = with the eigenvalues A(u) of the Jacobian V,, f.

It is important to note that the ill-conditioning of the interpolation matrix does not
only affect the evaluation of the reconstruction; it also affects the calculation of the
smoothness indicator which is based on the sum of the squares of the coefficients of
the RBF-part of the interpolation.

From the theory we expect that the error of the interpolation with infinitely smooth
RBFs decreases for smaller shape parameters. However, computations suggest that the
choice of the stencil does not depend on the shape parameter. Thus, we calculate the
stencil with respect to a stable shape parameter.

Ui +Ui41
2

3.4 Entropy stable RBF-finite volume method

The combination of the RBF interpolation with finite volume methods works analo-
geously to the RBF-TeCNOp Method. Aboiyar et al. [2] combine in their work a
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high-order WENO approach with a polyharmonic spline reconstruction and Bigoni
and Hesthaven [11] apply a high-order WENO approach to multiquadratics.

We construct an entropy stable finite volume method of second order that is essentially
nonoscillatory by combining (2.97) with a second order accurate RBF interpolation
that acts on the scaled entropy variables. Therefore, we are using multiquadratics with
the smoothness indicator (3.24), combined with Algorithm 3.1 and the vector valued
rational approximation to ensure a stable evaluation of the interpolation function.
We conjecture the sign property for the RBF reconstruction on mean values that is
based on Algorithm 3.1 which is fulfilled in the pointwise case for second and third
degree reconstruction in the limit Az — 0 (Theorem 3.11). Under this assumption we
recover a second order entropy stable finite volume (RBF-EFV2) method. This method
can be generalized to general grids in higher dimensions [103].

3.5 Numerical results

In this section, we are evaluating the second order entropy stable finite volume (EFV2)
and the TeCNOp methods based on RBF reconstructions for one-dimensional prob-
lems and compare it with its original version. Note that in one dimension we do not
expect to do better than the classical methods, but also not worse.

For the polynomial reconstruction we use the original algorithm from [57] to select the
stencil and in the RBF case we use Algorithm 3.1. The EFV2 and TeCNOp methods are
based on the diffusion term (3.93).

The parameters for the vector-valued rational approximation are chosen as described
in [127]. Further, we choose the shape parameter ¢ = 0.1 for all examples.

3.5.1 Linear advection equation

We consider the linear advection equation (2.3) with wave speed a = 1 and periodic
boundary conditions [83]. To construct a high-order accurate scheme we choose the
entropy pair (2.76) with its second order entropy conservative flux (2.78). Further, we
use a 5th order SSPRK method for the time discretization in the TeCNOp method [49].
For the EFV2 method we use the second order entropy conservative flux plus a third
order SSPRK method in time.

The convergence results for the smooth initial conditions are shown in Table 3.1. The
L;-errors are the same for the different reconstruction methods for grids of size smaller
than 1/32 and their convergence rates are as expected.

In Table 3.2 we present a comparison of the runtime for the 5th order TeCNO scheme
with RBF reconstruction using the RBF-RA algorithm, RBF reconstruction evaluated
at a stable shape parameter. The RBF method based on the RBF-RA algorithm solves
multiple times the same system of equations with different shape parameters to ap-
proximate the final one, which helps to explain the difference between the first two
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columns. The difference between the RBF and the polynomial reconstruction comes
from the fact that the RBF algorithm in each recursive step of Algorithm 3.1 solves a
system of equations and the polynomial case calculates just the next divided difference.

Linear advection eq. Burgers’ eq.
N RBF Reconstr Poly Reconstr RBF Reconstr Poly Reconstr
error rate | error rate | error rate | error rate
TeCNO2 16 | 2.27e-02 | - 2.26e-02 | - 3.01e-02 | - 2.97e-02 | -
32 | 7.26e-03 | 1.64 | 7.26e-03 | 1.64 | 9.01e-03 | 1.74 | 9.01e-03 | 1.72
64 | 2.06e-03 | 1.82 | 2.06e-03 | 1.82 | 2.46e-03 | 1.87 | 2.46e-03 | 1.87
128 | 5.44e-04 | 1.92 | 5.44e-04 | 1.92 | 6.88e-04 | 1.84 | 6.88e-04 | 1.84
256 | 1.45e-04 | 1.91 | 1.45e-04 | 1.91 | 1.88e-04 | 1.87 | 1.88e-04 | 1.87
TeCNO3 16 | 1.48e-03 | - 1.48e-03 | - 5.19e-03 | - 5.17e-03 | -
32 | 1.89e-04 | 2.97 | 1.89e-04 | 2.97 | 9.23e-04 | 2.49 | 9.23e-04 | 2.49
64 | 2.36e-05 | 3.00 | 2.36e-05 | 3.00 | 1.47e-04 | 2.65 | 1.47e-04 | 2.65
128 | 2.96e-06 | 3.00 | 2.96e-06 | 3.00 | 2.52e-05 | 2.54 | 2.52e-05 | 2.54
256 | 3.70e-07 | 3.00 | 3.70e-07 | 3.00 | 4.13e-06 | 2.61 | 4.13e-06 | 2.61
TeCNO4 16 | 5.61e-04 | - 5.60e-04 | - 2.84e-03 | - 2.84e-03 | -
32 | 3.98e-05 | 3.82 | 3.98e-05 | 3.82 | 5.37e-04 | 2.40 | 5.37e-04 | 2.40
64 | 2.62e-06 | 3.92 | 2.62e-06 | 3.93 | 5.76e-05 | 3.22 | 5.76e-05 | 3.22
128 | 1.74e-07 | 3.91 | 1.74e-07 | 3.90 | 4.97e-06 | 3.54 | 4.97e-06 | 3.54
256 | 1.14e-08 | 3.93 | 1.14e-08 | 3.93 | 6.97e-07 | 2.83 | 6.97e-07 | 2.83
TeCNO5 16 | 4.40e-05 | - 4.40e-05 | - 1.17e-03 | - 1.17e-03 | -
32 | 1.40e-06 | 4.98 | 1.40e-06 | 4.98 | 2.90e-04 | 2.01 | 2.90e-04 | 2.01
64 | 4.43e-08 | 4.98 | 4.43e-08 | 4.98 | 1.19¢-05 | 4.61 | 1.19e-05 | 4.61
128 | 1.47e-09 | 4.92 | 1.47e-09 | 4.92 | 6.84e-07 | 4.12 | 6.84e-07 | 4.12
256 | 5.50e-11 | 4.74 | 5.50e-11 | 4.74 | 1.81e-07 | 1.92 | 1.81e-07 | 1.92
EFVM?2 16 | 2.25e-02 | - 2.24e-02 | - 2.68e-02 | - 2.68e-02 | -
32 | 7.26e-03 | 1.63 | 7.25e-03 | 1.63 | 8.10e-03 | 1.73 | 8.10e-03 | 1.73
64 | 2.06e-03 | 1.82 | 2.06e-03 | 1.82 | 2.28e-03 | 1.83 | 2.28e-03 | 1.83
128 | 5.44e-04 | 1.92 | 5.44e-04 | 1.92 | 6.40e-04 | 1.84 | 6.40e-04 | 1.83
256 | 1.45e-04 | 1.91 | 1.45e-04 | 1.91 | 1.78e-04 | 1.85 | 1.78e-04 | 1.85

Table 3.1 — Convergence rates of TeCNOp and EFV2 methods using multiquadratics and
polynomials for the linear advection and Burgers’ equation on [0, 1] at time 7" = 0.1.
We use periodic boundary conditions and uo(z) = sin(27x), shape parameter ¢ = 0.1,
CFL=0.5.

3.5.2 Burgers equation

For the Burgers’ equation (2.4) we study the order of convergence and verify that the
methods handle discontinuities without introducing major oscillations. The EFV2 and
TeCNOp method are based on the entropy pair (2.79) and the entropy conservative
flux (2.81) which is used to construct a high-order scheme. For the time discretization
we use a 5th order SSPRK method [49]. Furthermore, we choose the domain [0, 1] and
the initial conditions ug(z) = sin(27x).
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RBF + RBF-RA | RBF | Poly
16 | 4.3 3.2 2.1
32 |74 5.0 3.7
64 | 21.8 12.6 | 6.6
128 | 73.5 38.0 | 16.9
256 | 279.5 132.4 | 44.9

Table 3.2 — Runtime comparison for the 5th order method solving the linear advection
equation.

Burgers’ equationat 7" = 0.3. Difference between RBF and polynomial reconstruction

1 T T T T 1076 T T
— N =32

N = 64
— N =128
0.5 |- — N =256 |
— ref Sol 10— 10

Difference

10— 14
—0.5 |- —

—1 | | | | 10—18 | | | |
0

X X

Figure 3.2 - Burgers’ equation on [0, 1] at time 7" = 0.3 with continuous initial condition
ug = sin(27x), shape parameter ¢ = 0.1, CFL = 0.5, solved by TeCNO5.

A detailed analysis of the convergence is shown in Table 3.1. The convergence rate is
as expected and the errors of the two different methods (polynomial reconstruction
and RBF reconstruction) coincide. At time 7" = 0.3 a discontinuity emerges at x = 0.5.
This can be resolved accurately with vanishing oscillations (Fig. 3.2). Furthermore,
we observe that the difference between the reconstruction methods vanishes in the
smooth part while at the shock it stays small.

3.5.3 Shallow water equations

For the shallow water equations (2.7) we consider the dambreak problem with the
initial conditions

(1.5,0) if|z| <0.2

: (3.95)
(1,0)  if]z| > 0.2

(h07 m()) = {

on the domain [—1, 1] and periodic boundary conditions. We use a second order
entropy stable flux (2.82) to construct a high-order flux and a third order SSPRK method
for the time integration.

Fjordholm et al. [35] showed that the standard TeCNO scheme behaves similar to the
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Shallow water equations at T = 0.4 Difference between RBF and polynomial reconstruction

T T T 107* T T T

height h
Difference

10—12

—  TeCNO2 TeCNO3
— TeCNO4 — TeCNO5
0.9 |~ EFV2 —  ref. Sol. |
. ‘ ‘ 10-16 ! !
—0.5 0 0.5 1 -1 —0.5 0 0.5 1

Figure 3.3 — Shallow water equations on [—1, 1] at time 7" = 0.4 with N = 100, shape
parameter ¢ = 0.1, CFL = 0.5, solved by TeCNO and EFV2.

ENO-MUSCL scheme. The same holds for the RBF-TeCNOp scheme and the RBF-
EFV2 scheme as seen in Fig. 3.3. The difference between the RBF methods and the
polynomial scheme is around O(107%) in the region where the discontinuity passed
and much smaller in smooth regions.

3.5.4 Euler equations
The one-dimensional Euler equations are represented by

P m
m|+| Z+p | =0 (3.96)
m

After setting my = 0 and neglecting the third component, we can take the results from
Sections 2.1.1 and 2.1.4. As for the shallow water equations we use a third order SSPRK
method and as a second order entropy conservative flux we use the KEPEC-flux (2.84).
Further, we choose v = 1.4 which simulates a diatomic gas such as air. Note that the
reconstruction is done in the characteristic variables V = R~1U, with the eigenvectors
R given in (2.13).

Sod’s shock tube problem

Sod’s shock tube problem is a Riemann problem where two gases with different densi-
ties collide. A rarefaction wave emerges, followed by a contact and a shock discontinu-
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Figure 3.4 — Sod’s shock tube problem on [—5, 5] at time 7' = 2 with N = 100, shape
parameter ¢ = 0.1, CFL = 0.3, solved by RBF-TeCNOp and RBF-EFV2.

ity. The initial conditions are

(1,0,1) ifz <0

: (3.97)
(0.125,0,0.1) ifz >0

(po, Mo, o) = {

where m = up. The results at time 7' = 2 of the RBF-TeCNOp and RBF-EFV2 methods
are shown in Fig. 3.4, clearly representing the rarefaction wave, the contact, and the
shock discontinuity. Comparing the solutions obtained with polynomial reconstruc-
tion or with RBF reconstruction, we see in Fig. 3.5 that their difference is decreasing
with the refinement of the grid.

Lax shock tube problem

The Lax shock tube problem is another Riemann problem with the initial conditions

(0.445,0.698,3.528) ifz <0

: (3.98)
(0.5,0,0.571) ifz >0

(po, mo, o) = {

where m = up. The RBF-TeCNOp methods of order three to five represent the big
shock in the density sharply with just N = 100 points, see Fig. 3.6. The second order
RBF-EFV2 method does not perform well for this case.
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Figure 3.5 — Pointwise difference between RBF and polynomial based reconstruction
EFV2 method for the Sod’s shock tube problem on [—5, 5] at time T = 2 for different
number of grid points N, shape parameter ¢ = 0.1, CFL = 0.3.

1.5 T T T T 1.5 T T T T
—~ RBE-EFV2
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density p

1.5 — ‘

—— RBF-TeCNO4
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—— RBF-TeCNO5
—_ ref Sol

density p

0

X X

Figure 3.6 — Lax shock tube problem on [-5, 5] at time 7" = 1.3 with N = 100, shape
parameter ¢ = 0.1, CFL = 0.3, solved by RBF-TeCNOp and RBF-EFV2.
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density p

—— RBF-TeCNO3
— ref Sol

density p

—— RBF-TeCNO5
— ref Sol

—— RBF-TeCNO4
— ref Sol

Figure 3.7 — Shu-Osher problem on [—5,5] at time 7" = 1.8 with N = 200, shape
parameter ¢ = 0.1, CFL = 0.3 solved by RBF-TeCNOp and RBF-EFV2.

Shu-Osher shock-entropy wave interaction problem

The Shu-Osher problem models a shock-turbulence interaction in which a shock inter-
acts with a low frequency wave. Due to this interaction, high-frequency oscillations
develop over time. The initial conditions are

(3.857143,2.629369, 10.33333) ifx < —4

, (3.99)
(1 +0.2sin(5z),0,1) ife > —4

(Pmmo,po) = {

where m = up. The RBF-TeCNOp methods of order larger than three recover the high
frequency oscillations well. The RBF-EFV2 method fits the low order oscillations and
the shock, but not the high frequency wave due to excessive dissipation.

Low density problem

The low density problem on [0, 1] is a Riemann problem that tests the ability of pre-
serving positive density and pressure. The initial condition are

(1,-2,04) ifzr <05

, (3.100)
(1,2,04) ifz>0.5

(po, Mo, po) = {

with Neumann boundary conditions.
In Fig. 3.8 we observe the increasing accuracy of the RBF-TeCNOp method with
increasing order p. Note that by choosing the wrong smoothness indicator, negative
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T T
1.5~ — RBE-TeCNO2
— RBF-TeCNO3

RBE-TeCNO4
— RBF-TeCNO5

—_ ref Sol

0.1 0.15 0.2 0.25 0.3

X X

Figure 3.8 — Low density problem on [0,1] at time 7" = 0.12 with N = 100, shape
parameter ¢ = 0.1, CFL = 0.1 solved by RBF-TeCNOp.

pressures will occur.

Two interacting blast waves

A more complex one dimensional example is the two interacting blast waves, intro-
duced by Woodward and Colella [126]. It is based on two blast waves that interact and
introduce low pressures and densities. Its initial condition is

(1,0,1000) ifz < 0.1
(po,mo,po) = % (1,0,0.01) if0.1<z<09. (3.101)
(1,0,100) ifz>0.9

Compared to the low density problem we add here an additional challenge caused by
the collision of the two shocks. Note that the standard version of the TeCNO method
always produces negative pressures or densities for the RBF and polynomial recon-
struction.

Thus, we introduce a more complicated symmetric positive definite dissipation opera-
tor (2.87), similar to the one introduced by Derigs et al. [23]. The goal is to mimic the
more dissipative Rusanov-type diffusion operator such that

afuliyi2 = Diy1p[vlisise- (3.102)

See Appendix A for more details.

The results with the new dissipation matrix approximate the correct solution and we
can see an improvement with increasing order (Fig. 3.9) and for increasing number of
points (Fig. 3.10).
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Figure 3.9 —- WC blast wave problem on [0, 1] at time 7' = 0.038 with N = 200, shape
parameter ¢ = 0.1, CFL = 0.1 solved by RBF-TeCNOp and RBF-EFV2.

density p

Figure 3.10 — WC blast wave problem on [0, 1] at time 7" = 0.038 with shape parameter
¢ = 0.1, CFL = 0.1 solved by RBF-TeCNO4.
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High-order RBF-based ENO
method on general two-
dimensional domains

After introducing entropy stable reconstruction methods for one-dimensional prob-
lems, which can be generalized to structured grids by tensor products, we now seek
to take advantage of the flexibility of RBFs in multiple dimensions. In this chapter,
we propose a high-order ENO method based on radial basis function to solve hyper-
bolic conservation laws on general two-dimensional grids. The radial basis function
reconstruction offers a flexible way to deal with ill-conditioned cell constellations. We
introduce a smoothness indicator based on RBFs and a stencil selection algorithm
suitable for general meshes, which is based on the one introduced in the previous
chapter and the one described in [56]. Furthermore, we develop a stable method to
evaluate the RBF reconstruction in the finite volume setting which circumvents the
stagnation of the error and keeps the condition number of the reconstruction bounded.
The results in this chapter are published in [63].

4.1 Stable RBF evaluation for fixed number of nodes

As discussed in Section 2.6, the ill-conditioning of the RBF interpolation is a well-
known challenge. However, RBFs in finite volume methods are of a slightly different
nature. In general, the RBF approximation achieves exponential order of convergence
for smooth functions by increasing the number of interpolation nodes in a certain
domain. The setting for the reconstruction in finite volume methods is different since
the number of interpolation points remains fixed at a rather low number of nodes and
only the fill-distance is reduced.

Based on [39, 38] it is known that the combination of polyharmonic or Gaussian RBFs
with polynomials overcomes the stagnation error. Bayona [7] shows that under certain
assumptions the order of convergence is ensured by the polynomial part.

We propose to use multiquadratic rather than polyharmonic or Gaussian RBFs to allow
the use of the smoothness indicator developed in the previous chapter. Since the RBFs
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are only used to ensure solvability of the linear system, we use

1

Az (4.1)

E =
as the shape parameter with the separation distance Az := min;.; [|x; — x;|| for the in-
terpolation nodes x1, . .., x, with n € N. To control the conditioning of the polynomial
part we use the basis

pi(%) = pi(e(x — X)), 4.2)
fori = 1,...,m with p; € {R? - R, x — ity Z‘jzlaj < l,a; € N}, deg(p;) <
deg(p;+1) and x € {xy,...,%,}. The best choice for x would be the barycenter of the

stencil. However, to use the same polynomials for different stencils in the ENO scheme
we choose the central node.

Remark 4.1. The interpolation matrix is the same as the one with the interpolation
basis p; withi = 1,...,m, the RBFs with shape parameter 1, and the nodes x1, . .. , X,
withx; = ¢(x; —x). This holds true for any Ax — 0 and Az = 1. Thus, the interpolation
step in the finite volume method has the same condition number for all refinements as
long as the interpolation nodes have a similar distribution.

4.1.1 Stability estimate for RBF coefficients

In this section, we analyze the stability of the RBF interpolation based on (4.1) and (4.2)
and show that the stability of the RBF coefficients depends only on the number of the
interpolation nodes n. For the one-dimensional case we show that the stability of the
polynomial coefficients depends on n and the ratio of the maximum distance between
the interpolation points Dz and the minimum distance Ax. For higher dimensions we
conjecture that a similar result holds.

The analysis is based on results from Schaback [107] and Wendland [124].

Lemma 4.1 (Stability estimate [107]). For (2.110) there holds the stability estimate

[Aalls _ Amaz [|AS]l2

< , (4.3)
lall2 ~ Amin If — Pbll2

T . . .
A9 and \ae the maximal eigenvalue. Further, there exists
ala

an estimate for the polynomial coefficients

With Apin := inf, .o pr,_g

1Abll2 _ Amaz.prp [PT(Af — AAa)|ls

< (4.4)
b2~ Apin,prp [[PT(f — Ad)]l2
Amaz )‘max PTPpP HPTAfHQ
< (1+ ’ , (4.5)
( )\mzn) )‘min,PTP ||PT(f - Aa)H?
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4.1. Stable RBF evaluation for fixed number of nodes

with the maximal and minimal eigenvalue of PT P, Amaz, PTPr Amin, PT P

Thus, the stability of the method depends on the ratios

)\mar/)\min and Ama:v,PTP/)‘min,PTP'
The maximal eigenvalues can be estimated by

al Aa
Amaz = SUp—=— = [|All2 < [|Al|F < nmax |A; 4]. (4.6)
a#0 a° a 2Y)

Note that A,,;,, is not the smallest eigenvalue of A, but its definition is similar. Schaback
[107] established the following lower bound for the d-dimensional interpolation

Lemma 4.2 (Lower bound of \,,,;,, [107]). Given an even conditionally positive definite
function ¢ with the positive generalized Fourier transform ¢. It holds that

, po(M) ¢ M \d
Amin 2 5577 +1) (2\/77) ) (4.7)

with the function

po(r) := inf  ow), (4.8)

[wll2<2r

for M > 0 satisfying

12 /7al2(d/2 + 1)\ 1/(d+1)
vrL (e ) (4.9)
or
6.38d
> .
M > Ay (4.10)
and with
o0
I'(z) = J t*Lexp(—t)dt, Re(x) > 0. (4.11)
0

It remains to estimate ¢ (M) depending on the RBFs. Some estimates for the examples
in Table 2.1 are

Lemma 4.3 (Estimate of ¢, for multiquadratics [107]). Let ¢ be the multiquadratic RBE
then

- 72(d/2 + v) M~ exp(—2M /e)

po(M) = T : (4.12)
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Note that the lower bound of ¢ of Lemma 4.3 is zero for v € N.

Lemma 4.4 (Estimate of ¢ for Gaussians [124]). Let ¢ be the Gaussian RBE then
©o(M) = (26%)~ 42 exp(—M?/e?). (4.13)

Lemma 4.5 (Estimate of ¢ for polyharmonics [124]).
Let ¢(r) = (—1)**1r?* log(r) be a polyharmonic RBE then

0o(M) = (—1)FT122k=14d2D (s 4 q/2)k1(2M) 42k, (4.14)

Given these results, we obtain the following

Corollary 4.6. By using the shape parameter (4.1) we recover

A
12l < o, ayafie @.15)
lall2

forallx, ... ,x,,n € Nanda constant C(n,d) which depends on the number of inter-

polation nodesn and the dimension d.

Proof. From Remark 4.1 we conclude
a:=a(Xy,...,Xp) =a(Xy,...,X,) =: a. (4.16)

From the Lemmas 4.2, 4.3 and (4.6) we obtain

A Ad )
||||aC|L’22 - ’!\éclli!2 < C(n,d, AD)[Afll2 = C(n,d, D] AS]l2, (4.17)

with a constant C'(n, d, Azx) which depends on n, d and Ax. O

Hence, the stability of the RBF coefficients depends only on the number of interpola-
tion nodes n. This analysis is dimension independent. To utilize Lemma 4.1 it remains
to estimate the ratio \,,,,, prp/Ain, p7p-

4.1.2 Stability estimate for polynomial coefficients

The analysis of the Gram matrix G := PTP ¢ R™*™ is more challenging. For the
polynomial basis (4.2) we have

Gij = . pi(x)p;(x). (4.18)
=1
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4.1. Stable RBF evaluation for fixed number of nodes

We note that P = P where (P); ; = p;(%;) with X; = £(x; — %). In the one-dimensional
case, the following estimate of the condition number holds for the Vandermonde
matrix.

Lemma 4.7 (Conditioning of the Vandermonde matrix in one dimension [45]). LetV,,
be the Vandermonde matrix (V,); j = z} with z; # z; fori # j and z; € C. It holds that

max(1,|z; 14 |2
maXHJ < [V Yoo < XH _| | . (4.19)
A zi itj |25 — zil
Corollary 4.8.
A 2 2n 4
SmanPTP <D$ T 1> (m) — (4.20)
Anin,pTp  \AT Az ) (|n/2—1]1)

with Dx = max;.j |z; — x;j|.

Proof. We start with estimating || P||»

B i1 5 Dxyi-l o (RE)Y -1
1Pl = maXZ (Fm) < gk 2, (&) 5 (421
Dx
n(m) ) (4.22)

To estimate the norm of P~! we use Lemma 4.7

)

_ 1+ |z Az + |z — x|
1P < max [ [ 0 = [ [ S5

i 10— T i Tl
Az + Dx <Dm ) 1
<max | | ——— + 1) max =————
‘ ]1;[2 j —ilAx Az i ILgli =il

SNAz ) Ty i = /201 N A Ty P
Dz 1

ST T
Az (ln/2—1]!)

Furthermore, we have the standard bounds

1
%HAHoo < [ All2 < [|A]leov/m, (4.23)

for A e R™*™, From [120] we recover

cond; PTP = (condy P)?, (4.24)
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when n = m. Combined, this yields

A T
PP P BIPIE < PP 4.25)
min,PT P

d

Applying Corollary 4.8 to uniformly distributed nodes in R we obtain Dz/Azx =n — 1
and the condition number of PT P is uniformly bounded for all Az by

)‘ma:p,PTP < (n_l)nn?)
Min,pre— ([n/2 —1)1)°

(4.26)

The proof of this estimate does not hold true for two-dimensional interpolation. How-
ever, we conjecture that similar bounds hold, as is confirmed in Table 4.1. Note that the
reconstructions from (2.47) are based on a stencil in a grid. Thus, Dx/Ax is bounded
for these interpolation problems.

4.1.3 Approximation by RBF interpolation augmented with polynomials

Considering ansatz (2.108) for the interpolation problem (2.105), (2.109) Bayona [7]
shows, under the assumption of full rank of A and P, that the order of convergence is
at least O(h'*1) based on the polynomial part. With similar techniques we can relax
the assumptions of full rank of A by assuming ¢ to be a conditionally positive definite
RBF of order ! + 1. We write sy x for the interpolation function that interpolates the
function f on the scattered set of nodes X.

Theorem 4.9. Let f be an analytic multivariate function and ¢ a conditionally positive
definite RBF of order | + 1. Further, we assume the existence of a 11;(R%) -unisolvent
subset of X . It follows

Isf.x — fllo < ORI, 4.27)

Proof. Let us consider x € R? where x( does not have to be a node. By assuming that
f is analytic, it admits a Taylor expansion in a neighborhood of x

= > Li[ £ (x0)Ipe(x — x0), (4.28)
k=1

with Li[f(x0)] € R the coefficients for f around xo, e.g., Li[f(x0)] = £f®)(x0) for
univariate functions. Thus, we recover

flx = (f(xa))izy = Z Li.[f (x0) 15 (4.29)
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4.1. Stable RBF evaluation for fixed number of nodes

with p = (pr(xi — X0))j=;-
We rewrite the coefficients from (2.110)

()-grom(t)

with @, € R™, b, € R™ given by

A P\ (a)\ _(m
4 06-0)

and m the number of basis functions of IT;(R?). Since there exists a IT;(R?)-unisolvent
subset, and by the well-posedness of (4.31), we have

ag; =0, brj =0k, (4.32)
fori =1,...,nand j,k = 1,...,m. This allows us to write the interpolation function as
srx(x) = Y aid(x — %) + Y bip;(x), (4.33)
i=1 j=1
= > Li[f(x0 + ) ZLk (x0)]ag,i¢i(x) (4.34)
k=1 k>mi=1
+ Z ZLk[f(XO)]bk,lpl(X)a (4.35)
k>ml=1
and recover
fx) = spx(x) = > Lilf -y ZLk (x0)]ak,ipi(x)
k>m k>m1=1
-, ZLk (x0) bk, 1p1 (%) = T (%) — S, x (X). (4.36)
k>ml=1

with 7, (x) = >}, Le[f (x0)]pk(x).
Given the estimate of De Marchi and Schaback [22]

Isf.xllo < CUlfllenx) + 1 llea(x))s (4.37)

we conclude

If = sfxllo = ITm — Srm,xllo < CRITY, (4.38)

With [yl < ChFL. O
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Figure 4.1 - Error for the RBF interpolation with polynomial degree 1,2, 3.

4.1.4 Numerical examples

In this section, we seek to verify the results in the finite volume setup (fixed number
of interpolation nodes). Let Q = [0,1]? and f : Q — R be a function and § > 0. We
approximate f by dividing the domain into subdomains of size § x ¢ and solve in each
subdomain the interpolation problem with » nodes given from an Halton sequence
[52]. Since the condition number depends on the maximal distance divided by the
separation distance Dxz/Az, we use the Halton sequences with a separation distance

bigger than 0.56/4/n. We test the following functions

fi(z,y) = sin(2m(2? + 2¢?)) — sin(27(22% + (y — 0.5)?)),
fa(w,y) = exp(—(z — 0.5)> — (y — 0.5)*),

fa(z,y) = sin(2x) + exp(—z),

fa(z,y) =1+ sin(4x) + cos(3z) + sin(2y).

In the Figures 4.1 and 4.2 we show the error of the interpolation problem and confirm
the correct order of convergence for the multiquadratic interpolation augmented with
a polynomial of degree [ of order k& < . For polynomial degree | = 4 we observe that
the convergence breaks down for § < 277. This happens at small errors ~ 10~!® and
high condition numbers > 10'3, as is shown in Table 4.1, and can be attributed to finite
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Figure 4.2 — Error for the RBF interpolation with polynomial degree 4.

precision.

Furthermore, we verify the results from Section 4.1. Table 4.1 supports the conjecture
that the condition number remains constant for a fixed number of interpolation nodes
n and a fixed ratio Dz/Ax.

We also observe that the condition number remains constant for the refined grids, and
is considerably smaller for first order multiquadratics & = 1 than for the higher order
ones.

2 3
2 1
3.3e04 | 4.6e03
1.1e05 | 8.7e03

3
2
2.4e04
7.1e04

3 4
3 1
3.4e095.3e04
6.8e09|4.2e05

deg. poly. |1 2
k 1 1
min(Cond) |2.0e02 | 4.4e02
max(Cond) |2.7¢02 | 7.8¢02

4
2
1.7¢05
2.0e06

4
3
4.0e08
1.8e09

4
4
9.4e13
9.4el4

Table 4.1 — Comparison of maximum and minimum condition numbers for different
polynomial degrees and different orders of MQs k.

4.2 RBF-ENO method

In this section, we introduce a new RBF-ENO method of order p on two-dimensional
unstructured grids that can be generalized to higher dimensions. The method is based
on the MUSCL approach described in Section 2.2, the RBF-ENO reconstruction intro-
duced in Chapter 4, and the evaluation technique discussed in Section 4.1.

The finite volume method relies on the high-order flux (2.47) based on the bound-
ary integral of the Rusanov flux (2.44) which is approximated by the Gauss-Legendre
quadrature [4]. For the evaluation of the high-order flux we use the RBF reconstruc-
tion (2.113) and for the computation of the cell average we use a cubature rule for
triangles [27]. The ENO reconstruction (Algorithm 4.1) is a generalization of the one-
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dimensional entropy stable Algorithm 3.1 which is based on the one introduced by
Harten et al. [57]. Thus, we recursively add one cell to the stencil S; and all its neigh-
bors to a list of possible choices N, for the next step. In each step, we add the cell in N;
which results in the stencil that has the smallest smoothness indicator IS, indicating
the smoothness of the solution on a stencil. It is well-known that this strategy comes
with high costs, but is also very robust. As the smoothness indicator we choose a

Algorithm 4.1 Recursive RBF stencil selection algorithm for multiple dimensions

Let the interpolation cells S; = {C;,,...,C;, } and its mean-values U; , ..., U;,_ be
given.
Let N; = {C},, ..., C; } be the direct neighbors for all C' € S; such that N; n S; = .
Start by initializing S; := {C;} and N, := {C| C is neighbor of C;}.
forj=0,...,n—2do

Set S;, := S; u{Cj }foralls =1,...,land Cj, € N;.

r:= argming ISppr(S;,)

SZ' = SZ U {er}

N := N; u {C ¢ S;| C'is neighbor of C;, and d(C) < dpas}\{C}j, }
end for

generalization of the one-dimensional indicator (3.24)

n

ISrpr(s) = ). a7, (4.39)
=1

for the reconstruction s(x) = > | ai)\aqS(x — &) + 200 bipj(x).

It is important to choose the right degree of the polynomial for each stencil. For
a polynomial of degree | we need at least n = % cells, and thus [ = —1.5 +
£4/1 + 8n. To reduce the probability of {Ac,, }j—1 having no II, (R4)-unisolvent subset,

we choose

Mﬂﬁ+%d1+&n—ny n>5,

0 n <b.

= (4.40)

Furthermore, we use multiquadratics with a shape parameter based on (4.1) and the
polynomials (4.2). Since the order of convergence is not influenced by the order of the
multiquadratics and following the observations in Section 4.1.4, we choose first order
multiquadratics.

We need to slightly adapt the evaluation method from Section 4.1 to use it for the
RBF-ENO method. The coefficients a; depend on the shape parameter. Thus, we must
compare the smoothness indicator (4.39) with respect to the same shape parameter.
By assuming approximately uniform equilateral triangles, we approximate Az as

Ax ~ Hl]ln 2Tj,inscr ~ 27"z',inscr X 4/ |Cz‘a (4.41)
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4.2. RBF-ENO method

with the radius 7; ;... of the inscribed circle of the jth cell and |C;| is the area of the ith
cell. The last estimate comes from

|Cl| = 3\/§Tz'2,inscr ~ 4ri2,inscr’ (4.42)

where we assume C; to be an equilateral triangle. Hence, we choose the shape parame-
ter as

e= (4.43)
ViGi

with the polynomial basis (4.2).
The advantage of RBFs over polynomials is the ability to deal with a stencil with a
variable number of elements. The condition for RBFs to have a well-defined system of
equations is the existence of a subset which is II;(R¢)-unisolvent and ! must be larger
than the order of the RBE Thus, we can use a bigger stencil than the dimension of
I1;(R?) to circumvent cell constellations that are ill-conditioned. To keep the stencil
compact we classify each cell around the central one, depending on its distance d € N,
such that

d(C) =0,ifC = ¢,
d(C) = 1,if C is a direct neighbor of C;,
d(C) = 2, if C has a neighbor C with d(C) = 1,

and introduce d,,,, as the maximal distance. A stable configuration for the RBF-ENO
method of order p is given in Table 4.2 with [ = p — 1.

Note that (4.40) does not coincide with the values from Table 4.2. However, from
numerical experiments this combination seems superior.

deg.poly./ | 1|2 |3
n 5|12 | 30
Amaz 315 |8

Table 4.2 — Stencil setting depending on the polynomial degree [.

Summary of the RBF-ENO method

e Finite volume method with a high-order flux (2.47);

e The Gauss-Legendre quadrature [4] to approximate the boundary integral of the
Rusanov flux (2.44);
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Reconstruction based on the RBF approach (2.113) with the polynomial basis
(4.2);

First order multiquadratics with shape parameter (4.43);

Size n of stencil and d,,,,, from Table 4.2 depending on the order of the method;

Stencil selection: Algorithm 4.1 and smoothness indicator (4.39) with polynomial
degree (4.40).

4.2.1 Reconstruction at the boundary

In contrast to the one-dimensional version we omit the use of ghost cells. However, we
need to be aware of the reduced flexibility of the stencil choice in this case. It has been
shown that it is enough to use a method of order p — 1 at the boundary to maintain the
global formal accuracy [51]. Thus, to circumvent stability issues we use a polynomial
of degree [ — 1 for cells at the boundary.

4.3 Numerical results

In this section, we demonstrate the robustness of the second and third order RBF-
ENO method on general grids. For the time discretization we use a third order SSPRK
method [49]. The grids are generated by distmesh2d(), which is based on the Delaunay
algorithm [99].

4.3.1 Linear advection equation
We consider the linear advection equation in two dimensions

up + aug + buy = 0, (4.44)

with wave speed a = 1, b = 0 and periodic boundary conditions [83]. This results in a
right moving wave given by the initial condition

uo(z,y) = cos(2mx) cos(2my) + 10. (4.45)

Fig. 4.3 shows the error at 7' = 0.1. We observe a drop of the order of convergence after
a certain level of refinement which is a known phenomena [116, 61]. This arises from
constantly switching the stencil. For a very smooth function we recover the right order
of convergence by multiplying the smoothness indicator with a penalty term D? which
depends on the distance to the central cell

1
D:= — E e — Zedll?, (4.46)
Cil =
j€Si
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Figure 4.3 — Error for the RBF-ENO method for the linear advection equation in 2D (left
2nd order, right 3rd order).

with the center z.; of cell C;. This gives preference to the central stencil.

4.3.2 Burgers’ equation

Next, we consider the two dimensional Burgers’ equation

1 1
ug + §(u2)x + §(u2)y =0, (4.47)

on the domain Q2 = [0, 1]? with the initial conditions

-1 ifz > 0.5, y > 0.5,
—-0.2 ifz <0.5, y> 0.5,

U = (4.48)
0.5 ifxr <0.5, y <0.5,

0.8 ifr > 0.5, y<0.5.

The Burgers’ equation illustrates the behavior of the scheme with a nonlinear flux and
its ability to deal with discontinuities. Furthermore, the results can be compared with
the exact solution [50]. The solution consists of shocks and rarefaction waves as its one-
dimensional counterpart. To avoid boundary effects we increase the computational
domain to Q = [—1,2]? and keep the initial conditions for the extended square, see Fig.
4.4. The solutions at time 7' = 0.25 for the 3rd and 4th order method are as expected,
Fig. 4.5. There are some minor oscillations, but they remain small.

4.3.3 KPP rotating wave
We consider the two-dimensional KPP rotating wave problem

ug + (sin(u))g + (cos(u))y = 0, (4.49)
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Figure 4.4 — Domain extension, initial value composition and grid.
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(a) RBF-ENO of order 3. (b) RBF-ENO of order 4.

Figure 4.5 — Solution of Burgers’ equation at 7" = 0.25 with N = 37444 cells, CFL = 0.5.

in the domain 2 = [-2,2]? with periodic boundary conditions and the initial condi-
tions

(4.50)

3.5m  ifa? +9% <1,
ug = X
0.25m otherwise.

This is a challenging non-convex scalar conservation law [76]. The KPP problem was
designed to test various schemes for entropy violating solutions. At time 7' = 1 the
solution forms a characteristic spiral, which is well-resolved for the second and third
order method, as shown in Fig. 4.6.
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(a) RBF-ENO of order 2. (b) RBF-ENO of order 3.

Figure 4.6 — KPP problem at 7" = 1 with N = 58646 cells, CFL = 0.5.

4.3.4 Euler equations

Let us consider the two-dimensional Euler equations (2.9) with v = 1.4 which reflects
a diatomic gas such as air.

Isentropic vortex

The isentropic vortex problem describes the evolution of a inviscid isentropic vortex in
a free stream on the domain 2 = [-5, 5]2. Proposed by Yee et al. [128] it is one of the
few exact solutions for the Euler equations. The initial conditions are

2 —1 ﬁ — Yc 1- 2
P—[l‘%exp(l—r2>]( )’ul—MCOS(“)‘B(yzwy)eXp( 5 ) (4.51)
2 .
wy = Msin() - PE =) o A7) C o) F (= )

2 2

with the initial vortex strength $, the initial vortex center (., y.) and periodic boundary
conditions. The pressure is initialized by p = p” and « prescribes the passive advection
direction. The exact solution is the initial condition propagating with speed M in
direction (cos(«),sin(«)). The parameters are chosen as M/ = 0.5, « = 0, § = 5 and
(zc,ye) = (0,0). We consider the order of convergence at time 7' = 1. In Fig. 4.7 we
observe the same behavior as for the linear advection equation. Again, we overcome
this stability issue by introducing a penalty term D? which depends on the distance of
the cell to its central one (4.46), and recover the optimal order of convergence.
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Figure 4.7 — Error for the RBF-ENO method for the isentropic vortex problem for 2nd
order (left) and 3rd order (right).

Riemann problem

The initial values for Riemann problems in two dimensions are constant in each
quadrant

pA,m17A,m27A,EA) ifx < 0.5, y <0.5,

(
myp.map Eg)  ifzr>05 y< 0.5,
o — (pB, m1.B,m2.B, EB) . x Y (4.52)
(pc’,mLC,mZC, EC) ifx < 0.5, y > 0.5,
(

pp, m1,p,map, Ep) ifx>0.5,y>0.5,

with the physical domain Q = [0, 1]?, which is enlarged to Q = [-1,2]? to reduce
boundary effects. The values are chosen in such a way that only a single elementary
wave appears at each interface. This results in 19 genuinely different configuration for
a polytropic gas [80]. We test two of them, see Table 4.3.

We solve the Riemann problems until time 7" = 0.25 on the grid shown in Fig. 4.8. In
Fig. 4.9 we show that the results of the 4th configuration are well resolved with the 2nd
and 3rd order methods, while keeping the oscillations small. Furthermore, Fig. 4.10
illustrates the convergence in » for the RBF-ENO method of order 3.

Riemann Problem 4 Riemann Problem 12

1Y Uy U2 D 14 U1 U2 p
A |11 0.8939 | 0.8939 | 1.1 | 0.8 0 0 1
B | 0.5065 | 0 0.8939 | 0.35 | 1 0 00.7276 | 1
C | 0.5065 | 0.8939 | 0 035 |1 0.7276 | 0 1
D11 0 0 1.1 | 0.5313 | 0 0 0.4

Table 4.3 — Initial values of the Riemann problem.

For the Riemann problem 12 at time 7' = 0.25 the results are of a similar quality, see
Fig. 4.11 and 4.12.
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Figure 4.8 — Grid for the Riemann problems.

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

(a) RBF-ENO of order 2. (b) RBF-ENO of order 3.

Figure 4.9 — Riemann problem 4 at 7' = 0.25 with N = 32946 cells in the extended
domain, CFL = 0.5 and 20 contour lines between 0.2 and 2.1.

Shock vortex interaction problem

The shock vortex interaction problem was introduced to test high order methods [113].
It describes the interaction of a right-moving vortex with a left-moving shock in the
domain Q = [0, 1]2. The initial condition is given by the shock discontinuity

pL,m1,L, M2, EL ifrx < 0.5,
(p,m1,ma, E) = ( ) , (4.53)
(prsm1,r, Mo R, Er) ifx > 0.5,
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Chapter 4. High-order RBF-based ENO method on general 2D domains

(a) RBF-ENO3, N = 8192. (b) RBF-ENO3, N = 32946. (c) RBF-ENO3, N = 150676.

Figure 4.10 — Convergence in h of the Riemann problem 4 at 7' = 0.25 with CFL = 0.5

and 20 contour lines between 0.2 and 2.1.
1.6
1.4
1.2
1
0.8
0.6
.

Figure 4.11 — Riemann problem 12 at 7' = 0.25 with V = 32946 cells in the extended
domain, CFL = 0.5 and 20 contour lines between 0.5 and 1.7.
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(a) RBF-ENO3, N = 8192. (b) RBF-ENO3, N = 32946. (c) RBF-ENO3, N = 150676.

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8

(a) RBF-ENO of order 2. (b) RBF-ENO of order 3.

Figure 4.12 — Convergence in h of the Riemann problem 12 at 7" = 0.25 with CFL = 0.5
and 20 contour lines between 0.5 and 1.7.
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0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 ] 0.6 0.8 1
(a) RBF-ENO of order 2. (b) RBF-ENO of order 3.

Figure 4.13 — Shock vortex interaction problem at 7" = 0.35 with N = 14616 cells,
CFL = 0.5 with 20 contour lines in [0.8, 1.42].

with the left state superposed by the perturbation

ouyp = ed—Ye exp(B(1 —r?)), dug = T " e exp(B(1 —1?)),
Te Te
y—1, 9 (4.54)
00 = — e“exp(26(1 —r9)), ds =0,
5 p(25( )
with the temperature 6 = p/p, the physical entropy s = log p — 7y log p and the distance
r? = ((z — zc)? + (y — ye)?)/r2. The left state is given by

(PL;ULL7U2,L’EL) = (laﬁaoa 1)7 (455)
and the right state by
y—=1+(v+1)pr
PR = 137 R = L( ’
PR= P\ ¥ T+ (v = pr

(4.56)

1—
U1,R=W+\/§< bh

), 'U/Q,R:O.
VY= 1+pr(y+1)

The parameter of the vortex are chosen as ¢ = 0.3, r. = 0.05, § = 0.204 with the initial
center of the vortex (z., y.) = (0.25,0.5). Figure 4.13 shows the result of the second and
third order RBF-ENO method at the final time 7" = 0.35 for N = 14616 cells. The higher
resolution of the third order method is clear. In Fig. 4.14 we see the convergence of the
scheme for increasing number of cells. We observe minor oscillations for N = 58646,
but they remain stable.

101



Chapter 4. High-order RBF-based ENO method on general 2D domains

(a) RBF-ENO3, N = 3552. (b) RBF-ENO3, N = 14616. (c) RBF-ENO3, N = 58646.

Figure 4.14 — Convergence in h of the shock vortex interaction problem at 7' = 0.35
with CFL = 0.5 with 20 contour lines in [0.8, 1.42].
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Figure 4.15 - Domain for the double Mach reflection problem.

Double Mach reflection problem

The double Mach reflection problem is a standard benchmark for Euler codes that tests
its robustness in the presence of a strong shock. It was introduced by Woodward and
Colella [126] and consists of a Mach 10 shock propagating at an angle of 30° (« = 60°)
into the ramp, see Fig. 4.15. The domain 2 = [0, 4] x [0, 1] contains a ramp starting at
zs = 1/6. As boundary conditions we have on the left side and on the ground in front
of the ramp inflow boundary conditions with the post-shock values. On the ramp we
use slip-wall conditions, on the top we apply the exact time dependent shock location
and on the right we use outflow boundary conditions with the pre-shock conditions.
The solution is simulated until 7" = 0.2 with the initial condition

(8.0,57.1597,—33.0012, 563.544)  post-shock,
(1.4,0,0,2.5) pre-shock.

(p,mi,mg, E) = { (4.57)

To solve the double Mach reflection problem we must choose the multiquadratics
of order [ for a method of order [ to get a stable solution, shown in Figure 4.16. This
suggests that the proposed stencil selection algorithm from Chapter 3 is more stable
than just using a first order RBF in the same algorithm. To highlight the ability to deal
with fully unstructured grids, we present a solution with around a quarter of the cells
refined in the lower part of the domain, Figure 4.18. The solution is based on a grid of
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4.3. Numerical results

the form of Figure 4.17 with approximately six times more cells at each face. Note that
the cells in the lower part have approximately the same size as the ones in the example
in Figure 4.16.

Figure 4.16 — Double Mach reflection problem at 7' = 0.2 with N = 151216 cells,
CFL = 0.5 solved with the RBF-ENO of order 3 and displayed with 26 contour lines in
[1.5,21].

4 timet=0

0.8

0.6

0.4

0.2

0
0 0.5 1 1.5 2 25 3 3.5 4

Figure 4.17 — Example of totally unstructured grid with N = 2843 cells.

1
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0.6
0.4

0.2

0 =
0 0.5 1 1.5 2

Figure 4.18 — Double Mach reflection problem at 7" = 0.2 with N = 41140 cells, CFL =
0.5 solved with the RBF-ENO of order 3 on totally unstructured grid and displayed with
26 contour lines in 1.5, 21].
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In the previous chapter, we introduced a new two dimensional ENO-method based on
the RBF reconstruction. It is stable and flexible for general geometries. However, the
choice of the stencil, based on Algorithm 4.1, is known to be expensive. Different stencil
selection algorithms have been proposed to use a given number of stencils [67, 44, 73,
26]. A different way to deal with this problem is the Central WENO method (CWENO)
[84] or the multi-resolution WENO method [137]. In this chapter, we introduce a
CWENO method based on RBF reconstruction. The one-dimensional results are
published in [64]. The two-dimensional generalization is based on a combination of
the CWENO and the multi-resolution WENO method with the RBF reconstruction.

5.1 CWENO method

The CWENO method was introduced by Levy et al. [84] as a third order method. It is
based on the WENO method from Section 2.2.2. Further analysis and generalizations
to higher orders on unstructured grids in one dimension can be found in [20, 21].

Let us consider the one-dimensional system (2.1) with a grid {z;};cz and the semi-
discrete formulation (1.7) with a monotone flux function F (U, V). As before, the
goal is to construct for each cell C; = (z;_1 /9, 7,41/2] @ reconstruction s; based on the
stencil S; = {Ci_p+1,...,Citn—1} for a fixed n € N. Unlike the ENO method we aim to
make use of the whole stencil in smooth regions and the algorithm should choose a
polynomial of degree 2n — 2 such that

Aos; = Ug, forall C € S;. (5.1)

In the case of a non-smooth solution it chooses a polynomial of degree n — 1 on the
stencil S = {Ci_n+j,...,Ciyj—1} forone 1 < j < nthatavoids the discontinuity. Given
the reconstruction, the high-order numerical flux is

Fiii0 = F(siv1(Tit1/2), 5i(Tiv1/2))- (5.2)
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Chapter 5. RBF-based CWENO method

The difference from the WENO method is found in the construction of the high-order
interpolation function. Specifically, let us consider s, as the polynomial of degree
2n — 2 that interpolates all data of the stencil S; and the polynomials s{ of degree
n — 1 that interpolate the data on the stencil Sg for j = 1,...,n. Furthermore, the
reconstruction depends on the choice of the positive real coefficients d, . .., d, € [0, 1]
such that 3)7_, d; = 1, d # 0. Then, the reconstruction polynomial of degree 2n — 2 is

T) = Zn: wis! (x), (5.3)
7=0
with
si(z) = (30pt 2 ) (5.4)

and the nonlinear coefficients w; that are defined as

7 d;
n ) Oéj = T i
Do (IS¢, [sf] + &)t

oy — (5.5)

where IS¢, [s{ ] indicates the smoothness of sg inthecell C;, 1 » € > 0and ¢ > 1. Aswith
the WENO method, a classical indicator of smoothness in a cell C for a polynomial is
the Jiang-Shu indicator [70]

ISc[s] = ) |C]%! f <de9 (x)>2da:. (5.6)

7>0

The choice of € is of importance, because if it is too small, it might affect the order
of convergence. On the other hand if it is too big, spurious oscillations may occur.
Cravero et al. [20] show that the choice € = €hP for p = 1, 2 leads to the optimal order
of convergence. As proposed in [20] we define the coefficients d; over the temporary
weights

. N ) . on+1
dj: n+l—j = J» I<y< 9

(5.7)

and we choose dj € (0, 1) for the high-order polynomial. Thus, one possible choice for
the coefficients is

d.
dj = —2—(1—dy). (5.8)
Zi>0 d;
The main difference with respect to the classical WENO method is that for the smooth
case we are not constructing s, out of the polynomials s/, but we build it indepen-

dently by resolving an additional system of equations. This method has the advantage
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5.2. One-dimensional RBF-CWENO method

that it is easier to generalize on general grids in high dimensions, while maintaining
high-order accuracy.

5.2 One-dimensional RBF-CWENO method

Methods combining RBFs and weighted essentially nonoscillatory methods have been
proposed, e.g. [2, 3, 11]. The advantage of the CWENO method over the WENO method
is its flexibility on general grids and its independence of the construction of a high-
order interpolation function out of lower order ones. This facilitates the use of the
whole grid in smooth regions and is important for non-polynomial interpolation func-
tions which cannot be combined to a higher order function.

We propose the RBF-CWENO method which works as the classical CWENO method
with the reconstruction function (5.3) and the weights (5.5), but as interpolation func-
tion we use the RBF reconstruction (2.113) instead of polynomials. For a fixed k € N
we choose the multiquadratic RBFs of order k£ with polynomials of degree £ — 1 and a
stencil S; = {C;_p, ..., C;1}. Since the problem of the ill-conditioning can be solved
by using the vector-valued rational approximation method from Section 2.6.3, the
main challenge for the RBF method is the choice of the smoothness indicator. For
polyharmonic splines, Aboyar et al. [2] use the semi-norm of the Beppo-Levi space
and Bigoni and Hesthaven [11] use a modified version of the Jiang-Shu indicator (5.6).
Further, we introduced the entropy stable smoothness indicator (3.24) for the RBF-
ENO method. However, for stencils with different sizes this indicator does not work.

5.2.1 Smoothness indicator

The smoothness indicator is the heart of essentially nonoscillatory methods. For the
RBF-CWENO method we consider one similar to the one introduced by Bigoni and
Hesthaven [11]

Isc{s]::;§;|cm211J; (S25) as

n 2
+WW4L<£JZw%MM—WDd%
=1

with n being the number of cells we are interpolating on. The first part of (5.9) is
the sum of the derivatives of the polynomial part and the second term expresses the
highest derivative of the RBF-part. The original Jiang-Shu indicator applied to (2.113)
would include the lower derivatives of the RBF-part plus all mixed terms, but we find
this to be less efficient. For simplicity the integrals can be approximated with a simple
mid-point rule.

(5.9
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Chapter 5. RBF-based CWENO method

We face again the problem of ill-conditioning when recovering the coefficients a;.
Numerical examples indicate that a small shape parameter improve the accuracy, but
they do not affect the choice of the stencil using the smoothness indicator (5.9). Thus,
we use the stable shape parameter ¢ from (2.150) which ensures the solvability of the
system of equations.

5.3 Numerical results for the 1D RBF-CWENO method

We now discuss the numerical results of the RBF-CWENO method and compare it
with the RBF-WENO method [11] and the classical ENO method described in Section
2.2.2. All methods use the Lax-Friedrichs numerical flux and integration in time is
done using the SSPRK-5 method [61] with time step At = CFL Ax/\,., and the
maximal eigenvalue \,,,, of V, f. Furthermore, we use the vector-valued rational
approximation approach, introduced in Section 2.6.3, to circumvent ill-conditioning
of the interpolation matrix and a shape parameter ¢ = 0.1. For the nonlinear weights
(5.5) we choose € = éh? with é = 0.1.

5.3.1 Linear advection equation

Let us consider the linear advection equation (2.3) on the domain [0, 1] with wave
speed a = 1, initial condition

up(z) = sin(27x), (5.10)

and periodic boundary conditions [83]. Note that for £ = 3 we expect the order of
convergence to be 7, therefore we use the reduced time step At = CFL-Az"/% /)00
to recover the right order of convergence. The correct order of convergence of the
RBF-CWENO method is almost achieved in Table 5.1 and it seems to be more accurate
than the RBF-WENO method.

5.3.2 Burgers’ equation
Considering the Burgers’ equation (2.4) on the domain [0, 1] with the initial condition

up(x) = sin(27z), (5.11)

we analyze its robustness with respect to discontinuities. In Figure 5.1, we report the
results performed with CFL = 0.5 at 7" = 0.3. We observe no oscillations around the
discontinuity at z = 0.5 and as expected an increasing accuracy for increasing number
of elements.
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5.3. Numerical results for the 1D RBF-CWENO method

RBF-CWENO RBE-WENO
k| N L} L2 Ly L2
error rate error rate error rate error rate
16 | 5.6400¢ — 04 — |2.1702¢ —04 — | 1.5903¢ —04 — | 1.5754e —02 —

32 | 7.6612e — 05 2.75 | 2.4817e — 05 2.99 | 1.6221e — 05 3.15 | 4.8924e — 03 1.69
1 64 | 1.0082e — 05 2.79 | 2.5297e¢ — 06 3.15 | 1.3561le — 06 3.42 | 1.2608¢ — 03 1.96
128 | 1.3812e — 06 2.74 | 2.4032¢ — 07 3.24 | 9.6982¢ — 08 3.63 | 9.2931e — 05 3.76
256 | 2.1322e — 07 2.57 | 2.3289¢ — 08 3.21 | 6.5703e — 09 3.71 | 2.3008¢ — 06 5.34
16 | 2.3796e —05 — | 7.367le—06 — | 4.1241e—06 — | 5.440le—04 —

32 | 3.5783e — 06 2.61 | 8.3093e — 07 3.01 | 3.9675e¢ — 07 3.22 | 4.4938¢e — 05 3.60
2 64 | 2.8691e — 07 3.48 | 5.9366e — 08 3.63 | 3.6940e — 08 3.27 | 3.4787¢ — 06 3.69
128 | 1.4563e — 08 4.11 | 2.5775e — 09 4.32 | 1.3965e — 09 4.51 | 2.5956e — 07 3.74
256 | 6.8835e — 10 4.20 | 9.6168e — 11 4.53 | 4.4249¢ — 11 4.75 | 1.9221e — 08 3.76
16 | 3.8815e —05 — | 1.3319e—-05 — | 7.7293e—-06 — | 22578 —04 —

32 | 4.3423e — 07 6.48 | 1.3452e — 07 6.63 | 8.1494e — 08 6.57 | 7.3483e — 06 4.94
3 64 | 5.1821e—09 6.39 | 1.4750e — 09 6.51 | 8.8273¢ — 10 6.54 | 1.4075e — 07 5.71
128 | 7.6636e — 11 6.08 | 1.6792e — 11 6.46 | 7.8655e — 12 6.81 | 1.4510e — 09 6.60
256 | 1.1554e — 12 6.05 | 1.5855e — 13 6.73 | 6.9487e — 14 6.82 | 2.0120e — 11 6.17

Table 5.1 — Convergence rates of the RBF-CWENO method using multiquadratics for the
linear advection equation at time 7" = 0.05 with shape parameter ¢ = 0.1, CFL = 0.01 .

h=1/16
- - h=1/32
— h=1/64
h=1/128
— Ref. sol.

1 ! ! ! !
0 0.1 0.2 0.3 0.4

—0.5 |-

Figure 5.1 — Burgers’ equation at 7' = 0.3 with ug = sin(27x) solved by using the
RBF-CWENO method with MQ interpolants of order k£ = 3.
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Figure 5.2 — Results for Sod’s shock tube problem at 7' = 0.2 solved by using the RBF-
CWENO method with MQ interpolants of order £ = 2,3 on characteristic variables
(left: £ = 2, right: k£ = 3) with CFL = 0.1.

5.3.3 Euler equations

Next, we consider the one-dimensional Euler equations (3.96) with the ratio of specific
heat v = 1.4 for an ideal gas. Note that for £ = 3 we need to change the nonlinear
weights (5.5) by using € = éh? with é = 1079 to avoid oscillations. Further, the CWENO
reconstruction is done in the characteristic variables V. = R~1U, with the eigenvectors
R from (2.13).

Sod’s shock tube problem

The Sod’s shock tube problem describes two colliding gases in [0, 1] with different
densities given by the initial conditions

ifz <0.5

ifrx>05

(1,0,1)
(0.125,0,0.1)

(po, mo,po) = { (5.12)

This results in a rarefaction wave followed by a contact and a shock discontinuity which
separates the domain into four domains with constant variables. The RBF-CWENO
method resolves it well, see Figure 5.2. For k = 3, we observe minor oscillations,
but their amplitude decreases for increasing number of elements. Furthermore, we
observe the increasing accuracy for & = 3 compared to k = 2.

Shu-Osher shock-entropy wave interaction problem

The Shu-Osher problem describes the interaction of a discontinuity with a low fre-
quency wave which introduces some high frequency waves. Its initial conditions are
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RBE-WENO
2 - N=128 N 3.5 | = ENO2
,,,,, N=256 ; —o- ENO5
-o- N=320 RBF-CWENO
— Ref. sol. — Ref. sol.

e ! ! &m“% ! ! ! ! !

3
0 1 2 3 0.6 0.8 1 1.2 1.4
X X

Figure 5.3 — Results for the Shu-Osher problem at 7" = 1.8 solved by using the RBF-
CWENO method with MQ interpolants of order £ = 2 on characteristic variables
(left) and a comparison with WENO, ENO2 and ENOS5 for N = 256 cells (right) with
CFL = 0.2.

(3.857143,2.629369,10.33333) ifx < —4

) (5.13)
(1 +0.2sin(5z),0,1) ifr >—4

(po, mo, o) = {

In Figure 5.3, we observe on the left side the increasing accuracy for increasing number
of elements for £ = 2. On the right side, we see its good behaviour compared to the
existing methods ENO2, ENO5, and the RBF-WENO. In particular, we observe that
the performance of the RBF-CWENO (k = 2) is comparable to ENO5 and superior to
WENO (k = 2).

5.4 Two-dimensional RBF-CWENO method of third order

To generalize the CWENO method for two-dimensional problems and to introduce a
competitive alternative to the RBF-ENO method for general grids we need to specify
the choice of the different stencils and the smoothness indicator. A third order CWENO
method on structured grids for multidimensional problems was introduced by Levy
et al. [85]. Further, Semplice et al. [111] developed a generalization to non-uniform
quad-tree meshes. We adapt the simple technique from the multi-resolution WENO
scheme [137] such that we have three different stencils of different size for the second
order reconstruction. We use the central spatial stencils starting with the single cell
stencil S} = {C;}. For the first order reconstruction, we use S? = {0, 1,2, 3} using the
notation in Figure 5.4. The second order reconstruction is a bit different. Here, we do
not use all 10 cells from S, but the first 8 such that S} = S? = S9. Note that depending
on the structure of the grid |S?| might be smaller than 10.

Concerning solvability we adapt the strategy from the RBF-ENO method. We choose
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VARRRVAVA

Figure 5.4 — Central stencils for the third order CWENO method. From the left to the
right: S}, S? and S?.

(4.43) as shape parameter and

| = {—1.5 + %\/1 ¥ 8nJ , (5.14)

as the polynomial degree with the stencil size n. The nonlinear coefficients are not
calculated directly by s/ as in (5.5), but we define 5/ : R? —» R

(%) = s/ (%), (5.15)
(%) = s7(x) — s} (%), (5.16)
5 (x) = 57 (x) = s7(x) (5.17)
Thus, we use the nonlinear weights
a; = d—?’, (5.18)
(ISc,[87]1 + &)
instead of (5.5) with
E =14/ ’Co‘, t=1, d; = (5.19)
The smoothness indicator additionally uses all derivatives from the RBF part
dlilp(x) \2
IS Clil-1 f — ) dx
- Ee LG
l i ) (5.20)
+ oW1 J A X —
mZ:l' | Mll . D[Z follx—¢D]) a
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with p e II;(R?). Note that in case of the single-cell stencil, the smoothness indicator
will always be zero since the interpolation can be done exactly with

sH(x)=U; forallx. (5.21)

Nevertheless, to be able to measure smoothness we adapt the method from [137].
Therefore, we define three polynomials p; j(x) € span(z1 — 1,22 — x2 ;) such that
pl,j(le) = Uj1 and pl,j(ij) = Uj2 fOI’j = 1,2,3 with X; = (.’EL]‘,(L‘Q,]‘)T being the
barycenter of cell C; for j = 1,11,12,2,21,22,3,31,32 and x = (21, 22)’. We define

B =1ISc[p1j], 7 =1,2,3, (5.22)

A1; = 1forall j and

A1+ M2+ Aig

)\1]' fOIj = 1, 2, (5.23)

and /\13 =1- /\11 — )\12. Further, we set

B (\/31,1;31,2\ 4 |/31,2§51,3\ + |51,3351,1\)2
o5 = )\1]' 1+
B1,; + <o

), forl =1,2,3, (5.24)

and o = 01 + 09 + o3 with gy = 1.0e — 10. Thus, we get the smoothness indicator for
the stencil of size one

olil o1 oo o 9
W(jpm(x) +—p12(x) + ;pLg(X))) : (5.25)

1Scfsi = 1c] Y] (

lil=1
Note, we can replace the integration in (5.25) by the multiplication with |C| since

oldl o o S —
P %2p1,s(x) = const for |j| = 1and s = 1,2, 3.

Remark 5.1. The main difference between the RBF-CWENO and the RBF-ENO method
from Chapter 4 lies in the number of evaluations of the smoothness indicator. The
RBF-CWENO method needs three evaluations while the RBF-ENO method needs up to
88 in the worst case scenario with stencil size 12.

5.5 Numerical results for the 2D RBF-CWENO method

In this section, we discuss the usage of the RBF-CWENO method on two-dimensional
examples.
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Figure 5.5 — Error for the RBF-CWENO method of 3rd order for the linear advection
equation in 2D with CFL = 0.8.

5.5.1 Linear advection equation

We start by considering the two-dimensional linear advection equation (4.44) with
wave speed a = 1, b = 0, periodic boundary conditions and the initial conditions
(4.45). In Figure 5.5, we can observe that the convergence of order 3 is achieved, as
for the RBF-ENO method. Note that the smoothness indicator does not recognize the
smoothness of the solution for the coarse grids. However, for smaller grid sizes the
method works as expected.

5.5.2 Burgers’ equation

In this example we compare the computational cost of the RBF-CWENO method and
the one of the RBF-ENO method. Let us consider Burgers’ equation (4.47) with initial
condition (4.48). We calculate the solution in the extended domain introduced in
Figure 4.4 with N = 1358, 5402, 12018, 21382 cells.The comparison of the computa-
tional cost on one single core is listed in Table 5.2. The difference in the quality of the

N RBF-CWENO | RBF-ENO | Speed-up
1358 | 11 96 8.7
5402 95 810 8.5
12018 | 338 2925 8.6
21382 | 776 6840 8.8

Table 5.2 — Runtime comparison for the 3th order methods solving the 2D Burgers’
equation on a single core, measured in seconds.

solutions with N = 21382 cells is minimal, see Figure 5.6. One of the few differences is

114



5.5. Numerical results for the 2D RBF-CWENO method

0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

(a) RBF-CWENO of order 3. (b) RBF-ENO of order 3.

Figure 5.6 — Solution of the Burgers’ equation at 7' = 0.25 with N = 21382 cells,
CFL = 0.8.

that the CWENO method introduces some small oscillations.

5.5.3 Euler equations

After ensuring the right order of convergence for a simple scalar problem, we present
the results for the two-dimensional Euler equations (2.9) with v = 1.4. These exam-
ples show the applicability of the method to complex problems. We consider the
configurations discussed in Section 4.3.4.

Isentropic vortex

We start by considering the initial conditions (4.51) with the parameters M = 0.5,
a = 0,6 = 5and (z.,y.) = (0,0). Again, we analyze the order of convergence at
time 7" = 1. We observe in Figure 5.7 the same behaviour as in the case of the linear
advection equation. For coarse grids the smoothness indicator picks the low order
reconstruction, but for the fine grids we receive the right order of convergence.

Shock vortex interaction problem

Next, we check the CWENO method when dealing with the interaction of a left-moving
shock and a right-moving vortex. We consider (4.54), (4.55) and (4.56). Also, the
parameter of the vortex are chosen as in Section 4.3.4 ¢ = 0.3, r. = 0.05, 8 = 0.204
with the (z., y.) = (0.25,0.5). Comparing the RBF-CWENO method of order 3 with the
standard first order finite volume method with the Rusanov flux, we clearly observe the
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Figure 5.7 — Error for the RBF-CWENO method of 3rd order for the isentropic vortex
interaction problem in 2D with CFL = 0.8.

high-order accuracy in Figure 5.8. In comparison with the solution of the RBF-ENO
method of order 3, Figure 4.13b, the solution of the RBF-CWENO method is more
oscillatory and the shock is less sharp. However, the vortex seems to be of similar
accuracy.

Double Mach reflection problem

Finally, we consider the double Mach reflection problem that describes a Mach 10
shock wave running into a ramp at an angle of 30°. We consider the same setting as in
Figure 4.15 and we compare the results at time 7" = 0.2. Note that we do not compare
exactly the same grid, but a slightly coarser one of similar type. The result is stable,
but the shocks are less sharp than the ones from the RBF-ENO method in Figure 4.16.
Furthermore, there are no details resolved in the turbulent part of the solution. Even
in the much higher resolved case with around four times more cells, see Figure 5.10,
the smooth features are less resolved than in the result of the RBF-ENO method with
less cells.
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= 0.8
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

(a) RBF-CWENO of order 3. (b) Standard FVM of 1st order.

Figure 5.8 — Shock vortex interaction problem at 7' = 0.35 with N = 16392 cells,
CFL = 0.8 and 20 contour lines in [0.8, 1.42].

Figure 5.9 — Double Mach reflection problem at 7" = 0.2 with N = 133594 cells, CFL =
0.5 solved with the RBF-CWENO of order 3 and displayed with 26 contour lines in
[1.5,21].

Figure 5.10 — Double Mach reflection problem at 7' = 0.2 with N = 532222 cells,
CFL = 0.5 solved with the RBF-CWENO of order 3 and displayed with 26 contour lines
in [1.5,21].
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Hybrid high-resolution ENO
method

In Chapter 4, we presented the RBF-ENO method which is highly flexible in terms
of geometry and furthermore ensures high order of accuracy. We introduced in the
previous chapter the fast RBF-CWENO method. While it is substantially faster, in
terms of resolution it is not a good alternative. In this chapter, we introduce a hybrid
high-resolution method based on the standard WENO method on structured grids and
the RBF-ENO method on the unstructured parts to reduce the overall computational
cost while maintaining geometric flexibility.

6.1 Hybrid grid generation in one dimension

The basic idea is to split the domain into structured and unstructured parts. Let us
take the example in Figure 6.1 with the structured part [a, b] and the unstructured
part [b, c]. In preparation for the two-dimensional case, we denote the unstructured
and the structured part the triangular and the quadrilateral part, respectively. The
connection between the different patches is done by using ghost cells. We divide
the set of ghost cells into the structured/quadrilateral cells GHOSTquap and the
unstructured/triangular ones GHOSTrgr;. Further, we denote the set of internal cells
of the whole grid INTERNAL, the set of all edges connected to at least one internal
cell Edg, the set of edges at the boundaries such that the cells on their left are outside
the patch Edgp 1, and the ones such that the cells on their right are outside the patch
Edgpc z- The idea of the hybrid method is to enlarge the domains by ngp.s; € N ghost
cells on each side and create the maps

frri : GHOSTpr; — INTERNAL, 6.1)
fquap : GHOSTquap — INTERNAL, 6.2)
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Figure 6.1 — Principle of 1D hybrid grids with ng,.s¢ = 2, the black numbers are the
labels for the cells and red ones are the labels for the edges.

to update the ghost cell values in the following way

U, = UfTRI(i)’ for all i e GHOST Ry, (6.3)
Uj = UfQUAD(j)’ for allj € GHOSTQUAD . (64)

Remark 6.1. It is important that we are not directly using the set of structured cells in
[a, b] and the unstructured cells in [b, c|. To guarantee that the definition of the mappings
make sense, we copy ngnost cells from the structured grid to the neighboring unstructured
cells.

Now, we are able to run the WENO method on the structured parts and the RBF-ENO
method on the unstructured ones and receive

sit1/o  forallie Edg\(Edggc 1 v Edgpc r),
Si+1/2 for all 1€ EngC,L’

82‘71/2 for al]. 7€ EngC,R .
To set the remaining values, we define the maps

Jr2r 1 Edgpe  — Edgpc 1, v Edgpe g, (6.5)
fRQL . EngC,R — EngC,L |\ EngC,R’ (66)

in such a way that for all i € Edgp ; and j € Edgpc ;, with (i) = x(j)

frer (i) = 7,
fr2r(j) =1,

with the function x : Edg — R that assigns each edge to its physical position. For edges
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on the real boundary these functions depend on the specific boundary conditions.
Since each interface i is assigned two values s, 1/, we can calculate the numerical flux
through each interface and calculate the approximated solution for the next time step.

Example 6.1. Let us take a look at the example from Figure 6.1. The sets of edges are
Edg = {3,...14} U {18,...25}, Edggc 1, = {3, 18} and Edggc r = {14,25}. The maps to
update the ghost cells are given by

fQUAD(14> =18,
fquap(15) = 19,
fTRI(lG) =12,
frri(17) = 13,

and fquap(1), fouap(2), frri(25), frri(26) € {3,...,13} U {18,...,24} depending on
the boundary conditions. The remaining functions are given by

frar(14) = 18, fror(18) = 14,

and fL2R(3), fRQL(25) € {3, 14, 18, 25}.

6.2 Hybrid grid generation in two dimensions

The idea of the two-dimensional method follows the same idea, i.e., we split the domain
into structured and unstructured parts, see Figure 6.2. At each time step, we update
the ghost cells to connect the different patches and in the structured parts we use a
standard two-dimensional WENO method and in the unstructured parts we apply the
RBF-ENO method. Next, we update the missing left or right reconstruction values
at each interface. Note that the standard WENO method is based on ghost cells on
each side, but the RBF-ENO method is not, see Section 4.2.1. Let us define € € R? as
the interior of the computational domain such that the ghost cells from the WENO
method at the boundary are outside of 2. Similar to the one-dimensional version, we
add nghost Squares from the structured to the unstructured part, but we triangulate
them artificially, e.g., the green structured triangulation in Figure 6.2. To ensure the
connection between the domains we create the ghost cells for the green structured
triangulation and define a map between the ghost cells of the triangular side and the
overlapping quadrilaterals of the structured grid and vice versa. We have the following
two kind of ghost cells

e ghost cells that connect two different patches (they overlap with interior cells of
other patches);

e ghost cells that are outside of the boundary to apply the structured WENO
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Chapter 6. Hybrid high-resolution ENO method

Figure 6.2 - Principle of the division into patches of structured and unstructured grids
with ngnes = 2. White cells are ghost cells, which are updated either by the boundary
conditions or due to mappings in between the patches.

method (they are always quadrilaterals).

We define the three maps
frri : GHOST 1R — INTERNAL, 6.7)
fquap,1 : GHOSTquap — INTERNAL, (6.8)
fquap,2 : GHOSTquap — INTERNAL, (6.9)

to set the value for each ghost cell. These maps have the following properties

e For each T' € GHOSTg; there exists one T' € GHOST g such that frg: (T) =
frri(T) and T # T. Furthermore, itholds T, T < frri(T);

e For each Q € GHOSTquap with Q < Q there exist 7,7 € INTERNALrg; or
Q € INTERNALquap with 7' # T such that fquap1(Q) = T and fquap2(Q) =T
or fquap.1(Q) = fquap2(Q) = Q. Again, we have the condition 7, T', Q = Q;

e For each Q € GHOSTquap with @ ¢ €, there exists Qe INTERNALGuap such
that fquap1(Q) = fquap2(Q) = Q.

Instead of the update (6.3) and (6.4) in the two-dimensional case we use the average of
the two overlapping triangles with the quadrilateral ghost cell (in case of a QUAD to

QUAD map fquap,1(Q) = fquap2(Q))

UT = UfTRI(T)’ foreach T € GHOSTTRI, (6.10)

_ UfQUAD,l(Q) + UfQUAD,2(Q)
2 b

Ug for each @ € GHOSTquap - (6.11)
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6.3. Setting of the WENO and RBF-ENO methods

The functions (6.5) and (6.6) can be defined in the same way as before, since every
edge has a unique direction which defines a right and left cell for each edge.

To define the different patches and maps for hybrid grids in multiple dimensions, we
need to introduce some more tools. Let us defined the following kind of patches

e quadrilaterals (QUAD);
e connection patches between two QUADs (Q2Q);
e connection patches between multiple Q2Qs (RQ);

e the triangular patches (TRI).
To automate the generation of the ghost cells we divide the TRI patches into

e the principle triangular part (TRIO);
e the connection patches between TRI0s and QUADs (Q2T);

¢ the small connection patches that connect all kind of combinations of Q2Ts and
Q2Qs in the case of at least one Q2T (RT).

Figure 6.3 illustrates a way to combine quadrilateral grids. The L-shaped domain is
divided into three QUADs, four Q2Qs, and one RQ patches. Note that we can use
Q2Q-patches also at the boundary. The only restriction is that the grid size in each
direction is uniform and we require that each side length is a multiple of its grid size.
Let us take a look at Figure 6.4 to illustrate how to combine the pieces. We have a single
TRIO, two Q2T, one RT, two Q2Q and three QUAD patches. The only unstructured
patches are the TRIOs. The Q2T’s are long patches of width 7,05 Az OF nghest Ay With
a structured triangulation and ghost cells only in one direction. The RTs are of size
Nghost AT X Nghost Ay With a structured triangulation and its ghost cells are added just
in the direction of Q2Q patches and over the corners in between two Q2Q patches.

Given the tools described above we can construct hybrid grids for general geometries.
This hybrid method can be used to locally refine grids and apply a fast structured solver
around this refined region. Figure 6.5 shows a possible local refinement with a central
unstructured domain.

6.3 Setting of the WENO and RBF-ENO methods

In this section, we describe the specific setting of the RBF-ENO and WENO methods
which are used on the hybrid grids.
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Chapter 6. Hybrid high-resolution ENO method

Figure 6.3 — Principle of the division into patches of just structured grids for an L-
shaped domain with ngp. = 2. White cells are ghost cells, which are updated either
by the boundary conditions or due to mappings in between the patches.

. . #:

Figure 6.4 — Principle of the division into patches of structured and unstructured grids
with ngnest = 2. White cells are ghost cells, which are updated either by the boundary
conditions or due to mappings in between the patches.

N
= -
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6.3. Setting of the WENO and RBF-ENO methods

QUAD Q2Q QUAD Q2Q QUAD

Q2Q RT Q2T RT Q2Q

QUAD  |Q2T TRI Q2T| QuUAD

Q2Q RT Q2T RT Q2Q

QUAD  [Q2Q QUAD  [Q2Q| QUAD

(a) Schematic illustration of the patches. (b) Grid with N = 15108 cells.

Figure 6.5 — Hybrid grid with a central unstructured part.

6.3.1 One-dimensional hybrid method

We use on the structured patches the standard WENO method of order pwgno and
on the unstructured patches the RBF-ENO method of order pgxo. Let us consider the
one-dimensional version of the RBF-ENO method, introduced in Chapter 4. It is based
on the MUSCL approach from Section 2.2 with the RBF reconstruction augmented
with polynomials from Section 4.1 and the shape parameter

1

- (6.12)

3

Instead of the Algorithm 4.1, we use its one-dimensional version Algorithm 3.1 to
choose the least oscillatory reconstruction.

To construct a method of order p the choice of ppxo = p is given. For the WENO
method there are two possibilities

p
2
PWENO = 2p — 1, with the stencil sizen = 2p — 1, (6.14)

PWENO = 2 [ J + 1, with the stencil size n = 2 ng +1, (6.13)

with different orders of convergence. The following theorem states the stability result.

Theorem 6.1 (Stability and order of convergence). Given the hybrid RBF-ENO method
with pgno = p and

PWENO = 2 V%J + 1, (6.15)
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Chapter 6. Hybrid high-resolution ENO method

or

PWENO = 2p — 1. (6.16)

It provides an accuracy of order p for smooth solutions. Furthermore, the combination
of the two methods is stable if At is the smallest time step fulfilling the CFL-condition
over all patches and the number of ghost cells ngpost = p — 1.

Proof. Given the RBF-ENO method of order ppno = p, the WENO method of order
pwenNo by (6.13) or (6.14) and the number of ghost cells ng05, = p — 1, we get that in
the smooth case each part of the method has an accuracy of order p. Thus, each flux is
of order p — 1. Since nghost = p — 1 the reconstruction of both the RBF-ENO and the
WENO method is locally the same as for each individual reconstruction. In the end, for
At the smallest time step fulfilling the CFL-condition, we get the same stability as for
each method itself. O

Note that to our knowledge, there are no general stability results for the WENO and
ENO method. The stability we conjecture states that the hybrid method is as stable as
the single methods and the combination of the two does not destroy this.

6.3.2 Two-dimensional hybrid method of order three

In two space dimensions, we restrict ourselves to the case pgxno = 3 on the unstructured
patches. Since the two-dimensional WENO method is based on dimensional splitting
we have the same conditions (6.13) or (6.14) on the structured patches. We use the
standard WENO method of order pwrno = 5 since the computational cost is similar.
To receive pwrno = 5 in the smooth case we need

Furthermore, we need the number of ghost cells n,,s to be large enough such that
the RBF-ENO method is flexible enough to avoid oscillatory states. This results in the
stability result of Theorem 6.1.

Theorem 6.2 (Stability). The high-order hybrid RBF-ENO method is stable with respect
to the smallest time step At over all patches if the number of ghost cells ngpos; s large
enough such that (6.17) is fulfilled and such that all neighbors until d.,,x are inside the
ghost cell area.

Proof. To have no restrictions for the RBF-ENO method, we need to choose ngpqs¢ Such
that all neighbors until d,,,x, the maximal distance introduced in Table 4.2, are inside
the ghost cell patches. For the WENO method we need (6.17). To get the same stability
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Figure 6.6 — Number of ghost cells 7,05, needed for the RBF-ENO method depending
on dp,.x from Table 4.2.

as for each single method, it remains to satisfy the CFL condition for A¢ on each patch
of the computational domain. O

Remark 6.2. In one dimension, this method is high-order accurate. However, if we
implement the WENO method in two-dimensions with the standard flux splitting we
recover only a high-resolution method. There is a way of evaluating the WENO recon-
struction on each edge at some high-order quadrature nodes, but this is costly. Another
possibility could be the accuracy correction proposed by Buchmiiller and Helzel [14].

For the RBF-ENO method of order 3 we have dy,ax = 5, thus with ngp,.sc = 3 all neighbors
can be considered, see Figure 6.6. However, except for the final example of the flow
through a conical aerospike nozzle, we choose nghost = 2. In the last example, we must
choose Nghost = 3 O circumvent negative pressure.

6.4 Maximum preserving limiter

In this section, we show that the maximum preserving principle introduced by Perthame
and Shu [100] and Zhang and Shu [133] can be generalized for non-polynomial recon-
structions. Hence, we can apply it for the triangular part of the hybrid high-resolution

RBF-ENO method. The structured part can be stabilized using the positivity preserving

limiter for the WENO method in each direction.
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6.4.1 Generalized maximum preserving limiter

The maximum principle satisfying finite volume method is based on the first order
finite volume scheme (2.35)

Ut = U = AP (U], Ufy) = F(UL,, U] = Hy(UF

[ 1—

LU UL, (6.18)

with a monotone numerical flux 7' and A = At/Az. For suitable numerical flux func-
tions, e.g., the Rusanov and the Godunov scheme, H) is increasing in each argument
under the CFL condition max, |V, f(u)|A < 1. Using the consistency of the flux we
have the maximum principle

m = Hy(m,m,m) < UM = H\(U"

11—

LUM UM ) < Hy(M, M, M) =M,  (6.19)

form < U, U, U\, < M.
Let us consider the high-order MUSCL scheme

Ut = U™ — A[F(u

+ —
i+1/2’ui+1/2) — F(u

i—1/2’u;__1/2)]a (6.20)

with v 1= = pi(w;_1/2) and Uity)y = pi(7i41/2) of the high-order polynomial p; € I1;(R)
1nterpolat1ng on a stencil around the cell i. Note, it is enough to show the idea for the
forward Euler method in time since the MUSCL scheme with a SSPRK method can be
written as convex combinations of (6.20). The idea is to express the average value of
each cell by the exact Gauss-Lobatto quadrature rule with nodes &7 € [x;_ /2, Z;1.1/2]
and the weights w, fora = 1,..., N with2N — 3 > k, i.e,,

N
= D @apil@f), 6.21)
=1

with 2! = z;_; /2 and 2N =2 /2- The maximum preserving limiter is based on the
following form of (6.20)

A
n+l _ — - —
U + 2 Wapl + CL)N( 7,+1/2 - E[F(U/i+1/27u;-:>1/2) - F<uj71/2’“7,’+1/2)]> (6 22)
A A _ _ '
Twi (“;:1/2 - c71[F(“ztl/w“z‘ﬂ/z) - F(“iq/z’“;l/z)])?
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This can be expressed as

where we added and subtracted F'(u;" | J20 Uit /2)

- +
i)+ oNHy gy (u; 1/27“z‘+1/2v“z‘+1/2)+W1H/\/w1( i—1/20 %i—1/2) H—l/?)

N-—
UinJrl _ Z
a=2
N-1
= > @api(#]) + ON Hyjoy (0i(2]), i (8]), pis1 (£141))
a=2
+ 01 Hy g, (pi1 (871), pi(31), pi(87)).-
(6.23)
Under the CFL condition
)\max\vuf( )| < mmwa, (6.24)
and
foralla =1,...,N, andj=i—1,i,5+1 (6.25)

m < pj (i’?) <M,
we ensure the satisfaction of the maximum principle m < U™ < M

However, we can rewrite the method in a slightly different form
(6.26)

+1_ . + -
Uit prR+wNH)‘/":’N(uifl/2’ui+1/2’ z+1/2)+w1H/\/w1( i—1/20 Yi—1/2) z+1/2)

withOgp =1 —-Ony — @ = 0and
g a
_ 6.27
PR O; e (6.27)
U (i)luf_
_ z+1/2 i 1/2' (6.28)
WR
Again, we satisfy the maximum principle m < U M under the milder condition
m<PRaU;+1/Q,Uj+_1/2 < M, forj=14i—1,4,7i+ 1. (6.29)
Based on these results we define the limiter
Umin = min{pR,u;l/T u; 1/2} (6.30)
amax = maX{pRy u;_l/gv 1—1/2} (631)
~ Ur —m Unr —
§ = mi {‘ AL I e S ,1}, 6.32
min U7 — Gin || U7 — oman ( )
—~Ur) + U (6.33)
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The original limiter from Zhang and Shu [133] is

Umin = min p(z), (6.34)
«
Umax = maxp(:@‘?‘), (6.35)
(0%
—-m Ur— M
§ — mi {‘ | , 1}7 6.36
. Un Umin | 1UJ" — Umax ( )

7

p(z) = H(p( ) — Ul”) + U (6.37)
Lemma 6.3 verifies that the new limiter is conservative, maintains accuracy and

UM = 0ppr + OnHyjon Bi(21), Di(@Y), Pis1 (£141))

X N N (6.38)
+ 1 Hy g, (D1 (8750), Di(21), Pi(8])),
with
Ur — o102 — ond(aN
b = L @) = ONP(E) (6.39)
WR
which satisfies the maximum condition.
Lemma 6.3. The simplified positivity preserving limiter with
pit - Ui —¢ ~ . - +
f = min {m, 1}, Umin = mln{pR,uiH/Q,ui_l/?}, (6.40)
(2
is conservative, of high order and satisfies the maximum condition (6.29).
Proof. Conservation: Conservation is clear because p is conserved
! f 5(2)d f 2)de + (1 — U = UP (6.41)
— | plz)dxr = T 5 =U". .
1Cl Je [C]
Accuracy:Let us assume the case § = U[Lu ‘ The other case works in the same

manner. From Zhang and Shu [135] we have

[6(x) = p(z)| = O(Az™). (6.42)
Furthermore, we know

Umin < Umin, (6.43)

since “%tl/2 = p(Z1), = p(zx) and pr is a convex combination of values p(z¢).

u;
i+1/2
If we assume 6 < 1 we obtain upin < Umin < m and 6 < 6 < 1. Using the definition of
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the limiter and combining it with the previous results, we have

(z) — p(x)| = |0(p(x) — UP) + UP" — p(a)], (6.44)
=10 — 1|p(x) — U, (6.45)
> 10— 1[p(z) — UP'| = [p(z) — p(x)|- (6.46)

With (6.42) we conclude
P(z) — p(x)| = O(AZ*). (6.47)

Maximum preserving condition: By construction we have m < p(w;_1/2), D(%;41/2) <
M. Further, we have

- UM —aonp(@)) — anpal)
PR = ~ s
WR
L 0U + (1= O)UP + 61(0 — DU — infp(a}) + & (0 — DUP — onl,p(a)
_ 5 ,
— Opr + (1 — O)UL.
Thus, we have m < pr < M. O

6.4.2 WENQO limiter

The problem with the standard WENO method compared to the ENO method is that
we do not recover the high-order interpolation function, but just the values u;—rﬂ Jor

Zhang and Shu [133] introduced a way to resolve this issue by reconstructing p € II(R)
using u; J20 Uit )2 and surrounding cell averages U; for j = i — ko,...,i + k; for
ko, k1 € N. Given the idea from the previous section, we can create a limiter by using
the extrema preserving limiter (6.33) without artificially generating a reconstruction
p € IIx(R). For the two-dimensional WENO method on structured grids, which is
based on dimensional splitting [48], where we apply the one-dimensional maximum

preserving limiter in each dimension.

6.4.3 Non-polynomial reconstruction

In the case of a non-polynomial reconstruction, condition (6.21) is not satisfied. How-
ever, we can make use of the concept behind (6.28). Let us consider the reconstruction
r : R — R of order k. We define

Ui — @Nuz‘_+1/2 - @1“j—1/2

PR = - ) (6.48)
WR
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with the Gauss-Lobatto weights w;,wy > 0, N € Nsuch that 2N — 3 > k and
wp:=1—w —wy. (6.49)

As before, we can rewrite U;"*! using (6.26). The scheme is extrema preserving if (6.29)
is fulfilled. If it is not fulfilled, we use 6 from (6.32) and define the limiter

#(z) = 0(r(z) — UP) + U (6.50)

As in the polynomial case, this limiter defines a high-order, conservative reconstruction
fulfilling the extrema-preserving condition (6.29), see Lemma 6.4. Finally, we can
define the extrema-preserving MUSCL scheme with non-polynomial reconstruction

Urtt=U" - /\[F(fi(%'ﬂ/z)a’Fz‘+1(95i+1/2)) - F(fi—l(xi—l/Z)afi(xi—lﬂ))]? (6.51)
which can be written in the following form

)

Ui"Jr1 = WRPR + WNH) /gy (75 (7)), 7 (] ,?i+1(§311+1))

R N A TR (6.52)
+ @1 Hy o, (Fima (8150),73(20), 7i(87)),
with
n_ o2l — O (3N
e U] wlr(a:i) ONT(Z; ) 6.53)

Lemma 6.4. The simplified positivity preserving limiter (6.50) is conservative, of high
order and satisfies the simplified maximum preserving condition (6.29).

Proof. The proof for the consistency and the maximum preserving property works
exactly the same as for Lemma 6.3. To show high-order accuracy, we introduce the
polynomial p € II;(R) which interpolates the reconstructed values r(z{') at the points
z¢ fora = 1,..., N with the property

[r(z) —p(z)| = O(Az* ). (6.54)

Further, we define the maximum preserving limiter p based on (6.32). Since r and
p have the same values on the quadrature nodes, the scaling parameters 5p and 6,
coincide.

We expand the difference between the limited and the original reconstruction

[7(x) —r(2)| < [F(2) = p(@)] + [P(z) — p(2)| + [p(z) —r(2)]. (6.55)

By construction, we have |p(z) — r(z)| = O(Az**!) and from Lemma 6.3 we know
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6.4. Maximum preserving limiter

|p(x) — p(x)| = O(AzF*1). Since the scaling parameter 5,., 5,, coincides, we have
#(@) — p(x)| = Or|r(z) — p(z)| = O(AZF). (6.56)
We conclude that [7(z) — r(z)| = O(AzF+). O

6.4.4 General reconstruction on triangular grids

Zhang et al. [136] introduced a generalization of the maximum preserving limiter
for triangular elements. Here, we change the method to define it for non-polynomial
reconstructions. The idea is to define a quadrature rule on the triangle of the right order
such that the weights are positive and all Gauss quadrature points on the interface are
included This quadrature rule is based on quadrature points on the square [—1, 1] x
[—1,1] defined as the product of the k+1 Gauss quadrature points {v°| 8 = 1,...,k+1}
with its weights wg and the N Gauss-Lobatto quadrature points {u®| a = 1, ..., N}
with its weights w, and 2N — 3 > k. Thus, we have the quadrature points

Si ={(@* ") a=1,....k+1, B=1,...N}, (6.57)

with the quadrature weights wgd, on the square [—3, 3] x [—3, 1]. Given the triangle

C with the vertices V1, Vg, V3 oriented clockwise, we define the projections

g1 (u,v) = (% + v)V1 + (% + u) (% _ U>V2 + (% - u) (% — U)Vg, 6.58)
o (u, v) = (% + v)V2 + (% + u) (% _ v)Vg + (% — u) (% — u)vl, (6.59)
= (s (o () (-ve o

from the square to the triangle C which map the top edge of the square to one vertex
of the triangle, see Figure 6.7b. The following Lemma gives us the determinants of the
gradient of the projections.

Lemma 6.5 (Jacobian of the projections [136]). If the orientation of the three vertices
V1, Vo and Vs is clockwise, then the Jacobian |Vg;, (u,v)| = 2|C|(3 — v) forl. = 1,2,3.

Given the three different projections, we define the set of new quadrature nodes
St = g1(Sk) L g2(Sk) L g3(Sk), (6.61)

which include all Gauss points on the cell boundary, e.g., Figure 6.8 for the case k = 2.
Now, we can rewrite the cell average

1 12 r1/2
Ul = j po(x)dx = f c(gr, (u,v))|Ve, (u,v)|dudv, (6.62)
ICl Je [C1 1) 1/2

133



Chapter 6. Hybrid high-resolution ENO method

| . I

I i I

(a) Quadrature nodes on basic square. (b) Quadrature nodes using g1 .

Figure 6.7 — Construction of quadrature nodes for k = 2.

Figure 6.8 — Final set of quadrature nodes on the triangle C for k£ = 2.

for pc € I;(R?) and i = 1,2, 3. Thus, we can take the average over alli = 1,2,3

12 r1/2
Ud = j c(gr, (u,v))|Ve, (u,v)|dudv, (6.63)
3‘C’ 1/2 1/2
N k+1
2/1 R
Z Y Y pole. (@ 07)5 (5 = v Jwads = Y] pow, (6.64)
le=1a=1p=1 xeSy

using the result of Lemma 6.5 with the quadrature weights wy for each x € S¢. We
define the set of quadrature points in the interior SC " and the set of quadrature
points on the edges SC “¥9_ Note that in (6.64) each quadrature node on the edge is
counted double with &; = @wy. We obtain

ST — (x) 5 %05, %38 B=1,...,k+1}, (6.65)

withxy 3 = (0,3 +0%, 3 —0%),x05 = (3—0%,0, 3 +v7), x1 5 = (3 +v7, £ =P, 0) written
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6.4. Maximum preserving limiter

in terms of the barycentric coordinates (&1, 52, &s),suchthatp = &,V +£&Va+£3Vs. To
calculate the weights on the edge (0, 3 +v7, 1 —v”) we use that g» (5, v%) = g3(—3, —v°)
and we recover

2/1 2/1 2
S (5+ o )wpin + 5(5 — v )wgiy = Sws, (6.66)
for the weights on the edges for the quadrature node x; 3. The same result can be

obtained for the other edges. Analogous to the one-dimensional case, we have
k1 3
UL = prwp + Zwgirul g, (6.67)
& = PRwR 52_311;13 s g

with the evaluation of the quadrature node on the /.th edge ug 5 =pc(Xi..)

k+1
wrp=1-)] Z “wpln, (6.68)
B=11, —1
and
k+1 3 2w5w1
pr= Y po(x)= -2 23 s (6.69)
XESS’int ﬁ 115_1 (JJR

Let us rewrite the finite volume scheme (2.42) with the high order flux (2.47) and the
forward Euler method in time, i.e.,

k+1
Uin—H =U/" 2 wg Z Fi.( ul gyul ganzl )- (6.70)
|C I

The proof of the maximum principle is based on the idea that the first order method

3
UMt = UP = A ) B (UP, UG ng,), (6.71)
le=1

is non-decreasing under the CFL condition
3
max |V (f(u) - m)|A D S| <1, (6.72)

which is satisfied for a monotone flux, e.g., the Rusanov flux (2.44).

Theorem 6.6 (Maximum principle satisfying scheme for triangular methods). Let us
consider a first order finite volume method of the form (6.71) that is non-decreasing
under the condition (6.72).
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Chapter 6. Hybrid high-resolution ENO method

The scheme (6.70) satisfies the maximum principle

m < UM < M, (6.73)
under the condition that

m<upigpr <M,  forallle=1,2,38=1,.. k+1, (6.74)

and the additional CFL condition

max |V, (f (u \|C| Z S| < *wly (6.75)

Proof. The proof follows the one in [136] with the difference that we use pr defined in
(6.69). Let us decompose the flux (6.70)

zle Ci Ci Ci Ci
Z Ele 1/37 Zﬁ 7nlle) - El(uL/@’auLﬁlanil) + Fil(uLﬁuuQ,ﬁu _nil)

le=1

. . . . , _ (6.76)
+ Fir(ugs, us, min) + Fia(uS's, us o) + Fig(ug'y, ug's, mys)
+ Fia(ug s, uy's, —4s) + Fia(ugy, ugs, nig),

using the conservation of the flux. Next, we combine (6.70) with (6.67) and (6.76) and

obtain

kel 3, k+1
n+1 __ zle
U'"™" = prwr +6211 lz_:l wgwluleﬁ |C’| Z wg Z:: Ey ( ul B’ul 5 M, ),
k+1
= DRWR + Z w5w1[H1g + Hgg + H35]
i3
with
, AL . , . .
C; c ,Ci ¢ G
Hyg=uyly— m[ﬂl(um, uy g, min) + Fi(uy g, ug g, —mat )],
, AL . , : ,
Ci ¢, Ci c; ,Ci
Hyp = uyly — m[Fil(UQﬁaulwganil) + Fia(ugy g, uy 5, Ni2)
+ Fia(ugly, ug'y, mjs)]

. 3At . . . .
H3p = Ugc}g %G| [Fi3(u§jg7 u?}g, —n;3) + Es(uglmug?, n;3)].
7

Under the assumption that the first order method (6.71) is non-decreasing in each
argument under the CFL condition (6.72), we have that each H;, g is non-decreasing
under (6.75). Finally, we combine this with (6.74) and obtain the maximum principle
for high-order methods on triangular grids. O
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6.4. Maximum preserving limiter

So far, we have only dealt with the polynomial case. However, the results are also true
for the non-polynomial case with the definition

k+1 3

UC 20.)5(2}1 C
- 2¢ E E z u? .. (6.77)
PR WR 5:115=13 wp P

Maximum principle satisfying limiter on triangular meshes

Let us consider a general reconstruction r¢, : R? — R for the solution in the cell C;.
In the case that the reconstruction r¢; does not satisfy (6.74), we can modify it in the
same way as in one dimension. We define

Umin = min{pr, up'yl le =1,2,3,8 = 1,... k + 1}, (6.78)

Umax = max{pr, uy gl le = 1,2,3,8 = 1,..., k + 1}, (6.79)
~ Ur —m n_ N

0= {) — ] — ,1}, 6.80

min Ui” o Ui" - ( )

Pe,(x) = 0(re,(x) = U") + U7, 6.81)

with ulc 5 = r¢,(xi,,). The results from one dimension can be directly transfered to
two dimensions and are summarized in the following Lemma.

Lemma 6.7. The maximum principle preserving limiter (6.81) with

amin = mln{pRvugfﬂ| le = 1727375 = 17 .. ‘7k + 1}7

Umax = maX{pR,uifﬁ| le=1,23,6=1,...,k+ 1},
U —m ur—-M 1}

2
is conservative, of high order and satisfies the maximum preserving condition (6.74).

)

gzmin{‘

UZn — Umin Uln — Umax

6.4.5 High-order positivity preserving scheme for the Euler equations

The maximum principle does not hold anymore for systems of equations. However, to
solve the Euler equations we need to ensure positivity of the density and pressure. Let
us consider a conservation law with the flux (2.9) and the pressure
1m? + m%)

p=ReT = (y=1)(E~3

5 p (6.82)

The method is based on a positivity preserving first order method (6.70), e.g., using the
Rusanov flux (2.44). Further, we use that the pressure p is concave with respect to p,
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m1, me and E under the condition p > 0. Thus, the set of admissible states
G = {(p,ml,mz,E)T p>o,p>o}, (6.83)

is convex. We denote the cell average values at time ¢,, as Q¢, = (o, M7 ¢, M5 ¢, EmT
and the high-order reconstructions in the cell C' as

qc(x) = (pe(x), mic(x), mac(x), Eo(x))". (6.84)

To preserve positivity of the density we proceed in the same way as to preserve the
maximum. We define the limiter

Pmin = min{pr, pf. gl le =1,2,3,8=1,...,k + 1}, (6.85)
~ e
91 = mln{ o~ ,1}, (6.86)
P; — Pmin
pe(x) = 01(pc(x) — p}) + Py, (6.87)

with the small threshold € > 0, and set

dc(x) = (Po(x), mic(x), mac(x), Ec(x))". (6.88)

To preserve positivity of the pressure p we define the function

sx(t) = (1 =1)Q¢ + tdc(x), (6.89)
and
()= { " fp(Ec() >, (6.90)
to such that p(sx(to)) = ¢, ifp(qe(x)) <e.

Further, we define the remainder §r = Q% — Y571 33 %%GC(XQ, 5)

sr(t) = (1 —1)Q¢ + tar, (6.91)

and

1 if p(qgr) = ¢,
. :{ : if p(dir) > € 6.92)

to such that p(sg(ty)) = e, ifp(qr) <e.

This allows us to define the new vector of reconstruction functions

~

do(x) = 02(dc(x) — Q) + Q¢ (6.93)
0y = min{ min t(x),tR}. (6.94)
xeSg’edg
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6.4. Maximum preserving limiter

We have the following lemma.

Lemma 6.8. Given the limiter (6.87) and (6.93) the reconstruction glc is of high-order
accuracy, conservative and preserves positivity of the density and pressure.

Proof. For the first step, using the limiter of the density we can directly take the results
from the maximum preserving limiter. Also the positivity of the pressure and the
conservation property of the second limiter (6.93) are clear. The only open question is
the high-order accuracy of the second step.

Let us keep in mind that the original limiter by Zhang and Shu [134] is based on the
minimum over all quadrature nodes

05 = min t(x). (6.95)

(o
xeSE

We define the vector of polynomials p¢ such that pe(x) = ac(x) for allx e S{. Thus,
the values of 6, and 6, are the same for the polynomial reconstruction pc and the
non-polynomial reconstruction q¢. Furthermore, we know

k+1 3 k+1 3

qR—Qc—ZZMwl” QC—ZZMM (xi5), (6.96)
p=li=1 B=11i=1
- chm %;pc(x), (6.97)

xS,

which is a convex combination of the values pc(x) for x € S,f’i"t. Thus, we obtain

p((1 = 02)QP + 023R) = p((l —0:)Q¢ + 0, ), %pa(x)), (6.98)
xesg’int
Wy A ~
= —((1-62)Q¢ +¢ , 6.99
p<xeszk?]7int WR(( 2)Q¢ zpc(x))) (6.99)
> ) = ((1 —02)Q¢: + b2pe (x )) >, (6.100)
xeSC,int

k

since p is concave. We conclude that 65 > 0. Finally, we use the estimate in (6.55)

ldc(x) —qc(x)| < [de(x) — Po(x))] + [Po(x)) — Pe(x))| + [Pc(x)) — dc(x)],
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with
lac(x) — pe(x))| = O(AX" 1), (6.101)
e (x) — Pe(x))] = blac(x) — po(x))| = O(AX* ), (6.102)
Do (x) — pe(x))| =1 — 62| lpc(x)) — QE))| < |1 — ba|lpc(x)) — QE))|,  (6.103)
= [pc(x) — pc(x))| = O(AxFT), (6.104)
with the original limiter p¢ based on 6, from [136]. O

Remark 6.3. The positivity preserving limiter works exactly the same for the one-

dimensional schemes with S,f"‘dg = {Ti_1/2, Tit1/2}-

6.5 Numerical results for one-dimensional problems

Let us take a look at some one-dimensional examples. We verify the order of conver-
gence and show the ability to deal with challenging one-dimensional examples.

6.5.1 Linear advection equation

To confirm the order of convergence given in Theorem 6.1, we consider the linear
advection equation (2.3). We assume periodic boundary conditions on the domain
[-1,1] and a wave speed a = 1.

Next, we consider two different hybrid grids. The structured hybrid grid consists of

N cells split equally into two grids {zo, ..., zn/} and {zys, ..., oN} With z; = 2 1.

The unstructured hybrid grid consists of the unstructured part {Zo, ..., Ty} with z; =
i + i, & € U(— %, %) uniformly distributed between [—%}, %] and the structured
one {Ty/; .-, TN}

The convergence of the hybrid method is generally as expected, see Table 6.1. We
compare the accuracy using the hybrid method with pwexo = 2| 5] + 1 and pweno =
2p — 1. For the 3rd order method we observe a reduced error by around a factor 10
in the case pwrno = 2p — 1. Table 6.2 shows the runtime for the different 3rd order
methods. The hybrid methods with pwexo = 2|5| + 1 and pweno = 2p — 1 have a
similar computational complexity and they are a bit faster than the RBF-ENO method.
Note that the costs of the stencil selection in the RBF-ENO method in one space
dimension is not much more expensive than the WENO method. However, the cost of
the two-dimensional stencil selection algorithm is quadratic in the size of the stencil.
Comparing these results with the ones from Table 3.2 we should keep in mind that the
methods are different.
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6.5. Numerical results for one-dimensional problems

Unstructured grid Structured grid
N Hybrid 2p — 1 Hybrid 2 [p/2] + 1 | RBF-ENOp Hybrid 2p — 1

error rate | error rate error rate | error rate

p=3 16 | 2.32e-03 | - 1.79e-02 | - 2.99e-03 | - 2.54e-03 | -
32 | 2.46e-04 | 3.25 | 3.90e-03 | 2.16 5.25e-04 | 2.55 | 5.63e-04 | 2.17
64 6.07e-05 | 1.95 | 9.70e-04 | 2.01 8.20e-05 | 2.61 | 4.69e-05 | 3.58
128 | 7.78e-06 | 3.16 | 2.26e-04 | 2.09 1.28e-05 | 2.68 | 5.88e-06 | 2.99
256 | 9.38e-07 | 2.86 | 3.08e-05 | 2.84 1.61e-06 | 3.00 | 9.10e-07 | 2.69
512 | 1.44e-07 | 2.7 | 2.14e-06 | 3.85 2.64e-07 | 2.60 | 1.26e-07 | 2.85

_4 16 2.41e-04 | - 6.49e-04 | - 9.77e-04 | - 4.96e-04 | -
b= 32 | 3.86e-05 | 2.69 | 5.37e-05 | 3.63 6.12e-05 | 4.09 | 4.52e-05 | 3.46
64 | 2.71e-06 | 3.71 | 2.58e-06 | 4.31 5.36e-06 | 3.47 | 2.20e-06 | 4.36
128 | 1.47e-07 | 4.21 | 2.06e-07 | 3.66 4.31e-07 | 3.57 | 1.70e-07 | 3.69
256 | 1.70e-08 | 3.1 1.57e-08 | 3.71 2.89e-08 | 3.89 | 1.66e-08 | 3.35
512 | 1.48e-09 | 3.53 | 1.22e-09 | 3.68 2.97e-09 | 3.27 | 1.51e-09 | 3.47

p=5 16 1.15e-04 | - 3.71e-04 | - 2.38e-04 | - 2.43e-04 | -
32 | 6.04e-06 | 4.10 | 1.75e-05 | 4.60 9.96e-06 | 4.66 | 7.12e-06 | 5.09
64 1.71e-07 | 5.16 | 5.98e-07 | 4.32 2.96e-07 | 4.93 | 2.62e-07 | 4.76
128 | 8.19e-09 | 4.33 | 1.90e-08 | 4.50 1.34e-08 | 4.43 | 7.19e-09 | 5.19
256 | 4.76e-10 | 4.14 | 6.70e-10 | 4.72 7.36e-10 | 4.16 | 3.23e-10 | 4.45
512 | 1.52e-11 | 4.96 | 3.18e-11 | 4.22 3.98e-11 | 4.21 | 2.83e-11 | 4.54

Table 6.1 — Convergence rates of the Hybrid ENO method for different grid sizes com-
pared with the RBF-ENO method for the linear advection equation on [—1, 1] at time
T = 0.1. We use periodic boundary conditions and ug(x) = sin(7wz), CFL = 0.5.

Figure 6.9 — 1D hybrid grid for Euler equations .

6.5.2 Euler equations

Next, we present numerical results for the one-dimensional Euler equations (3.96) with
the ratio of specific heat v = 1.4 . We test the behavior of the hybrid RBF-ENO method
with shocks, contact discontinuities, and rarefaction waves. The computational grid
for the Euler equations is shown in Figure 6.9. The idea is to run it on the left half
with the structured WENO method and on the right one with a continuously refined
grid such that the middle cell is half the size of the outer ones. Note that we have to
change the two original meshes in [a, '] and [?/, ¢] by adding the ngp.s last cells of the
structured mesh to the unstructured one. The following results are based on a grid
with N; = 78 cells in [a, b] and Ny = 101 cells in [b, ¢]. Further, the reconstruction is
performed in the characteristic variables V = R~!'U, with the eigenvectors R from
(2.13).
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Hybrid 2p — 1 | Hybrid 2[p/2] + 1 | RBE-ENO p
16 | 2.7 1.4 0.8
32 |44 25 1.6
64 | 4.6 32 32
128 | 8.4 74 8.4
256 | 18.8 15.8 19.8
512 | 45.5 44.0 62.6

Table 6.2 — Runtime comparison for the 3rd order methods solving the linear advection
equation.

0.8

0.42
0.6

density p
|
density p

0.4 | 0.4 |-

—e— PWENO = 9
—e— PWENO = 3
— e exact Sol

—o— hybrid3
0.2 |- exact Sol

b
\ \ \ \ : 0.38 L \ \
—4 —2 0 2 4 0 0.5 1

Figure 6.10 — Sod’s shock tube problem on [—5, 5] at time 7" = 2 with CFL = 0.8 solved
by the hybrid RBF-ENO method of order 3.

Sod’s shock tube problem

We consider Sod’s shock tube problem based on the initial conditions (3.97) on the
domain [—5, 5]. Figure 6.10 shows the results for the hybrid RBF-ENO method of order
3. We observe that the rarefaction wave, the contact discontinuity, and the shock are
well resolved. Furthermore, it is clear that the 3rd order method with pwgeno = 5
resolves the rarefaction wave and the contact discontinuity better. In the case of the
5th order method the differences between pweno = 5 and pweno = 9 are not obvious
anymore, Figure 6.11. However, we observe the increased resolution of the solution
from the 5th order method compared to the 3rd order scheme.

Lax shock tube problem

The Lax shock tube problem is based on the initial conditions (3.98) and solved on
the domain [—5, 5]. From now on, we use the hybrid RBF-ENO method with pwrxo =
2p — 1. The 3rd and 5th order method present the contact discontinuity and the shock
with a high resolution, Figure 6.12. Furthermore, we observe in Figure 6.13 the superior
behavior of the method of order 5 to the one of order 3 and 4.
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1@ |
0.44 -
0.8 |
Q Q
= = 0.42 —
g 0.6 — g‘
= S
0.4 B 0.4 |- ,
—e— PWENO = 9
—o— hybrid5 —e— PWENO = 5
0.2 |- exact Sol — _ exact Sol
| | | | 0.38
—4 —2 0 2 4 0 0.5 1 1.5 2

x

Figure 6.11 — Sod’s shock tube problem on [—5, 5] at time 7" = 2 with CFL = 0.8 solved
by the hybrid RBF-ENO method of order 5.

T T
—o— hybrid5
ref. Sol

T
—o— hybrid3
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density p
density p

0.5 0.5
[ |

Figure 6.12 — Lax shock tube problem on [—5, 5] at time 7" = 1.3 with CFL = 0.8 solved
by the hybrid RBF-ENO method of order 3 and 5 with pwrno = 2p — 1.

T
—o— hybrid3
hybrid4
—o— hybrid5
ref. Sol

density p

0.5

Figure 6.13 — Comparison of the accuracy of the hybrid RBF-ENO method of order 3,
4 and 5 at the contact discontinuity of the Lax shock tube problem on [—5, 5] at time

T = 1.3 for with CFL = 0.8 with pweno = 2p — 1.
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density p

—o— hybrid5
ref. Sol

—o— hybrid3
ref. Sol

Figure 6.14 — Shu-Osher problem on [—5, 5] at time 7" = 1.8 with CFL = 0.8 solved by
the hybrid RBF-ENO method of order 3 and 5 with pwgnxo = 2p — 1.
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Figure 6.15 — Comparison of the hybrid RBF-ENO method of order 3, 4 and 5 for the
Shu-Osher problem on [—5, 5] at time 7" = 1.8 with CFL = 0.8 with pwrno = 2p — 1.

Shu-Osher shock-entropy wave interaction problem

We consider the Shu-Osher shock-entropy wave interaction problem. This Riemann
problem has the initial conditions (3.99) and the computational domain [—5, 5]. As
before, we obtain the correct solution with the 3rd and 5th order method, Figure 6.14.
In this example, we see a substantial advantage of the high-order methods. There are
evident differences in the resolution of the waves, Figure 6.15.

Two interacting blast waves

As the last one-dimensional example, we test the method on the two interacting blast
waves based on the initial conditions (3.101). In Chapter 3, we had already some
difficulties to solve this problem with the RBF-TeCNOp method. There, we introduced
a new symmetric positive definite dissipation operator (2.87), which mimics the more
dissipative Rusanov-type diffusion operator. Here, we calculate the two interacting
blast waves with the hybrid RBF-ENO method of order 5 based on the same grid as
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—o— hybrid5
ref. sol

density p

Figure 6.16 - WC blast wave problem on [0, 1] at time 7" = 0.038 with N = 200, CFL =
0.5 solved by the hybrid RBF-ENO method of order 5.

before with N; = 158 and N, = 205. If we use the original version, we obtain negative
density or pressure. By using the positivity preserving limiter from Section 6.4, we can
stabilize the method and calculate the solution at time 7" = 0.038. The results of the
fifth order hybrid RBF-ENO method combined with the positivity preserving limiter
are shown in Figure 6.16.

6.6 Numerical results for two-dimensional problems

In this section, we demonstrate the hybrid RBF-ENO method with all its features on
a couple of numerical examples. First, we solve Burgers’ equation to compare the
complexity of the hybrid and the non-hybrid method. To show the robustness of the
method in two dimensions, we conclude with several numerical examples of the Euler
equations (2.9) in complex geometries. We start with some already known examples to
show that the solutions are comparable to the ones generated with the other methods.
We conclude the section with the simulation of the scramjet and a model of a conical
aerospike nozzle. The grids in this section are generated using Gmsh [46] and to
specify the grids we introduce the number of triangular cells Ntr; and the number of
quadrilateral cells Nquap.

6.6.1 Burgers’ equation

With the Burgers’ equation we demonstrate the difference in the computational cost of
the hybrid and the non-hybrid RBF-ENO method. We assume Burgers’ equation (4.47)
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(a) Hybrid RBF-ENO of order 3. (b) RBF-ENO of order 3.

Figure 6.17 — Solution of the Burgers’ equation at 7' = 0.25 with Ntr; = 2390 cells,
CFL = 0.8.

with initial condition (4.48) on the extended domain [—1,2] x [—1, 2], see Figure 4.4.
The hybrid method is based on the grid from Figure 6.5 and the non-hybrid scheme is
based on a uniform triangulation. We compare the computational cost depending on
the number of triangles Ntg; in the target area [0, 1] x [0, 1]. Note that the triangulation
for the non-hybrid method has in total around nine times the number of cells from
the target area. The hybrid method has around one-ninth of triangular cells plus the
quadrilateral cells around them. Thus, the upper bound for the speed-up is nine. From
Table 6.3, we get a speed-up of around 7.2 for a fine enough grid. Compared to the

Nrgr; | Hybrid RBF-ENO | RBF-ENO | Speed-up
155 24 96 4

610 143 810 5.6

1348 | 411 2925 7.1

2390 | 947 6840 7.2

Table 6.3 — Runtime comparison for the 3th order methods solving the 2D Burgers’
equation on a single core, measured in seconds.

one-dimensional linear advection equation, Table 6.2, we observe the computational
advantage of the hybrid RBF-ENO method in multiple dimensions. Similar to the
comparison with the CWENO method we do not see any marginal difference between
the solutions of the different methods with Ntr; = 2390, Figure 6.17.

6.6.2 Shock vortex interaction problem

The already considered shock vortex interaction problem is based on (4.54), (4.55) and
(4.56). To compare the solutions with the ones from before, we choose the parameters
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0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1

(a) Hybrid RBF-ENO of order 3 with N = (b) RBF-ENO of order 3 with N = 14616
18368 and CFL = 0.8. and CFL = 0.5.

Figure 6.18 — Shock vortex interaction problem at 7" = 0.35 with 20 contour lines in
[0.8,1.42].

of the vortex as in Section 4.3.4 ¢ = 0.3, r. = 0.05, 8 = 0.204 with the (z.,y.) =
(0.25,0.5). The computational grid is shown in Figure 6.5 with ngpes = 21in [0, 1] x [0, 1].
The comparison between the hybrid RBF-ENO method and the RBF-ENO method
of order 3 shows a similar behavior, Figure 6.18. Both the shock and the vortex are
resolved in a similar way. We observe a more oscillatory solution in the hybrid case
than in the non-hybrid one. This might come from the differences of the grid. The
triangular part of the hybrid grid is highly unstructured, while the triangulation from
Figure 6.18b is similar to the one from Figure 4.4.

6.6.3 Riemann problem 12

The Riemann problem 12 is based on the initial conditions (4.52) with values from
Table 4.3. The hybrid grid is constructed in the same manner as the one for the
Burgers’ equation with a more structured triangular part, Figure 6.19. As for the
Burgers’ equation, the triangular part is in the square [0, 1] x [0, 1]. The results of the
hybrid RBF-ENO method of order 3, see Figure 6.20, are similar to the one calculated
with the RBF-ENO3 method, see Figure 4.11. This example is just constructed to show
that we get comparable results to the ones calculated with the RBF-ENO method. In
practice, the division in triangles is not required for these examples.
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(a) Schematic illustration of the patches. (b) Grid with Ntrr = 3046 and Nquap =

11700 cells.

Figure 6.19 — Hybrid grid for the Riemann problem 12.
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(a) NTRI = 3046 and NQUAD = 11700. (b) NTRI = 14784 and NQUAD = 51200.

Figure 6.20 — Riemann problem 12 at 7" = 0.25, CFL = 0.8 and 18 contour lines in
[0.51,1.66].
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Figure 6.21 — Hybrid grid for the Airfoil NACA-0012.

6.6.4 Transonic flow past NACA-0012 airfoil

The NACA-0012 is a two-dimensional cross section of an airfoil for aircraft wing. It
is based on the first systematic tests of airfoils in a wind tunnel. The NACA-0012 is
a common test case for numerical solvers. It has no camber and a ratio of profile
thickness to chord length of 0.12. The transonic simulation of a NACA-0012 airfoil in a
freestream of Mach number M, = 0.85 with an angle of attack a builds one shock at
the top and one at the bottom of the airfoil. The hybrid grid is build in the same manner
as the one from the problems before. We have eight QUAD patches, a TRI one in the
center of the grid and some Q2Q, Q2T and RT connection patches. The whole grid is of
the size [-2, 15] x [—8, 8] with the triangular grid inside [—0.2,1.5] x [—0.8,0.8] and it
consists of 199 points on the airfoil, Nquap = 169036 quadrilaterals and Ntg; = 10012
triangles . The central part of the grid with its triangulation is shown in Figure 6.21.
The solution with an angle of attack o = 0° of the hybrid RBF-ENO method of order 3
is shown in Figure 6.22. We observe the characteristic steady shock waves at the top
and the bottom of the surface of the airfoil, which are comparable to the results in [12].
For an angle of attack o = 2° we show the Mach number of the solution in Figure 6.24.
The dimensionless pressure coefficient

C, = ’ﬂ\2430<;; _ 1), (6.105)

with the farfield pressure p,, and the pressure p = p(z) is often used in aerodynamics
and hydrodynamics to test engineering models. The pressure coefficient at the surface
of the airfoil is shown in Figure 6.23. For zero degree angle of attack, we observe a
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Figure 6.22 — Mach number of the Airfoil NACA-0012 problem with o« = 0° by the
hybrid RBF-ENO method of order 3 with CFL = 0.8 and 30 contour lines between 0.4
and 1.5.

qualitatively similar solution to that in [12], see Figure 6.23a.

6.6.5 Flow around a cylinder

The airfoil is designed to be in a steady air stream. Thus, it might be that the flow
around a cylinder is more delicate. We simulate the flow around a cylinder of radius
7/16 centered at (1.5,0) in a domain [—1,6] x [—2.5,2.5]. The grid is based on the
ones from before with the triangular partin [1, 2] x [—0.5,0.5] with Npgr; = 12422 and
Nquap = 434884 with 332 cells on the cylinder surface.

The initial conditions are

pOO - ]., ’U/l’w - WMOO’ u27w - O, poo - ]., (6.106)

with the energy Eo, = 4 + %(uioo +u3 4, ) poo- The density plots for the Mach numbers
Mgy, = 0.5,1 are shown in the Figures 6.25 and 6.26. In both cases, we are not at steady
state, but the position of the bow shock is almost steady and well resolved. Similar to
flow around the airfoil, it develops shock waves on the surface, where we pass from a
supersonic regime to a subsonic regime.
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(a) o = 0° with reference solution [12]. (b) o = 2°.

Figure 6.23 — Pressure coefficient at the surface of the airfoil.

Figure 6.24 — Mach number of the Airfoil NACA-0012 problem with o« = 2° by the
hybrid RBF-ENO method of order 3 with CFL = 0.8 and 30 contour lines between 0.4
and 1.5.
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Figure 6.25 — Density plot of flow around a cylinder with M., = 0.5 at time 7" = 3 solved
with the hybrid RBF-ENO method of order 3 with CFL = 0.8 and 50 contour lines
between 0.2 and 1.2.

Figure 6.26 — Density plot of flow around a cylinder with M., = 1 at time 7" = 3 solved
with the hybrid RBF-ENO method of order 3 with CFL = 0.8 and 50 contour lines
between 0 and 1.7.
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DESIGN FOREBODY TO MEET AERODYNAMIC,
ENGINE INLET AND VOLUMETRIC REQUIREMENTS
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COMBUSTOR
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Figure 6.27 — Design features for efficient engine / airframe integration [29].

2 3

Figure 6.28 — Geometry of the scramjet model from [88].

6.6.6 Scramjet flow model

The supersonic combustion ramjet (scramjet) is based on the ramjet engine. The idea
is to avoid the deceleration before the combustion to increase its efficiency at high
speeds. Similar to the ramjet it requires hypersonic initial speed and must therefore
be accelerated by other jet engines. Figure 6.27 shows the design of an airbeathing
cruise or acceleration vehicle with a scramjet engine at the bottom composed out of
six modules [29]. More details can be found in [110, 31].

We are simulating the two-strut scramjet [75, 28, 95, 6, 65] with the geometrical details
from [88]. However, due to the symmetry we use just the upper half with symmet-
ric boundary conditions, Figure 6.28 with the coordinates in Table 6.4. In the first
experiment, we enforce a Mach 3 inflow at the inlet between the points 1 and 2 and
outflow boundary conditions at the outlet between the points 4 and 5. At the real
walls we apply slip wall boundary conditions [89] and symmetric boundary conditions
between the points 1 and 5. Kumar [75] simulates the scramjet engine solving the
full Navier-Stokes equations. We are interested in the shock capturing of the method
and therefore consider the inviscid Euler equations (2.9). The simulation is performed
on a grid based on the division into patches shown in Figure 6.29 with Ntr; = 5036
and Nquap = 14939. Itis generated using the frontal Delaunay option in Gmsh. The
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Figure 6.29 — Scheme for hybrid grid for scramjet model.

solution of the hybrid RBF-ENO method, shown in Figure 6.30, is comparable with the
reference solution from [88] in Figure 6.31. Following Eberle et al. [28] we also model

Points 112 3 4 5 6 7 8 9 10
x-Coord | 0 | 0 041169 ]169 |49 | 126 | 1425 | 94 | 8.9
y-Coord | 0 | 3.5 | 3.5 | 1.74 | 0 14114 |12 0.5 | 0.5

Table 6.4 — Coordinates defining the geometry of the scramjet model from [88].

the more difficult problem with a Mach 10 inflow. Due to the strong shock waves, we
get negative density and pressure with the original hybrid RBF-ENO method. Hence,
we calculate the solution with the positivity preserving limiter described in Section
6.4. The solution of the Mach 10 inflow problem, Figure 6.32, is comparable with the
reference solution from [28] in Figure 6.33.

6.6.7 Flow through conical aerospike nozzle

One approach to create thrust is the conical aerospike nozzle [119]. In this section, we
consider some nozzle jet flow simulations using a conical aerospike nozzle. Different
from the bell nozzle the aerospike nozzle is an annular nozzle and it develops the
thrust against the outer surface of the conical plug at its center. At design pressure the
efficiency of the aerospike nozzle is the same as for the bell nozzle. However, in the
case of lower and higher outer pressure the aerospike nozzle is more efficient. This
advantage comes with a high price of construction complexity. An improvement of this
concept is the aerospike nozzle with a truncated plug. The lost thrust is compensated
by additional cold air injected at the truncation face, called base bleed. More precisely,
the pressure in this cold gas area, which is acting on the truncated face, adds the
additional thrust. This concept appears to give promising results for the development
of reusable launch vehicles as Single-Stage-To-Orbit or Two-Stage-To-Orbit systems.

In recent years, multiple studies of conical aerospike nozzles have been done [68,
97, 129, 30, 106, 101]. This numerical example is based on an experiment by Verma
[122] with a linear plug geometry, Figure 6.34. Based on the experiments of Verma,
multiple numerical studies were carried out [60, 69, 94]. These studies analyze the
shock-boundary layer interaction and use the axisymmetric Navier-Stokes equations.
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(a) Density plot.

(b) 50 Contour lines between 1.0 and 6.0.

Figure 6.30 — Density in the scramjet engine with Mach 3 inflow by the hybrid RBF-ENO
method of order 3 with CFL = 0.8.

Figure 6.31 — Reference solution of the density in the scramjet engine with Mach 3
inflow [88].
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(a) Density plot.

(b) 50 Contour lines between 0.0 and 11.0.

Figure 6.32 — Density in the scramjet engine with Mach 10 inflow by the hybrid RBF-
ENO method of order 3 with CFL = 0.8.

Figure 6.33 — Reference solution of the density in the scramjet engine with Mach 10
inflow [28].
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Figure 6.34 — Geometry of the nozzle model with the details from Table 6.5 [122] .

As for the scramjet simulation we consider the 3rd order method with the shock waves
and use the axisymmetric Euler equations.

Points |1 2 3 415 6 7 8 9 10 11 |12
x-Coord | 25D | 203.51 | 109.95 |0 |0 0 152.8 | 143.8 | 109.95 —5D | 25D | —=5D
y-Coord | 0 0 4.5 A|A+125|63.5]|25 25 A+125(63.5 |5D |5D

Table 6.5 — Coordinates defining the geometry of the nozzle from [94] with A

25.0705074 and D = 50. The curved line is a circular segment with radius R =

152.824-38.52
2x38.5

Axisymmetric Euler equations

The axisymmetric Euler equations are using cylindrical coordinates and they can be
written with or without swirling flows [10]. Let us assume the Euler equations in three
space dimensions with the variables x = (21, 2, 23)7 € R?

ou o 0
N + ; Txlfl(u)’ (6.107)

with u = (p, m1, me, ms3, E)” and

m;
T+ pli
fitn) = | #572 + poiz |. (6.108)
TS+ pdy3

“HE +p)

hS)

The axisymmetric Euler equations are based on the cylindrical coordinates (z, r, #) and
the relation

(x1,x2,23) = (x,rcosf,rsinb), (6.109)
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with the symmetry assumption around the z-axis all terms with partial derivative in ¢
are zero. This gives the following system of equations

a0, 0,
E + %fx(u) + gfr(u) - H(u), (6'110)

with @ = (p, mz, m,, my, Es)’ and

ml’ m’r mr
m2 MrMg mymg
R 2 P R m2 P ~ 1 m2fm2
fﬂﬁ(u) = mzpmr ) fr(u) = TT+p ) H(u) = _7“ Tp 0 )
Mg Mg mrmeg myme
o Iz 2 p
2= (Es + p) “=(Es +p) 2 (Es +p)

with Eg = E — 1u} [10].
Note that even if we assume the derivatives in ¢ to be zero the axisymmetric Euler

equations (6.110) include swirling flows uy # 0. Thus, we have a two-dimensional
system of equations of size five.

In the simplified case without swirling flows, we assume uy = 0 and we obtain

oun 0 -, . 0 =, . =
S S R@) + @) - A ), (6.111)

with @ = (p, ms, m,, Es)T and

Lz my my
m2 mrmy MyrMy
L e 4 p _ — o 1 -
fa(u) = e , h@ =1 e’ , H(u)=—- m?
e T a2
2= (Es + p) " (Es +p) 2 (Es +p)

This system of equations is equivalent to the two-dimensional Euler equations (2.9)
with the additional source term H.

High-order source term

To solve hyperbolic conservation laws with source term

i=1 (6.112)
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with the source term S, we can use the finite volume method (2.42) and add an approx-
imation of the average source term over the cell C;

3
L >, Fu. = Si, (6.113)
CZ| lo=1
with
S; = il f S(u,x,t)dx + O(AxP). (6.114)

For a first order method we use
Si = S(Ui,XMﬂ',t), (6115)

with the midpoint x,,; of the cell C;. In the case of higher order methods, we need to
distinguish between triangular cells and the quadrilaterals. For triangular cells using
the RBF-ENO reconstruction, we make use of the high-order reconstruction s; from
the ENO step and evaluate it at the two-dimensional symmetric Gaussian quadrature
points x;, of order p for triangles

Q
Si= > weS(si(%e), Xn, 1), (6.116)
k=1

with its quadrature weights wy, and points %, [27]. The additional evaluations of the
reconstruction increase the cost only marginal.

In the case of quadrilateral cells, we can not use the same technique since we never
construct the explicit polynomial. However, we can adapt the technique introduced by

Buchmiiller and Helzel [14].
Let us assume the cell

Cij = {(%—1/2, yj—1/2)> ($¢—1/2> yj+1/2)7 ($i+1/2, yj—1/2)> (l‘z‘+1/2, yj+1/2)},

with i, j € N. We seek for a high-order approximation of the integral of the source term
based on a quadrature rule in one dimension

J i+1/2 J‘yz+1/2 nZQ HZQ S .. ij ) ( )
i t)dydz ~ WrWy ), X 6.117
Z] ki 9
AxAy Ti1/2 12 k=1i=1

with the quadrature nodes x Xkl (@i, yju) for k, 1 = .,ng. Thus, the goal is to find a
high-order approximation of u(xkl) in terms of the average cell values U; ;, see Figure
6.35. In a first step, we express the edge averages at the quadrature nodes x;;

o 1 Yj+1/2
i Ayf w(@in, y)dy = Up(e.. Uiy Uiy, ) + O(AZP),  (6.118)
Yj—1/2

159



Chapter 6. Hybrid high-resolution ENO method

(T4, Yj11)@ O(Tiv1,Yj+1)
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Xi39 X539 X339
i i i
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X9 X5 @ X31.
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Ui71/2’jU1 U, USUi+1/2,j

Figure 6.35 — Principle of 2D quadrilateral quadrature for ng = 3.

in terms of cell averages U; ;. In the second step, we estimate

uxy) =w(...,07,..

)+ O(Ay®),

with the edge averages szj for k e N.

Example 6.2. In the case of Gauss-Legendre integration with ng = 3, we receive the
following approximations

~ij _ Uizl Ui,
UY = J LU — J 4+ O(AzP),
1 4\/§ 2] 4\/5 ( )
=i —Ui—1; | 20U;; Uiy
Uz] _ ) J »J A ¥4
2 20 o1 T OB,
~ij . — Uil Uity
UY = —=L LU, + J 4+ O(AzP),
for the edge averages. For the evaluation at the quadrature points we receive
- ~ij—1 il
ux) = —k 4 U7 - —k_ L O(AzP) + O(AYP),
(X51) 13 k 43 ( ) (AyP)
- Ol og0¥ Ut
WU — k kK _ “k AP AP
-  frig—1 il
ux?) = —E 4+ UY + —k_ L O(AzP) + O(AyP),
( k3) 13 k 43 ( ) (AyP)
withp =5
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Figure 6.36 — Hybrid mesh of the aerospike nozzle.
~

\ it

Figure 6.37 — Hybrid mesh at the nozzle exit.

Combing the hybrid high-resolution RBF-ENO method with the high-order source
term, we can solve the axisymmetric Euler equations (6.111).

Remark 6.4. The high-order source term evaluation does not reduce oscillations. In
principle, this could cause problems like negative density or pressure. However, we never
faced this issue in our case.

Hybrid grid and numerical results

We discretize the geometry of the conical aerospike nozzle given by Figure 6.34. The
triangular part of the hybrid grid includes the nozzle exit and its outer curved surface.
The remaining domain is divided into quadrilateral patches. Figure 6.36 shows the
domain division into structured and unstructured patches. The final mesh at the
nozzle exit can be found in Figure 6.37. Note that we use ng0t = 3 in this example.
This gives us a grid with Npry = 18872 and Nquap = 1400543.

The boundary conditions are inflow boundary conditions at the inlet between the
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Wl

Figure 6.39 — Mach number of conical aerospike nozzle with NPR = 2.1.

points 4 and 5, slip wall boundary conditions for the nozzle and symmetric boundary
conditions at the origin » = 0. The outside is modeled with far-field boundary condi-
tions with the ambient pressure p,, = 101325 Pa, temperature 7, = 300 K and zeros
speed. The ideal gas law p = pRT with the gas constant R = 287.14 J/kg/K is used to
calculate the density. At the inlet we choose the pressure p;, = NPR p,,, temperature
Tin = T, up = 100 m/s and u, = 0 with the nozzle pressure ratio NPR.

Based on the results from Nair et al. we simulate the conical aerospike nozzle with
NPR = 2.1 and 3.82 [94]. The results for the nozzle pressure ratio NPR = 2.1 at time
T = 2s can be found in Figures 6.38 and 6.39 with close up view in Figure 6.42a.
The Figures 6.40 and 6.41 show the density and the Mach number distribution with
NPR = 3.82 attime 7' = 2 s. We need to be aware of the difference between our model
and the one from [94] and the uncertainties in the setting of the boundary conditions.
However, the shock patterns of our results, Figure 6.42, are comparable to the reference
solution in Figure 6.43. In Figure 6.42, we observe a discontinuous behavior of the con-
tour lines. This is a rendering artifact coming from the transition between triangular
and rectangular patches and does not influence the simulation.

Figure 6.40 — Density of conical aerospike nozzle with NPR = 3.82.
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4\

Figure 6.41 — Mach number of conical aerospike nozzle with NPR = 3.82.

(@) NPR = 2.1. (b) NPR = 3.82.

Figure 6.42 - Mach number at nozzle exitat 7' = 2s, CFL = 0.8.
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(@) NPR = 2.1. (b) NPR = 3.82.

Figure 6.43 — Reference computation of Mach number from Nair et al. [94].
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fd Summary and Outlook

In this thesis, we have introduced a family of schemes based on radial basis functions
with the goal to solve conservation laws in complex geometries. We began by intro-
ducing a new smoothness indicator based on infinitely smooth RBFs that satisfies the
sign property in the limit Az — 0 or ¢ — 0. In one dimension, we proved this property
in the pointwise case for the 2nd and 3rd order method and conjectured it for higher
orders and for the mean value interpolation. Thus, we were able to show equality
in terms of stability of RBF and polynomial reconstruction methods. We formulated
the RBF-TeCNOp method as an arbitrary high-order entropy stable finite difference
method and the RBF-EFV2 method as a second order entropy stable finite volume
method. Both are based on high-order entropy conservative schemes and a diffusion
term which depends on the RBF reconstruction in the scaled entropy variables. To
circumvent the ill-conditioning of the local interpolation problems we applied the
vector-valued rational approximation method.

Next, we introduced the high-order RBF-ENO method on general multidimensional
grids. We built on the previously introduced smoothness indicator. To reduce the com-
putational complexity, we developed a stable evaluation method for RBFs, augmented
with polynomials and a stencil selection algorithm based on the one-dimensional
version. We showed that the algorithm preserves the expected accuracy and we demon-
strated its robustness for challenging test cases, including two classic Riemann prob-
lems, the shock-vortex interaction and the double Mach reflection problem.
However, it is well-known that the strategy of this stencil selection algorithm is accom-
panied by large computational costs. As shown for the Burgers’ equation, the method
also works in the 4th order setup, but due to the high number of cells in the stencil it is
extremely costly.

To reduce the computational complexity, we investigated a reconstruction method with
fewer evaluations. The one-dimensional RBF-CWENO method is directly based on its
original version [84]. The generalization into multiple dimensions is not straight for-
ward. We combined the one-dimensional idea with the idea from the multi-resolution
WENO scheme using central stencils of different sizes [137]. This method gives us the

165



Chapter 7. Summary and Outlook

desired speed-up along with the right order of convergence. However, the resolution
close to discontinuities and multi-scale regimes is not comparable to the one from the
RBF-ENO method.

Finally, we introduced the hybrid high-resolution RBF-ENO method to reduce the over-
all computational complexity. In the one-dimensional case, this method achieves the
right order of convergence. We demonstrated the robustness of the two-dimensional
hybrid high-resolution RBF-ENO method with two complex non-classical problems:
the scramjet inflow problem and a conical aerospike nozzle jet simulation. To solve
the conical aerospike nozzle simulation with the axisymmetric Euler equations, we
described a method to evaluate the source term with high-order accuracy.

7.1 Outlook

We proved the sign property for the new smoothness indicator for first and second
order RBF-reconstructions in the pointwise case. The proof of the general case is still
open and requires a different technique.

A current restriction of the hybrid RBF-ENO method is the reduction of the time steps
due to the difference in size of the quadrilateral and the triangular cells. This can
be addressed with local time stepping. In this work, most of the two-dimensional
examples are performed using a third order method. As proven with the Burgers’
equation, this concept can be directly generalized to fourth and fifth order. However, it
would be interesting to consider more results for higher orders for the two-dimensional
hybrid RBF-ENO method.

Also we presented only the third order RBF-CWENO method. The generalization to
fourth and fifth order is direct. Thus, it would be interesting to introduce a fifth order
hybrid RBF-CWENO method and compare it with the hybrid RBF-ENO methods.

To simulate problems close to real applications, it would be necessary to generalize the
method for viscous fluid flows. Further, to take full advantage of the method and show
its power, it would be interesting to consider some full three dimensional simulations,
e.g., a full simulation of a wing or a rocket.

166



i\ New diffusion matrix

The goal is to recover a new diffusion matrix that mimics the first order Rusanov-type

diffusion operator. We combine results from Chandrashekar [16]
(A.1)

Avy = AAP + [71 - —ﬁ] — 2ufAu,
P tly=18

Avy = 2BAu + 2UAp,
Avg = —2Ap,

(A.2)
(A.3)

with the following

AFE = Ap + 1A(uZ,o),
y—1 2
Ap _ -
~ = A(Bp) = pAB + BAp,
A(u?p) = 2puAu + u2Ap.

This can be summarized as

Ap A?)l
(A.4)

Am | =D | Avy |,
AFE Avs

with
. B
(A.5)

ol
I
2
>
I g
o)
_l_
3]
|

1 | p_ EiE | W5 P
[ +“]’R_ T taos

; P P U _b _
with £y = pu” + 2[@—1)5 2| B = §| i E .
To use this in the entropy stable framework we need to symmetrize it. By assuming
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Appendix A. New diffusion matrix

D31 = Eyand D3y = E; + Z—g we get at least the exact jump for the density and mass
flow.
We recover the matrix

p up Ey
D=alup @p+ z% uky + Z—E’” ’ (A.6)
E, uE; + % R

with R = E?f + % + ﬁ, which mimics the Rusanov-type diffusion operator for the
density and mass flow. By showing that the leading principal minors are positive we
get the positive definiteness for D in the case v > 1. However, we are not aware of an
exact and stable decomposition D = LBL” for an invertible matrix L and a diagonal
one B. Thus, this needs to be done numerically in each step.

Note that Derigs et al. [23] obtained a related result with a different value R.
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