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## Abstract

Essentially nonoscillatory (ENO) and weighted ENO (WENO) methods on equidistant Cartesian grids are widely employed to solve partial differential equations with discontinuous solutions. However, stable ENO/WENO methods on unstructured grids are less well studied. We propose high-order essentially nonoscillatory methods based on radial basis functions (RBFs) to solve hyperbolic conservation laws. We derive a smoothness indicator that guarantees the satisfaction of the sign property of the resulting interpolant on general one-dimensional grids. Based on this algorithm we introduce an entropy stable arbitrary high-order finite difference method (RBF-TeCNOp) and an entropy stable second order finite volume method (RBF-EFV2) for one-dimensional problems. Hence, we show that methods based on radial basis functions are as powerful as methods based on polynomial reconstruction. Next, we propose a high-order ENO method based on radial basis functions to solve hyperbolic conservation laws on general two-dimensional unstructured grids. The radial basis function reconstruction offers a flexible framework to deal with ill-conditioned cell arrangements. We define a smoothness indicator based the one-dimensional version and a stencil selection algorithm suitable for general meshes. Furthermore, we develop a stable method to evaluate the RBF reconstruction in the finite volume setting to circumvent the stagnation of the error and keep the condition number of the reconstruction bounded. To reduce the computational complexity, we develop the RBF-CWENO method. This method exhibits high-order convergence and robustness when solving challenging problems and is considerably faster. However, the resolution close to shocks and turbulent structures is lower than for the RBF-ENO method. Finally, we present a hybrid high-resolution RBF-ENO method which is based on the RBFENO method for unstructured patches and the standard WENO method on structured ones. Furthermore, we introduce a positivity preserving limiter for non-polynomial reconstruction methods that stabilizes the hybrid RBF-ENO method for problems with low density or pressure. We show its robustness on the scramjet inflow problem and a conical aerospike nozzle jet simulation.

Keywords: finite volume method, high-order methods, unstructured grids, radial basis functions, entropy stability, sign property, ENO reconstruction, hybrid methods, positivity preserving method, conical aerospike nozzle.

## Zusammenfassung

Essentially nonoscillatory (ENO) und weighted ENO Methoden (WENO) auf äquidistanten kartesischen Gittern sind weit verbreitet, um partielle Differentialgleichungen mit unstetigen Lösungen zu lösen. Stabile ENO/WENO-Methoden auf unstrukturierten Gittern sind jedoch unzureichend untersucht. Zur Lösung hyperbolischer Erhaltungssätze schlagen wir ENO Methoden höherer Ordnung beruhend auf radialer Basisfunktionen (RBF) vor. Wir entwickeln einen Indikator zusammen mit einem Algorithmus, welcher sicherstellt, dass die Interpolationsfunktion auf eindimensionalen Gittern die sog. Sign Property erfüllt. Beruhend auf diesem Algorithmus definieren wir eine Entropie-stabile Finite-Differenzen-Methode beliebig hoher Ordnung (RBF-TeCNOp) und eine Entropie-stabile Finite-Volumen-Methode zweiter Ordnung (RBF-EFV2) für eindimensionale Gleichungen. Damit zeigen wir, dass RBF Methoden vergleichbare Eigenschaften zu polynomiellen Methoden haben. Beruhend auf den eindimensionalen Ergebnissen, konstruieren wir eine RBF-ENO Methode hoher Ordnung, um hyperbolische Erhaltungssätze auf allgemeinen zweidimensionalen unstrukturierten Gittern zu lösen. Die Rekonstruktion mit RBFs bietet eine flexible Möglichkeit, mit schlecht konditionierten Stencils umzugehen. Zur Wahl des Interpolationsstencils verwenden wir einen Algorithmus, welcher für allgemeine Gitter geeignet ist, und einen verallgemeinerten Indikator um die Glattheit der Lösung zu messen. Darüber hinaus beschreiben wir eine stabile Methode zur Auswertung der Interpolation mit RBFs für die Finite-Volumen-Methode, welche das bekannte Problem, der Stagnation des Fehlers, überwindet und die Kondition der Interpolationsmatrix beschränkt hält. Um den Rechenaufwand zu verringern, entwickeln wir eine modifizierte CWENO Methode, welche die Konvergenz hoher Ordnung und die Robustheit gegenüber komplexen Problemen erfüllt. Eine Einschränkung dieser Methode ist die Auflösung in der Nähe von Schockwellen und Turbulenzen. Im Anschluss zeigen wir eine hybride hochauflösende RBF-ENO Methode, welche strukturierte und unstrukturierte Gitter vereint. Wir entwickeln auch eine positivitätserhaltende Modifizierung, welche die Stabilität des Lösers bei Problemen mit Dichte oder Druck nahe Null gewährleistet. Zum Schluss demonstrieren wir die praktische Relevanz und Robustheit unserer Methode anhand zweier Anwendungsbeispiele: zum einen simulieren wir einen Scramjeteinlauf, zum anderen eine radialsymmetrische Aerospike-Düse.

Schlüsselwörter: Finite-Volume-Methode, Methoden hoher Ordnung, Unstrukturierte Gitter, Radiale Basisfunktionen, Entropie-Stabil, Sign Property, ENO Rekonstruktion, Hybridmethoden, Positivitätserhaltende Methode, Aerospike-Düse.
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## Notation

## Abbreviations

| PDE | partial differential equation |
| :--- | :--- |
| RBF | radial basis function |
| ENO | essentially nonoscillatory method |
| WENO | weighted ENO method |
| CWENO | central WENO method |
| SSPRK | strong stability preserving Runge-Kutta method |

## Mathematical notation

$\nabla_{\mathbf{u}} \quad$ Jacobian in the variable $\mathbf{u}$
$f_{x}=\frac{\partial f}{\partial x} \quad$ partial derivative
$f_{x y}=\frac{\partial^{2} f}{\partial x \partial y} \quad$ second order partial derivative
$\langle\mathbf{f}, \mathbf{g}\rangle=\sum_{i=1}^{d} \mathbf{f}_{i} \mathbf{g}_{i} \quad$ scalar product for $\mathbf{f}, \mathbf{g} \in \mathbb{R}^{d}$
$C^{\infty}(\Omega, \hat{\Omega}) \quad$ infinitely many times differentiable functions from $\Omega$
to $\hat{\Omega}$
$C_{0}^{\infty}(\Omega, \hat{\Omega}) \quad$ infinitely many times differentiable functions from $\Omega$ to $\hat{\Omega}$ with compact support
$L^{p}(\Omega, \hat{\Omega}) \quad$ Lebesgue space with $p \in[1, \infty]$
$L_{\mathrm{loc}}^{1}(\Omega, \hat{\Omega}) \quad\left\{u: \Omega \rightarrow \hat{\Omega} \mid u \in L^{1}(U) \quad\right.$ for all $U \subset \Omega$ compact $\}$
$\Pi_{n}\left(\mathbb{R}^{d}\right) \quad$ multivariate polynomials from $\mathbb{R}^{d}$ to $\mathbb{R}$ of maximum degree $n \in \mathbb{N}$
$\llbracket f \rrbracket_{i+1 / 2}=f_{i+1}-f_{i} \quad$ jump in the discrete function $f$ at the interface $i+1 / 2$
$\langle s\rangle_{i+1 / 2}=\left(s_{i+1}-s_{i}\right)\left(x_{i+1 / 2}\right) \quad$ reconstructed jump at the interface $i+1 / 2$

## 1 Introduction

Conservation laws are employed in different fields of science and engineering to describe systems which conserve particular quantities, e.g., mass, momentum, and energy. Some important models describing such physical systems are the Maxwell's equations, Euler equations, magnetohydrodynamics (MHD) equations, and Einstein equations of gravitation. In the absence of source terms, a change of these quantities in a domain can be described by the flux through its boundary. The one-dimensional conservation law in differential form is given as a system of $N \in \mathbb{N}$ equations

$$
\begin{align*}
u_{t}+f(u)_{x} & =0, \quad(x, t) \in \mathbb{R} \times \mathbb{R}_{+},  \tag{1.1}\\
u(0) & =u_{0}
\end{align*}
$$

with the initial condition $u_{0}: \mathbb{R} \rightarrow \mathbb{R}$, the conserved variables $u: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}^{N}$ and the flux $f: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$. Conservation laws are often expressed as hyperbolic partial differential equations. In such systems, information propagates at a finite speed which implies that the changes in time are local and do not affect all points in space. A typical feature of hyperbolic conservation laws is the spontaneous appearance of discontinuities in the solutions, even when smooth initial data is prescribed [83]. As a consequence, we need a different notion of a solution, i.e., the concept of a weak solution. The function $u$ is called a weak solution of (1.1) if it satisfies

$$
\begin{equation*}
\int_{\mathbb{R} \times \mathbb{R}_{+}} u(x, t) \phi_{t}(x, t)+f(u(x, t)) \phi_{x}(x, t) \mathrm{d} t \mathrm{~d} x+\int_{\mathbb{R}} u_{0}(x) \phi(x, 0) \mathrm{d} x=0 \tag{1.2}
\end{equation*}
$$

for all compactly supported $\phi \in C^{\infty}\left(\mathbb{R} \times \mathbb{R}_{+}, \mathbb{R}^{N}\right)$. However, weak solutions of (1.1) are not unique [83]. Let $\eta: \mathbb{R} \rightarrow \mathbb{R}$ be a convex scalar function (entropy function) such that, denoting $Q=\nabla_{u} \eta \nabla_{u} f$, there exists a function $q: \mathbb{R} \rightarrow \mathbb{R}$ with $\nabla_{u} q=Q$. We call the function $q$ the entropy flux. The function $u: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}^{N}$ is called an entropy solution of (1.1) for the entropy pair $(\eta, q)$ if the inequality

$$
\begin{equation*}
\eta(u)_{t}+q(u)_{x} \leqslant 0, \tag{1.3}
\end{equation*}
$$

is satisfied in a weak sense. For scalar conservation laws, existence and uniqueness of the weak entropy solution in $\mathbb{R}^{d}$ was shown by Kružkov [74]. The existence and uniqueness of solutions to general multidimensional systems of equations is still an open problem.
Solving systems of hyperbolic conservation laws with high-order methods attracts substantial interest due to their numerous applications in engineering. In particular, in aerospace engineering the availability of fast solvers is of the utmost importance.

All numerical methods for solving hyperbolic conservation laws are based on a discrete representation of the domain. In particular, finite volume methods and Discontinuous Galerkin (DG) methods are based on control volumes, finite differences are based on structured grids of point values and generalized finite difference methods on general point clouds.
The finite volume method emerges naturally from the nature of the problem. Let us consider the one dimensional conservation law (1.1). The finite volume method is based on a discretization $\left\{x_{i}\right\}_{i \in \mathbb{N}} \subset \mathbb{R}$ with the control volumes $C_{i}=\left(x_{i-1 / 2}, x_{i+1 / 2}\right]$ with $x_{i+1 / 2}=\frac{x_{i}+x_{i+1}}{2}$. Integrating (1.1) over the cell $C_{i}$, dividing by its size $\left|C_{i}\right|$, and applying the divergence theorem, we obtain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} U_{i}(t)=-\frac{1}{\left|C_{i}\right|} \int_{\partial C_{i}} f(u) \cdot n(\mathbf{s}) \mathrm{d} \mathbf{s}=-\frac{1}{\left|C_{i}\right|}\left(f\left(u\left(x_{i+1 / 2}\right)\right)-f\left(u\left(x_{i-1 / 2}\right)\right)\right) \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{i}(t)=\int_{C_{i}} \frac{1}{\left|C_{i}\right|} u(x, t) \mathrm{d} x, \tag{1.5}
\end{equation*}
$$

denotes the cell average value. The idea of the finite volume method is to approximate the flux $f\left(u\left(x_{i+1 / 2}\right)\right)$ through the interface $x_{i+1 / 2}$ by a numerical flux

$$
\begin{equation*}
F_{i+1 / 2}=F\left(\ldots, U_{i}, U_{i+1}, \ldots\right), \tag{1.6}
\end{equation*}
$$

e.g., Lax-Wendroff, Roe, or Lax-Friedrichs flux [61]. Common first order numerical fluxes only depend on the cell values of the direct neighbors of the interface, e.g., $F_{i+1 / 2}=F\left(U_{i}, U_{i+1}\right)$. We recover the semi-discrete scheme

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} U_{i}(t)=-\frac{1}{\left|C_{i}\right|}\left(F_{i+1 / 2}-F_{i-1 / 2}\right) \tag{1.7}
\end{equation*}
$$

which can be fully discretized by applying an appropriate time discretization technique, e.g., a strong stability preserving Runge-Kutta method [49]. A viable strategy to prove convergence to the unique solution is based on entropy stability, whenever such a solution exists and is unique. Given an entropy pair $(\eta, q)$, we call a scheme entropy stable if it fulfills (1.3) at the discrete level. Some convergence results are based on
monotonicity, and total variation diminishing stability [19].

High-order accurate techniques are less diffusive or less dispersive methods with greater computational efficiency. In the case of the finite volume method, we need to combine the approximation of the surface integral of (1.4) by a high-order quadrature rule with a high-order approximation of the flux at the quadrature nodes. The resulting semi-discrete scheme can be integrated in time with a high-order Runge-Kutta method. We consider for each cell $C_{i}$ a stencil of cells $S_{i}$ of neighboring cells and construct a reconstruction $s_{i}: \mathbb{R} \rightarrow \mathbb{R}$ of the solution, that interpolates the solution in a mean value sense on the stencil $S_{i}$. To formalize the idea we introduce the averaging operator

$$
\begin{equation*}
\lambda_{C}(f)=\frac{1}{|C|} \int_{C} f(x) \mathrm{d} x, \tag{1.8}
\end{equation*}
$$

with a function $f: \mathbb{R} \rightarrow \mathbb{R}$ and a domain $C \subset \mathbb{R}$. The interpolation problem with average values can be written as

$$
\begin{equation*}
\lambda_{C} s_{i}=U_{C}, \quad \text { for all } C \in S_{i}, \tag{1.9}
\end{equation*}
$$

with the average value $U_{C}$ of the cell $C$. The high-order accurate reconstructions $s_{i}$ are used to compute the high-order numerical flux based on a first order flux $F(U, V)$ as

$$
\begin{equation*}
F_{i+1 / 2}=F\left(s_{i}\left(x_{i+1 / 2}\right), s_{i+1}\left(x_{i+1 / 2}\right)\right) . \tag{1.10}
\end{equation*}
$$

This interpolation procedure can introduce artificial oscillations which destabilize the scheme. Such spurious oscillations, that occur at discontinuities, are a well-known problem for high-order linear methods, referred to as the Gibbs phenomenon [77]. It can only be avoided by using nonlinear schemes. Based on the MUSCL approach, Harten et al. [57] proposed the essentially nonoscillatory (ENO) scheme. This method reduces the oscillations that occur due to the interpolation step by choosing the stencil with the least oscillatory behavior. Later, this concept was extended to multidimensional domains on general grids [56, 1]. Liu et al. [86] introduced the weighted ENO (WENO) method which allows to obtain even higher order of convergence with similar computational complexity by using convex combinations of solutions computed on different stencils of the ENO method. A further generalization is the Central WENO (CWENO) method which allows the use of stencils of different size [84]. In general, there exist multiple strategies to select the least oscillatory stencil. The method used in [57] is based on divided differences. Another well known indicator is the one introduced by Jiang and Shu [70]. The only known stability result for essentially nonoscillatory methods is based on the sign property [35]. The reconstruction satisfies the sign property if

## Chapter 1. Introduction



Figure 1.1-2D interpolation problem.
the reconstructed jump at each interface has the same sign as the average values

$$
\begin{equation*}
\operatorname{sgn}\left(s_{i+1}\left(x_{i+1 / 2}\right)-s_{i}\left(x_{i+1 / 2}\right)\right)=\operatorname{sgn}\left(U_{i+1}-U_{i}\right), \tag{1.11}
\end{equation*}
$$

for all $i \in \mathbb{N}$. With this, it is possible to construct entropy stable schemes for solving hyperbolic conservation laws. However, there exist just a few results on reconstructions that satisfy the sign property, e.g., the ENO reconstruction [36], the Minmod reconstruction [35], and a special WENO reconstruction [37].
Alternative methods to avoid stability problems and unphysical oscillations are based on adding artificial viscosity [123] or on the use of limiters [59]. A generalization of the finite volume method is the class of Discontinuous Galerkin finite element methods [18], for which it is necessary to use shock-capturing techniques to ensure nonoscillatory approximations [65].

While polynomial interpolation is well understood in one spatial dimension, it poses some challenges in higher dimensions. In the case of unstructured grids, we face the problem of (unique) solvability of the interpolation system. Let us consider the twodimensional interpolation problem on the points $P_{1}, \cdots, P_{6}$ which lie on a equilateral triangle, see Figure 1.1. Using the second degree polynomial

$$
\begin{equation*}
p(\mathbf{x})=a_{0}+a_{1} \mathbf{x}_{1}+a_{2} \mathbf{x}_{2}+a_{3} \mathbf{x}_{1} \mathbf{x}_{2}+a_{4} \mathbf{x}_{1}^{2}+a_{5} \mathbf{x}_{2}^{2} \tag{1.12}
\end{equation*}
$$

we obtain an singular system of equations. An alternative to the exact interpolation is the least-squares method on a larger number of points, e.g., the points $P_{1}, \ldots, P_{7}$ in Figure 1.1, which does not guarantee the interpolation property to be satisfied. To overcome this issue we employ radial basis functions (RBF) in the critical interpolation step.
The use of RBFs for scattered data interpolation is not new. Their mesh-free property and flexibility for high-dimensional data makes them advantageous as compared to polynomials. Starting with the seminal work of Hardy [53] RBFs have found application in different domains. Beginning with simple interpolation in multiple space dimensions, Kansa [71, 72] considered approximations of solutions of partial differential
equations with RBFs. This launched the development of further methods, e.g., collocation techniques, variational formulations and boundary element methods based on RBFs [15] and the RBF-FD method [32, 33]. Sonar and Iske [115, 67] introduced the idea to combine RBFs and finite volume schemes. There are several other approaches that combine RBFs with finite volume methods, e.g. a high-order WENO approach based on polyharmonics [2], an adaptive ADER method using polyharmonic WENO reconstructions [3], a high-order WENO approach based on multiquadratics [11].

There exists a spectrum of methods and all of them have their advantages and disadvantages. Combining different methods is not a new idea, with several hybrid approaches readily available in literature. A common idea is to solve different parts of the equation with different schemes, e.g., different methods for viscous and inviscid fluxes [118], or to change the methods depending on the local behavior of the solutions, e.g., for shock capturing [59, 5]. Another approach splits the domain into structured and unstructured parts and solves them with different methods [131, 132, 130, 112].

### 1.1 Main contributions of the thesis

The main contribution of this thesis is the development of essentially nonoscillatory methods to solve general conservation laws on general unstructured grids. In particular, we introduce a sign-preserving essentially nonoscillatory reconstruction method based on infinitely smooth RBFs. We prove the sign property for the second and third order pointwise reconstruction and we conjecture that it holds for higher order reconstructions and for the mean value based version. Thus, we construct the RBFTeCNOp method, an arbitrary high-order entropy stable finite difference scheme, and the RBF-EFV2 method, a second order entropy stable finite volume scheme, based on the RBF reconstruction for one-dimensional conservation laws with infinitely smooth RBFs. To ensure stability of the RBF interpolation we adopt the vector-valued rational approximation method [127]. These methods can be generalized to multidimensional problems on structured grids by using the principle of dimensional splitting.
To generalize the method for unstructured grids in multiple dimensions, we introduce the high-order RBF-ENO method. This method is based on the reconstruction algorithm and the smoothness indicator from the one-dimensional entropy stable method. Further, we develop a stable evaluation method of the RBF interpolation, which is based on the augmentation with polynomials, to avoid the computationally expensive vector-valued rational approximation method. This evaluation method exploits the fact that the interpolation for the high-order finite volume methods is based on small stencils of a fixed number of cells with bounded element sizes, in contrast to the general RBF interpolation problems. For one spatial dimension, we show the stability of the evaluation method. Numerical examples suggest its validity for two
dimensions. Despite this improved evaluation method, the stencil selection algorithm has still quadratic cost in the stencil size.
The RBF-CWENO method of third order reduces the computational burden of the RBF-ENO method by considering only symmetric stencils of different sizes. For the RBF-CWENO method we employ a smoothness indicator based on the work of Jiang and Shu [70], except for the stencil of size one, for which we adapt an idea developed for the multi-resolution WENO scheme [137].
Finally, we describe a hybrid high-resolution method with reduced computational cost. Our approach is based on a partition of the domain into structured and unstructured patches and on the combination of the standard WENO scheme on the former and of the RBF-ENO method on the latter. The connection between the patches is achieved with ghost cells. To enable the solution of problems with low density or pressure, we also describe a positivity preserving limiter for non-polynomial reconstructions. This combination allows us to solve a variety of non-standard challenging problems, such as the scramjet inflow problem with Mach numbers 3 and 10, and a conical aerospike nozzle simulation.

### 1.2 Overview of the thesis

In this thesis, we develop stable methods to solve hyperbolic conservation laws on general grids. We introduce essentially nonoscillatory methods based on an RBF reconstruction, develop a new smoothness indicator based on RBFs and propose a strategy to circumvent stability issues introduced by the RBF interpolation.
In Chapter 2, we describe the required theoretical background of hyperbolic conservation laws, finite volume/difference method, and radial basis functions.
In Chapter 3, we develop an arbitrary high-order entropy stable finite difference scheme and a second order entropy stable finite volume scheme based on the RBF reconstruction for one-dimensional conservation laws.
In Chapter 4, we introduce a high-order ENO method based on an RBF reconstruction for general grids. We develop a stable evaluation method of the interpolation problem build on polynomial augmented multiquadratic splines. This method is based on the smoothness indicator introduced in Chapter 3.
In Chapter 5, we extend the idea of the CWENO method using the RBF reconstruction. We start with the one-dimensional version and generalize it for two-dimensional problems on general grids.
In Chapter 6, we reduce the computational cost of the RBF-ENO method by developing a hybrid high-resolution RBF-ENO method. Furthermore, we develop a positivity preserving limiter for non-polynomial reconstructions that ensures the solvability for problems with density or pressure close to zero.
Chapter 7 summarizes the results and offers an outlook on future work.

## 2 Theoretical background

In this chapter, we present the theoretical concepts on which this thesis is based. We start by introducing hyperbolic conservation laws. Next, we describe finite volume and finite difference methods to solve partial differential equations. In the end, we discuss radial basis functions and their applications to interpolation problems.

### 2.1 Hyperbolic conservation laws

In this section, we introduce hyperbolic conservation laws, some concepts of its solution and some important results. Conservation laws in $d$ space dimensions can be described through systems of partial differential equations of the form

$$
\begin{array}{rlr}
\mathbf{u}_{t}+\sum_{i=1}^{d} f_{i}(\mathbf{u})_{\mathbf{x}_{i}} & =0, & \text { in } \mathbb{R}^{d} \times \mathbb{R}_{+},  \tag{2.1}\\
\mathbf{u}(0)=\mathbf{u}_{0}, & \operatorname{in~} \mathbb{R},
\end{array}
$$

with the initial conditions $\mathbf{u}_{0}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{N}$, the conserved variables $\mathbf{u}: \mathbb{R}^{d} \times \mathbb{R}_{+} \rightarrow \mathbb{R}^{N}$, e.g. mass, momentum, and energy, and the flux functions $f_{i}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$. These variables are conserved in the sense that for any test volume $\Omega \subset \mathbb{R}^{d}$ it holds

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} \mathbf{u}(\mathbf{x}, t) \mathrm{d} \mathbf{x}=-\int_{\partial \Omega} f(\mathbf{u}(\mathbf{s}, t)) \cdot \mathbf{n}(\mathbf{s}) \mathrm{d} \mathbf{s}, \tag{2.2}
\end{equation*}
$$

with the outwards pointing normal vector $\mathbf{n}(\mathbf{s})$ and $f=\left(f_{1}, \ldots, f_{d}\right)$. Thus, the change of the conserved variables over time in the test volume can be described by the flux through its boundary.
A conservation law is called strongly hyperbolic if the Jacobian $\nabla_{\mathbf{u}}(f(\mathbf{u}) \cdot \mathbf{n})$ has $N$ real eigenvalues $\lambda_{1}(\mathbf{u}) \leqslant \cdots \leqslant \lambda_{N}(\mathbf{u})$ with linearly independent eigenvectors $\mathbf{r}_{1}(\mathbf{u}), \ldots, \mathbf{r}_{N}(\mathbf{u}) \in \mathbb{R}^{N}$ in the each direction $\mathbf{n} \in \mathbb{R}^{d}$. Physically, this means that information is moving with finite speed. For example, a small perturbation in space does
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not immediately affect the whole solution, but spreads over time.

### 2.1.1 Examples

Let us take a look at some of the most common examples of hyperbolic conservation laws.

## Linear advection equation

The most basic equation is called the linear advection equation. It can be described by

$$
\begin{align*}
u_{t}+a u_{x} & =0, \\
u(x, 0) & =u_{0}(x), \quad \text { for }-\infty<x<\infty, \tag{2.3}
\end{align*}
$$

with the wave speed $a \in \mathbb{R}$ [83]. The solution $u: \mathbb{R} \times \mathbb{R}_{+} \rightarrow \mathbb{R}$ is a traveling wave with speed $a$. For a differentiable initial condition $u_{0}$ it is easy to verify that $u(x, t)=$ $u_{0}(x-a t)$ is its solution. So, the initial condition is propagating with speed $a>0$ to the right (or to the left for $a<0$ ).

## Burgers' equation

A famous nonlinear example is Burgers' equation. Here, we have a convex flux $f$ and therefore it belongs mathematically to the simple cases. Its equation is

$$
\begin{align*}
u_{t}+\frac{1}{2}\left(u^{2}\right)_{x} & =0,  \tag{2.4}\\
u(x, 0) & =u_{0}(x), \quad \text { for }-\infty<x<\infty
\end{align*}
$$

Provided $u$ is differentiable, (2.4) can be rewritten into the form

$$
\begin{equation*}
u_{t}+u u_{x}=0, \tag{2.5}
\end{equation*}
$$

which can be compared with the linear advection equation with an nonconstant velocity $u$ [83].

## Buckley-Leverett equation

The Buckley-Leverett equation is a simple model for a two-phase fluid flow in porous media. It finds some application in oil reservoir simulation to describe the ratio between two fluids. It is an example of a non-convex flux. In one space dimension it
can be expressed by (2.1) with

$$
\begin{equation*}
f(u)=\frac{u^{2}}{u^{2}+a(1-u)^{2}}, \tag{2.6}
\end{equation*}
$$

with $a \in \mathbb{R}$ that describes the ratio of the viscosities of the fluids [83].

## Shallow water equations

A well-known system of hyperbolic conservation laws are the shallow water equations. They describe some liquid flow under the assumptions that the horizontal length scales are much larger than the vertical ones. This thin layer fluid flow assumes some bottom topography and a free surface above. And the model can be derived from the Euler equations, which model general fluid motions. In one space dimension and without bottom topography, we get the nonlinear system of equations depending on the mass flow $m$ and the fluid height $h$

$$
\begin{equation*}
\binom{h}{m}_{t}+\binom{m}{\frac{1}{2} g h^{2}+m^{2} / h}_{x}=0 \tag{2.7}
\end{equation*}
$$

with the gravitational constant $g$ [83]. The first equation comes from the conservation of mass and the second equation describes the conservation of momentum.
The eigenvalues and eigenvectors of its Jacobian are

$$
\begin{equation*}
\lambda_{1,2}=\frac{m}{h} \pm \sqrt{g h}, \quad \mathbf{r}_{1,2}=\binom{1}{\frac{m}{h} \pm \sqrt{g h}} . \tag{2.8}
\end{equation*}
$$

## Euler equations

The Euler equations of gas dynamics are, when compared to the shallow water equations, a more complex system of equations. They consist of the continuity equation, the momentum equations, and the conservation of the total energy. In two space dimensions, they are described by

$$
f_{i}(\mathbf{u})=\left(\begin{array}{c}
m_{i}  \tag{2.9}\\
\frac{m_{i} m_{1}}{\rho}+p \delta_{i 1} \\
\frac{m_{i} m_{2}}{\rho}+p \delta_{i 2} \\
\frac{m_{i}}{\rho}(E+p)
\end{array}\right),
$$

with the delta function

$$
\delta_{i j}=\delta_{j}(i)= \begin{cases}1, & \text { if } i=j  \tag{2.10}\\ 0, & \text { otherwise }\end{cases}
$$

with $\mathbf{u}=\left(\rho, m_{1}, m_{2}, E\right)^{T}$ the density $\rho$, the mass flux $m_{1}$ and $m_{2}$ in $x$ - and $y$-direction, respectively, the total energy $E$, and the pressure $p=\mathcal{R} \rho T=(\gamma-1)\left(E-\frac{1}{2} \frac{m_{1}^{2}+m_{2}^{2}}{\rho}\right)$ assuming an ideal gas with the ratio of specific heat $\gamma[61]$. The eigenvalues of the Jacobian

$$
\begin{equation*}
A(\mathbf{u}, \mathbf{n})=\nabla_{\mathbf{u}} f_{1} n_{1}+\nabla_{\mathbf{u}} f_{2} n_{2} \tag{2.11}
\end{equation*}
$$

in direction $\mathbf{n}=\left(n_{1}, n_{2}\right)^{T}$ are

$$
\begin{equation*}
\lambda_{1}=u_{n}-c, \quad \lambda_{2}=\lambda_{3}=u_{n}, \quad \lambda_{4}=u_{n}+c, \tag{2.12}
\end{equation*}
$$

where $u_{n}=u_{1} n_{1}+u_{2} n_{2}$ and $c^{2}=\gamma p / \rho$ with its corresponding eigenvectors

$$
R(\mathbf{u}, \mathbf{n})=\left(\begin{array}{l}
\mathbf{r}_{1}  \tag{2.13}\\
\mathbf{r}_{2} \\
\mathbf{r}_{3} \\
\mathbf{r}_{4}
\end{array}\right)^{T}=\left(\begin{array}{cccc}
1 & 1 & 0 & 1 \\
u_{1}-c n_{1} & u_{1} & n_{2} & u_{1}+c n_{1} \\
u_{2}-c n_{2} & u_{2} & -n_{1} & u_{2}+c n_{2} \\
H-c u_{n} & \frac{1}{2}\left(u_{1}^{2}+u_{2}^{2}\right) & u_{1} n_{2}-u_{2} n_{1} & H+c u_{n}
\end{array}\right),
$$

where $H=(\gamma-1)^{-1} c^{2}+\frac{1}{2}\left(u_{1}^{2}+u_{2}^{2}\right)$ and the velocity $u_{i}=m_{i} / \rho$.

### 2.1.2 Discontinuous solutions

A characteristic property of hyperbolic conservation laws is the spontaneous occurrence of discontinuous solutions. Let us consider a scalar conservation law in one space dimension. We start with the linear advection equation (2.3) with its solution $u(x, t)=u_{0}(x-a t)$. Thus, the values $u(x, t)$ are constant along the line $x-a t=x_{0}$ (in phase space). These lines are called characteristics and they are the trajectories of the information flow. Further, they satisfy the following differential equation

$$
\begin{gather*}
x^{\prime}(t)=a,  \tag{2.14}\\
x(0)=x_{0} .
\end{gather*}
$$

For Burgers' equation (2.4) the trajectories satisfy the ordinary differential equation

$$
\begin{align*}
x^{\prime}(t) & =u(x(t), t),  \tag{2.15}\\
x(0) & =x_{0} .
\end{align*}
$$

To verify that $u$ is constant along them, we simply calculate

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} u(x(t), t)=0 . \tag{2.16}
\end{equation*}
$$



Figure 2.1 - Characteristics for Burgers' equation.

We have $x^{\prime}(t)=u_{0}\left(x_{0}\right)$ which means the characteristics are straight lines of the form

$$
\begin{equation*}
x(t)=x_{0}+u_{0}\left(x_{0}\right) t . \tag{2.17}
\end{equation*}
$$

Let us now consider the initial conditions

$$
u_{0}(x)= \begin{cases}1 & \text { if } x<0  \tag{2.18}\\ h(x) & 0 \leqslant x \leqslant 1 \\ 0 & \text { if } x>1\end{cases}
$$

with $h$ such that $u_{0}$ is smooth. By considering the characteristics for these initial conditions we observe straight lines starting from the left side of zero with slope one, vertical lines on the right side of one and in between we have some different shapes (Figure 2.1). Since the values on the characteristics are constant, we end up with a discontinuous solution at time $t=1$ when the characteristics intersect. The same behavior can be observed for more complicated nonlinear systems of equations.

### 2.1.3 Weak formulation

As discussed above, the solution to hyperbolic conservation laws can be discontinuous. Thus, they do not satisfy the smoothness requirements to make sense of (2.1) on strong form. To allow the existence of discontinuous solutions, we rewrite the equations in weak form, and interpret its solution in the weak (distributional) sense. Therefore, we
take the inner product of each term of (2.1) with a smooth and compactly supported test function $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{d} \times \mathbb{R}_{+}, \mathbb{R}^{N}\right)$, integrate it over the whole space and time domain and apply integration by parts in time or space. This yields

$$
\begin{equation*}
\int_{\mathbb{R}^{d} \times \mathbb{R}_{+}}\left\langle\mathbf{u}, \phi_{t}\right\rangle+\sum_{i=1}^{d}\left\langle f_{i}(\mathbf{u}), \phi_{\mathbf{x}_{i}}\right\rangle \mathrm{d} t \mathrm{~d} \mathbf{x}+\int_{\mathbb{R}^{d}}\left\langle\mathbf{u}_{0}(\mathbf{x}), \phi(\mathbf{x}, 0)\right\rangle \mathrm{d} \mathbf{x}=0, \tag{2.19}
\end{equation*}
$$

and is called the weak formulation of (2.1).
Definition 2.1. A function $\mathbf{u} \in L_{\text {loc }}^{1}\left(\mathbb{R}^{d} \times \mathbb{R}_{+}, \mathbb{R}^{N}\right)$ is called a weak solution of (2.1) if (2.19) holds for all $\phi \in C_{0}^{\infty}\left(\mathbb{R}^{d} \times \mathbb{R}_{+}, \mathbb{R}^{N}\right)$.

After introducing the weak formulation and keeping in mind that solutions can become discontinuous, we consider a special kind of initial conditions

$$
\mathbf{u}_{0}(x)=\left\{\begin{array}{ll}
\mathbf{u}_{l}, & \text { for } x<0  \tag{2.20}\\
\mathbf{u}_{r}, & \text { for } x>0
\end{array} .\right.
$$

Problems with these initial conditions are known as Riemann problems. They help to understand the behavior of discontinuities.

Example 2.1. Let us consider the Riemann problem based on Burgers' equation (2.4) with $u_{l}<u_{r}$. In this case, there exist infinitely many weak solutions [83]. One of them is the rarefaction wave

$$
u(x, t)= \begin{cases}u_{l}, & \text { for } x<u_{l} t  \tag{2.21}\\ x / t, & \text { for } u_{l} t \leqslant x \leqslant u_{r} t \\ u_{r}, & \text { for } x>u_{r} t\end{cases}
$$

A second solution is the shock wave

$$
u(x, t)=\left\{\begin{array}{ll}
u_{l}, & \text { for } x<s t  \tag{2.22}\\
u_{r}, & \text { for } x>s t
\end{array},\right.
$$

with the shock speed $s=\left(u_{l}+u_{r}\right) / 2$. Thus, weak solutions are not unique and the problem is not well-posed.

To determine the shock speed $s$ we can apply the Rankine-Hugoniot jump condition

$$
\begin{equation*}
\sum_{i=1}^{d} n_{i} \llbracket f_{i}(\mathbf{u}) \rrbracket=s \llbracket \mathbf{u} \rrbracket, \tag{2.23}
\end{equation*}
$$

with $\llbracket \mathbf{u} \rrbracket=\mathbf{u}^{+}(\mathbf{x}, t)-\mathbf{u}^{-}(\mathbf{x}, t), \mathbf{u}^{ \pm}(\mathbf{x}, t)=\lim _{h \rightarrow 0} \mathbf{u}(\mathbf{x} \pm \mathbf{n} h, t)$ and $\mathbf{n}=\left(n_{1}, \ldots, n_{d}\right)$.

### 2.1.4 Vanishing viscosity and entropy solution

Based on the knowledge that weak solutions are not unique, we need to introduce a concept that ensures uniqueness for scalar conservation laws. The goal is to pick the physical relevant solution which can be defined by the vanishing viscosity approach. Let us assume a conservation law (2.1) in one space dimension. The vanishing viscosity solution is the unique limit for $\varepsilon \rightarrow 0$ of the equations

$$
\begin{align*}
\mathbf{u}_{t}+f(\mathbf{u})_{x} & =\varepsilon \mathbf{u}_{x x},  \tag{2.24}\\
\mathbf{u}(x, 0) & =\mathbf{u}_{0}(x), \quad \text { for }-\infty<x<\infty
\end{align*}
$$

The existence of the viscosity solution and its convergence to a weak solution of (2.19) for $\varepsilon \rightarrow 0$ is ensured by Oleinik [98] and Kruzkov [74] for initial data of small total variation.
However, this definition is not practical when working with numerical schemes. An other approach uses the concept of entropy functions. In physics, we have the entropy which is a physical quantity that is constant along particle paths and that jumps to higher values across discontinuities. The definition of the mathematical entropy has the opposite sign from the physical entropy such that the total entropy decreases over time. Let $\eta$ be a convex scalar function such that there exists $q_{i}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ for $i=1, \ldots, d$ with $\nabla_{\mathbf{u}} q_{i}(\mathbf{u})=\nabla_{\mathbf{u}} \eta(\mathbf{u}) \nabla_{\mathbf{u}} f_{i}(\mathbf{u})$. After multiplying $\nabla_{\mathbf{u}} \eta(\mathbf{u})$ to (2.1) we can rewrite it as

$$
\begin{equation*}
\eta(\mathbf{u})_{t}+\sum_{i=1}^{s} q_{i}(\mathbf{u})_{\mathbf{x}_{i}}=0 \tag{2.25}
\end{equation*}
$$

for smooth solutions $\mathbf{u}$. We call $(\eta, q)$ the entropy pair with the entropy function $\eta$ and its entropy flux $q=\left(q_{1}, \ldots, q_{d}\right)$.

Definition 2.2 (Entropy Solution). The function $\mathbf{u}: \mathbb{R}^{d} \times \mathbb{R}_{+} \rightarrow \mathbb{R}^{N}$ is called an entropy solution of (2.1), for the convex entropy function $\eta$ and its corresponding entropy fluxe $\left(q_{1}, \ldots, q_{d}\right)$, if the inequality

$$
\begin{equation*}
\eta(\mathbf{u})_{t}+\sum_{i=1}^{d} q_{i}(\mathbf{u})_{\mathbf{x}_{i}} \leqslant 0, \tag{2.26}
\end{equation*}
$$

is satisfied in the weak sense.

In the case of scalar conservation laws, existence and uniqueness of weak entropy solutions in $\mathbb{R}^{d}$ was shown by Kruzkov [74]. Note that the vanishing viscosity solution satisfies the entropy inequality (2.26).
Furthermore, we can use the entropy variable $\mathbf{v}:=\mathbf{v}(\mathbf{u})=\left(\nabla_{\mathbf{u}} \eta(\mathbf{u})\right)^{T}$ to symmetrize (2.1) in the sense that $\nabla_{\mathbf{v}} \mathbf{u}(\mathbf{v})$ is symmetric positive definite and $\nabla_{\mathbf{v}} f_{i}(\mathbf{u}(\mathbf{v}))$ is symmetric. The function $\mathbf{v}(\mathbf{u})$ defines a change of variables that is invertible in the
case of a strongly convex $\eta$. This can be seen by introducing the entropy potential $\psi_{i}(\mathbf{v})=\mathbf{v}^{T} \cdot f_{i}(\mathbf{u}(\mathbf{v}))-q_{i}(\mathbf{u}(\mathbf{v}))$ and inserting $\nabla_{\mathbf{v}} f_{i}(\mathbf{u}(\mathbf{v}))=\psi_{i}^{\prime \prime}(\mathbf{v})$, the Hessian of $\psi_{i}$.

## Examples

Let us take a look at some example equations and their entropy functions.

- For the linear advection equation (2.3), we can choose the entropy function to be $\eta(u)=\frac{u^{2}}{2}$ and $q(u)=a \frac{u^{2}}{2}$. This gives us the following entropy variables and potential

$$
\begin{equation*}
v(u)=u, \quad \psi(u)=a \frac{u^{2}}{2} . \tag{2.27}
\end{equation*}
$$

- For the Burgers' equation (2.4), the entropy function $\eta(u)=\frac{u^{2}}{2}$ with the entropy flux $q(u)=\frac{u^{3}}{3}$ is a valid choice for the entropy pair. This results in

$$
\begin{equation*}
v(u)=u, \quad \psi(u)=\frac{u^{3}}{6} . \tag{2.28}
\end{equation*}
$$

- In the case of the Shallow water equations, we choose

$$
\begin{equation*}
\eta=\frac{1}{2}\left(\frac{m^{2}}{h}+g h^{2}\right), \quad q=\frac{m^{3}}{h^{2}}+g m h \tag{2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}=\binom{g h-\frac{m^{2}}{2 h^{2}}}{\frac{m}{h}}, \quad \psi=\frac{1}{2} g m h . \tag{2.30}
\end{equation*}
$$

More details can be found in [102].

- For the two-dimensional Euler equations (2.9), we have to be aware, that the thermodynamical entropy $s=\log (p)-\gamma \log (\rho)$ is different from the entropy function and entropy flux. An entropy pair is proposed in [54]

$$
\begin{equation*}
\eta=\frac{-\rho s}{\gamma-1}, \quad q_{i}=\frac{-m_{i} s}{\gamma-1}, \quad i=1,2 \tag{2.31}
\end{equation*}
$$

with

$$
\mathbf{v}=\left(\begin{array}{c}
\frac{\gamma-s}{\gamma-1}-\beta \frac{m_{1}^{2}+m_{2}^{2}}{\rho^{2}}  \tag{2.32}\\
2 \beta \frac{m_{1}}{\rho} \\
2 \beta \frac{m_{2}}{\rho} \\
-2 \beta
\end{array}\right), \quad \psi_{i}=m_{i}, \quad \beta=\frac{\rho}{2 p} .
$$



Figure 2.2 - Triangulation for the finite volume method.

### 2.2 Finite volume method

In this section, we introduce the basic concept of the finite volume method to construct approximate solutions to (2.1). The goal of numerical methods is the approximation of the physical correct solution. However, for hyperbolic conservation laws convergence results are mainly available for scalar and one-dimensional systems.

### 2.2.1 First-order finite volume method for scalar equations

In general, we assume a grid of the domain $\Omega \subset \mathbb{R}^{d}$, consisting of cells $C_{i}$ with $i \in \mathbb{N}$, as shown in Fig. 2.2 for the two-dimensional case. The finite volume method is based on the integral form (2.2) with $\Omega=C_{i}$ and the cell averages $U_{i}=\frac{1}{\left|C_{i}\right|} \int_{C_{i}} u(\mathbf{x}) \mathrm{d} \mathbf{x}$.

## The one-dimensional case

The one-dimensional grid $\left\{x_{i}\right\}_{i \in \mathbb{Z}}$ is composed of cells $C_{i}=\left[x_{i-1 / 2}, x_{i+1 / 2}\right]$ of size $\Delta x$. We can evaluate the right hand side directly at its left and right cell interfaces to obtain (1.4). After approximating $f\left(u\left(x_{i+1 / 2}\right)\right)$ in terms of the cell averages $U_{i}$ and $U_{i+1}$ with a flux function

$$
\begin{equation*}
F_{i+1 / 2}:=F\left(U_{i}, U_{i+1}\right) \approx f\left(u\left(x_{i+1 / 2}\right)\right), \tag{2.33}
\end{equation*}
$$

we recover the semi-discrete scheme (1.7). Note that, we have to use some quadrature rule for approximating the boundary integral in higher space dimensions. Some possible choices for flux functions are

- local Lax-Friedrichs flux $F(U, V)=\frac{f(U)+f(V)}{2}-\frac{\alpha}{2}(V-U)$,

$$
\text { with } \alpha=\max _{U<W<V}\left|f^{\prime}(W)\right| \text {. }
$$

- global Lax-Friedrichs flux $F(U, V)=\frac{f(U)+f(V)}{2}-\frac{\alpha}{2}(V-U)$, with $\alpha=\max _{W}\left|f^{\prime}(W)\right|$,
- Roe-flux

$$
F(U, V)=\left\{\begin{array}{ll}
f(U) & \text { if } \frac{f(V)-f(U)}{V-U} \geqslant 0  \tag{2.34}\\
f(V) & \text { otherwise }
\end{array} .\right.
$$

In the end, we can apply an arbitrary time discretization technique to recover a fully discrete scheme from (1.7), e.g., the Euler method, a strong stability preserving RungeKutta method [49]. Using the explicit Euler method we receive the well-known fully discrete scheme in conservative form

$$
\begin{equation*}
U_{i}^{n+1}=U_{i}^{n}-\frac{\Delta t}{\left|C_{i}\right|}\left[F_{i+1 / 2}^{n}-F_{i-1 / 2}^{n}\right] \tag{2.35}
\end{equation*}
$$

where $U_{i}^{n} \approx U_{i}\left(t^{n}\right), \Delta t=t^{n+1}-t^{n}$ and $F_{i+1 / 2}^{n}=F\left(U_{i}^{n}, U_{i+1}^{n}\right)$. The discrete equation (2.35) is called conservative form since the step function

$$
\begin{equation*}
\tilde{u}(x, t)=U_{i}^{n}, \quad \text { for } x \in\left(x_{i-1 / 2}, x_{i+1 / 2}\right], t \in\left(t^{n-1}, t^{n}\right], \tag{2.36}
\end{equation*}
$$

is conserved over time, e.g., $\int_{\mathbb{R}} \tilde{u}(x, t) \mathrm{d} x=\int_{\mathbb{R}} u_{0}(x) \mathrm{d} x$. Futher, the numerical scheme (2.35) is called consistent with the original conservation law if the flux function fulfills

$$
\begin{equation*}
F(U, U)=f(U) \tag{2.37}
\end{equation*}
$$

for every $U \in \mathbb{R}$. The Roe and the Lax-Friedrichs flux are consistent.
Lax and Wendroff [79] showed that a convergent, conservative, and consistent method converges to a weak solution. However, this does not ensure convergence to the physically correct weak solution.
Let $(\eta, q)$ be an entropy pair. To ensure convergence to its weak entropy solution it is enough to validate the cellwise discrete entropy condition

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \eta\left(U_{i}\right) \leqslant-\frac{1}{\left|C_{i}\right|}\left[Q\left(U_{i}, U_{i+1}\right)-Q\left(U_{i-1}, U_{i}\right)\right]=-\frac{1}{\left|C_{i}\right|}\left[Q_{i+1 / 2}-Q_{i-1 / 2}\right], \tag{2.38}
\end{equation*}
$$

with some numerical entropy flux $Q$ that is consistent with $q$. Methods that satisfy the discrete entropy condition are called entropy stable [58, 81]. Under the assumption of convergence, this concept ensures convergence to the weak entropy solution.
Note that to demonstrate convergence we need some stronger stability properties. Convergent subsequences can be found in sequences of compact sets, e.g., sets of
bounded total variation

$$
\begin{equation*}
T V(v)=\limsup _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int_{-\infty}^{\infty}|v(x+\epsilon)-v(x)| \mathrm{d} x . \tag{2.39}
\end{equation*}
$$

and with bounded support. The total variation of weak solutions to scalar problems is nonincreasing over time [47]. Numerical methods with this property are called total variation dimishing (TVD).
Similar methods are called monotinicity preserving schemes and monotone schemes [83]. Solutions of monotonicity preserving schemes are monotone if their initial data is monotone. Thus, they control oscillations close to discontinuities.
Monotone methods ensure that for two initial conditions

$$
\begin{equation*}
u_{i}^{0} \leqslant v_{i}^{0}, \quad \text { for all } i \in \mathbb{N}, \tag{2.40}
\end{equation*}
$$

we get

$$
\begin{equation*}
u_{i}^{n} \leqslant v_{i}^{n}, \quad \text { for all } i \in \mathbb{N}, \tag{2.41}
\end{equation*}
$$

for all $n \in \mathbb{N}$. Theorem 2.1 expresses the connection between these different concepts of stability.

Theorem 2.1 (Connection: monotone, TVD and monotonicity preserving schemes, [61]). Monotone schemes are TVD and TVD schemes are monotonicity preserving. Furthermore, linear monotonicity preserving schemes are monotone.

In addition, it holds
Theorem 2.2 (Monotone schemes [83]). Numerical solutions of consistent monotone methods with fixed ratio $\Delta t / \Delta x$ converge to the weak entropy solution as $\Delta t \rightarrow 0$. However, linear monotone schemes are at most first order accurate.

These results show us that the concept introduced above works, but we are restricted to first order accurate methods for linear schemes. For higher-order methods, we need weaker conditions to ensure convergence to its entropy solution.

## Finite volume method in multiple dimensions

Let us consider the two dimensional case as an example. The generalization from two dimensions to higher ones is direct. We assume a triangular grid of the domain $\Omega \subset \mathbb{R}^{2}$, consisting of triangular cells $C_{i}=\left\{\mathbf{x}_{j}, \mathbf{x}_{k}, \mathbf{x}_{l}\right\}$ as illustrated in Fig. 2.2. Similar to the one-dimensional case, we integrate (2.1) over the cell, divide it by the cell size $\left|C_{i}\right|$ and
apply the divergence theorem to recover the semi-discrete scheme

$$
\begin{equation*}
\frac{\mathrm{d} U_{i}}{\mathrm{~d} t}+\frac{1}{\left|C_{i}\right|} \sum_{l_{e}=1}^{3} F_{i l_{e}}=0 \tag{2.42}
\end{equation*}
$$

with the numerical flux $F_{i l_{e}}=F_{i l_{e}}\left(U_{i}, U_{i l_{e}}, \mathbf{n}_{i l_{e}}\right)$ and the accuracy condition

$$
\begin{equation*}
\int_{S_{i l_{e}}} f(u) \cdot \mathbf{n}_{i l_{e}} \mathrm{ds}(\mathbf{x})=F_{i l_{e}}+\mathcal{O}\left(\Delta x^{p}\right) \tag{2.43}
\end{equation*}
$$

where $f=\left(f_{1}, f_{2}\right), S_{i l_{e}}=\partial C_{i} \cap \partial C_{i l_{e}}, U_{i l_{e}}$ is the cell average of $C_{i l_{e}}$ and $\mathbf{n}_{i l_{e}}$ is the outward pointing normal vector.
The numerical flux $F_{i l_{e}}$ can be expressed by using an (approximate) Riemann solver. A common choice is the Rusanov flux

$$
\begin{equation*}
F_{i l_{e}}^{R}\left(U, V, \mathbf{n}_{i l_{e}}\right)=\frac{\left|S_{i l_{e}}\right|}{2}(f(U)+f(V)) \cdot \mathbf{n}_{i l_{e}}-\frac{\alpha_{i l_{e}}(U, V)\left|S_{i l_{e}}\right|}{2}(V-U), \tag{2.44}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{i l_{e}}(U, V)=\max \left\{\lambda_{\max }\left(\nabla_{\mathbf{u}} f(U) \cdot \mathbf{n}_{i l_{e}}\right), \lambda_{\max }\left(\nabla_{\mathbf{u}} f(V) \cdot \mathbf{n}_{i l_{e}}\right)\right\} . \tag{2.45}
\end{equation*}
$$

Here, $\lambda_{\max }(A)$ is the biggest eigenvalue of $A$ and $\mathbf{n}_{i l_{e}}$ the normal vector to the interface $S_{i l_{e}}$.

### 2.2.2 High-order finite volume method for scalar equations

First order methods give us access to fast and stable schemes for solving hyperbolic conservation laws, but they have drawbacks. Main problems are the large diffusion of monotone schemes and the resulting poor resolution of discontinuities. A further goal of high-order methods is to compute more accurate solutions with similar computational cost. High-order accurate finite volume methods are based on the same derivation as the first order scheme, but we approximate the boundary integral in (2.43) by a quadrature rule of high order and replace the flux at each quadrature point with a high-order numerical flux with $p>1$. Inserting this into the semi-discrete scheme (2.42), we obtain

$$
\frac{\mathrm{d} U_{i}}{\mathrm{~d} t}=-\frac{1}{\left|C_{i}\right|} \sum_{l_{e}=1}^{3} F_{i l_{e}}=-\frac{1}{\left|C_{i}\right|} \sum_{l_{e}=1}^{3} \int_{S_{i l_{e}}} f(u) \cdot \mathbf{n}_{i l_{e}} \mathrm{~d} \mathbf{s}(\mathbf{x})+\mathcal{O}\left(\Delta x^{p}\right) .
$$

Using the diverence theorem we have

$$
\begin{align*}
\frac{\mathrm{d} U_{i}}{\mathrm{~d} t} & =-\frac{1}{\left|C_{i}\right|} \int_{\partial C_{i}} f(u) \cdot \mathbf{n}_{i l_{e}} \mathrm{~d} \mathbf{s}(\mathbf{x})+\mathcal{O}\left(\Delta x^{p}\right) \\
& =-\frac{1}{\left|C_{i}\right|} \int_{C_{i}} f_{1}(u)_{\mathbf{x}_{1}}+f_{2}(u)_{\mathbf{x}_{2}} \mathrm{~d} \mathbf{x}+\mathcal{O}\left(\Delta x^{p}\right) \tag{2.46}
\end{align*}
$$

which ensures a local truncation error of order $p$. In the end, we can apply an arbitrary time discretization technique to recover a fully discrete scheme, e.g., an SSPRK method [49].
One way to generate a high-order approximation of the flux is the MUSCL approach [121]. We consider again a grid consisting of cells $C_{i}, i \in \mathbb{N}$ as in Figure 2.2. We define for each cell $C_{i}$ a stencil $S_{i}$ of neighbors and create a function $s_{i}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ which is a reconstruction of the solution, that interpolates the solution in a mean value sense on the stencil. The interpolation problem with average values is formalized in (1.9). A high-order boundary integral approximation of (2.43) and the high-order accurate reconstruction $s_{i}$ of the local solution are used to evaluate the first order flux $F\left(U, V, \mathbf{n}_{i l_{e}}\right)$ on the quadrature points. This high-order flux can be written as

$$
\begin{equation*}
F_{i l_{e}}=\sum_{k=1}^{n_{Q}} \omega_{k} F_{i l_{e}}^{R}\left(s_{i}\left(\mathbf{x}_{k}\right), s_{i l_{e}}\left(\mathbf{x}_{k}\right), \mathbf{n}_{i l_{e}}\right) \tag{2.47}
\end{equation*}
$$

with the quadrature weights $\omega_{k}$, the quadrature points $\mathbf{x}_{k}$ for $k=1, \ldots, n_{Q}$ with $n_{Q} \in \mathbb{N}$ the number of quadrature points and the high-order accurate reconstruction $s_{i}$ of the solution in cell $C_{i}$. The high-order reconstruction $s_{i}$ is based on a stencil of cells which includes $C_{i}$.
A main problem with high-order accurate methods is the appearance of oscillations close to discontinuities. Figure 2.3 shows some classical behaviour of high-order methods at discontinuities illustrated by spurious oscillations of the second order Lax-Wendroff method

$$
\begin{equation*}
f(u, v)=\frac{f(u)+f(v)}{2}-\frac{\Delta t}{2 \Delta x} f^{\prime}\left(\frac{u+v}{2}\right)(f(v)-f(u)), \tag{2.48}
\end{equation*}
$$

for the linear advection equation with a discontinuous initial condition.

## Essentially nonoscillatory method

Harten et al. [57] proposed the essentially nonoscillatory method (ENO) to control spurious oscillations at discontinuities. Its principle is based on the evaluation of multiple stencils for each cell $C_{i}$, in which we reconstruct the solution for each component, see Figure 2.4. Finally, one chooses the least oscillatory reconstruction to define $s_{i}$.
For the one-dimensional polynomial reconstruction we assume a grid comprising the cells $C_{i}=\left(x_{i-1 / 2}, x_{i+1 / 2}\right]$ for $i \in \mathbb{N}$ with its averages $U_{i}$. The goal is to find
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Figure 2.3 - Artificial Oscillations of the discontinuous solution for the linear advection equation with $a=1$ at time $t=0.1$ with $u_{0}(x)=-\operatorname{sgn}(x-0.5)$ and $N=256$ cells.


Figure 2.4 - Different stencils and its reconstruction with $n=3$.
a function of order $n-1$ on a stencil of size $n \in \mathbb{N}$ such that $\lambda_{C_{j}} s_{i}=U_{j}$ for all $j=i+r_{n-1}, \ldots, i+r_{n-1}+n-1,1-n \leqslant r_{n-1} \leqslant 0$. In the case of a polynomial reconstruction $s_{i} \in \Pi_{n-1}(\mathbb{R})$, with the polynomial space $\Pi_{n}(\mathbb{R})$ of maximum degree $n$, the problem can be rewritten into a pointwise interpolation. Therefore, we define the interpolation values

$$
\begin{equation*}
V_{i+1 / 2}=V_{i-1 / 2}+U_{i}\left|C_{i}\right| \tag{2.49}
\end{equation*}
$$

with $V_{-1 / 2}=C \in \mathbb{R}$ that can be interpreted as the step-wise primitive of our interpolation function. Let $S \in \Pi_{n}(\mathbb{R})$ be the interpolation polynomial such that

$$
\begin{equation*}
S\left(x_{i+1 / 2}\right)=V_{i+1 / 2}, \tag{2.50}
\end{equation*}
$$

for all $i=-1, \ldots, n-1$. Thus, the polynomial $s \in \Pi_{n-1}(\mathbb{R})$ defined by

$$
\begin{equation*}
s(x)=S^{\prime}(x), \tag{2.51}
\end{equation*}
$$

which fulfills condition (1.9).

```
Algorithm 2.1 Recursive Algorithm [57]
    Let the interpolation points \(x_{i-n+1 / 2}, \ldots, x_{i+n-1 / 2}\) and its values
    \(V_{i-n+1 / 2}, \ldots, V_{i+n-1 / 2}\) be given.
    Start by initializing \(r_{0}=-1 / 2\).
    for \(j=1, \ldots, n-1\) do
        if \(\left|S\left[x_{i+r_{j-1}-1}, \ldots, x_{i+r_{j-1}+j}\right]\right|<\left|S\left[x_{i+r_{j-1}}, \ldots, x_{i+r_{j-1}+j+1}\right]\right|\) then
            Set \(r_{j}=r_{j-1}-1\)
        else
            Set \(r_{j}=r_{j-1}\)
        end if
    end for
    Define the stencil \(S_{i}=\left\{C_{i+r_{n-1}}, \ldots, C_{i+r_{n-1}+n-1}\right\}\) and \(s_{j}(x)=S^{\prime}(x)\).
```

To choose the least oscillatory stencil there exist different possibilities. The stencil choice of the original method is given by Algorithm 2.1, and is based on the divided differences

$$
\begin{equation*}
S\left[x_{i}\right]=V_{i}, \quad S\left[x_{i}, \ldots, x_{i+j}\right]=\frac{S\left[x_{i+1}, \ldots, x_{i+j}\right]-S\left[x_{i}, \ldots, x_{i+j-1}\right]}{x_{i+j}-x_{i}} \tag{2.52}
\end{equation*}
$$

for polynomials. Note that the ENO method of order $p$ is based on the reconstruction with stencils of size $n=p$. Harten [55] showed that for $w \in C^{\infty}(\mathbb{R})$ all the $k$-th divided differences are continuously depending on the $k$-th derivative. And if $w$ has a jump discontinuity in the $k$-th derivative then it blows up with $\mathcal{O}\left(\Delta x^{-p+k}\right)$ with $k \leqslant p$. Multiple different methods have been proposed to measure the smoothness of polynomials, e.g., [86, 1, 70, 66]. All these reconstruction methods give reasonable results. One concept to show entropy-stability is based on a structural property which is called the sign property (1.11). The polynomial reconstruction based on Algorithm 2.1 fulfills the sign property, as shown in [36]. Furthermore, the minmod limiter is sign-stable [35].

## Weighted essentially nonoscillatory method

The ENO method considers $2 n-1$ cells to receive a reconstruction of degree $n-1 \in \mathbb{N}$ on a stencil of size $n$ and a finite volume method of order $p=n$. However, by using all $2 n-1$ cells the maximum degree we can hope for in the smooth case is $2 n-2$ such that we end up with a finite volume method of order $p=2 n-1$. Liu et al. [86] introduced the weighted ENO method based on the idea of using a convex combination of the solutions $s_{i}^{j}$ of each stencil $S_{i}^{j}=\left\{C_{i-j}, \ldots, C_{i-j+n-1}\right\}$ for each $j=0, \ldots, n-1$ to create a stable finite volume method of order $p=2 n-1$.

Given $s_{i}^{j}: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\lambda_{C} s_{i}^{j}=U_{C}, \quad \text { for all } C \in S_{i}^{j}, \text { for each } j=0, \ldots, n-1, \tag{2.53}
\end{equation*}
$$

we define the reconstruction

$$
\begin{equation*}
s_{i}(x)=\sum_{j=0}^{n-1} \omega_{i}^{j} s_{i}^{j}(x), \tag{2.54}
\end{equation*}
$$

such that $\omega_{i}^{j}=d_{i}^{j}+\mathcal{O}\left(\Delta x^{n-1}\right)$ in smooth regions with the coefficients $d_{i}^{j} \in \mathbb{R}$ fulfilling

$$
\begin{equation*}
s_{i \pm 1 / 2}=\sum_{j=0}^{n-1} d_{i}^{j} s_{i}^{j}\left(x_{i \pm 1 / 2}\right)=u\left(x_{i \pm 1 / 2}\right)+\mathcal{O}\left(\Delta x^{2 n-1}\right) . \tag{2.55}
\end{equation*}
$$

The convexity property $\sum_{j=0}^{n-1} \omega_{i}^{j}=1$ with $\omega_{i}^{j} \geqslant 0$ is needed to maintain consistency and stability. One of the most common choices for the nonlinear coefficients $\omega_{i}^{j}$ was proposed by Jiang and Shu [70]

$$
\begin{equation*}
\omega_{i}^{j}=\frac{\alpha_{i}^{j}}{\sum_{i_{0}=0}^{n} \alpha_{i}^{i_{i}}}, \quad \alpha_{i}^{j}=\frac{d_{i}^{j}}{\left(\operatorname{IS}_{C_{i}}\left[s_{i}^{j}\right]+\bar{\varepsilon}\right)^{t}}, \tag{2.56}
\end{equation*}
$$

where $\bar{\varepsilon} \ll 1$ and the smoothness indicator $\mathrm{IS}_{C}: C^{\infty}(\mathbb{R}) \rightarrow \mathbb{R}$ which measures the smoothness of the reconstructions. To preserve the right order of accuracy in the smooth case we need

$$
\begin{equation*}
\operatorname{IS}_{C}[s]=C(\Delta x)\left(1+\mathcal{O}\left(\Delta x^{n-1}\right)\right) \tag{2.57}
\end{equation*}
$$

In the case that the function $s$ is not smooth in $C$ we need

$$
\begin{equation*}
\mathrm{IS}_{C}[s]=\mathcal{O}(1) \tag{2.58}
\end{equation*}
$$

In comparison with the ENO method one of the main additional challenges of the WENO method is the choice of the coefficients $d_{i}^{j}$, especially for unstructured grids. Concerning the sign property there exist just a few results for WENO methods, e.g., some special third order WENO methods [17,37]. To solve multidimensional problems, there exists dimensional splitting which is a method to solve multidimensional problems with one-dimensional methods [48]. However, applying the dimensional splitting with high-order finite volume schemes does not directly result in a high-order method, but rather in a high-resolution method. To receive the right order of convergence the flux must be calculated for each quadrature point on the boundary of the quadrilateral. More information and analysis can be found in [70,61].

### 2.2.3 Finite volume method for systems of equations

The derivation of the finite volume method for systems of equations is based on the same principle as the scalar case. After applying the divergence theorem, we end up with (2.42) with multiple components. The generalization of the MUSCL scheme is direct by reconstructing the solution for each component and use (2.47).
There are a number of possibilities to approximate the flux through the interfaces. Two classic numerical flux functions for one-dimensional problems include

- The Lax-Friedrichs (or Rusanov) flux that is defined by

$$
\begin{equation*}
F_{i+1 / 2}=\frac{f\left(\mathbf{U}_{i}\right)+f\left(\mathbf{U}_{i+1}\right)}{2}-\frac{c_{i+1 / 2}}{2}\left(\mathbf{U}_{i+1}-\mathbf{U}_{i}\right), \tag{2.59}
\end{equation*}
$$

with $c_{i+1 / 2}=\max _{k=1, \ldots, N}\left(\left|\lambda_{k}\left(\mathbf{U}_{i}\right)\right|,\left|\lambda_{k}\left(\mathbf{U}_{i+1}\right)\right|\right)$ and $\lambda_{k}(\mathbf{U})$ the $k$-th eigenvalue of $\nabla_{\mathbf{U}} f(\mathbf{U})$.

- The Roe flux that is defined as

$$
\begin{equation*}
F_{i+1 / 2}=\frac{f\left(\mathbf{U}_{i}\right)+f\left(\mathbf{U}_{i+1}\right)}{2}-\frac{1}{2} R_{i+1 / 2}\left|\Lambda_{i+1 / 2}\right| R_{i+1 / 2}^{-1}\left(\mathbf{U}_{i+1}-\mathbf{U}_{i}\right), \tag{2.60}
\end{equation*}
$$

with the eigenvector and eigenvalue matrices $R_{i+1 / 2}, \Lambda_{i+1 / 2}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{N}\right)$ of an approximated matrix $\tilde{A}\left(\mathbf{U}_{i}, \mathbf{U}_{i+1 / 2}\right) \approx A(\mathbf{U})=\nabla_{\mathbf{U}} f(\mathbf{U})$. More details can be found in [105, 61].

The main difference between the finite volume method for scalar equations and systems of equations is the lack of theoretical support for systems of conservation laws, especially in multiple dimensions. Nevertheless, current methods seem to give reasonable results.
A further option to stabilize finite volume methods for systems of equations is the change of variables, e.g., entropy variables, characteristic variables.

### 2.3 Finite difference method

In comparison to the finite volume method the finite difference method seeks to approximate the partial derivative operator using some discrete pointwise approximation operator. For simplicity, we consider just the one-dimensional problem. Higher dimensional cases are derived by applying a dimensional splitting [48]. Unlike the finite volume scheme the finite difference method is node based and not cell based. However, the structure of the finite difference approximation of (2.1) can be written in the same way

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{u}_{i}}{\mathrm{~d} t}+\frac{1}{\Delta x}\left(F_{i+1 / 2}-F_{i-1 / 2}\right)=0 \tag{2.61}
\end{equation*}
$$

where $\frac{F_{i+1 / 2}-F_{i-1 / 2}}{\Delta x}=\frac{\partial f}{\partial x}\left(\mathbf{u}_{i}\right)+\mathcal{O}\left(\Delta x^{p}\right)$ with $p>0$. The flux terms depend on point values

$$
\begin{equation*}
F_{i+1 / 2}=F\left(\mathbf{u}_{i-k}, \ldots, \mathbf{u}_{i+p-k-1}\right), \tag{2.62}
\end{equation*}
$$

with $k \leqslant p$ and can be derived using Taylor expansions.
Similar to the high-order finite volume method reconstructions $s_{i}$ are used to calculate high-order finite differences [114]. In this case, the reconstructions $s_{i}$ are based on pointwise interpolation

$$
\begin{equation*}
s_{i}\left(x_{j}\right)=\mathbf{u}_{j}, \tag{2.63}
\end{equation*}
$$

for all $j \in S_{i}$ with the stencil $S_{i}$.
Note that high-order for the finite difference method is slightly different from that of the finite volume case. We seek for a high-order approximation of the derivative

$$
\begin{equation*}
\frac{F_{i+1 / 2}-F_{i-1 / 2}}{\Delta x}=\frac{\partial f}{\partial x}\left(\mathbf{u}_{i}\right)+\mathcal{O}\left(\Delta x^{p}\right) . \tag{2.64}
\end{equation*}
$$

Inserting this into (2.61) we have the same result as for the finite volume method

$$
\frac{\mathrm{d} \mathbf{u}_{i}}{\mathrm{~d} t}=-\frac{1}{\Delta x}\left(F_{i+1 / 2}-F_{i-1 / 2}\right)=-\frac{\partial f}{\partial x}\left(\mathbf{u}_{i}\right)+\mathcal{O}\left(\Delta x^{p}\right)
$$

in a pointwise sense. However, the idea of essentially nonoscillatory methods is working similarly with the difference that the reconstruction is based on pointwise interpolation. As in the mean-value case the reconstruction with the pointwise version of Algorithm 2.1 is sign-stable [36].

### 2.4 Entropy conservative and entropy stable finite difference methods

The goal is to construct methods that fulfill (2.38), referred to as entropy stable schemes [58, 81]. As a first step, we introduce entropy conservative methods that fulfill

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \eta\left(\mathbf{u}_{j}\right)=-\frac{1}{\left|C_{j}\right|}\left[Q_{j+1 / 2}-Q_{j-1 / 2}\right] \tag{2.65}
\end{equation*}
$$

Next, we add a dissipation term to control oscillations at discontinuities to recover an entropy stable method. To construct entropy conservative methods we use Tadmor's entropy conservation condition [117]

$$
\begin{equation*}
\llbracket \mathbf{v} \rrbracket_{i+1 / 2}^{T} F_{i+1 / 2}=\llbracket \psi \rrbracket_{i+1 / 2}, \tag{2.66}
\end{equation*}
$$

with the entropy variable $\mathbf{v}$, the entropy potential $\psi$ and the notation $\llbracket f \rrbracket_{i+1 / 2}=f_{i+1}-f_{i}$. This condition describes a system of equations, but its solvability is generally not clear. However, for scalar conservation laws there exists a unique solution as summarized in the following theorem.

Theorem 2.3 (Entropy conservative schemes for scalar equations [117]). For a given entropy pair $(\eta, q)$ the numerical flux

$$
F_{i+1 / 2}=\left\{\begin{array}{ll}
\frac{\llbracket \psi \rrbracket_{i+1 / 2}}{\llbracket v \rrbracket_{i+1 / 2}} & \text { if } u_{i} \neq u_{i+1}  \tag{2.67}\\
f\left(u_{i}\right) & \text { if } u_{i}=u_{i+1}
\end{array},\right.
$$

defines an entropy conservative method for scalar equations with the entropy variable $v$ and the conserved variable $u$. Furthermore, it is second-order accurate in smooth regions of $u$.

Given a numerical second order two-point flux the work of Lefloch et al. [82] combines these linearly to construct a $2 p$-th order accurate flux on a uniform grid.

Theorem 2.4 (High-order entropy conservative fluxes [82]). Let $p \in \mathbb{N}$ and assume that $\alpha_{1, p}, \ldots, \alpha_{p, p}$ solve the p linear equations

$$
\begin{equation*}
\sum_{i=1}^{p} i \alpha_{i, p}=1, \quad \sum_{i=1}^{p} i^{2 s-1} \alpha_{i, p}=0, \quad \text { for } s=2, \ldots, p \tag{2.68}
\end{equation*}
$$

Then the flux

$$
\begin{equation*}
\tilde{F}^{2 p}\left(u_{i-p+1}, \ldots, u_{i+p}\right)=\sum_{j=1}^{p} \alpha_{j, p} \sum_{l=1}^{j} \tilde{F}^{2}\left(u_{i-j+l}, u_{i+l}\right), \tag{2.69}
\end{equation*}
$$

is consistent, $2 p$-th order accurate and entropy conservative provided the second order two-point conservative flux $\tilde{F}^{2}$ fulfills (2.66).

The fourth order entropy conservative flux with coefficients $\alpha_{2}=\left(\frac{4}{3},-\frac{1}{6}\right)$ and the sixth order scheme with $\alpha_{3}=\left(\frac{3}{2},-\frac{3}{10}, \frac{1}{30}\right)$ present two explicit examples.

Remark 2.1. In the original version of Theorem 2.4 the conditions (2.68) include a factor two

$$
\begin{equation*}
2 \sum_{i=1}^{p} i \alpha_{i, p}=1 \tag{2.70}
\end{equation*}
$$

which is wrong.
The proof is based on the Taylor expansion of $F\left(u_{i}, u_{i+j}\right)$ and $F\left(u_{i-j}, u_{i}\right)$. Let us write

## Chapter 2. Theoretical background

down the difference

$$
\begin{align*}
F\left(u_{i}, u_{i+j}\right)-F\left(u_{i-j}, u_{i}\right)= & j h\left(\partial_{x} F\left(u_{i}, u_{i}\right)+\partial_{y} F\left(u_{i}, u_{i}\right)\right) \\
& +\frac{(j h)^{2}}{2}\left(\partial_{x x} F\left(u_{i}, u_{i}\right)-\partial_{y y} F\left(u_{i}, u_{i}\right)\right)+\ldots \tag{2.71}
\end{align*}
$$

The terms with even order are zero because of the symmetry of $F$. The high-order odd terms are zero because

$$
\begin{equation*}
\sum_{i=1}^{p} i^{2 s-1} \alpha_{i, p}=0 \tag{2.72}
\end{equation*}
$$

as in the original proof. To analyze the first term we apply the consistency condition to the second order numerical flux

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} u} f(u)=\frac{\partial}{\partial u} F(u, u)=\partial_{x} F(u, u)+\partial_{y} F(u, u) . \tag{2.73}
\end{equation*}
$$

Thus, we get

$$
\begin{align*}
F\left(u_{i}, u_{i+j}\right)-F\left(u_{i-j}, u_{i}\right)= & j h \frac{\mathrm{~d}}{\mathrm{~d} u} f\left(u_{i}\right)+2 \sum_{k=1}^{p} \frac{(j h)^{2 k+1}}{(2 k+1)!} \frac{\partial^{2 k+1}}{\partial x^{2 k+1}} F\left(u_{i}, u_{i}\right)  \tag{2.74}\\
& +\mathcal{O}\left(h^{2 p+2}\right) .
\end{align*}
$$

Using (2.68) we end up with

$$
\begin{equation*}
\frac{\tilde{F}^{2 p}\left(u_{i-p+1}, \ldots, u_{i+p}\right)-\tilde{F}^{2 p}\left(u_{i-p}, \ldots, u_{i+p-1}\right)}{h}=\frac{\mathrm{d}}{\mathrm{~d} u} f(u)+\mathcal{O}\left(h^{2 p+1}\right) . \tag{2.75}
\end{equation*}
$$

### 2.4.1 Examples of 2nd-order entropy conservative schemes

Linear advection equation Let us apply Theorem 2.3 to the linear advection equation (2.3) with the entropy pair

$$
\begin{equation*}
\eta(u)=\frac{u^{2}}{2}, \quad q(u)=a \frac{u^{2}}{2} . \tag{2.76}
\end{equation*}
$$

For this choice we get

$$
\begin{equation*}
v(u)=u, \quad \psi(u)=a \frac{u^{2}}{2}, \tag{2.77}
\end{equation*}
$$

and we obtain the entropy conservative flux

$$
\begin{equation*}
\tilde{F}_{i+1 / 2}=\frac{u_{i+1}+u_{i}}{2} . \tag{2.78}
\end{equation*}
$$

### 2.4. Entropy conservative and entropy stable finite difference methods

Burger's equation For the Burger's equation (2.4), the entropy pair

$$
\begin{equation*}
\eta(u)=\frac{u^{2}}{2}, \quad q(u)=\frac{u^{3}}{3}, \tag{2.79}
\end{equation*}
$$

we get

$$
\begin{equation*}
v(u)=u, \quad \psi(u)=\frac{u^{3}}{6} . \tag{2.80}
\end{equation*}
$$

This leads to the entropy conservative flux

$$
\begin{equation*}
\tilde{F}_{i+1 / 2}=\frac{u_{i}^{2}+u_{i} u_{i+1}+u_{i+1}^{2}}{6} . \tag{2.81}
\end{equation*}
$$

Shallow water equations For systems of equations it is more difficult to find entropy conservative fluxes, especially since the existence of solutions of the system (2.66) is unclear. For the one-dimensional shallow water equation the second order entropy conservative flux

$$
\tilde{F}_{i+1 / 2}=\left(\begin{array}{c}
\bar{h}_{i+1 / 2} \bar{u}_{i+1 / 2}  \tag{2.82}\\
\bar{h}_{i+1 / 2}\left(\bar{u}_{i+1 / 2}\right)^{2}+\frac{1}{2} g \bar{h}^{2} \\
i+1 / 2
\end{array}\right),
$$

with $u=m / h$ and $\bar{f}_{i+1 / 2}=\frac{1}{2}\left(f_{i}+f_{i+1}\right)$ is based on the entropy pair (2.29) [34].

Euler equations With the entropy pair (2.31) Chandrashekar [16] proposed the kinetic energy preserving and entropy conservative (KEPEC) flux for the one-dimensional Euler equations (2.9), based on the entropy variables and the potential

$$
\mathbf{v}=\left(\begin{array}{c}
\frac{\gamma-s}{\gamma-1}-\frac{\rho u^{2}}{2 p}  \tag{2.83}\\
\rho u / p \\
-\rho / p
\end{array}\right), \quad \psi=\rho u
$$

The KEPEC flux makes use of the logarithmic averages $\hat{\rho}$ and $\hat{\beta}$ with $\beta=\frac{\rho}{2 p}$ and can be written as

$$
\begin{equation*}
f^{\rho}=\hat{\rho} \bar{u}, \quad f^{m}=\frac{\bar{\rho}}{2 \bar{\beta}}+\bar{u} f^{\rho}, \quad f^{e}=\left(\frac{1}{2(\gamma-1) \hat{\beta}}-\frac{1}{2} \overline{u^{2}}\right) f^{\rho}+\bar{u} f^{m}, \tag{2.84}
\end{equation*}
$$

where $\bar{v}=\frac{v_{i+1}+v_{i}}{2}$ and the logarithmic average $\hat{v}=\frac{v_{i}-v_{i+1}}{\log \left(v_{i}\right)-\log \left(v_{i+1}\right)}$.

### 2.4.2 Entropy stable fluxes

Entropy conservative methods yield good results in smooth regions, but it is wellknown that spurious oscillations appear close to discontinuities. Introducing artificial dissipation, depending on the size of the jump over the interface, controls these oscillations. Based on an entropy conservative scheme $\tilde{F}_{i+1 / 2}$ and a symmetric positive definite matrix $D_{i+1 / 2}$, Tadmor [117] proposed the entropy stable numerical flux function

$$
\begin{equation*}
F_{i+1 / 2}=\tilde{F}_{i+1 / 2}-\frac{1}{2} D_{i+1 / 2} \llbracket v \rrbracket_{i+1 / 2} \tag{2.85}
\end{equation*}
$$

Combining high-order conservative fluxes with dissipation terms introduces the constraint that $D_{i+1 / 2} \llbracket v \rrbracket_{i+1 / 2}=\mathcal{O}\left(\Delta x^{p}\right)$ to maintain accuracy for smooth solutions.
To achieve this we define for each cell $C_{i}$ a stencil of cells $S_{i}$ on which we construct an interpolation function $s_{i}: \mathbb{R} \rightarrow \mathbb{R}$ of order $p$ and replace the jump $\llbracket v \rrbracket_{i+1 / 2}$ by the jump in the reconstruction $\langle v\rangle_{i+1 / 2}=s_{i+1}\left(x_{i+1 / 2}\right)-s_{i}\left(x_{i+1 / 2}\right)$. Thus, the method has the form

$$
\begin{equation*}
F_{i+1 / 2}=\tilde{F}_{i+1 / 2}^{2 p}-\frac{1}{2} D_{i+1 / 2}\langle v\rangle_{i+1 / 2}, \tag{2.86}
\end{equation*}
$$

with the additional condition

$$
\begin{equation*}
D_{i+1 / 2}=R_{i+1 / 2} \Lambda_{i+1 / 2} R_{i+1 / 2}^{T} \tag{2.87}
\end{equation*}
$$

where $R_{i+1 / 2} \in \mathbb{R}^{N \times N}$ is invertible and $\Lambda_{i+1 / 2} \geqslant 0$ is diagonal. Fjordholm et al. [35] recovered the following stability results.

Lemma 2.5 (Entropy stability with high-order diffusion [35]). For each $i \in \mathbb{Z}$, let (2.87) be fulfilled. Let $s_{i}$ be a reconstruction of the entropy variables in cell $C_{i}$, such that for each $i$, there exists a diagonal matrix $B_{i+1 / 2} \geqslant 0$ such that

$$
\begin{equation*}
\langle v\rangle_{i+1 / 2}=R_{i+1 / 2}^{-T} B_{i+1 / 2} R_{i+1 / 2}^{T} \llbracket v \rrbracket_{i+1 / 2} . \tag{2.88}
\end{equation*}
$$

Then the scheme with the flux (2.86) is entropy stable.

By introducing the scaled entropy variables

$$
\begin{equation*}
w_{i}^{ \pm}=R_{i \pm 1 / 2}^{T} v_{i}, \quad \tilde{w}_{i}^{ \pm} R_{i \pm 1 / 2}^{T} v_{i}^{ \pm}, \tag{2.89}
\end{equation*}
$$

with the reconstructed entropy variables $v_{i}^{ \pm}=s_{i}\left(x_{i \pm 1 / 2}\right)$, (2.88) becomes

$$
\begin{equation*}
\langle\tilde{w}\rangle_{i+1 / 2}=B_{i+1 / 2} \llbracket w \rrbracket_{i+1 / 2} . \tag{2.90}
\end{equation*}
$$

Since $B_{i+1 / 2}$ is diagonal and semi-positive definite, this can be reformulated compo-
nentwise as

$$
\begin{equation*}
\operatorname{sgn}\left\langle\tilde{w}^{l}\right\rangle_{i+1 / 2}=\operatorname{sgn} \llbracket w^{l} \rrbracket_{i+1 / 2}, \tag{2.91}
\end{equation*}
$$

for each component $l$. We recognize this as the sign property (1.11).
Finally, we can combine the high-order conservative flux with the high-order ENObased diffusion term and obtain a high-order, entropy stable, and essentially nonoscillatory class of finite difference schemes, called TeCNO schemes (see [35] for more details).
Two explicit examples include the combination with a high-order entropy conservative flux, based on the second order flux from Section 2.4.1, with the local Lax-Friedrichs (Rusanov) or the Roe diffusion terms:

ELLF: Let $A_{i+1 / 2}=\frac{1}{2} c_{i+1 / 2} \operatorname{Id}$, with $c_{i+1 / 2}=\max _{k=1, \ldots, N}\left(\left|\lambda_{k}\left(u_{i}\right)\right|,\left|\lambda_{k}\left(u_{i+1}\right)\right|\right)$.
This gives us the diffusion term

$$
\begin{equation*}
D_{i+1 / 2}\langle v\rangle_{i+1 / 2}=\frac{1}{2} c_{i+1 / 2} R_{i+1 / 2}\langle w\rangle_{i+1 / 2} . \tag{2.92}
\end{equation*}
$$

ERoe: Let $A_{i+1 / 2}=\frac{1}{2}\left|\Lambda_{i+1 / 2}\right|$, with $\Lambda_{i+1 / 2}=\operatorname{diag}\left(\lambda_{1}\left(u_{i+1 / 2}\right), \ldots, \lambda_{N}\left(u_{i+1 / 2}\right)\right)$ and $u_{i+1 / 2}=$ $\frac{u_{i}+u_{i+1}}{2}$. We obtain the diffusion term

$$
\begin{equation*}
\left.D_{i+1 / 2}\left\langle\langle v\rangle_{i+1 / 2}=\frac{1}{2} R_{i+1 / 2}\right| \Lambda_{i+1 / 2} \right\rvert\,\langle\langle w\rangle\rangle_{i+1 / 2} \tag{2.93}
\end{equation*}
$$

### 2.5 Entropy conservative and stable finite volume methods

Analogues to the finite difference method we can introduce discrete entropy conservation for the finite volume methods in one dimension. A finite volume method is called entropy conservative for a given entropy pair $(\eta, q)$ if it satisfies (2.65) with some numerical entropy flux $Q$ which is consistent with $q$. Note that for the two dimensional case Madrane et al. [87] introduced a different definition.
Definition 2.3 (Entropy conservative finite volume method [87]). A numerical flux $F_{i j}=F\left(\mathbf{U}_{i}, \mathbf{U}_{j}, \mathbf{n}_{i j}\right)$ is entropy conservative if it is of the form $F_{i j}=F_{i j}^{1} n_{i j}^{1}+F_{i j}^{2} n_{i j}^{2}$ and the components satisfy the relation

$$
\begin{equation*}
\llbracket \mathbf{V} \rrbracket_{i j}^{T} F_{i j}^{k}=\llbracket \psi_{k} \rrbracket_{i j}, \quad k=1,2, \tag{2.94}
\end{equation*}
$$

where $\psi_{k}(\mathbf{U})=\mathbf{V}(\mathbf{U})^{T} f_{k}(\mathbf{U})-q_{k}(\mathbf{U})$ denotes the entropy potential.
In a second step, they proved the following theorem.
Theorem 2.6 (Entropy conservative finite volume method [87]). Let $F_{i j}$ be an entropy conservative flux. Then the approximate solution $\mathbf{U}_{i}$ satisfies the discrete entropy identity

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \eta\left(\mathbf{U}_{i}\right)+\frac{1}{\left|C_{i}\right|} \sum_{j \in \mathcal{N}_{i}} Q_{i j}=0 \tag{2.95}
\end{equation*}
$$

with the numerical entropy flux

$$
\begin{equation*}
Q_{i j}=\sum_{k=1}^{2} n_{i j}^{k}\left(\overline{\mathbf{V}}_{i j}^{T} F_{i j}^{k}-{\overline{\psi^{k}}}_{i j}\right), \tag{2.96}
\end{equation*}
$$

with $\bar{w}_{i j}:=\frac{1}{2}\left(w_{i}+w_{j}\right)$ and the set of neighbouring cells $\mathcal{N}_{i}$ of cell $i$.

Thus, the two definitions are consistent. Since the definition of entropy conservative schemes does not change for the finite volume method, we can conclude that a second order finite difference flux which fulfills (2.66) is also a second order flux for the entropy conservative finite volume method. This can be summarized as follows.

Theorem 2.7. Every second order finite difference scheme that fulfills Tadmor's entropy conservation condition (2.66) in one space dimension is also a second order entropy conservative finite volume method.

The construction of entropy stable schemes from entropy conservative schemes proceeds as for the finite difference case, the only difference being that the interpolation is based on cell averages instead of point values. Thus, Lemma 2.5 holds also for finite volume methods and we recover a second order accurate entropy stable finite volume method of the form

$$
\begin{equation*}
F_{i+1 / 2}=F_{i+1 / 2}^{2}-D_{i+1 / 2}\langle v\rangle_{i+1 / 2} . \tag{2.97}
\end{equation*}
$$

Remark 2.2. The extension to higher order following Theorem 2.4 does not work in the finite volume case.
Let us consider the approach

$$
\begin{equation*}
F_{i+1 / 2}=\sum_{l, k} \alpha_{l, k} F^{2}\left(U_{i+k}, U_{i+l}\right), \tag{2.98}
\end{equation*}
$$

with the second order flux $F^{2}(U, V)$ and a uniform grid in one dimension. The analysis
is based on the Taylor expansions

$$
\begin{aligned}
U_{i+k}= & \frac{1}{h} \int_{x_{i+k-1 / 2}}^{x_{i+k+1 / 2}} u(x) \mathrm{d} x, \\
= & u\left(x_{i+1 / 2}\right)+\frac{u^{\prime}\left(x_{i+1 / 2}\right)}{2}\left(k^{2}-(k-1)^{2}\right) h+\frac{u^{\prime \prime}\left(x_{i+1 / 2}\right)}{3!}\left(k^{3}-(k-1)^{3}\right) h^{2} \\
& +\mathcal{O}\left(h^{3}\right), \\
= & u_{i+1 / 2}+\Delta u,
\end{aligned}
$$

and

$$
\begin{aligned}
F\left(u+\Delta u_{1}, u+\Delta u_{2}\right)= & F(u, u)+F_{x}(u, u)\left(\Delta u_{1}+\Delta u_{2}\right)+\frac{F_{x x}}{2}(u, u)\left(\Delta u_{1}^{2}+\Delta u_{2}^{2}\right) \\
& +F_{x y}(u, u) \Delta u_{1} \Delta u_{2}+\mathcal{O}\left(\Delta u_{1}^{3}+\Delta u_{2}^{3}\right)
\end{aligned}
$$

where we use the symmetry of $F$. The combination of the two expansions yields

$$
\begin{aligned}
F\left(U_{i+k}, U_{i+l}\right)= & f\left(u_{i+1 / 2}\right)+h\left[\left.F_{x}\right|_{i+1 / 2} \frac{u_{i+1 / 2}^{\prime}}{2}\left(k^{2}-(k-1)^{2}+l^{2}-(l-1)^{2}\right)\right] \\
& +h^{2}\left[\left.F_{x}\right|_{i+1 / 2} \frac{u_{i+1 / 2}^{\prime \prime}}{3!}\left(k^{3}-(k-1)^{3}+l^{3}-(l-1)^{3}\right)\right. \\
& +\left.\frac{1}{2} F_{x x}\right|_{i+1 / 2}\left(\frac{u_{i+1 / 2}^{\prime}}{2}\right)^{2}\left(\left(k^{2}-(k-1)^{2}\right)^{2}+\left(l^{2}-(l-1)^{2}\right)^{2}\right) \\
& \left.+\left.F_{x y}\right|_{i+1 / 2}\left(\frac{u_{i+1 / 2}^{\prime}}{2}\right)^{2}\left(\left(k^{2}-(k-1)^{2}\right)\left(l^{2}-(l-1)^{2}\right)\right)\right], \\
= & f\left(u_{i+1 / 2}\right)+h\left[\left.F_{x}\right|_{i+1 / 2} \frac{u_{i+1 / 2}^{\prime}}{2}(2 k+2 l-2)\right] \\
& +h^{2}\left[\left.3 F_{x}\right|_{i+1 / 2} \frac{u_{i+1 / 2}^{\prime \prime}}{3!}\left(k^{2}-k+l^{2}-l+\frac{2}{3}\right)\right. \\
& +\left.2 F_{x x}\right|_{i+1 / 2}\left(\frac{u_{i+1 / 2}^{\prime}}{2}\right)^{2}\left(k^{2}-k+l^{2}-l+\frac{1}{2}\right) \\
& \left.+\left.F_{x y}\right|_{i+1 / 2}\left(\frac{u_{i+1 / 2}^{\prime}}{2}\right)^{2}(4 k l-2 k-2 l+1)\right]+\mathcal{O}\left(h^{3}\right),
\end{aligned}
$$

where $u_{i+1 / 2}^{(j)}=u^{(j)}\left(x_{i+1 / 2}\right),\left.F_{x}\right|_{i+1 / 2}=F_{x}\left(u_{i+1 / 2}, u_{i+1 / 2}\right),\left.F_{x x}\right|_{i+1 / 2}=F_{x x}\left(u_{i+1 / 2}, u_{i+1 / 2}\right)$, $\left.F_{x y}\right|_{i+1 / 2}=F_{x y}\left(u_{i+1 / 2}, u_{i+1 / 2}\right)$. Using this result in (2.98) we obtain

$$
\begin{equation*}
F_{i+1 / 2}=A_{0}+A_{1} h+\left(A_{2}^{0}+A_{2}^{1}+A_{2}^{2}\right) h^{2}+\mathcal{O}\left(h^{3}\right) \tag{2.99}
\end{equation*}
$$

with

$$
\begin{align*}
& A_{0}=f\left(u_{i+1 / 2}\right) \sum_{l, k} \alpha_{l, k},  \tag{2.100}\\
& A_{1}=\left.F_{x}\right|_{u_{i+1 / 2}} u_{i+1 / 2}^{\prime} \sum_{l, k} \alpha_{l, k}(k+l-1),  \tag{2.101}\\
& A_{2}^{0}=\left.3 F_{x}\right|_{u_{i+1 / 2}} \frac{u_{i+1 / 2}^{\prime \prime}}{3!} \sum_{l, k} \alpha_{l, k}\left(k^{2}-k+l^{2}-l+\frac{2}{3}\right),  \tag{2.102}\\
& A_{2}^{0}=\left.2 F_{x x}\right|_{u_{i+1 / 2}}\left(\frac{u_{i+1 / 2}^{\prime}}{2}\right)^{2} \sum_{l, k} \alpha_{l, k}\left(k^{2}-k+l^{2}-l+\frac{1}{2}\right),  \tag{2.103}\\
& A_{2}^{2}=\left.F_{x y}\right|_{u_{i+1 / 2}}\left(\frac{u_{i+1 / 2}^{\prime}}{2}\right)^{2} \sum_{l, k} \alpha_{l, k}(4 k l-2 k-2 l+1) . \tag{2.104}
\end{align*}
$$

To receive a flux of order three we seek $\alpha_{l, k}$ such that $A_{0}=f\left(u_{i+1 / 2}\right)$ and $A_{1}=A_{2}^{i}=0$ for $i=1,2,3$. However, (2.102) and (2.103) can not both be zero.

### 2.6 RBF-Theory

Radial basis functions (RBF) have been successfully used for scattered data interpolation. Due to their mesh-free property, they are more flexible in terms of the geometric structure of the data points. Furthermore, its application to high-dimensional problems is simple. Following the seminal work by Hardy [53], Duchon [25], and Micchelli [91], RBFs are successfully used in various domains.

### 2.6.1 Standard interpolation

The goal is the interpolation of a data vector $\left.f\right|_{X}=\left(f\left(\mathbf{x}_{1}\right), \ldots, f\left(\mathbf{x}_{n}\right)\right)^{T} \in \mathbb{R}^{n}$ on the scattered set of data points $X=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)^{T}$ with $\mathbf{x}_{i} \in \mathbb{R}^{d}$ for some function $f: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}$. We are seeking a function $s: \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
s\left(\mathbf{x}_{i}\right)=f\left(\mathbf{x}_{i}\right), \quad \text { for all } i=1, \ldots, n \tag{2.105}
\end{equation*}
$$

The idea is to use a single univariate continuous function $\phi$, the radial basis function, composed with the Euclidean norm centered at the data points as the interpolation basis

$$
\begin{equation*}
\mathcal{B}=\left\{\phi\left(\varepsilon\left\|\mathbf{x}-\mathbf{x}_{1}\right\|\right), \ldots, \phi\left(\varepsilon\left\|\mathbf{x}-\mathbf{x}_{n}\right\|\right)\right\}, \tag{2.106}
\end{equation*}
$$

with the shape parameter $\varepsilon$. To simplify the notation we use

$$
\begin{equation*}
\phi\left(\mathbf{x}-\mathbf{x}_{i}\right):=\phi\left(\varepsilon\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right), \quad \phi: \mathbb{R}^{d} \rightarrow \mathbb{R} \tag{2.107}
\end{equation*}
$$

The general radial basis function approximation is given as

$$
\begin{equation*}
s(\mathbf{x})=\sum_{i=1}^{n} a_{i} \phi\left(\mathbf{x}-\mathbf{x}_{i}\right)+p(\mathbf{x}) \tag{2.108}
\end{equation*}
$$

with a polynomial $p(\mathbf{x})=\sum_{j=1}^{m} b_{j} p_{j}(\mathbf{x})$ and the polynomial basis $\left\{p_{1}, \ldots, p_{m}\right\}$ of $\Pi_{l-1}\left(\mathbb{R}^{d}\right)$, the space of polynomials in $\mathbb{R}^{d}$ of order $l-1$ with $l, m \in \mathbb{N}$, and the additional constraints

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i} q\left(\mathbf{x}_{i}\right)=0, \quad \text { for all } q \in \Pi_{l-1}\left(\mathbb{R}^{d}\right) \tag{2.109}
\end{equation*}
$$

with the coefficients $a_{i} \in \mathbb{R}$ for all $i=1, \ldots, n$. Conditions (2.105) and (2.109) can be expressed in the system of equations

$$
\left(\begin{array}{cc}
A & P  \tag{2.110}\\
P^{T} & 0
\end{array}\right)\binom{a}{b}=\binom{\left.f\right|_{X}}{0}
$$

with $A_{i j}=\phi\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right), P_{i j}=p_{j}\left(\mathbf{x}_{i}\right), a=\left(a_{1}, \ldots, a_{n}\right)^{T}$ and $b=\left(b_{1}, \ldots, b_{m}\right)^{T}$. The choice of the radial basis function $\phi$ is restricted by some conditions to ensure the solvability of (2.110).

Definition 2.4 (Conditionally positive/negative definite function). A function $\phi: \mathbb{R}^{d} \rightarrow$ $\mathbb{R}$ is called conditionally positive (semi-) definite of orderl iffor any pairwise distinct points $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n} \in \mathbb{R}^{d}$ and $c=\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n} \backslash\{0\}$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i} p\left(\mathbf{x}_{i}\right)=0 \tag{2.111}
\end{equation*}
$$

for all $p \in \Pi_{l-1}\left(\mathbb{R}^{d}\right)$, the quadratic form

$$
\begin{equation*}
\sum_{j, k=1}^{n} c_{j} c_{k} \phi\left(\mathbf{x}_{j}-\mathbf{x}_{k}\right) \tag{2.112}
\end{equation*}
$$

is positive (non-negative).
A function $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is called conditionally negative (semi-) definite of orderl if- $\phi$ is conditionally positive (semi-) definite of order l.

For a conditionally positive definite RBF $\phi$ of order $r$, (2.110) has a unique solution if $\mathrm{x}_{1}, \ldots, \mathrm{x}_{n}$ are $\Pi_{l-1}\left(\mathbb{R}^{d}\right)$-unisolvent for $l \geqslant r$ [124]. A subclass of conditionally positive definite functions are the positive definite functions for which (2.112) holds but (2.111)

| RBF | $\phi(r)$ | Order |
| :--- | :--- | :--- |
| Infinitely smooth RBFs |  |  |
| Multiquadratics | $\left(1+(\varepsilon r)^{2}\right)^{\nu}$ | $\lceil\nu\rceil$ |
| Inverse multiquadratics | $\left(1+(\varepsilon r)^{2}\right)^{-\nu}$ | 0 |
| Gaussians | $\exp \left(-(\varepsilon r)^{2}\right)$ | 0 |
| Piecewise smooth RBFs |  |  |
| Polyharmonic Splines | $r^{2 k-d}$ | $k$ |
|  | $r^{2 k-d} \log (r)$ | $k$ |

Table 2.1 - Commonly used RBFs with $0<\nu \notin \mathbb{N}, k \in \mathbb{N}$ and $\varepsilon>0$.
does not.
Since the matrix $A$ is positive definite for a positive definite function $\phi$, the existence of an unique solution to (2.110) is trivial for all $l \in \mathbb{N}$, if $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ are pairwise disjoint. The most commonly used RBFs are listed in Table 2.1.

### 2.6.2 Interpolation of cell-averages

For the finite volume method we do not consider the pointwise interpolation, but the cell-averages. Let us assume a given grid of cells $C_{1}, \ldots, C_{n}$ with its average values $U_{1}, \ldots, U_{n}$ for $n \in \mathbb{N}$. Following [2,3] we consider the interpolation function

$$
\begin{equation*}
s(x)=\sum_{i=1}^{n} a_{i} \lambda_{C_{i}}^{\xi} \phi(\mathbf{x}-\xi)+p(\mathbf{x}), \quad p \in \Pi_{l-1}\left(\mathbb{R}^{d}\right), \tag{2.113}
\end{equation*}
$$

with $\lambda_{C}^{\xi} f$ being the average operator of $f$ over the cell $C$ with respect to the variable $\xi$. Thus, we have the interpolation problem

$$
\begin{align*}
\lambda_{C_{j}} s & =U_{j}, & \text { for all } j=1, \ldots, n  \tag{2.114a}\\
\sum_{i=1}^{n} a_{i} \lambda_{C_{i}} q & =0, & \text { for all } q \in \Pi_{l-1}\left(\mathbb{R}^{d}\right) .
\end{align*}
$$

## Well-posedness

To show solvability of system (2.114), it suffices to assume $\phi$ to be conditional positive definite in a pointwise sense and $\left\{\lambda_{C_{i}}\right\}_{i=1}^{n}$ to be $\Pi_{l-1}\left(\mathbb{R}^{d}\right)$-unisolvent, see Theorem 2.8. We start by defining conditionally positive definiteness in terms of cell averages.

Definition 2.5 (Conditionally positive definite in the mean-value sense). A function $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is called conditionally positive definite of order $l$ in the mean-value sense if, for any stencil $S$ of pairwise non-overlapping cells $C_{1}, \ldots, C_{n} \subset \mathbb{R}^{d}$ and $c=$
$\left(c_{1}, \ldots, c_{n}\right)^{T} \in \mathbb{R}^{n} \backslash\{0\}$ such that

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i} \lambda_{C_{i}} p=0 \tag{2.115}
\end{equation*}
$$

for all $p \in \Pi_{l-1}\left(\mathbb{R}^{d}\right)$, the quadratic form

$$
\begin{equation*}
\sum_{j, k=1}^{n} c_{j} c_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\xi} \phi(\mathbf{x}-\xi) \tag{2.116}
\end{equation*}
$$

is positive.
A function $\phi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is called conditionally negative definite of orderl in the meanvalue sense if $-\phi$ is conditionally positive definite of orderl in the mean-value sense.
Remark 2.3. An open question is if a conditionally positive definite function in the pointwise sense is also conditionally positive definite in the mean-value sense and vice versa.

Following the result from Iske and Sonar [67], Theorem 2.8 gives us the well-posedness of (2.114) if the set $\left\{\lambda_{C_{i}}\right\}_{i=1}^{n}$ is $\Pi_{l-1}\left(\mathbb{R}^{d}\right)$-unisolvent.
Theorem 2.8 (Well-Posedness of RBF interpolation in the mean-value sense). Let $\phi$ be a conditionally positive definite radial basis function and let the set $\left\{\lambda_{C_{i}}\right\}_{i=1}^{n}$ be $\Pi_{l-1}\left(\mathbb{R}^{d}\right)$-unisolvent with $n \in \mathbb{N}$. Then, (2.114) has a unique solution.

The proof of this theorem follows closely the one for the pointwise evaluation [124] with an additional estimate for the positive definiteness that is based on a pointwise results in [96]. Therefore, we need to introduce some new definitions. A continuous realvalued function $g$ on $[0, \infty)$ is called completely monotonic on $(0, \infty)$ if it is in $C^{\infty}(0, \infty)$ and $(-1)^{k} g^{(k)}(x) \geqslant 0$ for $x \in(0, \infty), k \in \mathbb{N}_{0}$. The connection between completely monotonic and conditionally positive semi-definite functions is expressed in Theorem 2.9.

Theorem 2.9 (Micchelli [91]). A function $\phi(\mathrm{x})=g\left(\|\mathrm{x}\|_{2}^{2}\right)$ is conditionally positive semidefinite of order $m$, whenever $g \in C[0, \infty) \cap C^{\infty}(0, \infty)$ and $(-1)^{m} g^{(m)}$ is completely monotonic on $(0, \infty)$.

Let us define the space $\mathcal{R} \mathcal{P}_{m, c}^{\infty}$ as the space of all continuous functions $F:[0, \infty) \rightarrow \mathbb{R}$ such that $(-1)^{m}\left(\mathrm{~d}^{m} / \mathrm{d} \sigma^{m}\right) F(\sqrt{\sigma})$ is completely monotonic on $(0, \infty)$. Note that the RBFs from the Table 2.1 belong to this class of conditionally positive semi-definite functions.
To prove Theorem 2.8 we need to find a bound from below of the quadratic form

$$
\begin{equation*}
Q:=\sum_{j, k=1}^{n} \xi_{j} \xi_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \phi(\|\mathbf{x}-\mathbf{y}\|), \tag{2.117}
\end{equation*}
$$

in the case that $\sum_{i=1}^{n} \xi_{i} \lambda_{C_{i}}^{\mathbf{x}} p(\mathbf{x})=0$ for all $p \in \Pi_{m-1}\left(\mathbb{R}^{d}\right)$. We use some results from Micchelli [91] and Narcowich and Ward [96] in terms of mean-value evaluation, stated below.

Lemma 2.10 (Mean-value version [91]). If $\sum_{i=1}^{n} a_{i} \lambda_{C_{i}}^{\mathrm{x}} p(\mathbf{x})=0$ for all $p \in \Pi_{k-1}\left(\mathbb{R}^{d}\right)$ then

$$
\begin{equation*}
(-1)^{k} \sum_{i, j=1}^{n} a_{i} a_{j} \lambda_{C_{i}}^{\mathbf{x}} \lambda_{C_{j}}^{\xi}\|\mathbf{x}-\xi\|^{2 k} \geqslant 0 \tag{2.118}
\end{equation*}
$$

where equality holds in (2.118) if and only if $\sum_{i=1}^{n} a_{i} \lambda_{C_{i}}^{\mathrm{x}} p(\mathbf{x})=0$ for all $p \in \Pi_{k}\left(\mathbb{R}^{d}\right)$.

The proof of Lemma 2.10 follows that of the original pointwise result. To find a more practical representation of the quadratic form $Q$ (as stated in Corollary 2.12) we need Lemma 2.11.

Lemma 2.11 (Representation Lemma [96]). Let $g:[0, \infty) \rightarrow \mathbb{R}$ be continuous on $[0, \infty)$ and let $\varepsilon>0$ be arbitrary. If $(-1)^{m} g^{(m)}$ is completely monotonic on $(0, \infty)$, then on $[0, \infty)$ there exists a nonnegative Borel Measure $\mathrm{d} \eta(t)$ for which

$$
\begin{align*}
g(\sigma)= & \sum_{j=0}^{m-1} \frac{g^{(j)}(\varepsilon)(\sigma-\varepsilon)^{j}}{j!} \\
& +\int_{0}^{\infty} \frac{1}{t^{m}}\left\{e^{-\sigma t}-\left(\sum_{j=0}^{m-1} \frac{(-1)^{j}(\sigma-\varepsilon)^{j}}{j!} t^{j}\right) e^{-\varepsilon t}\right\} \mathrm{d} \eta(t) . \tag{2.119}
\end{align*}
$$

Based on this two results we have the following corollary.
Corollary 2.12 (Mean-value version [96]). Let $\phi \in \mathcal{R} \mathcal{P}_{m, c}^{\infty}$ and let $Q$ be the associated quadratic form from above. Provided $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)^{T}$ satisfy $\sum_{i=1}^{n} \xi_{i} \lambda_{C_{i}}^{\mathrm{x}} p(\mathbf{x})=0$ for all $p \in \Pi_{m-1}\left(\mathbb{R}^{d}\right)$, it follows that

$$
\begin{equation*}
Q=\sum_{j, k=1}^{n} \xi_{j} \xi_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \phi(\|\mathbf{x}-\mathbf{y}\|)=\int_{0}^{\infty} \frac{Q_{t}}{t^{m}} \mathrm{~d} \eta(t) \tag{2.120}
\end{equation*}
$$

where $Q_{t}=\sum_{j, k=1}^{n} \xi_{j} \xi_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \exp \left(-\|\mathbf{x}-\mathbf{y}\|^{2} t\right)$.

Proof. From Lemma 2.11 we obtain

$$
\begin{aligned}
\phi(\|\mathbf{x}-\mathbf{y}\|)= & g\left(\|\mathbf{x}-\mathbf{y}\|^{2}\right), \\
= & \sum_{j=0}^{m-1} \frac{g^{(j)}(\varepsilon)\left(\|\mathbf{x}-\mathbf{y}\|^{2}-\varepsilon\right)^{j}}{j!} \\
& +\int_{0}^{\infty} \frac{1}{t^{m}}\left\{e^{-\|\mathbf{x}-\mathbf{y}\|^{2} t}-\left(\sum_{j=0}^{m-1} \frac{(-1)^{j}\left(\|\mathbf{x}-\mathbf{y}\|^{2}-\varepsilon\right)^{j}}{j!} t^{j}\right) e^{-\varepsilon t}\right\} \mathrm{d} \eta(t) .
\end{aligned}
$$

After exchanging the integral and the summation and applying Lemma 2.10 we recover the final result.

Given the new representation of the quadratic form $Q$, Theorem 2.13 gives us a lower bound of $Q_{t}$.

Theorem 2.13 (Mean-value version [96]). For every $\xi \in \mathbb{R}^{n}$ and every $t \geqslant 0$, there holds

$$
\begin{equation*}
Q_{t} \geqslant \theta(t)\|\xi\|^{2} \tag{2.121}
\end{equation*}
$$

with

$$
\theta(t)=C_{s} t^{-d / 2} q^{-d} e^{-\delta^{2} q^{-2} t^{-1}} \quad \text { where } C_{s}=\frac{\delta^{d}}{2^{d+1} \Gamma((d+2) / 2)}
$$

and with a circumsribed radius of one cell $d_{0}^{\max }$

$$
\begin{equation*}
\delta=4\left(\frac{d_{0}^{\max }}{q}+3\right)\left(\frac{\pi \Gamma((d+2) / 2)^{2}}{\left(3 d_{0}^{\max } / q+9\right)\left(2 \alpha_{n} / \chi(0)-1\right)}\right)^{1 /(d+1)} \tag{2.122}
\end{equation*}
$$

and the positive $\alpha_{n}$ given by (2.129).

We should note that compared to the pointwise case the result differs only in (2.122). By choosing $d_{0}^{\max }=0$ and $\alpha_{n} / \chi(0)=1$ the result coincides with the one in [96]. Before showing Theorem 2.13, we need to state some more results developed by Narcowich and Ward [96].

Lemma 2.14 (Narcowich and Ward [96]). Using the Fourier transform of $e^{-r^{2} t}$ over $\mathbb{R}^{d}$ we receive the representation

$$
\begin{equation*}
\exp \left(-r^{2} t\right)=\int_{0}^{\infty} \Omega_{d}(u r) \mathrm{d} \gamma_{t}(u) \tag{2.123}
\end{equation*}
$$

with

$$
\begin{aligned}
\mathrm{d} \gamma_{t}(u) & =\omega_{d-1}(4 \pi)^{-d / 2} t^{-d / 2} e^{-u^{2} / 4 t} u^{d-1} \mathrm{~d} u \\
\Omega_{d}(z) & =\Gamma(d / 2)(2 / z)^{(d-2) / 2} J_{(d-2) / 2}(z), \\
\omega_{d-1} & =\frac{2 \pi^{d / 2}}{\Gamma(d / 2)},
\end{aligned}
$$

where $\Gamma$ denotes the Gamma function and $J_{p}$ the order $p$ Bessel function of first kind.
Lemma 2.15 (Narcowich and Ward [96]). Let $\beta>0$. The function $\chi: \mathbb{R}^{d} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\chi(\mathbf{x})=K\left(\frac{\beta}{2 \pi\|\mathbf{x}\|}\right)^{d} J_{d / 2}^{2}(\|\mathbf{x}\| \beta) \tag{2.124}
\end{equation*}
$$

with $K=d\left(\frac{\pi}{t \beta^{2}}\right)^{d / 2} e^{-\beta^{2} / t}$ has a Fourier transform $\hat{\chi}$ that satisfies
(i) $\hat{\chi}>0$,
(ii) $\hat{\chi}$ is radial function,
(iii) $\mathrm{d} \gamma_{t}(u) \geqslant \hat{\chi}(u) u^{d-1} \mathrm{~d} u$.

In particular, there holds

$$
\begin{equation*}
\chi(0)=s\left(\frac{\beta^{2}}{16 \pi t}\right)^{d / 2} e^{-\beta^{2} / t} \Gamma\left(\frac{d+2}{d}\right)^{-2} \tag{2.125}
\end{equation*}
$$

Lemma 2.16 (Narcowich and Ward [96]). For $d=1,2, \ldots$, and for all $z>0$, there holds

$$
\begin{equation*}
J_{d / 2}^{2}(z) \leqslant \frac{2^{d+2}}{z \pi} \tag{2.126}
\end{equation*}
$$

Next, we can prove Theorem 2.13.

Proof. (Theorem 2.13)
Given the definition of the form $Q_{t}$ we use Lemma 2.14 and obtain

$$
\begin{aligned}
Q_{t} & =\sum_{j, k=1}^{n} \xi_{j} \xi_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \exp \left(-\|\mathbf{x}-\mathbf{y}\|^{2} t\right), \\
& =\sum_{j, k=1}^{n} \xi_{j} \xi_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \int_{0}^{\infty} \Omega_{d}(u\|\mathbf{x}-\mathbf{y}\|) \mathrm{d} \gamma_{t}(u) .
\end{aligned}
$$

Next, we introduce the Fourier transform $\hat{\chi}(u)$ from Lemma 2.15 and we get

$$
Q_{t} \geqslant \sum_{j, k=1}^{n} \xi_{j} \xi_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \int_{0}^{\infty} \Omega_{d}(u\|\mathbf{x}-\mathbf{y}\|) \hat{\chi}(u) u^{d-1} \mathrm{~d} u .
$$

From Wells and Williams [125, p.26] we know

$$
\begin{equation*}
\Omega_{d}(\mathbf{z})=\omega_{d-1}^{-1} \int_{S_{d-1}} e^{\langle\mathbf{z}, \eta\rangle} \mathrm{d} \sigma_{d-1}(\eta) \tag{2.127}
\end{equation*}
$$

and we receive

$$
\begin{aligned}
Q_{t} & \geqslant \sum_{j, k=1}^{n} \xi_{j} \xi_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \int_{0}^{\infty} \omega_{d-1}^{-1} \int_{S_{d-1}} e^{\langle\mathbf{x}-\mathbf{y}, \eta\rangle} \mathrm{d} \sigma_{d-1}(\eta) \hat{\chi}(u) u^{d-1} \mathrm{~d} u \\
& =\omega_{d-1}^{-1} \sum_{j, k=1}^{n} \xi_{j} \xi_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \underbrace{\int_{\mathbb{R}^{d}} e^{\langle\mathbf{x}-\mathbf{y}, \zeta\rangle} \hat{\chi}(\|\zeta\|) \mathrm{d} \zeta}_{(2 \pi)^{d} \chi(\|\mathbf{x}-\mathbf{y}\|)}, \\
& =\frac{(2 \pi)^{d}}{\omega_{d-1}}\left[\sum_{j=1}^{n}\left|\xi_{j}\right|^{2} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{j}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|)+\sum_{j \neq k} \xi_{j} \xi_{k} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|)\right] .
\end{aligned}
$$

Next, we use Young's inequality and obtain the estimate

$$
\begin{align*}
Q_{t} & \geqslant \frac{(2 \pi)^{d}}{\omega_{d-1}}\left[\sum_{j=1}^{n}\left|\xi_{j}\right|^{2} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{j}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|)-\sum_{j \neq k} \frac{1}{2}\left(\left|\xi_{j}\right|^{2}+\left|\xi_{k}\right|^{2}\right) \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|)\right], \\
& =\frac{(2 \pi)^{d}}{\omega_{d-1}}\left[\sum_{j=1}^{n}\left|\xi_{j}\right|^{2} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{j}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|)-\sum_{j \neq k}\left|\xi_{j}\right|^{2} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|)\right], \\
& \geqslant \frac{(2 \pi)^{d}}{\omega_{d-1}}\left[\alpha_{n}-\gamma_{n}\right] \sum_{j=1}^{n}\left|\xi_{j}\right|^{2}, \tag{2.128}
\end{align*}
$$

with

$$
\begin{align*}
& \alpha_{n}=\min _{j} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{j}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|),  \tag{2.129}\\
& \gamma_{n}=\max _{k} \sum_{j=1, j \neq k}^{n} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|)=\sum_{j=1, j \neq k_{0}}^{n} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k_{0}}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|), \tag{2.130}
\end{align*}
$$

where $k_{0}=\underset{k}{\operatorname{argmax}} \sum_{j=1, j \neq k}^{n} \lambda_{C_{j}}^{\mathbf{x}} \lambda_{C_{k}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|)$. So far, the proof follows that of the pointwise method. The only difference is that in the cell average case the estimate for $\alpha_{n}-\gamma_{n}$ is more complex.
Since $\chi \in L_{1}(\mathbb{R})$,the following estimate holds.

For every $i \leqslant n, i \neq k_{0}$ there exists $\mathbf{x}_{i} \in C_{i} \backslash \partial C_{i}$ and $\mathbf{x}_{0}^{i} \in C_{k_{0}} \backslash \partial C_{k_{0}}$ such that

$$
\begin{equation*}
\lambda_{C_{i}}^{\mathbf{x}} \lambda_{C_{k_{0}}}^{\mathbf{y}} \chi(\|\mathbf{x}-\mathbf{y}\|) \leqslant \chi\left(\left\|\mathbf{x}_{i}-\mathbf{x}_{0}^{i}\right\|\right) \tag{2.131}
\end{equation*}
$$

Let us introduce some definitions

$$
\begin{align*}
q & :=\min \left\{\min _{i \neq j}\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|, \min _{i} \min _{\mathbf{x} \in C_{k_{0}}}\left\|\mathbf{x}-\mathbf{x}_{i}\right\|\right\} \in \mathbb{R},  \tag{2.132}\\
\delta\left(\mathbf{x}_{j}, C_{k_{0}}\right) & :=\min _{\mathbf{x} \in C_{k_{0}}}\left\|\mathbf{x}-\mathbf{x}_{j}\right\| \in \mathbb{R},  \tag{2.133}\\
\tilde{\varepsilon}_{i} & :=\left\{\mathbf{x}_{j} \mid 1 \leqslant j \leqslant n, i q \leqslant \delta\left(\mathbf{x}_{j}, C_{k_{0}}\right) \leqslant(i+1) q\right\} \subset \mathbb{R}^{d},  \tag{2.134}\\
\kappa_{i} & :=\sup \left\{\sup _{\mathbf{y} \in C_{k_{0}}}(\|\mathbf{x}-\mathbf{y}\|) \mid n q \leqslant \delta\left(\mathbf{x}, C_{k_{0}}\right) \leqslant(n+1) q\right\} \in \mathbb{R} . \tag{2.135}
\end{align*}
$$

We get an upper bound

$$
\begin{align*}
\gamma_{n} & \leqslant \sum_{j=1, j \neq k_{0}}^{n} \chi\left(\left\|\mathbf{x}_{j}-\mathbf{x}_{0}^{j}\right\|\right) \leqslant \sum_{j=1, j \neq k_{0}}^{n} \sup _{\mathbf{x} \in C_{k_{0}}} \chi\left(\left\|\mathbf{x}_{j}-\mathbf{x}\right\|\right), \\
& =\sum_{i=1}^{\infty} \operatorname{card}\left(\tilde{\varepsilon}_{i}\right) \kappa_{i} . \tag{2.136}
\end{align*}
$$

To bound the cardinality of $\tilde{\varepsilon}_{n}$ and $\kappa_{n}$, we inscribe a ball with center $\mathrm{x}_{0}$ and radius $d_{0}^{\min }$ into $C_{k_{0}}$ and set $d_{0}^{\max }:=\max _{\mathbf{x} \in C_{k_{0}}}\left\|\mathbf{x}-\mathbf{x}_{k_{0}}\right\|$ that can describe a cirumscribed circle. The idea is to estimate the cardinality of $\tilde{\varepsilon}_{i}$. It is clear that $\tilde{\varepsilon}_{i}$ lie between the shell around $\mathrm{x}_{0}$ with radius $d_{0}^{\max }+q(i+2)$ and the smaller one with radius $d_{0}^{\min }+q(i-1)$. Since all points $\mathbf{x}_{j}$ have at least the distance $q$, we can find an upper bound of the cardinality of $\tilde{\varepsilon}_{i}$ by using the ratio of the volume between the shells divided by the volume of the ball with diameter $q$. Thus, we get

$$
\begin{aligned}
\operatorname{card}\left(\tilde{\varepsilon}_{i}\right) & \leqslant\left(\frac{d_{0}^{\max }}{q}+i+2\right)^{d}-\left(\frac{d_{0}^{\min }}{q}+i-1\right)^{d} \leqslant\left(\frac{d_{0}^{\max }}{q}+i+2\right)^{d}-(i-1)^{d} \\
& \leqslant\left(\frac{d_{0}^{\max }}{q}+3\right)^{d}{ }^{d-1}
\end{aligned}
$$

With Lemma 2.15 and 2.16 we recover the upper bound of $\kappa_{i}$

$$
\begin{equation*}
\kappa_{i} \leqslant \frac{4 d}{\beta} t^{-d / 2} \pi^{-1-d / 2} e^{-\beta^{2} / t}(q i)^{-1-d}, \tag{2.137}
\end{equation*}
$$

and use this to estimate the value $\gamma_{n}$

$$
\begin{aligned}
\gamma_{n} & \leqslant \frac{4 d}{\beta}\left(\frac{d_{0}^{\max }}{q}+3\right)^{d} t^{-d / 2} \pi^{-1-d / 2} e^{-\beta^{2} / t} q^{-1-d} \sum_{i=1}^{\infty} i^{-2}, \\
& =\frac{2 d}{3 \beta}\left(\frac{d_{0}^{\max }}{q}+3\right)^{d} t^{-d / 2} \pi^{1-d / 2} e^{-\beta^{2} / t} q^{-1-d}=: \frac{C(t)}{\beta} .
\end{aligned}
$$

This yields

$$
\begin{equation*}
Q_{t} \geqslant \frac{(2 \pi)^{d}}{\omega_{d-1}}\left[\alpha_{n}-\frac{C(t)}{\beta}\right] \sum_{j=1}^{n}\left|\xi_{j}\right|^{2}, \tag{2.138}
\end{equation*}
$$

with the free parameter $\beta>0$. We choose $\beta$ such that

$$
\begin{equation*}
\frac{\chi(0)}{2}=\alpha_{n}-\frac{C(t)}{\beta} . \tag{2.139}
\end{equation*}
$$

Thus, we recover the formula from the pointwise case

$$
\theta(t)=C_{s} t^{-d / 2} q^{-d} e^{-\delta^{2} q^{-2} t^{-1}}, \quad \text { where } C_{s}=\frac{\delta^{d}}{2^{d+1} \Gamma((d+2) / 2)},
$$

with the only difference that

$$
\delta=4\left(\frac{d_{0}^{\max }}{q}+3\right)\left(\frac{\pi \Gamma((d+2) / 2)^{2}}{\left(3 d_{0}^{\max } / q+9\right)\left(2 \alpha_{n} / \chi(0)-1\right)}\right)^{1 /(d+1)} .
$$

Theorem 2.17 (Lower bound of the quadratic form). Let $\phi \in \mathcal{R} \mathcal{P}_{m, c}^{\infty}, \xi=\left(\xi_{1}, \ldots, \xi_{n}\right)^{T}$ satisfy $\sum_{i=1}^{n} \xi_{i} \lambda_{C_{i}}^{\mathrm{x}} p(\mathbf{x})=0$ for all $p \in \Pi_{m-1}\left(\mathbb{R}^{d}\right)$, and set

$$
\begin{equation*}
\Theta:=\int_{0}^{\infty} \frac{\theta(t)}{t^{m}} \mathrm{~d} \eta(t) \tag{2.140}
\end{equation*}
$$

where $\theta(t)$ appears in Theorem 2.13 and $\mathrm{d} \eta(t)$ is given in Lemma 2.11. Then, provided $\mathrm{d}^{m} / \mathrm{d} t^{m} \phi(\sqrt{t})$ is nonconstant, there holds

$$
\begin{equation*}
Q \geqslant \Theta\|\xi\|^{2} \tag{2.141}
\end{equation*}
$$

Proof. This theorem follows directly from Corollary 2.12 and Theorem 2.13. The condition that $\mathrm{d}^{m} / \mathrm{d} t^{m} \phi(\sqrt{t})$ is nonconstant ensures that $\Theta$ is positive.

Finally, we can show that the mean-value interpolation problem is well-posed.

Proof. (Theorem 2.8)
After proving all pointwise results for cell averages, the proof for the unique solvability of (2.114) follows closely that of the pointwise result [124]. Let us consider (2.114) with
$U_{j}=0$. Thus, we have

$$
\begin{array}{r}
A a+P b=0, \\
P^{T} a=0 . \tag{2.142b}
\end{array}
$$

Multiplying $a^{T}$ from the left to (2.142a) gives us

$$
\begin{equation*}
a^{T} A a=0 . \tag{2.143}
\end{equation*}
$$

By Theorem 2.17 we get $a=0$ and thus $P b=0$. The $\Pi_{l-1}\left(\mathbb{R}^{d}\right)$-unisolvency gives us $b=0$.

### 2.6.3 Ill-conditioning and VVRA-method

Despite the simple concept of RBF-interpolation in multiple dimensions, there is a major drawback, often referred to as the Uncertainty Principle [107]. It describes the trade-off between the well-known properties that flat infinitely smooth RBFs $(\varepsilon \rightarrow 0)$ have increasing approximation power but decreasing numerical stability due to illconditioning of the interpolation matrix and a resulting stagnation (saturation) of the error under refinement [24, 78, 109].
To overcome the issue of ill-conditioning there are several propositions for choosing an optimal shape parameter [33, 104]. The approach of a continuous scaling $\varepsilon=\alpha n^{-1 / d}$ causes stagnation errors [13]. However, there are multiple approaches which overcome this problem: the RBF-CP [42], the RBF-QR [41], and the RBF-GA [40]. Furthermore, there is the vector-valued rational approximation method (RBF-RA), based on the RBF-CP algorithm and introduced in [127]. A different way to overcome the stagnation error is the augmentation with polynomials [39, 9, 8]. In this case, the polynomials take over the role for the interpolation and the RBFs ensure solvability of (2.110). Note that our application to finite volume methods is of slightly different nature than most of the RBF applications, since we generally use small stencils.

## Vector-valued rational approximation

The vector-valued rational approximation is not restricted to RBF-interpolation, but can be applied to approximation problems that satisfy certain conditions. Let us assume a vector-valued function $f: \mathbb{C} \rightarrow \mathbb{C}^{M}$, with $M>1$. All components $f_{j}(\varepsilon)$ for $j=1, \ldots, M$ are analytic in a domain $\Omega$ around the origin except for a finite number of isolated poles such that
(i) all M-components of $f$ share the same singular points,
(ii) the direct numerical evaluation of $f$ is possible for $|\varepsilon| \geqslant \varepsilon_{R}>0$, where $|\varepsilon| \leqslant \varepsilon_{R}$ is in $\Omega$,
(iii) $\varepsilon=0$ is at most a removable singularity of $f$,
(iv) the function $f$ is even.

The goal is to construct a Pade approximant $r_{j}(\varepsilon)$ with the same denominator for each component and its interpolation points $\varepsilon_{j}=\varepsilon_{R} e^{\pi j / K}$ for $K \in \mathbb{N}$. Condition (iv) is not mandatory, but it results in an even rational approximation

$$
\begin{equation*}
r_{j}(\varepsilon)=\frac{\sum_{i=0}^{m} a_{i, j} \varepsilon^{2 i}}{1+\sum_{i=1}^{n} b_{i} \varepsilon^{2 i}} \approx f_{j}(\varepsilon), \tag{2.144}
\end{equation*}
$$

for $j=1, \ldots, M$ and $m, n \in \mathbb{N}$. Furthermore, it is fulfilled by RBFs. The interpolation problem can be described for each component by the system

$$
\left(\begin{array}{cccc}
1 & \varepsilon_{1}^{2} & \ldots & \varepsilon_{1}^{2 m}  \tag{2.145}\\
1 & \varepsilon_{2}^{2} & \ldots & \varepsilon_{2}^{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \varepsilon_{K}^{2} & \cdots & \varepsilon_{K}^{2 m}
\end{array}\right)\left(\begin{array}{c}
a_{0, j} \\
\vdots \\
a_{m, j}
\end{array}\right)+\operatorname{diag}\left(-f_{j}\right)\left(\begin{array}{ccc}
\varepsilon_{1}^{2} & \ldots & \varepsilon_{1}^{2 n} \\
\varepsilon_{2}^{2} & \ldots & \varepsilon_{2}^{2 n} \\
\vdots & \ddots & \vdots \\
\varepsilon_{K}^{2} & \ldots & \varepsilon_{K}^{2 n}
\end{array}\right)\left(\begin{array}{c}
b_{1} \\
\vdots \\
b_{n}
\end{array}\right)=\left(\begin{array}{c}
f_{j}\left(\varepsilon_{1}\right) \\
\vdots \\
f_{j}\left(\varepsilon_{K}\right)
\end{array}\right)
$$

with $(m+1) M+n$ unknown coefficients. We write (2.145) as

$$
\begin{equation*}
E a_{j}+F_{j} b_{j}=f_{j} \tag{2.146}
\end{equation*}
$$

and choose $K>m+1+n / M$ to define an overdetermined system of equations. Algorithm 2.2 solves this system of equations. Note that there remains the choice of the parameters $n, m, K \in \mathbb{N}$ and $\varepsilon_{R} \in \mathbb{R}$.

## RBF-RA

In the case of RBF-interpolation let $\hat{x}_{1}, \ldots, \hat{x}_{M}$ be the evaluation points and consider the approximation problem

$$
f(\varepsilon)=\left(\begin{array}{c}
s\left(\hat{x}_{1}, \varepsilon\right)  \tag{2.148}\\
\vdots \\
s\left(\hat{x}_{M}, \varepsilon\right)
\end{array}\right)=\left.\underbrace{\left(\begin{array}{ccc}
\phi_{\varepsilon}\left(\left\|\hat{x}_{1}-x_{1}\right\|\right) & \cdots & \phi_{\varepsilon}\left(\left\|\hat{x}_{1}-x_{n}\right\|\right) \\
\vdots & \ddots & \vdots \\
\phi_{\varepsilon}\left(\left\|\hat{x}_{M}-x_{1}\right\|\right) & \cdots & \phi_{\varepsilon}\left(\left\|\hat{x}_{M}-x_{n}\right\|\right)
\end{array}\right)}_{\Phi(\varepsilon)}\left(A(\varepsilon)^{-1}\right) f\right|_{X} .
$$

Note that the evaluation points are fixed and the shape parameter $\varepsilon$ is the variable of interest. Since $\phi_{\varepsilon}(r)$ is an analytic function in $\varepsilon$, all entries of $\Phi(\varepsilon)$ are analytic. In the same manner, all entries of $A(\varepsilon)$ are analytic near the origin and they have only isolated zeros. So, the entries of $A(\varepsilon)^{-1}$ are analytic with at most isolated poles and thus in

## Algorithm 2.2 Vector-valued rational approximation [127]

(i) We normalize the system by dividing each row of $E, F_{j}$ and $f_{j}$ by $\left\|f\left(\varepsilon_{k}\right)\right\|_{\infty}$. Then, we compute a QR-decomposition of the modified $E$.
(ii) We multiply (2.145) with the Hermitian transpose $Q^{*}$ from the left to obtain

$$
\begin{equation*}
\binom{R}{0} a_{j}+Q^{*} F_{j} b=Q^{*} f_{j} . \tag{2.147}
\end{equation*}
$$

(iii) We reorder the equations such that all $\bar{k}=\operatorname{rank} R$ equations of each component are first and all remaining put in the end. This gives us an almost upper triangular system with a full matrix block $\dot{F}$ of size $M(K-(m+1)) \times n$ and the corresponding rows of the right hand side $\dot{f}$.
(iv) We compute the least square solution of the overdetermined system of equations $\dot{F} b=\dot{f}$.
(v) By using the coefficients $b$ we can solve the upper triangular systems to recover the remaining coefficients $a_{j}$ for $j=1, \ldots, M$.
compact domains there are at most a finite number of isolated poles. Furthermore, all entries of $s(\varepsilon)$ share the same poles since they are all dependent on $A(\varepsilon)^{-1}$. Further, the condition that $\varepsilon=0$ is a removable singularity is typically and, in the case of the Gaussian kernel, is fulfilled [43, 109].
Condition (ii) is the only one that may not be fulfilled for large stable evaluation contours. The problem with kernels that have simple poles or branch points is that the interpolation domain may include branch points or too many poles. The case of too many poles can be handled by choosing a higher degree of the denominator. For kernels without poles and branch points, i.e., the Gaussian kernels, the problem is that the evaluation of $\phi(\epsilon)$ gets unstable since it is growing exponentially along the imaginary axis. In general, the unstable region around the origin is small enough for $n \lesssim 100$ in two dimensions and for $n \lesssim 300$ in three dimensions. More details can be found in [42, 127].

Parameter choice For the choice of the evaluation radius two different strategies have been proposed, depending on the type of the kernel [127]. For positive definite kernels without poles and branch points $\varepsilon_{R}$ should be set to the approximate minimum of $\log \left(\tilde{\sigma}_{\infty}(A(\beta))\right.$ with

$$
\begin{equation*}
\tilde{\sigma}_{\infty}(A(\beta))=\|A(i \beta)\|_{\infty}\left\|A(\beta)^{-1}\right\|_{\infty}, \tag{2.149}
\end{equation*}
$$

with the imaginary number $i$. For other kernels we choose $\varepsilon_{R}$ smaller than the smallest distance to a singularity

$$
\begin{equation*}
\varepsilon_{R}=0.95\left(\max _{i, j \leqslant N}\left\|x_{i}-x_{j}\right\|\right)^{-1} \tag{2.150}
\end{equation*}
$$

In some cases with small distances this seems to give too large values. Then, we can choose the minimum of (2.150) and the approximated real value $\varepsilon$ such that $\operatorname{cond}(A(\varepsilon)) \approx 10^{6}$.
The two remaining parameters $m, n$ can be chosen such that $n=\lfloor K / 4\rfloor$ and $m=K-n$. In the one-dimensional cases it is observed that $K=16$ is a good choice.

### 2.6.4 Explicit formula of the RBF interpolation

Let us consider the pointwise RBF interpolation problem (2.110) with the interpolation function (2.108). Furthermore, let $x_{1}, \ldots, x_{n}$ be the grid points such that $x_{i}<x_{i+1}$ and $n \in \mathbb{N}$ and $y_{1}, \ldots, y_{n} \in \mathbb{R}$ its values. We are looking for an RBF interpolation function

$$
\begin{equation*}
s(x)=\sum_{i=1}^{n} a_{i} \phi\left(x-x_{i}\right)+\sum_{j=1}^{m} b_{j} L_{j}(x), \tag{2.151}
\end{equation*}
$$

where $L_{j}$ for $j=1, \ldots, m$ are the Lagrange polynomials such that $L_{j}\left(x_{i}\right)=\delta_{i j}$ and $\phi$ a conditional positive definite RBF of order $m$. By further assuming that $m=n-1$, it holds

Lemma 2.18 (Explicit RBF solution formula). The interpolation problem (2.105) and (2.109) can be solved using an explicit formula if we choose an RBF interpolation ansatz with a conditional positive definite RBF of order smaller than $n-1$

$$
\begin{equation*}
s(x)=\alpha \mathrm{d} \varphi(x)+\sum_{i=1}^{n-1} y_{i} L_{i}(x), \tag{2.152}
\end{equation*}
$$

where $\alpha=\frac{y_{n}-\sum_{i=1}^{n-1} y_{i} L_{i}\left(x_{n}\right)}{\mathrm{d} \varphi\left(x_{n}\right)}, \mathrm{d} \varphi(x)=\varphi(x)-\sum_{i=1}^{n-1} \varphi\left(x_{i}\right) L_{i}(x)$ and $\varphi(x)=\phi\left(x-x_{n}\right)-$ $\sum_{i=1}^{n-1} L_{i}\left(x_{n}\right) \phi\left(x-x_{i}\right)$.

Proof. From the representation of the polynomial part in Lagrange polynomials we recover

$$
\begin{equation*}
a_{j}=-a_{n} L_{j}\left(x_{n}\right), \quad \text { for } j=1, \ldots, n-1 . \tag{2.153}
\end{equation*}
$$

This yields the interpolation function

$$
\begin{equation*}
s(x)=\alpha \varphi(x)+\sum_{j=1}^{n-1} b_{j} L_{j}(x), \tag{2.154}
\end{equation*}
$$

## Chapter 2. Theoretical background

with $\alpha=a_{n}$, which solves the reduced interpolation problem

$$
\begin{equation*}
\alpha \varphi\left(x_{i}\right)+\sum_{j=1}^{n-1} b_{j} L_{j}\left(x_{i}\right)=y_{i}, \quad \text { for } i=1, \ldots, n \tag{2.155}
\end{equation*}
$$

By the properties of the Lagrange polynomials we can write down the explicit form of $\alpha$ and $b_{j}$

$$
\begin{array}{lr}
\alpha=\frac{y_{n}-\sum_{i=1}^{n-1} y_{i} L_{i}\left(x_{n}\right)}{\mathrm{d} \varphi\left(x_{n}\right)}, \\
b_{j}=y_{j}-\alpha \varphi\left(x_{j}\right), & \text { for } j=1, \ldots, n-1 . \tag{2.156b}
\end{array}
$$

Remark 2.4. We can express $\mathrm{d} \varphi$ in terms of projections

$$
\begin{equation*}
\left.\mathrm{d} \varphi(x):=\Psi\left(x, x_{i}\right)=\left(I d-\mathcal{P}^{x}\right)\left(I d-\mathcal{P}^{y}\right)[\phi(x-y))\right]\left.\right|_{y=x_{i}}, \tag{2.157}
\end{equation*}
$$

where the operators $\mathcal{P}^{z}$ is the projection of the variable $z$ on the polynomial space of dimension $n-1$. Schaback [108] shows that $\Psi$ is positive definite on $\mathbb{R}^{d} \backslash\left\{x_{1}, \ldots, x_{n-1}\right\}$. Thus, it is closely related to reproducing kernels and its native spaces, introduced in [108].

Remark 2.5. Note that this representation is independent to permutations of the indices. In general we can choose $\tilde{y}_{n}=y_{j}$ and $\tilde{y}_{i} \in\left\{y_{l} \mid l \neq j\right\}$.

## 3 Entropy stable RBF-based reconstruction methods

In one space dimension there is no need to deviate from the polynomial reconstruction to construct high-order methods as introduced in Section 2.2. For unstructured grids in multiple dimensions the central problem is the construction of an interpolation function. There exist a lot of cell or point configurations such that the reconstruction problem is not well-defined. This issue can be relaxed by solving an overdetermined system of equations, but then we lose the exact interpolation property. The RBFinterpolation circumvents this problem since we do not need an unisolvent set of cells or points, but only an unisolvent subset of lower order. Thus, by adding some extra cells we significantly reduce the probability that an unsolvable configuration occurs. However, the theory of RBF-based reconstruction methods is behind that of polynomial reconstructions. In this chapter, we develop a sign-stable reconstruction method of second and third degree for one-dimensional problems. Thus, we show that the RBF reconstruction is comparable with the polynomial reconstruction with advantages in higher dimensions. The results of this chapter are published in [62].

### 3.1 Smoothness indicator for RBF interpolation functions

In essentially nonoscillatory (ENO)- and weighted ENO (WENO)-type methods a key component is to measure the smoothness of the interpolation function. In the polynomial ENO scheme, the highest degree divided difference plays an important role for identifying the least oscillating interpolation of a certain degree. To extend this to RBF-based interpolation we need something similar. However, the method of divided differences, used in the standard Newton's interpolation formula, is valid only for polynomials.

## Chapter 3. Entropy stable RBF-based reconstruction methods

### 3.1.1 Generalized divided differences

For non-polynomial basis functions Mühlbach [92] introduces generalized divided differences, which coincide in the monomial case with the standard appearances. The result is based on functions $f_{1}, \ldots, f_{n}$ that form a Chebyshev system, i.e., they satisfy

$$
\left|\begin{array}{ccc}
f_{1}\left(z_{1}\right) & \cdots & f_{1}\left(z_{k}\right)  \tag{3.1}\\
\vdots & & \vdots \\
f_{k}\left(z_{1}\right) & \cdots & f_{k}\left(z_{k}\right)
\end{array}\right| \neq 0
$$

for all distinct points $z_{1}, \ldots, z_{k}$ and for $k=0, \ldots, n$. Using Cramer's rule we recover that for any $f: \mathbb{R} \rightarrow \mathbb{R}$ and set of distinct points $x_{1}, \ldots, x_{n}$ there exists a unique linear combination

$$
\mathrm{p}_{n} f:=\mathrm{p} f\left[\begin{array}{c}
f_{1}, \ldots, f_{n}  \tag{3.2}\\
x_{1}, \ldots, x_{n}
\end{array}\right],
$$

of $f_{1}, \ldots, f_{n}$ which satisfy the interpolation condition

$$
\begin{equation*}
\mathrm{p}_{n} f\left(x_{i}\right)=f\left(x_{i}\right), \quad \text { for all } i=1, \ldots, n \text {. } \tag{3.3}
\end{equation*}
$$

Theorem 3.1 (Generalized Newton's interpolation formula [93]). Let $f_{1}, \ldots, f_{n}$ form a complete Chebyshev system. Then for any $f: \mathbb{R} \rightarrow \mathbb{R}$ and any subset $G_{n}=\left\{x_{1}, \ldots, x_{n}\right\} \subset$ $\mathbb{R}$ of cardinality $n$ it holds

$$
\operatorname{pf}\left[\begin{array}{c}
f_{1}, \ldots, f_{n}  \tag{3.4}\\
x_{1}, \ldots, x_{n}
\end{array}\right]=\sum_{k=1}^{n}\left[\begin{array}{c|c}
f_{1}, \ldots, f_{k} & f \\
x_{1}, \ldots, x_{k} & f
\end{array}\right] \cdot g_{k},
$$

where

$$
\begin{array}{ll}
g_{1}:=f_{1}, & \\
g_{k}:=r_{k-1} f_{k}, & \text { for } k=2, \ldots, n,
\end{array}
$$

with the interpolation error in the $k$-th step

$$
r_{k} f:=\mathrm{r} f\left[\begin{array}{c}
f_{1}, \ldots, f_{k}  \tag{3.5}\\
x_{1}, \ldots, x_{k}
\end{array}\right]:=f-\mathrm{p} f\left[\begin{array}{c}
f_{1}, \ldots, f_{k} \\
x_{1}, \ldots, x_{k}
\end{array}\right],
$$

and the recursively defined coefficients

$$
\left.\left[\begin{array}{c|c}
f_{1}, \ldots, f_{k} & f  \tag{3.6}\\
x_{1}, \ldots, x_{k} & \mid
\end{array}\right]: \left.=\frac{\left[\begin{array}{c}
f_{1}, \ldots, f_{k-1} \\
x_{2}, \ldots, x_{k}
\end{array}\right.}{} \right\rvert\, f\right]-\left[\left.\begin{array}{c}
f_{1}, \ldots, f_{k-1} \\
x_{1}, \ldots, x_{k-1}
\end{array} \right\rvert\, f\right], \quad\left[\begin{array}{c|c}
f_{1}, \ldots, f_{k-1} \\
x_{2}, \ldots, x_{k} & f_{k}
\end{array}\right]-\left[\left.\begin{array}{c}
f_{1}, \ldots, f_{k-1} \\
x_{1}, \ldots, x_{k-1}
\end{array} \right\rvert\, f_{k}\right], \quad \text { for } k \geqslant 2 \text {, }
$$

where

$$
\left[\begin{array}{l|l}
f_{1} & f  \tag{3.7}\\
x_{j} & f
\end{array}\right]:=\frac{f\left(x_{j}\right)}{f_{1}\left(x_{j}\right)} .
$$

Based on this we can express the generalized divided differences for the basis

$$
\begin{equation*}
\left\{1, x, \ldots, x^{n-2}, \varphi\right\} \tag{3.8}
\end{equation*}
$$

for $n \in \mathbb{N}$ and $\varphi$ from Lemma 2.18 to quantify the oscillations of the interpolation function. To distinguish between the Lagrange polynomials of different degree we write $L_{j}^{i, d}$ for the Lagrange polynomial of degree $d$ such that $L_{j}^{i, d}\left(x_{l}\right)=\delta_{l j}$ for $l \in$ $\{i-d-1, \ldots, i-1\}$.
Theorem 3.2. Let the basis be given by $\left\{1, x, \ldots, x^{n-2}, \varphi\right\}$ for $n \in \mathbb{N}$ and $\varphi$ as defined in Lemma 2.18. We recover the generalized divided differences of the form

$$
\begin{align*}
{\left[\left.\begin{array}{c}
1 \\
x_{0}
\end{array} \right\rvert\, f\right] } & =f\left(x_{0}\right)=y_{0},  \tag{3.9}\\
{\left[\left.\begin{array}{c}
1, x, \ldots, x^{k} \\
x_{1}, x_{2}, \ldots, x_{k+1}
\end{array} \right\rvert\, f\right] } & =\frac{y_{k+1}-\sum_{i=1}^{k} y_{i} L_{i}^{k+1, k-1}\left(x_{k+1}\right)}{\prod_{i=1}^{k}\left(x_{k+1}-x_{i}\right)}, \text { for } k<n-1,  \tag{3.10}\\
{\left[\left.\begin{array}{c}
1, x, \ldots, x^{n-2}, \varphi \\
x_{1}, x_{2}, \ldots, x_{n-1}, x_{n}
\end{array} \right\rvert\, f\right] } & =\frac{y_{n}-\sum_{i=1}^{n-1} y_{i} L_{i}^{n, n-2}\left(x_{n}\right)}{\varphi\left(x_{n}\right)-\sum_{i=1}^{n-1} \varphi\left(x_{i}\right) L_{i}^{n, n-2}\left(x_{n}\right)} . \tag{3.11}
\end{align*}
$$

By comparing these results with the RBF interpolation in Lemma 2.18, we observe that the last divided difference can be written as

$$
\left[\begin{array}{c|c}
1, x, \ldots, x^{n-2}, \varphi & f  \tag{3.12}\\
x_{1}, x_{2}, \ldots, x_{n-1}, x_{n} & f
\end{array}\right]=\alpha .
$$

Based on the success of the classic ENO scheme this suggests that $\alpha$ may be a good choice as the smoothness indicator.

Proof. (Theorem 3.2) The proof is split into two steps. In the first one, we show (3.10)
and in the second one (3.11). Recall that the generalized divided differences coincide with the standard one in the case of a monomial basis.
The proof is based on induction and the base for $k=1$ is true since $L_{j}^{i, 0}(x)=1$. We have

$$
\left[\begin{array}{c|c}
1, x & f  \tag{3.13}\\
x_{1}, x_{2} & f
\end{array}\right]=\frac{y_{2}-y_{1}}{x_{2}-x_{1}}=\frac{y_{2}-L_{1}^{2,0}\left(x_{2}\right)}{x_{2}-x_{1}} .
$$

For the inductive step, we assume (3.10) to be given for index $k$ and we show its correctness for $k+1$. Since we only have monomials as a basis, we can use the standard divided difference method

$$
\begin{aligned}
& \left.\left.\left[\begin{array}{c|c}
1, x, \ldots, x^{k+1} & \mid \\
x_{1}, x_{2}, \ldots, x_{k+2} & f
\end{array}\right]=\frac{\left[\begin{array}{c}
1, x, \ldots, x^{k} \\
x_{2}, x_{3}, \ldots, x_{k+2}
\end{array}\right.}{} \right\rvert\, f\right]-\left[\left.\begin{array}{c}
1, x, \ldots, x^{k} \\
x_{1}, x_{2}, \ldots, x_{k+1}
\end{array} \right\rvert\, f\right] \\
& x_{k+2}-x_{1}
\end{aligned}, \begin{aligned}
& y_{k+2}-\sum_{i=1}^{k} y_{i+1} L_{i+1}^{k+2, k-1}\left(x_{k+2}\right) \\
& \left(x_{k+2}-x_{1}\right) \prod_{i=1}^{k}\left(x_{k+2}-x_{i+1}\right) \\
& y_{k+1}-\sum_{i=1}^{k} y_{i} L_{i}^{k+1, k-1}\left(x_{k+1}\right) \\
& \left(x_{k+2}-x_{1}\right) \prod_{i=1}^{k}\left(x_{k+1}-x_{i}\right)
\end{aligned}
$$

We rewrite it in the following form

$$
\begin{aligned}
& {\left[\left.\begin{array}{c}
1, x, \ldots, x^{k+1} \\
x_{1}, x_{2}, \ldots, x_{k+2}
\end{array} \right\rvert\, f\right]=\left(y_{k+2}+y_{1} L_{1}^{k+1, k-1}\left(x_{k+1}\right) \prod_{j=1}^{k} \frac{x_{k+2}-x_{j+1}}{x_{k+1}-x_{j}}\right.} \\
& \\
& \quad+\sum_{i=2}^{k} y_{i}\left(L_{i}^{k+1, k-1}\left(x_{k+1}\right) \prod_{j=1}^{k} \frac{x_{k+2}-x_{j+1}}{x_{k+1}-x_{j}}-L_{i}^{k+2, k-1}\left(x_{k+2}\right)\right) \\
& \\
& \left.\quad-y_{k+1}\left(\prod_{j=1}^{k} \frac{x_{k+2}-x_{j+1}}{x_{k+1}-x_{j}}+L_{k+1}^{k+2, k-1}\left(x_{k+2}\right)\right)\right) \frac{1}{\prod_{j=1}^{k+1}\left(x_{k+2}-x_{j}\right)}, \\
& = \\
& y_{k+2}+\sum_{i=1}^{k+1} A_{i} y_{i} .
\end{aligned}
$$

To calculate the coefficients $A_{i}$ we insert the definition of the Lagrange polynomial. Let us start with $i=1$

$$
\begin{aligned}
A_{1} & =\prod_{j=2}^{k} \frac{x_{k+1}-x_{j}}{x_{1}-x_{j}} \prod_{j=1}^{k} \frac{x_{k+2}-x_{j+1}}{x_{k+1}-x_{j}} \\
& =\frac{x_{k+2}-x_{2}}{x_{k+1}-x_{1}} \prod_{j=2}^{k} \frac{x_{k+2}-x_{j+1}}{x_{1}-x_{j}}=-L_{1}^{k+2, k}\left(x_{k+2}\right) .
\end{aligned}
$$

Next, we express $A_{i}$ for $1<i<k+1$

$$
\begin{aligned}
A_{i} & =\prod_{\substack{j=1 \\
j \neq i}}^{k} \frac{x_{k+1}-x_{j}}{x_{i}-x_{j}} \prod_{j=1}^{k} \frac{x_{k+2}-x_{j+1}}{x_{k+1}-x_{j}}-\prod_{\substack{j=2 \\
j \neq i}}^{k+1} \frac{x_{k+2}-x_{j}}{x_{i}-x_{j}} \\
& =\frac{x_{k+2}-x_{i+1}}{x_{k+1}-x_{i}} \prod_{\substack{j=1 \\
j \neq i}}^{k} \frac{x_{k+2}-x_{j+1}}{x_{i}-x_{j}}-\prod_{\substack{j=2 \\
j \neq i}}^{k+1} \frac{x_{k+2}-x_{j}}{x_{i}-x_{j}} \\
& =\prod_{\substack{j=2 \\
j \neq i}}^{k+1} \frac{x_{k+2}-x_{j}}{x_{i}-x_{j}}\left(\frac{x_{k+2}-x_{i}}{x_{1}-x_{i}}-1\right), \\
& =\prod_{\substack{j=2 \\
j \neq i}}^{k+1} \frac{x_{k+2}-x_{j}}{x_{i}-x_{j}}\left(\frac{x_{k+2}-x_{1}}{x_{1}-x_{i}}\right)=-L_{i}^{k+2, k}\left(x_{k+2}\right)
\end{aligned}
$$

The remaining term can be rewritten as

$$
\begin{aligned}
A_{k+1} & =\prod_{j=1}^{k} \frac{x_{k+2}-x_{j+1}}{x_{k+1}-x_{j}}+\prod_{j=2}^{k} \frac{x_{k+2}-x_{j}}{x_{k+1}-x_{j}} \\
& =\prod_{j=2}^{k} \frac{x_{k+2}-x_{j}}{x_{k+1}-x_{j}}\left(\frac{x_{k+2}-x_{k+1}}{x_{k+1}-x_{1}}+1\right)=L_{k+1}^{k+2, k}\left(x_{k+2}\right)
\end{aligned}
$$

This completes the proof of (3.10).
To prove (3.11) we use (3.6) with $f_{N-1}=\varphi$ and the result from above. We rewrite the generalized divided differences in terms of the standard ones

$$
\begin{aligned}
& \left.\left[\left.\begin{array}{c|c}
1, \ldots, x^{N-2}, \varphi \\
x_{1}, \ldots, x_{N-1}, x_{N}
\end{array} \right\rvert\, f\right]=\frac{\left[\begin{array}{c|c}
1, x, \ldots, x^{N-2} & f \\
x_{2}, x_{3}, \ldots x_{N} & f
\end{array}\right]-\left[\begin{array}{c|c}
1, x, \ldots, x^{N-2} & f \\
x_{1}, x_{2}, \ldots, x_{N-1} & f
\end{array}\right]}{\left[\begin{array}{c|c}
1, x, \ldots, x^{N-2} & \varphi \\
x_{2}, x_{3}, \ldots x_{N} &
\end{array}\right]-\left[\begin{array}{c}
1, x, \ldots, x^{N-2} \\
x_{1}, x_{2}, \ldots, x_{N-1}
\end{array}\right.} \boldsymbol{\varphi}\right], \\
& =\frac{\left[\begin{array}{c|c}
1, x, \ldots, x^{N-1} & f \\
x_{1}, x_{2},, \ldots, x_{N} &
\end{array}\right]}{\left[\begin{array}{l|l}
1, x, \ldots, x^{N-1} & \\
x_{1}, x_{2}, \ldots, x_{N} &
\end{array}\right]} \text {. }
\end{aligned}
$$

From this representation we obtain the final result by applying (3.10).

## Chapter 3. Entropy stable RBF-based reconstruction methods

### 3.1.2 Relation to reproducing kernel Hilbert spaces and its norm

As mentioned in Remark 2.4 there is a close relation to native spaces of conditionally positive definite functions (see Schaback [108]). Indeed, the RBF-based basis function $\mathrm{d} \varphi$ can be expressed in terms of the modified kernel function

$$
\begin{equation*}
\left.\Psi(x, y)=\left(\operatorname{Id}-\mathcal{P}^{x}\right)\left(\operatorname{Id}-\mathcal{P}^{y}\right)[\phi(x-y))\right] . \tag{3.14}
\end{equation*}
$$

By analysing the norm of the interpolation function, based on the inner product of the native space, we have

Lemma 3.3. Let s be a RBF-interpolation function given by (2.152). Then, it has the norm

$$
\begin{equation*}
\|s\|_{\phi}^{2}=\sum_{i=1}^{n-1} s\left(x_{i}\right)^{2}+\alpha^{2} \mathrm{~d} \varphi\left(x_{n}\right) . \tag{3.15}
\end{equation*}
$$

In particular, we have

$$
\begin{equation*}
\|s\|_{\phi} \approx \frac{\beta}{\mathrm{d} \varphi\left(x_{n}\right)^{1 / 2}}, \tag{3.16}
\end{equation*}
$$

with $\beta=y_{n}-\sum_{i=1}^{n-1} y_{i} L_{i}\left(x_{n}\right)$.
This lemma suggests a scaling of $\mathrm{d} \varphi\left(x_{n}\right)^{1 / 2}$ of our smoothness indicator.

Proof. The inner product of the native space is

$$
\begin{equation*}
(f, g)_{\phi}=\sum_{i=1}^{n-1} f\left(x_{i}\right) g\left(x_{i}\right)+(f-\mathcal{P} f, g-\mathcal{P} g)_{\phi, 0}, \tag{3.17}
\end{equation*}
$$

with

$$
\begin{equation*}
(f, g)_{\phi, 0}=\sum_{j=1}^{m} \sum_{k=1}^{n} \lambda_{j} \mu_{k} \phi\left(x_{j}, y_{k}\right), \tag{3.18}
\end{equation*}
$$

for $f=\sum_{j=1}^{m} \lambda_{j} \phi\left(x, x_{j}\right)$ and $g=\sum_{k=1}^{n} \mu_{k} \phi\left(x, y_{k}\right)$ [108].
We have $(s-\mathcal{P} s)(x)=\beta \frac{\mathrm{d} \varphi(x)}{\mathrm{d} \varphi\left(x_{n}\right)}$ and

$$
\begin{equation*}
\|s\|_{\phi}^{2}=\sum_{j=1}^{n-1} s\left(x_{j}\right)^{2}+\left(\frac{\beta}{\mathrm{d} \varphi\left(x_{n}\right)}\right)^{2}(\mathrm{~d} \varphi, \mathrm{~d} \varphi)_{\phi} . \tag{3.19}
\end{equation*}
$$

Finally, we insert the definition of $\mathrm{d} \varphi$ to recover

$$
\begin{aligned}
(\mathrm{d} \varphi, \mathrm{~d} \varphi)_{\phi} & =(\mathrm{d} \varphi, \mathrm{~d} \varphi)_{\phi, 0}, \\
& =\phi(0)-2 \sum_{j=1}^{n-1} \phi\left(x_{n}-x_{j}\right) L_{j}\left(x_{n}\right)+\sum_{j, k=1}^{n-1} \phi\left(x_{k}-x_{j}\right) L_{j}\left(x_{n}\right) L_{k}\left(x_{n}\right), \\
& =\mathrm{d} \varphi\left(x_{n}\right) .
\end{aligned}
$$

Corollary 3.4. Let $\mathrm{d} \varphi$ be given as in Lemma 2.18. We have

$$
\begin{equation*}
\mathrm{d} \varphi\left(x_{n}\right)>0 . \tag{3.20}
\end{equation*}
$$

Lemma 3.5 (Equivalent Norm). The set defined by

$$
\begin{equation*}
\mathcal{B}:=\{\varphi\} \cup\left\{\left.\frac{\varphi\left(x_{i}\right)}{L_{i}\left(x_{n}\right)} L_{i} \right\rvert\, i=1, \ldots, n-1\right\}, \tag{3.21}
\end{equation*}
$$

is a basis for the interpolation space. In particular, we have equivalence of the norms $\|\cdot\|_{\phi}$ and $\|\cdot\|_{\mathcal{B}}$, where

$$
\begin{gathered}
\|s\|_{\mathcal{B}}^{2}=\sum_{i=1}^{n} \alpha_{i}^{2} \\
\text { for } s(x)=\alpha_{n} \varphi(x)+\sum_{i=1}^{n-1} \alpha_{i} \frac{\varphi\left(x_{i}\right)}{L_{i}\left(x_{n}\right)} L_{i}(x)
\end{gathered}
$$

Proof. From the interpolation (2.152) we recover that $\mathcal{B}$ is a basis of the interpolation space.

### 3.1.3 Smoothness indicator and stencil choice

Harten et al. [57] proposed the essentially nonoscillatory method to control spurious oscillations at discontinuities. It is based on the evaluation of multiple stencils for each cell $C_{i}$ in which we need to reconstruct the solution. Finally, one chooses the least oscillatory reconstruction to define $s_{i}$. Fjordholm et al. [36] showed the sign property for the polynomial reconstruction method with the Algorithm 2.1 which utilizes the last divided difference as a local smoothness indicator [57]. A sign-preserving WENO reconstruction method was proposed by Fjordholm and Ray [37]. In the RBF reconstruction, the highest derivative is similar to the RBF-part of the reconstruction in Lemma 3.3 and Theorem 3.2. As we shall show, the recursive algorithm from the
polynomial case, combined with the smoothness indicator

$$
\begin{equation*}
\operatorname{IS}(s)=\frac{\beta}{\mathrm{d} \varphi\left(x_{n}\right)^{1 / 2}} \quad \text { with } \beta=y_{n}-\sum_{i=1}^{n-1} y_{i} L_{i}\left(x_{n}\right) \tag{3.22}
\end{equation*}
$$

is sign-stable for small enough grid sizes. Numerical experiments confirm this to be true for general grids. In the next section, we prove this for the second and third degree reconstructions on general grids.
Note that Corollary 3.4 ensures the definition of IS $(s)$.

```
Algorithm 3.1 Recursive Algorithm
    Let the interpolation points \(x_{i-n+1}, \ldots, x_{i+n-1}\) and its values \(y_{i-n+1}, \ldots, y_{i+n-1}\) be
    given.
    Start by initializing \(s_{0}=0\).
    for \(j=0, \ldots, n-2\) do
        if \(\left|\operatorname{IS}\left(s\left(i+s_{j}-1, \ldots, i+s_{j}+j\right)\right)\right|<\left|\operatorname{IS}\left(s\left(i+s_{j}, \ldots, i+s_{j}+j+1\right)\right)\right|\) then
            Set \(s_{j+1}=s_{j}-1\)
        else
            Set \(s_{j+1}=s_{j}\)
        end if
    end for
    Define the stencil \(S_{i}=\left\{C_{i+s_{n}}, \ldots, C_{i+s_{n}+n-1}\right\}\).
```

Remark 3.1. The restriction that the sign property holds only on grids with small grid size is not a limitation. For infinitely smooth RBFs we can choose a small shape parameter to artificially decrease the computational grid size.

Remark 3.2. The smoothness indicator (3.22) requires an impractical and computationally expensive evaluation. However, from Lemma 3.5 we recover

$$
\begin{equation*}
\mathrm{d} \varphi\left(x_{n}\right)=\|\mathrm{d} \varphi\|_{\phi}^{2} \approx\|\mathrm{~d} \varphi\|_{\mathcal{B}}^{2}=\left(1+\sum_{i=1}^{n-1} L_{i}\left(x_{n}\right)^{2}\right) . \tag{3.23}
\end{equation*}
$$

Thus, we have equivalence of the smoothness indicator (3.22) with

$$
\begin{equation*}
\operatorname{IS}(s)=\left(\sum_{i=1}^{n} a_{i}^{2}\right)^{1 / 2}=\frac{\beta}{\mathrm{d} \varphi\left(x_{n}\right)}\left(1+\sum_{i=1}^{n-1} L_{i}\left(x_{n}\right)^{2}\right)^{1 / 2} \tag{3.24}
\end{equation*}
$$

To choose the least oscillatory stencil $S_{i}$ for the $i$-th cell for the RBF-reconstruction we follow Algorithm 3.1 which is based on the Algorithm 2.1. We use the notation $s(j, \ldots, j+k)$ that corresponds to the reconstruction on the cells $C_{j}, \ldots, C_{j+k}$ with the interpolation points $x_{j}, \ldots, x_{j+k}$ and its values $y_{j}, \ldots, y_{j+k}$.

Remark 3.3. In the general case of $n \geqslant m+1$ and a conditionally positive definite $R B F$


Figure 3.1-Stencils for $r_{2}=-2, s_{2}=-1$.
of order $m$, we replace $\alpha$ by $\sqrt{\sum_{i=1}^{n} a_{i}^{2}}$ in Algorithm 3.1. In this case, it is more difficult to prove the sign property, but numerical experiments suggest that it remains valid.

### 3.2 Sign property for 2nd and 3rd degree reconstruction

Based on the results from the previous sections we show the sign property of the RBF interpolation for the second and third degree reconstruction, i.e. $n=2,3$. This means that we deal with stencils $S_{i}$ of size $n$ which represent the interpolation points for the reconstruction on cell $C_{i}$. Let us name them

$$
\begin{align*}
S_{i} & =\left\{C_{i+r_{n-1}}, \ldots, C_{i+r_{n-1}+n-1}\right\},  \tag{3.25a}\\
S_{i+1} & =\left\{C_{i+s_{n-1}+1}, \ldots, C_{i+s_{n-1}+n}\right\}, \tag{3.25b}
\end{align*}
$$

where $r_{n-1} \leqslant 1+s_{n-1}$ and $C_{j}$ is the $j$-th cell with its mid-point $x_{j}$ with $f\left(x_{j}\right)=y_{j}$ on which we apply the interpolation. Further, we define $d_{n-1}:=1+s_{n-1}-r_{n-1} \geqslant 0$ as the shift between the stencils. The stencils are chosen by Algorithm 3.1 and there are no constraints on the stencils, see Figure 3.1 as an example.

### 3.2.1 Notation

For simplicity, we introduce some general notation. We assume the stencil length to be $n$ and we name terms by the highest appearing index $j$ that exists in the underlying stencil $C_{j-n+1}, \ldots, C_{j}$. We also define

$$
\begin{align*}
& L_{j}^{i}(x) \text { - Lagrange polynomial of degree } n-1 \text { such that }  \tag{3.26}\\
& L_{j}^{i}\left(x_{l}\right)=\delta_{l j} \text { for } l \in\{i-n+1, \ldots, i-1\}, \\
& \varphi^{j}(x):= \phi\left(x-x_{j}\right)-\sum_{l=1}^{n-1} \phi\left(x-x_{j-n+l}\right) L_{j-n+l}^{j}\left(x_{j}\right),  \tag{3.2.2}\\
& \mathrm{d} \varphi^{j}(x):=\varphi^{j}(x)-\sum_{l=1}^{n-1} \varphi^{j}\left(x_{j-n+l}\right) L_{j-n+l}^{j}(x), \tag{3.28}
\end{align*}
$$

$$
\begin{equation*}
\beta_{j}:=y_{j}-\sum_{l=1}^{n-1} y_{j-n+l} L_{j-n+l}^{j}\left(x_{j}\right), \quad \alpha_{j}:=\frac{\beta_{j}}{\mathrm{~d} \varphi^{j}\left(x_{j}\right)}, \quad \gamma_{j}:=\frac{\beta_{j}}{\mathrm{~d} \varphi^{j}\left(x_{j}\right)^{1 / 2}} . \tag{3.29}
\end{equation*}
$$

### 3.2.2 Representation of the reconstructed jumps

The idea of the proof is to give a simple representation of the reconstructed jumps

$$
\begin{equation*}
\mathrm{jR}_{i+1 / 2}:=s_{i+1}\left(x_{i+1 / 2}\right)-s_{i}\left(x_{i+1 / 2}\right), \tag{3.30}
\end{equation*}
$$

and show that each term has the same sign as the jump in its neighboring cells. Let us assume that we have given the stencils $S_{i}$ and $S_{i+1}$ for the cells $i$ and $i+1$ from Algorithm 3.1.

Theorem 3.6 (Generalized representation). The second and third degree reconstructed jump can be written in the following form

$$
\begin{equation*}
\mathrm{jR}_{i+1 / 2}=\sum_{j=0}^{d_{n-1}-1} C_{j}\left(\gamma_{i+r_{n-1}+n+j}-\gamma_{i+r_{n-1}+n-1+j}\right)+\varepsilon(\Delta x), \tag{3.31}
\end{equation*}
$$

with the constants

$$
\begin{align*}
& C_{0}=\frac{\mathrm{d} \varphi^{k}\left(x_{i+1 / 2}\right)}{\delta_{k}}-A_{k} \delta_{k}, \\
& C_{j}=C_{j-1}-A_{k+j} \delta_{k+j}=\frac{\mathrm{d} \varphi^{k}\left(x_{i+1 / 2}\right)}{\delta_{k}}-\sum_{l=0}^{j} A_{k+l} \delta_{k+l}, \tag{3.32}
\end{align*}
$$

and an error term

$$
\begin{equation*}
\varepsilon(\Delta x)=\gamma_{k+d_{n-1}}\left(\frac{\mathrm{~d} \varphi^{k+d_{n-1}}\left(x_{i+1 / 2}\right)}{\delta_{k+d_{n-1}}}-C_{d_{n-1}-1}\right) \tag{3.33}
\end{equation*}
$$

where $k=i+r_{n-1}+n-1, \delta_{k}=\mathrm{d} \varphi^{k}\left(x_{k}\right)^{1 / 2}$ and

$$
\begin{equation*}
A_{k}=\frac{L_{k-n+1}^{k}\left(x_{i+1 / 2}\right)}{L_{k-n+1}^{k}\left(x_{k}\right)} \tag{3.34}
\end{equation*}
$$

The proof relies on multiple Lemmas which we now develop.
Lemma 3.7. Given the Lagrange polynomials. For $n=2,3$ it holds

$$
\begin{equation*}
-\sum_{l=1}^{n-1} y_{j-n+l} L_{j-n+l}^{j}\left(x_{i+1 / 2}\right)=A_{j} \beta_{j}-\sum_{l=1}^{n-1} y_{j-n+l+1} L_{j-n+l+1}^{j+1}\left(x_{i+1 / 2}\right) . \tag{3.35}
\end{equation*}
$$

Proof. The case $n=2$ is immediate since the Lagrange polynomials are constant. Thus,
(3.35) is

$$
\begin{equation*}
-y_{j-1}=\beta_{j}-y_{j}, \tag{3.36}
\end{equation*}
$$

For $n=3$, we write the left hand side of (3.35), subtract $A_{j} \beta_{j}$ and use the definition of $A_{j}$

$$
-y_{j-2} L_{j-2}^{j}\left(x_{i+1 / 2}\right)-y_{j-1} L_{j-1}^{j}\left(x_{i+1 / 2}\right)-A_{j} \beta_{j}=-y_{j-1}\left(L_{j-1}^{j}\left(x_{i+1 / 2}\right)-A_{j} L_{j-1}^{j}\left(x_{j}\right)\right)-y_{j} A_{j} .
$$

Note that $A_{j}=L_{j}^{j+1}\left(x_{i+1 / 2}\right)$ and consider

$$
\begin{equation*}
A_{j} L_{j-1}^{j}\left(x_{j}\right)-L_{j-1}^{j}\left(x_{i+1 / 2}\right)=\frac{\left(x_{i+1 / 2}-x_{j}\right)}{\left(x_{j}-x_{j-1}\right)}=-L_{j-1}^{j+1}\left(x_{i+1 / 2}\right) . \tag{3.37}
\end{equation*}
$$

Lemma 3.8. The reconstructed jump $\mathrm{jR}_{i+1 / 2}$ for the second and third degree reconstruction method can be expressed as

$$
\begin{equation*}
\mathrm{jR}_{i+1 / 2}=\frac{\gamma_{k+d_{n-1}}}{\delta_{k+d_{n-1}}} \mathrm{~d} \varphi^{k+d_{n-1}}\left(x_{i+1 / 2}\right)-\frac{\gamma_{k}}{\delta_{k}} \mathrm{~d} \varphi^{k}\left(x_{i+1 / 2}\right)+\sum_{j=0}^{d_{n-1}-1} A_{k+j} \gamma_{k+j} \delta_{k+j}, \tag{3.38}
\end{equation*}
$$

where $k=i+r_{n-1}+n-1, k+d_{n-1}=i+s_{n-1}+n$.

Proof. From Lemma 2.18 and the stencils selected from (3.25) we rewrite the $n$-th degree reconstructed jump $\mathrm{jR}_{i+1 / 2}$ between cell $i$ and $i+1$ as

$$
\begin{aligned}
\mathrm{j} \mathrm{R}_{i+1 / 2}= & \alpha_{i+s_{n-1}+n} \mathrm{~d} \varphi^{i+s_{n-1}+n}\left(x_{i+1 / 2}\right)-\alpha_{i+r_{n-1}+n-1} \mathrm{~d} \varphi^{i+r_{n-1}+n-1}\left(x_{i+1 / 2}\right) \\
& +\sum_{j=1}^{n-1} y_{i+s_{n-1}+j} L_{i+s_{n-1}+j}^{i+s_{n-1}+n}\left(x_{i+1 / 2}\right)-\sum_{j=1}^{n-1} y_{i+r_{n-1}+j-1} L_{i+r_{n-1}+j-1}^{i+r_{n-1}+n-1}\left(x_{i+1 / 2}\right) .
\end{aligned}
$$

The polynomial part of the reconstructed jump is

$$
\begin{equation*}
p_{i+1}\left(x_{i+1 / 2}\right)-p_{i}\left(x_{i+1 / 2}\right)=\sum_{j=0}^{d_{n-1}-1} A_{i+r_{n-1}+n-1+j} \beta_{i+r_{n-1}+n-1+j}, \tag{3.39}
\end{equation*}
$$

by recursively applying Lemma 3.7. This yields

$$
\mathrm{j} \mathrm{R}_{i+1 / 2}=\alpha_{k+d_{n-1}} \mathrm{~d} \varphi^{k+d_{n-1}}\left(x_{i+1 / 2}\right)-\alpha_{k} \mathrm{~d} \varphi^{k}\left(x_{i+1 / 2}\right)+\sum_{j=0}^{d_{n-1}-1} A_{k+j} \mathrm{~d} \varphi^{k+j}\left(x_{k+j}\right) \alpha_{k+j}
$$

By inserting $\gamma_{i}=\alpha_{i} \mathrm{~d} \varphi^{i}\left(x_{i}\right)^{1 / 2}$ we recover the result.

## Chapter 3. Entropy stable RBF-based reconstruction methods

Lemma 3.9. We have

$$
\begin{equation*}
A_{j} \mathrm{~d} \varphi^{j}\left(x_{j}\right)-\mathrm{d} \varphi^{j}\left(x_{i+1 / 2}\right)=-\left(\varphi^{j}-\mathcal{P}_{j+1}^{n-1} \varphi^{j}\right)\left(x_{i+1 / 2}\right), \tag{3.40}
\end{equation*}
$$

with $\mathcal{P}_{j+1}^{k}$ as the $k$-th degree polynomial approximation with respect to the interpolation points $x_{j}, \ldots, x_{j+1-k}$.

Proof. In the case $n=2$, we have $A_{j}=1$ and $L_{j}=1$ and recover

$$
\begin{aligned}
\mathrm{d} \varphi^{j}\left(x_{j}\right)-\mathrm{d} \varphi^{j}\left(x_{i+1 / 2}\right) & =\phi(0)-\phi\left(x_{j}-x_{j-1}\right)-\phi\left(x_{i+1 / 2}-x_{j}\right)+\phi\left(x_{i+1 / 2}-x_{j-1}\right), \\
& =-\left(\varphi^{j}-\mathcal{P}_{j+1}^{1} \varphi^{j}\right)\left(x_{i+1 / 2}\right) .
\end{aligned}
$$

In the case $n=3$, we have

$$
\begin{align*}
& A_{j} \mathrm{~d} \varphi^{j}\left(x_{j}\right)-\mathrm{d} \varphi^{j}\left(x_{i+1 / 2}\right)=\left(\varphi^{j}\left(x_{j}\right) L_{j-2}^{j}\left(x_{i+1 / 2}\right)-\varphi^{j}\left(x_{i+1 / 2}\right) L_{j-2}^{j}\left(x_{j}\right)\right. \\
& \quad-\varphi^{j}\left(x_{j-1}\right) L_{j-1}^{j}\left(x_{j}\right) L_{j-2}^{j}\left(x_{i+1 / 2}\right)-\varphi^{j}\left(x_{j-2}\right) L_{j-2}^{j}\left(x_{j}\right) L_{j-2}^{j}\left(x_{i+1 / 2}\right)  \tag{3.41}\\
& \left.\quad+\varphi^{j}\left(x_{j-1}\right) L_{j-1}^{j}\left(x_{i+1 / 2}\right) L_{j-2}^{j}\left(x_{j}\right)+\varphi^{j}\left(x_{j-2}\right) L_{j-2}^{j}\left(x_{i+1 / 2}\right) L_{j-2}^{j}\left(x_{j}\right)\right) \frac{1}{L_{j-2}^{j}\left(x_{j}\right)},
\end{align*}
$$

which can be simplified as

$$
\begin{align*}
& A_{j} \mathrm{~d} \varphi^{j}\left(x_{j}\right)-\mathrm{d} \varphi^{j}\left(x_{i+1 / 2}\right)=\left(\varphi^{j}\left(x_{j}\right) L_{j-2}^{j}\left(x_{i+1 / 2}\right)-\varphi^{j}\left(x_{i+1 / 2}\right) L_{j-2}^{j}\left(x_{j}\right)\right. \\
& \left.\quad+\varphi^{j}\left(x_{j-1}\right)\left(L_{j-1}^{j}\left(x_{i+1 / 2}\right) L_{j-2}^{j}\left(x_{j}\right)-L_{j-1}^{j}\left(x_{j}\right) L_{j-2}^{j}\left(x_{i+1 / 2}\right)\right)\right) \frac{1}{L_{j-2}^{j}\left(x_{j}\right)} . \tag{3.42}
\end{align*}
$$

Next, we express the last term

$$
\begin{equation*}
L_{j-1}^{j}\left(x_{i+1 / 2}\right) L_{j-2}^{j}\left(x_{j}\right)-L_{j-1}^{j}\left(x_{j}\right) L_{j-2}^{j}\left(x_{i+1 / 2}\right)=L_{j-2}^{j}\left(x_{j}\right)-L_{j-2}^{j}\left(x_{i+1 / 2}\right), \tag{3.43}
\end{equation*}
$$

and insert this into (3.42)

$$
\begin{aligned}
A_{j} \mathrm{~d} \varphi^{j}\left(x_{j}\right)-\mathrm{d} \varphi^{j}\left(x_{i+1 / 2}\right) & =-\varphi^{j}\left(x_{i+1 / 2}\right)+\varphi^{j}\left(x_{j}\right) L_{j}^{j+1}\left(x_{i+1 / 2}\right)+\varphi^{j}\left(x_{j-1}\right) L_{j-1}^{j+1}\left(x_{i+1 / 2}\right), \\
& =-\left(\varphi^{j}-\mathcal{P}_{j+1}^{n-1} \varphi^{j}\right)\left(x_{i+1 / 2}\right) .
\end{aligned}
$$

where we use that

$$
\begin{equation*}
L_{j}^{j+1}\left(x_{i+1 / 2}\right)=\frac{L_{j-2}^{j}\left(x_{i+1 / 2}\right)}{L_{j-2}^{j}\left(x_{j}\right)}, \quad L_{j-1}^{j+1}\left(x_{i+1 / 2}\right)=1-\frac{L_{j-2}^{j}\left(x_{i+1 / 2}\right)}{L_{j-2}^{j}\left(x_{j}\right)} . \tag{3.44}
\end{equation*}
$$

Now, we are ready to prove Theorem 3.6.

Proof. (Theorem 3.6)
The goal is to show the equivalence with the representation in Lemma 3.8. Therefore, we insert (3.33) into (3.31) to recover

$$
\begin{aligned}
j R_{i+1 / 2}= & C_{d_{n-1}-1} \gamma_{k+d_{n-1}}+\sum_{j=1}^{d_{n-1}-1} \gamma_{k+j}\left(C_{j-1}-C_{j}\right)-C_{0} \gamma_{k}+\varepsilon(\Delta x), \\
= & C_{d_{n-1}-1} \gamma_{k+d_{n-1}}+\sum_{j=1}^{d_{n-1}-1} \gamma_{k+j}\left(C_{j-1}-C_{j}\right)+A_{k} \delta_{k} \gamma_{k} \\
& -\frac{\gamma_{k}}{\delta_{k}} \mathrm{~d} \varphi^{k}\left(x_{i+1 / 2}\right)+\gamma_{k+d_{n-1}}\left(\frac{\mathrm{~d} \varphi^{k+d_{n-1}}\left(x_{i+1 / 2}\right)}{\delta_{k+d_{n-1}}}-C_{d_{n-1}-1}\right) .
\end{aligned}
$$

Finally, we insert the definition of $C_{j}$ to obtain

$$
j R_{i+1 / 2}=\frac{\gamma_{k+d_{n-1}}}{\delta_{k+d_{n-1}}} \mathrm{~d} \varphi^{k+d_{n-1}}\left(x_{i+1 / 2}\right)+\sum_{j=0}^{d_{n-1}-1} A_{k+j} \delta_{k+j} \gamma_{k+j}-\frac{\gamma_{k}}{\delta_{k}} \mathrm{~d} \varphi^{k}\left(x_{i+1 / 2}\right) .
$$

Remark 3.4. Let us define

$$
\begin{equation*}
\varepsilon_{j}(\Delta x):=\frac{1}{\delta_{j+1} \delta_{j}}\left(\mathrm{~d} \varphi^{j+1}\left(x_{i+1 / 2}\right) \frac{\delta_{j}}{\delta_{j+1}}-\mathrm{d} \varphi^{j}\left(x_{i+1 / 2}\right)+A_{j} \mathrm{~d} \varphi^{j}\left(x_{j}\right)\right) . \tag{3.45}
\end{equation*}
$$

Thus, the error $\varepsilon(\Delta x)$ can be written as

$$
\begin{equation*}
\varepsilon(\Delta x)=\beta_{k+d_{n-1}} \sum_{j=0}^{d_{n-1}-1} \varepsilon_{k+j}(\Delta x) \frac{\delta_{k+j+1}}{\delta_{k+d_{n-1}}} . \tag{3.46}
\end{equation*}
$$

From Lemma 3.9 we can express $\varepsilon_{j}(\Delta x)$ by

$$
\begin{equation*}
\varepsilon_{j}(\Delta x)=\frac{1}{\delta_{j+1} \delta_{j}}\left(\mathrm{~d} \varphi^{j+1}\left(x_{i+1 / 2}\right) \frac{\delta_{j}}{\delta_{j+1}}-\left(\varphi^{j}-\mathcal{P}_{j+1}^{n-1} \varphi^{j}\right)\left(x_{i+1 / 2}\right)\right) . \tag{3.47}
\end{equation*}
$$

### 3.2.3 Sign property for small grid size

In this section, we analyse the reconstructed jumps for infinitely smooth RBFs for small grid size $\Delta x \rightarrow 0$. From Theorem 3.6 we have a simple expression for the reconstructed jump. We first show that the error $\varepsilon(\Delta x)$ goes to zero as the grid size goes to zero. Then, we show that each term of the remaining equation has the sign of the jump $y_{i+1}-y_{i}$.

Remark 3.5. The notation $\mathcal{O}\left(\Delta x^{p}\right)$ for $\Delta x \rightarrow 0$ should be interpreted in the way that given a grid $\hat{x}_{0}<\hat{x}_{1}<\cdots<\hat{x}_{m}$ we analyse the terms for the grid $x_{0}<x_{1}<\cdots<x_{m}$
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with $x_{j}=\hat{x}_{j} \Delta x$ and we use

$$
\begin{equation*}
\mathcal{O}\left(\Delta x^{p}\right) \leqslant C \Delta x^{p}, \quad \text { for } \Delta x \rightarrow 0 . \tag{3.48}
\end{equation*}
$$

Remark 3.6. When calculating the errors $\varepsilon_{j}$ we recall that

$$
\begin{equation*}
\mathrm{d} \varphi^{j}(x)=\varphi^{j}(x)-\mathcal{P}_{j}^{n-1} \varphi^{j}(x) \tag{3.49}
\end{equation*}
$$

Theorem 3.10. Let $\phi$ be an infinitely smooth RBF of first or second order. Then, we have that $\varepsilon(\Delta x)=\mathcal{O}\left(\Delta x^{2}\right)$ for $\Delta x \rightarrow 0$ for $n=2,3$ and

$$
\begin{equation*}
\mathrm{jR}_{i+1 / 2}=\sum_{j=0}^{d_{n-1}-1} C_{j}\left(\gamma_{i+r_{n-1}+n+j}-\gamma_{i+r_{n-1}+n-1+j}\right)+\mathcal{O}\left(\Delta x^{2}\right) . \tag{3.50}
\end{equation*}
$$

Proof. We start by analysing the different parts in the error term $\varepsilon_{k}(\Delta x)$. Note that as $\phi$ is a conditionally positive definite RBF

$$
\begin{equation*}
\phi(x)=h\left(x^{2}\right) . \tag{3.51}
\end{equation*}
$$

Thus, it follows by induction that $\phi^{(2 k+1)}(0)=0$ for $k \in \mathbb{N}$ and we can neglect odd terms in the Taylor expansions.
Let us start with the case $n=2$ and a first order RBF:

$$
\begin{align*}
\mathrm{d} \varphi^{k}(y) & =\phi\left(y-x_{k}\right)-\phi\left(y-x_{k-1}\right)-\phi\left(x_{k-1}-x_{k}\right)+\phi(0), \\
& =\frac{\phi^{\prime \prime}(0)}{2}\left(\left(y-x_{k}\right)^{2}-\left(y-x_{k-1}\right)^{2}-\left(x_{k-1}-x_{k}\right)^{2}\right)+\mathcal{O}\left(\Delta x^{4}\right),  \tag{3.52}\\
& =-\phi^{\prime \prime}(0)\left(x_{k-1}-x_{k}\right)\left(x_{k-1}-y\right)+\mathcal{O}\left(\Delta x^{4}\right) .
\end{align*}
$$

We further have that

$$
\begin{align*}
\left(\varphi^{k}-\mathcal{P}_{k+1}^{1} \varphi^{k}\right) & (y)=\phi\left(y-x_{k}\right)-\phi\left(y-x_{k-1}\right)-\phi(0)+\phi\left(x_{k}-x_{k-1}\right) \\
& =\frac{\phi^{\prime \prime}(0)}{2}\left(\left(y-x_{k}\right)^{2}-\left(y-x_{k-1}\right)^{2}+\left(x_{k-1}-x_{k}\right)^{2}\right)+\mathcal{O}\left(\Delta x^{4}\right)  \tag{3.53}\\
& =-\phi^{\prime \prime}(0)\left(x_{k-1}-x_{k}\right)\left(x_{k}-y\right)+\mathcal{O}\left(\Delta x^{4}\right)
\end{align*}
$$

From (3.52) we recover

$$
\begin{align*}
\frac{\delta_{k}}{\delta_{k+1}} & =\frac{x_{k}-x_{k-1}}{x_{k+1}-x_{k}}+\mathcal{O}\left(\Delta x^{2}\right),  \tag{3.54}\\
\delta_{k} \delta_{k+1} & =-\phi^{\prime \prime}(0)\left(x_{k}-x_{k-1}\right)\left(x_{k+1}-x_{k}\right)+\mathcal{O}\left(\Delta x^{4}\right)=\mathcal{O}\left(\Delta x^{2}\right), \tag{3.55}
\end{align*}
$$

which allows us to conclude

$$
\begin{equation*}
\varepsilon_{k}(\Delta x)=\mathcal{O}\left(\Delta x^{2}\right) \tag{3.56}
\end{equation*}
$$

To find a bound for $\varepsilon(\Delta x)$ we further need $\delta_{k} / \delta_{k+1}=\mathcal{O}(1)$ and $\beta_{k+d}=\mathcal{O}(1)$. The latter is clear since the reconstructed function is bounded and $L_{j}^{i}\left(x^{i}\right)$ is $\mathcal{O}(1)$. Further, $\delta_{k} / \delta_{k+1}=\mathcal{O}(1)$ results from (3.54). Using (3.56) in (3.46) we conclude that $\varepsilon(\Delta x)=$ $\mathcal{O}\left(\Delta x^{2}\right)$.
Next, we consider the more complicated case with $n=3$ and a second order RBF $\phi$. Hence, we need to analyse the following two terms:

$$
\begin{align*}
& \mathrm{d} \varphi^{k+1}(y)=\varphi^{k+1}(y)-\varphi^{k+1}\left(x_{k}\right) L_{k}^{k+1}(y)-\varphi^{k+1}\left(x_{k-1}\right) L_{k-1}^{k+1}(y) \\
&= \phi\left(y-x_{k+1}\right)-\phi\left(y-x_{k}\right) L_{k}^{k+1}\left(x_{k+1}\right)-\phi\left(y-x_{k-1}\right) L_{k-1}^{k+1}\left(x_{k+1}\right) \\
& \quad \quad\left(\phi\left(x_{k}-x_{k+1}\right)-\phi(0) L_{k}^{k+1}\left(x_{k+1}\right)-\phi\left(x_{k}-x_{k-1}\right) L_{k-1}^{k+1}\left(x_{k+1}\right)\right) L_{k}^{k+1}(y)  \tag{3.57}\\
& \quad-\left(\phi\left(x_{k-1}-x_{k+1}\right)-\phi\left(x_{k-1}-x_{k}\right) L_{k}^{k+1}\left(x_{k+1}\right)-\phi(0) L_{k-1}^{k+1}\left(x_{k+1}\right)\right) L_{k-1}^{k+1}(y), \\
&\left(\varphi^{k}-\mathcal{P}_{k+1}^{2} \varphi^{k}\right)(y)=\varphi^{k}(y)-\varphi^{k}\left(x_{k}\right) L_{k}^{k+1}(y)-\varphi^{k}\left(x_{k-1}\right) L_{k-1}^{k+1}(y), \\
&=\phi\left(y-x_{k}\right)-\phi\left(y-x_{k-1}\right) L_{k-1}^{k}\left(x_{k}\right)-\phi\left(y-x_{k-2}\right) L_{k-2}^{k}\left(x_{k}\right) \\
& \quad-\left(\phi(0)-\phi\left(x_{k}-x_{k-1}\right) L_{k-1}^{k}\left(x_{k}\right)-\phi\left(x_{k}-x_{k-2}\right) L_{k-2}^{k}\left(x_{k}\right)\right) L_{k}^{k+1}(y)  \tag{3.58}\\
& \quad-\left(\phi\left(x_{k-1}-x_{k}\right)-\phi(0) L_{k-1}^{k}\left(x_{k}\right)-\phi\left(x_{k-1}-x_{k-2}\right) L_{k-2}^{k}\left(x_{k}\right)\right) L_{k-1}^{k+1}(y) .
\end{align*}
$$

As before, we apply the Taylor expansion

$$
\begin{align*}
& \varphi^{k+1}(y)=\phi\left(y-x_{k+1}\right)-\phi\left(y-x_{k}\right) L_{k}^{k+1}\left(x_{k+1}\right)-\phi\left(y-x_{k-1}\right) L_{k-1}^{k+1}\left(x_{k+1}\right) \\
&= \frac{\phi^{\prime \prime}(0)}{2}\left(\left(y-x_{k+1}\right)^{2}-\left(y-x_{k}\right)^{2} L_{k}^{k+1}\left(x_{k+1}\right)-\left(y-x_{k-1}\right)^{2} L_{k-1}^{k+1}\left(x_{k+1}\right)\right) \\
&+\frac{\phi^{(4)}(0)}{2}\left(\left(y-x_{k}\right)^{4}-\left(y-x_{k}\right)^{4} L_{k}^{k+1}\left(x_{k+1}\right)-\left(y-x_{k-1}\right)^{4} L_{k-1}^{k+1}\left(x_{k+1}\right)\right)  \tag{3.59}\\
&+\mathcal{O}\left(\Delta x^{6}\right) .
\end{align*}
$$

We write

$$
\begin{array}{r}
\mathrm{d} \varphi^{k+1}(y)=a_{1} \frac{\phi^{\prime \prime}(0)}{2}+a_{2} \frac{\phi^{(4)}(0)}{4!}+\mathcal{O}\left(\Delta x^{6}\right), \\
\left(\varphi^{k}-\mathcal{P}_{k+1}^{2} \varphi^{k}\right)(y)=b_{1} \frac{\phi^{\prime \prime}(0)}{2}+b_{2} \frac{\phi^{(4)}(0)}{4!}+\mathcal{O}\left(\Delta x^{6}\right) .
\end{array}
$$

Let us calculate the coefficients $a_{1}$ and $a_{2}$. From standard algebra we recover that $a_{1}=0$. The fourth order term is

$$
\begin{align*}
a_{2}= & \left(y-x_{k+1}\right)^{4}-\left(y-x_{k}\right)^{4} L_{k}^{k+1}\left(x_{k+1}\right)-\left(y-x_{k-1}\right)^{4} L_{k-1}^{k+1}\left(x_{k+1}\right) \\
& -\left(\left(x_{k}-x_{k+1}\right)^{4}-\left(x_{k}-x_{k-1}\right)^{4} L_{k-1}^{k+1}\left(x_{k+1}\right)\right) L_{k}^{k+1}(y) \\
& -\left(\left(x_{k-1}-x_{k+1}\right)^{4}-\left(x_{k-1}-x_{k}\right)^{4} L_{k}^{k+1}\left(x_{k+1}\right)\right) L_{k-1}^{k+1}(y),  \tag{3.60}\\
= & 6\left(x_{k-1}-x_{k+1}\right)\left(x_{k}-x_{k+1}\right)\left(x_{k-1}-y\right)\left(x_{k}-y\right) .
\end{align*}
$$
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We repeat this for the coefficients $b_{1}$ and $b_{2}$. We obtain $b_{1}=0$

$$
\begin{align*}
b_{2}= & \left(y-x_{k}\right)^{4}-\left(y-x_{k-1}\right)^{4} L_{k-1}^{k}\left(x_{k}\right)-\left(y-x_{k-2}\right)^{4} L_{k-2}^{k}\left(x_{k}\right) \\
& -\left(-\left(x_{k}-x_{k-1}\right)^{4} L_{k-1}^{k}\left(x_{k}\right)-\left(x_{k}-x_{k-2}\right)^{4} L_{k-2}^{k}\left(x_{k}\right)\right) L_{k}^{k+1}(y)  \tag{3.61}\\
& -\left(\left(x_{k-1}-x_{k}\right)^{4}-\left(x_{k-1}-x_{k-2}\right)^{4} L_{k-2}^{k}\left(x_{k}\right)\right) L_{k-1}^{k+1}(y), \\
= & 6\left(x_{k-2}-x_{k}\right)\left(x_{k-1}-x_{k}\right)\left(x_{k-1}-y\right)\left(x_{k}-y\right) .
\end{align*}
$$

The results can be summarized as

$$
\begin{align*}
& \mathrm{d} \varphi^{k+1}(y)=\frac{\phi^{(4)}(0)}{4}\left(x_{k-1}-x_{k+1}\right)\left(x_{k}-x_{k+1}\right)\left(x_{k-1}-y\right)\left(x_{k}-y\right)+\mathcal{O}\left(\Delta x^{6}\right)  \tag{3.62}\\
&\left(\varphi^{k}-\mathcal{P}_{k+1}^{2} \varphi^{k}\right)(y)= \frac{\phi^{(4)}(0)}{4}\left(x_{k-2}-x_{k}\right)\left(x_{k-1}-x_{k}\right)\left(x_{k-1}-y\right)\left(x_{k}-y\right)  \tag{3.63}\\
& \quad+\mathcal{O}\left(\Delta x^{6}\right) .
\end{align*}
$$

From this we recover

$$
\begin{align*}
\frac{\delta_{k}}{\delta_{k+1}} & =\frac{\left(x_{k}-x_{k-1}\right)\left(x_{k}-x_{k-2}\right)}{\left(x_{k+1}-x_{k}\right)\left(x_{k+1}-x_{k-1}\right)}+\mathcal{O}\left(\Delta x^{2}\right), \\
\delta_{k} \delta_{k+1} & =\frac{\phi^{(4)}(0)}{4}\left(x_{k}-x_{k-1}\right)\left(x_{k}-x_{k-2}\right)\left(x_{k+1}-x_{k}\right)\left(x_{k+1}-x_{k-1}\right)+\mathcal{O}\left(\Delta x^{6}\right),  \tag{3.64}\\
& =\mathcal{O}\left(\Delta x^{4}\right)
\end{align*}
$$

Thus, we have

$$
\begin{equation*}
\mathrm{d} \varphi^{k+1}(y) \frac{\delta_{k}}{\delta_{k+1}}-\left(\varphi^{k}-\mathcal{P}_{k+1}^{2} \varphi^{k}\right)(y)=\mathcal{O}\left(\Delta x^{6}\right), \tag{3.65}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\varepsilon_{k}(\Delta x)=\mathcal{O}\left(\Delta x^{2}\right) \tag{3.66}
\end{equation*}
$$

for $\Delta x \rightarrow 0$. Equivalent to the case $n=2$, we can combine (3.64) and (3.66) in (3.46) and conclude $\varepsilon(\Delta x)=\mathcal{O}\left(\Delta x^{2}\right)$.

Since the error term $\varepsilon(\Delta x)$ vanishes, the remaining step is to prove that each term of (3.50) has the same sign as the jump.

Theorem 3.11 (Sign property of second and third degree RBF-reconstruction). Let us assume that the stencil $S_{i}$ and $S_{i+1}$ are chosen with the Algorithm 3.1. Then, for infinitely smooth RBFs of first or second order it holds that

$$
\begin{equation*}
\operatorname{sgn}\left(C_{j}\left(\gamma_{i+r_{n-1}+n+j}-\gamma_{i+r_{n-1}+n-1+j}\right)\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right), \tag{3.67}
\end{equation*}
$$

for all $j=0, \ldots, d_{n-1}-1$ and for $\Delta x \rightarrow 0$.

Proof. The proof is based on a study of all possible choices of stencils, that may result from Algorithm 3.1:

- $S_{i}=\left\{C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i}, C_{i+1}\right\}$,
- $S_{i}=\left\{C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i+1}, C_{i+2}\right\}$,
- $S_{i}=\left\{C_{i}, C_{i+1}\right\}, S_{i+1}=\left\{C_{i+1}, C_{i+2}\right\}$,
- ...

For each case we look at any inequality in Algorithm 3.1 to recover the particular stencil configuration, and show for each case that (3.67) is fulfilled.
Note that $j R_{i+1 / 2}=0$, if $S_{i}=S_{i+1}$. Hence, we do not include such cases in the analysis. Further, we use the notation

$$
\begin{equation*}
A \approx B \quad \text { if } A=B+\mathcal{O}(\Delta x), \quad \text { for } \Delta x \rightarrow 0 \tag{3.68}
\end{equation*}
$$

Let us first consider $n=2$ and assume $\phi$ is of first order.
Case 1. Consider the stencils $S_{i}=\left\{C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i}, C_{i+1}\right\}$, which require the following conditions

$$
\begin{equation*}
\left|\gamma_{i}\right|<\left|\gamma_{i+1}\right|, \quad\left|\gamma_{i+1}\right|<\left|\gamma_{i+2}\right| . \tag{3.69}
\end{equation*}
$$

Further, we have the representation of the jump for small grid sizes

$$
j R_{i+1 / 2} \approx C_{0}\left(\gamma_{i+1}-\gamma_{i}\right)
$$

and from (3.52) it follows that

$$
C_{0}=\delta_{i}\left(\frac{\mathrm{~d} \varphi^{i}\left(x_{i+1 / 2}\right)}{\mathrm{d} \varphi^{i}\left(x_{i}\right)}-1\right) \approx \delta_{i} \frac{x_{i+1 / 2}-x_{i}}{x_{i}-x_{i-1}}>0
$$

Hence

$$
\begin{equation*}
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+1}-\gamma_{i}\right)\right)=\operatorname{sgn}\left(\gamma_{i+1}-\gamma_{i}\right)=\operatorname{sgn}\left(\gamma_{i+1}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right) \tag{3.70}
\end{equation*}
$$

since

$$
\begin{equation*}
|a|>|b| \Rightarrow \operatorname{sgn}(a-b)=\operatorname{sgn}(a) \tag{3.71}
\end{equation*}
$$
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Case 2. Consider the stencils $S_{i}=\left\{C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i+1}, C_{i+2}\right\}$, which is equivalent to the conditions

$$
\begin{equation*}
\left|\gamma_{i}\right|<\left|\gamma_{i+1}\right|, \quad\left|\gamma_{i+1}\right|>\left|\gamma_{i+2}\right| . \tag{3.72}
\end{equation*}
$$

The jump can be represented as

$$
j R_{i+1 / 2} \approx C_{0}\left(\gamma_{i+1}-\gamma_{i}\right)+C_{1}\left(\gamma_{i+2}-\gamma_{i+1}\right) .
$$

As before it holds that $\operatorname{sgn}\left(C_{0}\left(\gamma_{i+1}-\gamma_{i}\right)\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right)$ and

$$
\begin{equation*}
C_{1}=C_{0}-\delta_{i+1} \approx \delta_{i} \frac{x_{i+1 / 2}-x_{i+1}}{x_{i}-x_{i-1}}<0 . \tag{3.73}
\end{equation*}
$$

Thus, we get for the second term

$$
\operatorname{sgn}\left(C_{1}\left(\gamma_{i+2}-\gamma_{i+1}\right)\right)=\operatorname{sgn}\left(\gamma_{i+1}-\gamma_{i+2}\right)=\operatorname{sgn}\left(\gamma_{i+1}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right),
$$

where we used (3.71) and (3.72).
Case 3. In the last case of the second degree reconstruction we have the stencils $S_{i}=$ $\left\{C_{i}, C_{i+1}\right\}, S_{i+1}=\left\{C_{i+1}, C_{i+2}\right\}$, equivalent to the conditions

$$
\begin{equation*}
\left|\gamma_{i}\right|>\left|\gamma_{i+1}\right|, \quad\left|\gamma_{i+1}\right|>\left|\gamma_{i+2}\right| . \tag{3.74}
\end{equation*}
$$

The representation of the jump is

$$
j R_{i+1 / 2} \approx C_{0}\left(\gamma_{i+2}-\gamma_{i+1}\right) .
$$

As in the first case we recover from (3.52), that

$$
C_{0}=\delta_{i+1}\left(\frac{\mathrm{~d} \varphi^{i+1}\left(x_{i+1 / 2}\right)}{\mathrm{d} \varphi^{i+1}\left(x_{i}\right)}-1\right) \approx \delta_{i} \frac{x_{i+1 / 2}-x_{i+1}}{x_{i+1}-x_{i}}<0,
$$

and

$$
\begin{equation*}
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+2}-\gamma_{i+1}\right)\right)=\operatorname{sgn}\left(\gamma_{i+1}-\gamma_{i+2}\right)=\operatorname{sgn}\left(\gamma_{i+1}\right) . \tag{3.75}
\end{equation*}
$$

This completes the proof of the sign property for the second degree reconstruction with infinitely smooth RBFs of first order for small enough grids.
Next, we consider $n=3$.
All possible choices of stencils, that could result from Algorithm 3.1 are:

- $S_{i}=\left\{C_{i-2}, C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i-1}, C_{i}, C_{i+1}\right\}$,
- $S_{i}=\left\{C_{i-2}, C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i}, C_{i+1}, C_{i+2}\right\}$,
- $S_{i}=\left\{C_{i-2}, C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i+1}, C_{i+2}, C_{i+3}\right\}$,
- ...

We consider $n=3$ (third degree reconstruction) and assume $\phi$ is of second order. The main difference between the second and third degree is that Algorithm 3.1 now gives two conditions for each stencil that depend on different grid sizes. Therefore, we introduce the superscript $l$ to indicate the size of the stencil

$$
\delta_{k}^{l}=\mathrm{d} \varphi^{k}\left(x_{k}\right)^{1 / 2}, \quad \beta_{k}^{l}=y_{k}-\sum_{j=1}^{l-1} y_{k-j} L_{k-j}^{k, l}\left(x_{k}\right), \quad \gamma_{k}^{l}=\frac{\beta_{k}^{l}}{\delta_{k}^{l}},
$$

based on the stencil $\left\{C_{k-l+1}, \cdots, C_{k}\right\}$. Further, we can show with simple calculations that

$$
\beta_{k+1}^{3}=\beta_{k+1}^{2}-\frac{x_{k+1}-x_{k}}{x_{k}-x_{k-1}} \beta_{k}^{2} .
$$

From (3.52) and (3.62) we recover

$$
\frac{x_{k+1}-x_{k}}{x_{k}-x_{k-1}} \approx \frac{\delta_{k+1}^{2}}{\delta_{k}^{2}}
$$

which allows us to conclude that

$$
\delta_{k+1}^{3} \gamma_{k+1}^{3}=\beta_{k+1}^{3} \approx \beta_{k+1}^{2}-\frac{\delta_{k+1}^{2}}{\delta_{k}^{2}} \beta_{k}^{2}=\delta_{k+1}^{2}\left(\gamma_{k+1}^{2}-\gamma_{k}^{2}\right),
$$

and so

$$
\begin{equation*}
\gamma_{k+1}^{3}=\frac{\delta_{k+1}^{2}}{\delta_{k+1}^{3}}\left(\gamma_{k+1}^{2}-\gamma_{k}^{2}\right) \tag{3.76}
\end{equation*}
$$

Note that the term $\delta_{k+1}^{2} / \delta_{k+1}^{3}$ is always positive (Corollary 3.4). Next, we can show the sign of the constant $C_{l}$ using Theorem 3.6

$$
\begin{aligned}
C_{0} & =\delta_{k}\left(\frac{\mathrm{~d} \varphi^{k}\left(x_{i+1 / 2}\right)}{\mathrm{d} \varphi^{k}\left(x_{k}\right)}-A_{k}\right), \\
& \approx \delta_{k}\left(\frac{\left(x_{k-2}-x_{i+1 / 2}\right)\left(x_{k-1}-x_{i+1 / 2}\right)}{\left(x_{k-2}-x_{k}\right)\left(x_{k-1}-x_{k}\right)}-\frac{x_{i+1 / 2}-x_{k-1}}{x_{k}-x_{k-1}}\right), \\
& \approx \delta_{k} \frac{\left(x_{i+1 / 2}-x_{k-1}\right)\left(x_{i+1 / 2}-x_{k}\right)}{\left(x_{k}-x_{k-2}\right)\left(x_{k}-x_{k-1}\right)},
\end{aligned}
$$
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with $k=i+r_{n-1}+n-1$. By induction one proves that

$$
\begin{equation*}
C_{l} \approx \delta_{k} \frac{x_{i+1 / 2}-x_{k+l-1}}{x_{k}-x_{k-2}} \frac{x_{i+1 / 2}-x_{k+l}}{x_{k}-x_{k-1}} \tag{3.7.7}
\end{equation*}
$$

for $l \in \mathbb{N}$ and we recover

$$
\begin{equation*}
\operatorname{sgn}\left(C_{l}\right)=(-1)^{r_{n-1}+n-1+l} . \tag{3.78}
\end{equation*}
$$

Case 1. Consider the stencils $S_{i}=\left\{C_{i-2}, C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i-1}, C_{i}, C_{i+1}\right\}$, equivalent to the conditions

$$
\begin{equation*}
\left|\gamma_{i}^{2}\right|<\left|\gamma_{i+1}^{2}\right|, \quad\left|\gamma_{i}^{3}\right|<\left|\gamma_{i+1}^{3}\right|, \quad\left|\gamma_{i+1}^{2}\right|<\left|\gamma_{i+2}^{2}\right|, \quad\left|\gamma_{i+1}^{3}\right|<\left|\gamma_{i+2}^{3}\right| . \tag{3.79}
\end{equation*}
$$

Note that this case can be characterized by $d_{2}=1$ and $s_{2}=r_{2}=-2$. From Theorem 3.10 we know

$$
\begin{equation*}
j R_{i+1 / 2} \approx C_{0}\left(\gamma_{i+1}^{3}-\gamma_{i}^{3}\right), \tag{3.80}
\end{equation*}
$$

and we recover

$$
\begin{aligned}
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+1}^{3}-\gamma_{i}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{3}-\gamma_{i}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right), \\
& =\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right),
\end{aligned}
$$

where we used (3.76), (3.77) and (3.79).
Case 2. Assume the stencil $S_{i}=\left\{C_{i-2}, C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i}, C_{i+1}, C_{i+2}\right\}$, equivalent to the conditions

$$
\begin{align*}
& \left|\gamma_{i}^{2}\right|<\left|\gamma_{i+1}^{2}\right|, \quad\left|\gamma_{i}^{3}\right|<\left|\gamma_{i+1}^{3}\right|, \\
& \begin{cases}\left|\gamma_{i+1}^{2}\right|<\left|\gamma_{i+2}^{2}\right|, & \left|\gamma_{i+1}^{3}\right|>\left|\gamma_{i+2}^{3}\right|, \\
\left|\gamma_{i+1}^{2}\right|>\left|\gamma_{i+2}^{2}\right|, & \left|\gamma_{i+2}^{3}\right|<\left|\gamma_{i+3}^{3}\right| .\end{cases} \tag{3.8}
\end{align*}
$$

The jump can be written by

$$
\begin{equation*}
j R_{i+1 / 2} \approx C_{0}\left(\gamma_{i+1}^{3}-\gamma_{i}^{3}\right)+C_{1}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right) . \tag{3.82}
\end{equation*}
$$

For each term we calculate its sign. The first term can be understood in the same way as above and it holds for both (a) and (b) in (3.81)

$$
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+1}^{3}-\gamma_{i}^{3}\right)\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right),
$$

For the second term we first assume that (a) holds and compute its sign as

$$
\begin{aligned}
\operatorname{sgn}\left(C_{1}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{3}-\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right), \\
& =\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right) .
\end{aligned}
$$

For (b) we split it in two terms using (3.76)

$$
C_{1}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)=C_{1} \frac{\delta_{i+2}^{2}}{\delta_{i+2}^{3}}\left(\gamma_{i+2}^{2}-\gamma_{i+1}^{2}\right)-C_{1} \frac{\delta_{i+1}^{2}}{\delta_{i+1}^{3}}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right),
$$

and calculate the sign of each one

$$
\begin{gathered}
\operatorname{sgn}\left(C_{1} \frac{\delta_{i+2}^{2}}{\delta_{i+2}^{3}}\left(\gamma_{i+2}^{2}-\gamma_{i+1}^{2}\right)\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i+2}^{2}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right), \\
\left.\operatorname{sgn}\left(-C_{1} \frac{\delta_{i+1}^{2}}{\delta_{i+1}^{3}}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right)\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right)\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right)
\end{gathered}
$$

Case 3. Consider the stencil $S_{i}=\left\{C_{i-2}, C_{i-1}, C_{i}\right\}, S_{i+1}=\left\{C_{i+1}, C_{i+2}, C_{i+3}\right\}$, equivalent to the conditions

$$
\begin{equation*}
\left|\gamma_{i}^{2}\right|<\left|\gamma_{i+1}^{2}\right|, \quad\left|\gamma_{i}^{3}\right|<\left|\gamma_{i+1}^{3}\right|, \quad\left|\gamma_{i+1}^{2}\right|>\left|\gamma_{i+2}^{2}\right|, \quad\left|\gamma_{i+2}^{3}\right|>\left|\gamma_{i+3}^{3}\right| . \tag{3.83}
\end{equation*}
$$

For the reconstructed jump we have

$$
\begin{equation*}
j R_{i+1 / 2} \approx C_{0}\left(\gamma_{i+1}^{3}-\gamma_{i}^{3}\right)+C_{1}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)+C_{2}\left(\gamma_{i+3}^{3}-\gamma_{i+2}^{3}\right) . \tag{3.84}
\end{equation*}
$$

The sign of each term is

$$
\begin{aligned}
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+1}^{3}-\gamma_{i}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{3}-\gamma_{i}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right), \\
& =\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right) .
\end{aligned}
$$

For the second term we need

$$
\begin{aligned}
\operatorname{sgn}\left(\gamma_{i+1}^{3}\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right), \\
\operatorname{sgn}\left(-\gamma_{i+2}^{3}\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i+2}^{2}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right),
\end{aligned}
$$

such that we can show

$$
\operatorname{sgn}\left(C_{1}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)\right)=\operatorname{sgn}\left(\gamma_{i+1}^{3}-\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right) .
$$

The last term yields

$$
\begin{aligned}
\operatorname{sgn}\left(C_{2}\left(\gamma_{i+3}^{3}-\gamma_{i+2}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+3}^{3}-\gamma_{i+2}^{3}\right)=-\operatorname{sgn}\left(\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i+2}^{2}\right), \\
& =\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right) .
\end{aligned}
$$
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Case 4. Assume the stencils $S_{i}=\left\{C_{i-1}, C_{i}, C_{i+1}\right\}, S_{i+1}=\left\{C_{i}, C_{i+1}, C_{i+2}\right\}$, equivalent to the conditions

$$
\begin{align*}
& \begin{cases}\left|\gamma_{i}^{2}\right|<\left|\gamma_{i+1}^{2}\right|, & \left|\gamma_{i}^{3}\right| \geqslant\left|\gamma_{i+1}^{3}\right|, \\
\left|\gamma_{i}^{2}\right| \geqslant\left|\gamma_{i+1}^{2}\right|, & \left|\gamma_{i+1}^{3}\right|<\left|\gamma_{i+2}^{3}\right|,\end{cases}  \tag{3.85}\\
& \begin{cases}\left|\gamma_{i+1}^{2}\right|<\left|\gamma_{i+2}^{2}\right|, & \left|\gamma_{i+1}^{3}\right| \geqslant\left|\gamma_{i+2}^{3}\right|, \\
\left|\gamma_{i+1}^{2}\right| \geqslant\left|\gamma_{i+2}^{2}\right|, & \left|\gamma_{i+2}^{3}\right|<\left|\gamma_{i+3}^{3}\right| .\end{cases}
\end{align*}
$$

Here, we have the different combinations $\left(a_{1}, b_{1}\right),\left(a_{1}, b_{2}\right),\left(a_{2}, b_{1}\right)$ and $\left(a_{2}, b_{2}\right)$, where $\left(a_{2}, b_{1}\right)$ is not possible. The jump is represented as

$$
\begin{equation*}
j R_{i+1 / 2} \approx C_{0}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right) \tag{3.86}
\end{equation*}
$$

Let us first consider the combination ( $a_{1}, b_{1}$ ). We have

$$
\begin{aligned}
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{3}-\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right), \\
& =\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right) .
\end{aligned}
$$

In the case ( $a_{1}, b_{2}$ ), we precalculate

$$
\begin{aligned}
\operatorname{sgn}\left(\gamma_{i+1}^{3}\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right) \\
\operatorname{sgn}\left(-\gamma_{i+2}^{3}\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i+2}^{2}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right) .
\end{aligned}
$$

Thus,

$$
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)\right)=\operatorname{sgn}\left(\gamma_{i+1}^{3}-\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right) .
$$

In the last case $\left(a_{2}, b_{2}\right)$, we get

$$
\begin{aligned}
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{3}-\gamma_{i+2}^{3}\right)=-\operatorname{sgn}\left(\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i+2}^{2}\right) \\
& =\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right)
\end{aligned}
$$

Case 5. Assume the stencils $S_{i}=\left\{C_{i-1}, C_{i}, C_{i+1}\right\}, S_{i+1}=\left\{C_{i+1}, C_{i+2}, C_{i+3}\right\}$, equivalent to the conditions

$$
\begin{align*}
& \begin{cases}\left|\gamma_{i}^{2}\right|<\left|\gamma_{i+1}^{2}\right|, & \left|\gamma_{i}^{3}\right| \geqslant\left|\gamma_{i+1}^{3}\right|, \\
\left|\gamma_{i}^{2}\right| \geqslant\left|\gamma_{i+1}^{2}\right|, & \left|\gamma_{i+1}^{3}\right|<\left|\gamma_{i+2}^{3}\right|, \\
\hline\end{cases}  \tag{3.87}\\
& \left|\gamma_{i+1}^{2}\right|>\left|\gamma_{i+2}^{2}\right|, \quad\left|\gamma_{i+2}^{3}\right|>\left|\gamma_{i+3}^{3}\right| .
\end{align*}
$$

The jump is represented as

$$
\begin{equation*}
j R_{i+1 / 2} \approx C_{0}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)+C_{1}\left(\gamma_{i+3}^{3}-\gamma_{i+2}^{3}\right) . \tag{3.88}
\end{equation*}
$$

In the case of (a) we precalculate

$$
\begin{aligned}
\operatorname{sgn}\left(-\gamma_{i+2}^{3}\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i+2}^{2}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right) \\
\operatorname{sgn}\left(\gamma_{i+1}^{3}\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i}^{2}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)
\end{aligned}
$$

With these we have

$$
\begin{aligned}
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{3}-\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right), \\
\operatorname{sgn}\left(C_{1}\left(\gamma_{i+3}^{3}-\gamma_{i+2}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+3}^{3}-\gamma_{i+2}^{3}\right)=-\operatorname{sgn}\left(\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i+2}^{2}\right), \\
& =\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right) .
\end{aligned}
$$

For (b) we can use the same calculation as above for the second term since we were not using (a). The sign of the first term is

$$
\begin{aligned}
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+2}^{3}-\gamma_{i+1}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+1}^{3}-\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i+2}^{2}\right) \\
& =\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right)
\end{aligned}
$$

Case 6. The last configuration is $S_{i}=\left\{C_{i}, C_{i+1}, C_{i+2}\right\}, S_{i+1}=\left\{C_{i+1}, C_{i+2}, C_{i+3}\right\}$, equivalent to the conditions

$$
\begin{equation*}
\left|\gamma_{i}^{2}\right|>\left|\gamma_{i+1}^{2}\right|, \quad\left|\gamma_{i+1}^{3}\right|>\left|\gamma_{i+2}^{3}\right|, \quad\left|\gamma_{i+1}^{2}\right|>\left|\gamma_{i+2}^{2}\right|, \quad\left|\gamma_{i+2}^{3}\right|>\left|\gamma_{i+3}^{3}\right|, \tag{3.89}
\end{equation*}
$$

with a reconstructed jump of the form

$$
\begin{equation*}
j R_{i+1 / 2} \approx C_{0}\left(\gamma_{i+3}^{3}-\gamma_{i+2}^{3}\right) \tag{3.90}
\end{equation*}
$$

We recover

$$
\begin{aligned}
\operatorname{sgn}\left(C_{0}\left(\gamma_{i+3}^{3}-\gamma_{i+2}^{3}\right)\right) & =\operatorname{sgn}\left(\gamma_{i+3}^{3}-\gamma_{i+2}^{3}\right)=-\operatorname{sgn}\left(\gamma_{i+2}^{3}\right)=\operatorname{sgn}\left(\gamma_{i+1}^{2}-\gamma_{i+2}^{2}\right) \\
& =\operatorname{sgn}\left(\gamma_{i+1}^{2}\right)=\operatorname{sgn}\left(y_{i+1}-y_{i}\right)
\end{aligned}
$$

This completes the proof of the sign property of the reconstruction method for grids as $\Delta x \rightarrow 0$ or the shape parameter $\varepsilon \rightarrow 0$.

### 3.3 RBF-TeCNOp method

Based on the theory of entropy stable schemes and the work of Fjordholm et al. [35] we introduce the RBF-TeCNOp scheme. By using Algorithm 3.1 with (3.24) for calculating the least oscillatory stencil, Theorem 3.11 shows that the sign property holds for 2nd and 3rd degree reconstruction in the limit of $\Delta x \rightarrow 0$. We conjecture that this result
generalizes to higher order reconstructions. Thus, by combining the framework proposed in [35] with the RBF reconstruction using multiquadratics we recover an entropy stable essentially nonoscillatory RBF-based finite difference method of arbitrary high order. Furthermore, we use the RBF-RA algorithm to circumvent ill-conditioning in the reconstruction step [127].
In more detail, for constructing a $p$-th order RBF-TeCNOp method of the form (2.86) we use an entropy conservative flux of order $2 k$ with $k=\lceil p / 2\rceil$ (see Theorem 2.4) and an ENO based RBF reconstruction (Algorithm 3.1) on the scaled entropy variables of order $p$ with multiquadratics of order $p-1$.
Based on the Roe diffusion operator

$$
\begin{equation*}
R|\Lambda| R^{-1} \llbracket u \rrbracket, \tag{3.91}
\end{equation*}
$$

with the eigenvector matrix $R$ and the diagonal matrix of the eigenvalues $\Lambda$, evaluated at the Roe average, we are choosing $R$ and $\Lambda$ in the same way. By Merriam [90] there is a scaling of the eigenvectors such that $R R^{T}=u_{v}=\partial_{v} u\left(v_{i+1 / 2}\right)$. Thus, we get the relation

$$
\begin{equation*}
R|\Lambda| R^{-1} \llbracket u \rrbracket \approx R|\Lambda| R^{-1} u_{v} \llbracket v \rrbracket=R|\Lambda| R^{T} \llbracket v \rrbracket, \tag{3.92}
\end{equation*}
$$

that has a similar structure to that of a diffusion operator (2.87). The numerical diffusion term is

$$
\begin{equation*}
D_{i+1 / 2}\langle v\rangle_{i+1 / 2}=R_{i+1 / 2}\left|\Lambda_{i+1 / 2}\right|\left\langle\langle w\rangle_{i+1 / 2},\right. \tag{3.93}
\end{equation*}
$$

with the scaled entropy variables (2.89). Furthermore, we choose

$$
\begin{equation*}
\Lambda_{i+1 / 2}=\operatorname{diag}\left(\lambda_{1}\left(u_{i+1 / 2}\right), \ldots, \lambda_{N}\left(u_{i+1 / 2}\right)\right) \tag{3.94}
\end{equation*}
$$

and $u_{i+1 / 2}=\frac{u_{i}+u_{i+1}}{2}$ with the eigenvalues $\Lambda(u)$ of the Jacobian $\nabla_{u} f$.
It is important to note that the ill-conditioning of the interpolation matrix does not only affect the evaluation of the reconstruction; it also affects the calculation of the smoothness indicator which is based on the sum of the squares of the coefficients of the RBF-part of the interpolation.
From the theory we expect that the error of the interpolation with infinitely smooth RBFs decreases for smaller shape parameters. However, computations suggest that the choice of the stencil does not depend on the shape parameter. Thus, we calculate the stencil with respect to a stable shape parameter.

### 3.4 Entropy stable RBF-finite volume method

The combination of the RBF interpolation with finite volume methods works analogeously to the RBF-TeCNOp Method. Aboiyar et al. [2] combine in their work a
high-order WENO approach with a polyharmonic spline reconstruction and Bigoni and Hesthaven [11] apply a high-order WENO approach to multiquadratics.
We construct an entropy stable finite volume method of second order that is essentially nonoscillatory by combining (2.97) with a second order accurate RBF interpolation that acts on the scaled entropy variables. Therefore, we are using multiquadratics with the smoothness indicator (3.24), combined with Algorithm 3.1 and the vector valued rational approximation to ensure a stable evaluation of the interpolation function.
We conjecture the sign property for the RBF reconstruction on mean values that is based on Algorithm 3.1 which is fulfilled in the pointwise case for second and third degree reconstruction in the limit $\Delta x \rightarrow 0$ (Theorem 3.11). Under this assumption we recover a second order entropy stable finite volume (RBF-EFV2) method. This method can be generalized to general grids in higher dimensions [103].

### 3.5 Numerical results

In this section, we are evaluating the second order entropy stable finite volume (EFV2) and the TeCNOp methods based on RBF reconstructions for one-dimensional problems and compare it with its original version. Note that in one dimension we do not expect to do better than the classical methods, but also not worse.
For the polynomial reconstruction we use the original algorithm from [57] to select the stencil and in the RBF case we use Algorithm 3.1. The EFV2 and TeCNOp methods are based on the diffusion term (3.93).
The parameters for the vector-valued rational approximation are chosen as described in [127]. Further, we choose the shape parameter $\varepsilon=0.1$ for all examples.

### 3.5.1 Linear advection equation

We consider the linear advection equation (2.3) with wave speed $a=1$ and periodic boundary conditions [83]. To construct a high-order accurate scheme we choose the entropy pair (2.76) with its second order entropy conservative flux (2.78). Further, we use a 5th order SSPRK method for the time discretization in the TeCNOp method [49]. For the EFV2 method we use the second order entropy conservative flux plus a third order SSPRK method in time.
The convergence results for the smooth initial conditions are shown in Table 3.1. The $L_{1}$-errors are the same for the different reconstruction methods for grids of size smaller than $1 / 32$ and their convergence rates are as expected.
In Table 3.2 we present a comparison of the runtime for the 5 th order TeCNO scheme with RBF reconstruction using the RBF-RA algorithm, RBF reconstruction evaluated at a stable shape parameter. The RBF method based on the RBF-RA algorithm solves multiple times the same system of equations with different shape parameters to approximate the final one, which helps to explain the difference between the first two
columns. The difference between the RBF and the polynomial reconstruction comes from the fact that the RBF algorithm in each recursive step of Algorithm 3.1 solves a system of equations and the polynomial case calculates just the next divided difference.

| $N$ |  | Linear advection eq. |  |  |  | Burgers' eq. |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | RBF Reconstr |  | Poly Reconstr |  | RBF Reconstr |  | Poly Reconstr |  |
|  |  | error | rate | error | rate | error | rate | error | rate |
| TeCNO2 | 16 | $2.27 \mathrm{e}-02$ | - | 2.26e-02 | - | 3.01e-02 | - | 2.97e-02 | - |
|  | 32 | 7.26e-03 | 1.64 | 7.26e-03 | 1.64 | 9.01e-03 | 1.74 | 9.01e-03 | 1.72 |
|  | 64 | 2.06e-03 | 1.82 | 2.06e-03 | 1.82 | 2.46e-03 | 1.87 | 2.46e-03 | 1.87 |
|  | 128 | 5.44e-04 | 1.92 | 5.44e-04 | 1.92 | 6.88e-04 | 1.84 | 6.88e-04 | 1.84 |
|  | 256 | $1.45 \mathrm{e}-04$ | 1.91 | $1.45 \mathrm{e}-04$ | 1.91 | 1.88e-04 | 1.87 | 1.88e-04 | 1.87 |
| TeCNO3 | 16 | 1.48e-03 | - | 1.48e-03 | - | $5.19 \mathrm{e}-03$ | - | 5.17e-03 | - |
|  | 32 | $1.89 \mathrm{e}-04$ | 2.97 | 1.89e-04 | 2.97 | 9.23e-04 | 2.49 | 9.23e-04 | 2.49 |
|  | 64 | 2.36e-05 | 3.00 | 2.36e-05 | 3.00 | 1.47e-04 | 2.65 | 1.47e-04 | 2.65 |
|  | 128 | 2.96e-06 | 3.00 | 2.96e-06 | 3.00 | 2.52e-05 | 2.54 | 2.52e-05 | 2.54 |
|  | 256 | 3.70e-07 | 3.00 | $3.70 \mathrm{e}-07$ | 3.00 | 4.13e-06 | 2.61 | 4.13e-06 | 2.61 |
| TeCNO4 | 16 | 5.61e-04 |  | 5.60e-04 | - | 2.84e-03 | - | 2.84e-03 | - |
|  | 32 | 3.98e-05 | 3.82 | 3.98e-05 | 3.82 | 5.37e-04 | 2.40 | 5.37e-04 | 2.40 |
|  | 64 | 2.62e-06 | 3.92 | 2.62e-06 | 3.93 | 5.76e-05 | 3.22 | 5.76e-05 | 3.22 |
|  | 128 | 1.74e-07 | 3.91 | $1.74 \mathrm{e}-07$ | 3.90 | 4.97e-06 | 3.54 | 4.97e-06 | 3.54 |
|  | 256 | $1.14 \mathrm{e}-08$ | 3.93 | $1.14 \mathrm{e}-08$ | 3.93 | 6.97e-07 | 2.83 | 6.97e-07 | 2.83 |
| TeCNO5 | 16 | $4.40 \mathrm{e}-05$ | - | 4.40e-05 | - | 1.17e-03 | - | 1.17e-03 | - |
|  | 32 | 1.40e-06 | 4.98 | 1.40e-06 | 4.98 | 2.90e-04 | 2.01 | 2.90e-04 | 2.01 |
|  | 64 | 4.43e-08 | 4.98 | 4.43e-08 | 4.98 | 1.19e-05 | 4.61 | 1.19e-05 | 4.61 |
|  | 128 | 1.47e-09 | 4.92 | 1.47e-09 | 4.92 | 6.84e-07 | 4.12 | 6.84e-07 | 4.12 |
|  | 256 | $5.50 \mathrm{e}-11$ | 4.74 | $5.50 \mathrm{e}-11$ | 4.74 | 1.81e-07 | 1.92 | 1.81e-07 | 1.92 |
| EFVM2 | 16 | 2.25e-02 | - | $2.24 \mathrm{e}-02$ | - | 2.68e-02 | - | 2.68e-02 | - |
|  | 32 | 7.26e-03 | 1.63 | 7.25e-03 | 1.63 | 8.10e-03 | 1.73 | 8.10e-03 | 1.73 |
|  | 64 | 2.06e-03 | 1.82 | 2.06e-03 | 1.82 | 2.28e-03 | 1.83 | 2.28e-03 | 1.83 |
|  | 128 | 5.44e-04 | 1.92 | 5.44e-04 | 1.92 | 6.40e-04 | 1.84 | 6.40e-04 | 1.83 |
|  | 256 | 1.45e-04 | 1.91 | 1.45e-04 | 1.91 | 1.78e-04 | 1.85 | 1.78e-04 | 1.85 |

Table 3.1-Convergence rates of TeCNOp and EFV2 methods using multiquadratics and polynomials for the linear advection and Burgers' equation on $[0,1]$ at time $T=0.1$. We use periodic boundary conditions and $u_{0}(x)=\sin (2 \pi x)$, shape parameter $\varepsilon=0.1$, $\mathrm{CFL}=0.5$.

### 3.5.2 Burgers' equation

For the Burgers' equation (2.4) we study the order of convergence and verify that the methods handle discontinuities without introducing major oscillations. The EFV2 and TeCNOp method are based on the entropy pair (2.79) and the entropy conservative flux (2.81) which is used to construct a high-order scheme. For the time discretization we use a 5 th order SSPRK method [49]. Furthermore, we choose the domain [ 0,1$]$ and the initial conditions $u_{0}(x)=\sin (2 \pi x)$.

|  | RBF + RBF-RA | RBF | Poly |
| :--- | :--- | :--- | :--- |
| 16 | 4.3 | 3.2 | 2.1 |
| 32 | 7.4 | 5.0 | 3.7 |
| 64 | 21.8 | 12.6 | 6.6 |
| 128 | 73.5 | 38.0 | 16.9 |
| 256 | 279.5 | 132.4 | 44.9 |

Table 3.2 - Runtime comparison for the 5th order method solving the linear advection equation.


Figure 3.2 - Burgers' equation on $[0,1]$ at time $T=0.3$ with continuous initial condition $u_{0}=\sin (2 \pi x)$, shape parameter $\varepsilon=0.1$, CFL $=0.5$, solved by TeCNO 5 .

A detailed analysis of the convergence is shown in Table 3.1. The convergence rate is as expected and the errors of the two different methods (polynomial reconstruction and RBF reconstruction) coincide. At time $T=0.3$ a discontinuity emerges at $x=0.5$. This can be resolved accurately with vanishing oscillations (Fig. 3.2). Furthermore, we observe that the difference between the reconstruction methods vanishes in the smooth part while at the shock it stays small.

### 3.5.3 Shallow water equations

For the shallow water equations (2.7) we consider the dambreak problem with the initial conditions

$$
\left(h_{0}, m_{0}\right)= \begin{cases}(1.5,0) & \text { if }|x| \leqslant 0.2  \tag{3.95}\\ (1,0) & \text { if }|x|>0.2\end{cases}
$$

on the domain $[-1,1]$ and periodic boundary conditions. We use a second order entropy stable flux (2.82) to construct a high-order flux and a third order SSPRK method for the time integration.
Fjordholm et al. [35] showed that the standard TeCNO scheme behaves similar to the
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Figure 3.3 - Shallow water equations on $[-1,1]$ at time $T=0.4$ with $N=100$, shape parameter $\varepsilon=0.1, \mathrm{CFL}=0.5$, solved by TeCNO and EFV2.

ENO-MUSCL scheme. The same holds for the RBF-TeCNOp scheme and the RBFEFV2 scheme as seen in Fig. 3.3. The difference between the RBF methods and the polynomial scheme is around $\mathcal{O}\left(10^{-6}\right)$ in the region where the discontinuity passed and much smaller in smooth regions.

### 3.5.4 Euler equations

The one-dimensional Euler equations are represented by

$$
\left(\begin{array}{c}
\rho  \tag{3.96}\\
m \\
E
\end{array}\right)_{t}+\left(\begin{array}{c}
m \\
\frac{m^{2}}{\rho}+p \\
\frac{m}{\rho}(E+p)
\end{array}\right)_{x}=0 .
$$

After setting $m_{2}=0$ and neglecting the third component, we can take the results from Sections 2.1.1 and 2.1.4. As for the shallow water equations we use a third order SSPRK method and as a second order entropy conservative flux we use the KEPEC-flux (2.84). Further, we choose $\gamma=1.4$ which simulates a diatomic gas such as air. Note that the reconstruction is done in the characteristic variables $\mathbf{V}=R^{-1} \mathbf{U}$, with the eigenvectors $R$ given in (2.13).

## Sod's shock tube problem

Sod's shock tube problem is a Riemann problem where two gases with different densities collide. A rarefaction wave emerges, followed by a contact and a shock discontinu-


Figure 3.4 - Sod's shock tube problem on $[-5,5]$ at time $T=2$ with $N=100$, shape parameter $\varepsilon=0.1, \mathrm{CFL}=0.3$, solved by RBF-TeCNOp and RBF-EFV2.
ity. The initial conditions are

$$
\left(\rho_{0}, m_{0}, p_{0}\right)=\left\{\begin{array}{ll}
(1,0,1) & \text { if } x<0  \tag{3.97}\\
(0.125,0,0.1) & \text { if } x \geqslant 0
\end{array},\right.
$$

where $m=u \rho$. The results at time $T=2$ of the RBF-TeCNOp and RBF-EFV2 methods are shown in Fig. 3.4, clearly representing the rarefaction wave, the contact, and the shock discontinuity. Comparing the solutions obtained with polynomial reconstruction or with RBF reconstruction, we see in Fig. 3.5 that their difference is decreasing with the refinement of the grid.

## Lax shock tube problem

The Lax shock tube problem is another Riemann problem with the initial conditions

$$
\left(\rho_{0}, m_{0}, p_{0}\right)=\left\{\begin{array}{ll}
(0.445,0.698,3.528) & \text { if } x<0  \tag{3.98}\\
(0.5,0,0.571) & \text { if } x \geqslant 0
\end{array},\right.
$$

where $m=u \rho$. The RBF-TeCNOp methods of order three to five represent the big shock in the density sharply with just $N=100$ points, see Fig. 3.6. The second order RBF-EFV2 method does not perform well for this case.


Figure 3.5 - Pointwise difference between RBF and polynomial based reconstruction EFV2 method for the Sod's shock tube problem on $[-5,5]$ at time $T=2$ for different number of grid points $N$, shape parameter $\varepsilon=0.1$, $\mathrm{CFL}=0.3$.


Figure 3.6 - Lax shock tube problem on $[-5,5]$ at time $T=1.3$ with $N=100$, shape parameter $\varepsilon=0.1$, CFL $=0.3$, solved by RBF-TeCNOp and RBF-EFV2.


Figure 3.7 - Shu-Osher problem on $[-5,5]$ at time $T=1.8$ with $N=200$, shape parameter $\varepsilon=0.1$, CFL $=0.3$ solved by RBF-TeCNOp and RBF-EFV2.

## Shu-Osher shock-entropy wave interaction problem

The Shu-Osher problem models a shock-turbulence interaction in which a shock interacts with a low frequency wave. Due to this interaction, high-frequency oscillations develop over time. The initial conditions are

$$
\left(\rho_{0}, m_{0}, p_{0}\right)=\left\{\begin{array}{ll}
(3.857143,2.629369,10.33333) & \text { if } x<-4  \tag{3.99}\\
(1+0.2 \sin (5 x), 0,1) & \text { if } x \geqslant-4
\end{array},\right.
$$

where $m=u \rho$. The RBF-TeCNOp methods of order larger than three recover the high frequency oscillations well. The RBF-EFV2 method fits the low order oscillations and the shock, but not the high frequency wave due to excessive dissipation.

## Low density problem

The low density problem on $[0,1]$ is a Riemann problem that tests the ability of preserving positive density and pressure. The initial condition are

$$
\left(\rho_{0}, m_{0}, p_{0}\right)=\left\{\begin{array}{ll}
(1,-2,0.4) & \text { if } x<0.5  \tag{3.100}\\
(1,2,0.4) & \text { if } x \geqslant 0.5
\end{array},\right.
$$

with Neumann boundary conditions.
In Fig. 3.8 we observe the increasing accuracy of the RBF-TeCNOp method with increasing order $p$. Note that by choosing the wrong smoothness indicator, negative
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Figure 3.8 - Low density problem on $[0,1]$ at time $T=0.12$ with $N=100$, shape parameter $\varepsilon=0.1$, CFL $=0.1$ solved by RBF-TeCNOp.
pressures will occur.

## Two interacting blast waves

A more complex one dimensional example is the two interacting blast waves, introduced by Woodward and Colella [126]. It is based on two blast waves that interact and introduce low pressures and densities. Its initial condition is

$$
\left(\rho_{0}, m_{0}, p_{0}\right)= \begin{cases}(1,0,1000) & \text { if } x<0.1  \tag{3.101}\\ (1,0,0.01) & \text { if } 0.1 \leqslant x<0.9 \\ (1,0,100) & \text { if } x \geqslant 0.9\end{cases}
$$

Compared to the low density problem we add here an additional challenge caused by the collision of the two shocks. Note that the standard version of the TeCNO method always produces negative pressures or densities for the RBF and polynomial reconstruction.
Thus, we introduce a more complicated symmetric positive definite dissipation operator (2.87), similar to the one introduced by Derigs et al. [23]. The goal is to mimic the more dissipative Rusanov-type diffusion operator such that

$$
\begin{equation*}
\alpha \llbracket u \rrbracket_{i+1 / 2}=D_{i+1 / 2} \llbracket v \rrbracket_{i+1 / 2} . \tag{3.102}
\end{equation*}
$$

See Appendix A for more details.
The results with the new dissipation matrix approximate the correct solution and we can see an improvement with increasing order (Fig. 3.9) and for increasing number of points (Fig. 3.10).


Figure 3.9 - WC blast wave problem on $[0,1]$ at time $T=0.038$ with $N=200$, shape parameter $\varepsilon=0.1$, CFL $=0.1$ solved by RBF-TeCNOp and RBF-EFV2.


Figure 3.10 - WC blast wave problem on $[0,1]$ at time $T=0.038$ with shape parameter $\varepsilon=0.1$, CFL $=0.1$ solved by RBF-TeCNO4.

## 4 High-order RBF-based ENO method on general twodimensional domains

After introducing entropy stable reconstruction methods for one-dimensional problems, which can be generalized to structured grids by tensor products, we now seek to take advantage of the flexibility of RBFs in multiple dimensions. In this chapter, we propose a high-order ENO method based on radial basis function to solve hyperbolic conservation laws on general two-dimensional grids. The radial basis function reconstruction offers a flexible way to deal with ill-conditioned cell constellations. We introduce a smoothness indicator based on RBFs and a stencil selection algorithm suitable for general meshes, which is based on the one introduced in the previous chapter and the one described in [56]. Furthermore, we develop a stable method to evaluate the RBF reconstruction in the finite volume setting which circumvents the stagnation of the error and keeps the condition number of the reconstruction bounded. The results in this chapter are published in [63].

### 4.1 Stable RBF evaluation for fixed number of nodes

As discussed in Section 2.6, the ill-conditioning of the RBF interpolation is a wellknown challenge. However, RBFs in finite volume methods are of a slightly different nature. In general, the RBF approximation achieves exponential order of convergence for smooth functions by increasing the number of interpolation nodes in a certain domain. The setting for the reconstruction in finite volume methods is different since the number of interpolation points remains fixed at a rather low number of nodes and only the fill-distance is reduced.
Based on $[39,38]$ it is known that the combination of polyharmonic or Gaussian RBFs with polynomials overcomes the stagnation error. Bayona [7] shows that under certain assumptions the order of convergence is ensured by the polynomial part.
We propose to use multiquadratic rather than polyharmonic or Gaussian RBFs to allow the use of the smoothness indicator developed in the previous chapter. Since the RBFs
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are only used to ensure solvability of the linear system, we use

$$
\begin{equation*}
\varepsilon=\frac{1}{\Delta x}, \tag{4.1}
\end{equation*}
$$

as the shape parameter with the separation distance $\Delta x:=\min _{i \neq j}\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|$ for the interpolation nodes $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}$ with $n \in \mathbb{N}$. To control the conditioning of the polynomial part we use the basis

$$
\begin{equation*}
p_{i}(\mathbf{x})=\tilde{p}_{i}(\varepsilon(\mathbf{x}-\tilde{\mathbf{x}})), \tag{4.2}
\end{equation*}
$$

for $i=1, \ldots, m$ with $\tilde{p}_{i} \in\left\{\mathbb{R}^{d} \rightarrow \mathbb{R}, \mathbf{x} \mapsto x_{1}^{\alpha_{1}} \ldots x_{d}^{\alpha_{d}} \mid \sum_{j=1}^{d} \alpha_{j}<l, \alpha_{j} \in \mathbb{N}\right\}, \operatorname{deg}\left(\tilde{p}_{i}\right) \leqslant$ $\operatorname{deg}\left(\tilde{p}_{i+1}\right)$ and $\tilde{\mathbf{x}} \in\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right\}$. The best choice for $\tilde{\mathbf{x}}$ would be the barycenter of the stencil. However, to use the same polynomials for different stencils in the ENO scheme we choose the central node.

Remark 4.1. The interpolation matrix is the same as the one with the interpolation basis $\tilde{p}_{i}$ with $i=1, \ldots, m$, the RBFs with shape parameter 1 , and the nodes $\tilde{\mathbf{x}}_{1}, \ldots, \tilde{\mathbf{x}}_{n}$ with $\tilde{\mathbf{x}}_{i}=\varepsilon\left(\mathbf{x}_{i}-\tilde{\mathbf{x}}\right)$. This holds true for any $\Delta x \rightarrow 0$ and $\Delta \tilde{x}=1$. Thus, the interpolation step in the finite volume method has the same condition number for all refinements as long as the interpolation nodes have a similar distribution.

### 4.1.1 Stability estimate for RBF coefficients

In this section, we analyze the stability of the RBF interpolation based on (4.1) and (4.2) and show that the stability of the RBF coefficients depends only on the number of the interpolation nodes $n$. For the one-dimensional case we show that the stability of the polynomial coefficients depends on $n$ and the ratio of the maximum distance between the interpolation points $D x$ and the minimum distance $\Delta x$. For higher dimensions we conjecture that a similar result holds.
The analysis is based on results from Schaback [107] and Wendland [124].
Lemma 4.1 (Stability estimate [107]). For (2.110) there holds the stability estimate

$$
\begin{equation*}
\frac{\|\Delta a\|_{2}}{\|a\|_{2}} \leqslant \frac{\lambda_{\max }}{\lambda_{\min }} \frac{\|\Delta f\|_{2}}{\|f-P b\|_{2}}, \tag{4.3}
\end{equation*}
$$

with $\lambda_{\text {min }}:=\inf _{a \neq 0, P^{T} a=0} \frac{a^{T} A a}{a^{T} a}$ and $\lambda_{\text {max }}$ the maximal eigenvalue. Further, there exists an estimate for the polynomial coefficients

$$
\begin{align*}
\frac{\|\Delta b\|_{2}}{\|b\|_{2}} & \leqslant \frac{\lambda_{\max , P^{T} P}}{\lambda_{\min , P^{T} P}} \frac{\left\|P^{T}(\Delta f-A \Delta a)\right\|_{2}}{\left\|P^{T}(f-A a)\right\|_{2}},  \tag{4.4}\\
& \leqslant\left(1+\frac{\lambda_{\max }}{\lambda_{\min }}\right) \frac{\lambda_{\max , P^{T} P}}{\lambda_{\min , P^{T} P}} \frac{\left\|P^{T} \Delta f\right\|_{2}}{\left\|P^{T}(f-A a)\right\|_{2}}, \tag{4.5}
\end{align*}
$$

with the maximal and minimal eigenvalue of $P^{T} P, \lambda_{\max , P^{T} P}, \lambda_{\min , P^{T} P}$.

Thus, the stability of the method depends on the ratios

$$
\lambda_{\max } / \lambda_{\min } \text { and } \lambda_{\max , P^{T} P} / \lambda_{\min , P^{T} P} .
$$

The maximal eigenvalues can be estimated by

$$
\begin{equation*}
\lambda_{\max }=\sup _{a \neq 0} \frac{a^{T} A a}{a^{T} a}=\|A\|_{2} \leqslant\|A\|_{F} \leqslant n \max _{i, j}\left|A_{i, j}\right| . \tag{4.6}
\end{equation*}
$$

Note that $\lambda_{\text {min }}$ is not the smallest eigenvalue of A, but its definition is similar. Schaback [107] established the following lower bound for the $d$-dimensional interpolation

Lemma 4.2 (Lower bound of $\lambda_{\text {min }}$ [107]). Given an even conditionally positive definite function $\phi$ with the positive generalized Fourier transform $\hat{\phi}$. It holds that

$$
\begin{equation*}
\lambda_{\min } \geqslant \frac{\varphi_{0}(M)}{2 \Gamma(d / 2+1)}\left(\frac{M}{2 \sqrt{\pi}}\right)^{d}, \tag{4.7}
\end{equation*}
$$

with the function

$$
\begin{equation*}
\varphi_{0}(r):=\inf _{\|\omega\|_{2} \leqslant 2 r} \hat{\phi}(\omega), \tag{4.8}
\end{equation*}
$$

for $M>0$ satisfying

$$
\begin{equation*}
M \geqslant \frac{12}{\Delta x}\left(\frac{\pi \Gamma^{2}(d / 2+1)}{9}\right)^{1 /(d+1)}, \tag{4.9}
\end{equation*}
$$

or

$$
\begin{equation*}
M \geqslant \frac{6.38 d}{\Delta x}, \tag{4.10}
\end{equation*}
$$

and with

$$
\begin{equation*}
\Gamma(x)=\int_{0}^{\infty} t^{x-1} \exp (-t) \mathrm{d} t, \quad \operatorname{Re}(x)>0 . \tag{4.11}
\end{equation*}
$$

It remains to estimate $\varphi_{0}(M)$ depending on the RBFs. Some estimates for the examples in Table 2.1 are

Lemma 4.3 (Estimate of $\varphi_{0}$ for multiquadratics [107]). Let $\phi$ be the multiquadratic RBF, then

$$
\begin{equation*}
\varphi_{0}(M) \geqslant \frac{\pi^{d / 2} \Gamma(d / 2+\nu) M^{-d-2 \nu} \exp (-2 M / \varepsilon)}{\Gamma(-\nu)} . \tag{4.12}
\end{equation*}
$$
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Note that the lower bound of $\varphi_{0}$ of Lemma 4.3 is zero for $\nu \in \mathbb{N}$.
Lemma 4.4 (Estimate of $\varphi_{0}$ for Gaussians [124]). Let $\phi$ be the Gaussian RBF, then

$$
\begin{equation*}
\varphi_{0}(M)=\left(2 \varepsilon^{2}\right)^{-d / 2} \exp \left(-M^{2} / \varepsilon^{2}\right) \tag{4.13}
\end{equation*}
$$

Lemma 4.5 (Estimate of $\varphi_{0}$ for polyharmonics [124]).
Let $\phi(r)=(-1)^{k+1} r^{2 k} \log (r)$ be a polyharmonic RBF, then

$$
\begin{equation*}
\varphi_{0}(M)=(-1)^{k+1} 2^{2 k-1+d / 2} \Gamma(k+d / 2) k!(2 M)^{-d-2 k} \tag{4.14}
\end{equation*}
$$

Given these results, we obtain the following
Corollary 4.6. By using the shape parameter (4.1) we recover

$$
\begin{equation*}
\frac{\|\Delta a\|_{2}}{\|a\|_{2}} \leqslant C(n, d)\|\Delta f\|_{2}, \tag{4.15}
\end{equation*}
$$

for all $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}, n \in \mathbb{N}$ and a constant $C(n, d)$ which depends on the number of interpolation nodes $n$ and the dimension $d$.

Proof. From Remark 4.1 we conclude

$$
\begin{equation*}
a:=a\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)=a\left(\tilde{\mathbf{x}}_{1}, \ldots, \tilde{\mathbf{x}}_{n}\right)=: \tilde{a} . \tag{4.16}
\end{equation*}
$$

From the Lemmas 4.2, 4.3 and (4.6) we obtain

$$
\begin{equation*}
\frac{\|\Delta a\|_{2}}{\|a\|_{2}}=\frac{\|\Delta \tilde{a}\|_{2}}{\|\tilde{a}\|_{2}} \leqslant C(n, d, \Delta \tilde{x})\|\Delta f\|_{2}=C(n, d, 1)\|\Delta f\|_{2}, \tag{4.17}
\end{equation*}
$$

with a constant $C(n, d, \Delta x)$ which depends on $n, d$ and $\Delta x$.

Hence, the stability of the RBF coefficients depends only on the number of interpolation nodes $n$. This analysis is dimension independent. To utilize Lemma 4.1 it remains to estimate the ratio $\lambda_{\max , P^{T} P} / \lambda_{\min , P^{T} P}$.

### 4.1.2 Stability estimate for polynomial coefficients

The analysis of the Gram matrix $G:=P^{T} P \in \mathbb{R}^{m \times m}$ is more challenging. For the polynomial basis (4.2) we have

$$
\begin{equation*}
G_{i j}=\sum_{l=1}^{n} p_{i}\left(\mathbf{x}_{l}\right) p_{j}\left(\mathbf{x}_{l}\right) . \tag{4.18}
\end{equation*}
$$

We note that $P=\tilde{P}$ where $(\tilde{P})_{i, j}=\tilde{p}_{i}\left(\tilde{\mathbf{x}}_{j}\right)$ with $\tilde{\mathbf{x}}_{j}=\varepsilon\left(\mathbf{x}_{j}-\tilde{\mathbf{x}}\right)$. In the one-dimensional case, the following estimate of the condition number holds for the Vandermonde matrix.

Lemma 4.7 (Conditioning of the Vandermonde matrix in one dimension [45]). Let $V_{n}$ be the Vandermonde matrix $\left(V_{n}\right)_{i, j}=z_{j}^{i}$ with $z_{i} \neq z_{j}$ for $i \neq j$ and $z_{j} \in \mathbb{C}$. It holds that

$$
\begin{equation*}
\max _{j} \prod_{i \neq j} \frac{\max \left(1,\left|z_{i}\right|\right)}{\left|z_{j}-z_{i}\right|}<\left\|V_{n}^{-1}\right\|_{\infty} \leqslant \max _{j} \prod_{i \neq j} \frac{1+\left|z_{i}\right|}{\left|z_{j}-z_{i}\right|} . \tag{4.19}
\end{equation*}
$$

## Corollary 4.8.

$$
\begin{equation*}
\frac{\lambda_{\max , P^{T} P}}{\lambda_{\min , P^{T} P}} \leqslant\left(\frac{D x}{\Delta x}+1\right)^{2}\left(\frac{D x}{\Delta x}\right)^{2 n} \frac{n^{4}}{(\lfloor n / 2-1\rfloor!)^{4}}, \tag{4.20}
\end{equation*}
$$

with $D x=\max _{i \neq j}\left|x_{i}-x_{j}\right|$.

Proof. We start with estimating $\|P\|_{\infty}$

$$
\begin{align*}
\|P\|_{\infty} & =\max _{i} \sum_{j=1}^{n}\left(\frac{x_{i}-x_{1}}{\Delta x}\right)^{j-1} \leqslant \max _{i} \sum_{j=1}^{n}\left(\frac{D x}{\Delta x}\right)^{j-1}=\frac{\left(\frac{D x}{\Delta x}\right)^{n}-1}{\frac{D x}{\Delta x}-1}  \tag{4.21}\\
& \leqslant n\left(\frac{D x}{\Delta x}\right)^{n} \tag{4.22}
\end{align*}
$$

To estimate the norm of $P^{-1}$ we use Lemma 4.7

$$
\begin{aligned}
\left\|P^{-1}\right\|_{\infty} & \leqslant \max _{i} \prod_{j \neq i} \frac{1+\left|\tilde{x}_{j}\right|}{\left|\tilde{x}_{i}-\tilde{x}_{j}\right|}=\max _{i} \prod_{j \neq i} \frac{\Delta x+\left|x_{j}-x_{1}\right|}{\left|x_{i}-x_{j}\right|}, \\
& \leqslant \max _{i} \prod_{j \neq i} \frac{\Delta x+D x}{|j-i| \Delta x}=\left(\frac{D x}{\Delta x}+1\right) \max _{i} \frac{1}{\prod_{j \neq i}|j-i|}, \\
& \leqslant\left(\frac{D x}{\Delta x}+1\right) \frac{1}{\prod_{j \neq\lfloor n / 2\rfloor}|j-\lfloor n / 2\rfloor|} \leqslant\left(\frac{D x}{\Delta x}+1\right) \frac{1}{\prod_{j<\lfloor n / 2\rfloor}|j|^{2}}, \\
& \leqslant\left(\frac{D x}{\Delta x}+1\right) \frac{1}{(\lfloor n / 2-1\rfloor!)^{2}} .
\end{aligned}
$$

Furthermore, we have the standard bounds

$$
\begin{equation*}
\frac{1}{\sqrt{n}}\|A\|_{\infty} \leqslant\|A\|_{2} \leqslant\|A\|_{\infty} \sqrt{m} \tag{4.23}
\end{equation*}
$$

for $A \in \mathbb{R}^{m \times n}$. From [120] we recover

$$
\begin{equation*}
\operatorname{cond}_{2} P^{T} P=\left(\operatorname{cond}_{2} P\right)^{2} \tag{4.24}
\end{equation*}
$$

when $n=m$. Combined, this yields

$$
\begin{equation*}
\frac{\lambda_{\max , P^{T} P}}{\lambda_{\min , P^{T} P}}=\left\|P^{-1}\right\|_{2}^{2}\|P\|_{2}^{2} \leqslant n^{2}\left\|P^{-1}\right\|_{\infty}^{2}\|P\|_{\infty}^{2} \tag{4.25}
\end{equation*}
$$

Applying Corollary 4.8 to uniformly distributed nodes in $\mathbb{R}$ we obtain $D x / \Delta x=n-1$ and the condition number of $P^{T} P$ is uniformly bounded for all $\Delta x$ by

$$
\begin{equation*}
\frac{\lambda_{\max , P^{T} P}}{\lambda_{\min , P^{T} P}} \leqslant \frac{(n-1)^{n} n^{3}}{(\lfloor n / 2-1\rfloor!)^{2}} . \tag{4.26}
\end{equation*}
$$

The proof of this estimate does not hold true for two-dimensional interpolation. However, we conjecture that similar bounds hold, as is confirmed in Table 4.1. Note that the reconstructions from (2.47) are based on a stencil in a grid. Thus, $D x / \Delta x$ is bounded for these interpolation problems.

### 4.1.3 Approximation by RBF interpolation augmented with polynomials

Considering ansatz (2.108) for the interpolation problem (2.105), (2.109) Bayona [7] shows, under the assumption of full rank of $A$ and $P$, that the order of convergence is at least $\mathcal{O}\left(h^{l+1}\right)$ based on the polynomial part. With similar techniques we can relax the assumptions of full rank of $A$ by assuming $\phi$ to be a conditionally positive definite RBF of order $l+1$. We write $s_{f, X}$ for the interpolation function that interpolates the function $f$ on the scattered set of nodes $X$.

Theorem 4.9. Let $f$ be an analytic multivariate function and $\phi$ a conditionally positive definite RBF of order $l+1$. Further, we assume the existence of $a \Pi_{l}\left(\mathbb{R}^{d}\right)$-unisolvent subset of X. It follows

$$
\begin{equation*}
\left\|s_{f, X}-f\right\|_{\infty} \leqslant \mathcal{O}\left(h^{l+1}\right) \tag{4.27}
\end{equation*}
$$

Proof. Let us consider $\mathrm{x}_{0} \in \mathbb{R}^{d}$ where $\mathrm{x}_{0}$ does not have to be a node. By assuming that $f$ is analytic, it admits a Taylor expansion in a neighborhood of $\mathbf{x}_{0}$

$$
\begin{equation*}
f(\mathbf{x})=\sum_{k \geqslant 1} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] p_{k}\left(\mathbf{x}-\mathbf{x}_{0}\right), \tag{4.28}
\end{equation*}
$$

with $L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] \in \mathbb{R}$ the coefficients for $f$ around $\mathbf{x}_{0}$, e.g., $L_{k}\left[f\left(\mathbf{x}_{0}\right)\right]=\frac{1}{k!} f^{(k)}\left(\mathbf{x}_{0}\right)$ for univariate functions. Thus, we recover

$$
\begin{equation*}
\left.f\right|_{X}=\left(f\left(\mathbf{x}_{i}\right)\right)_{i=1}^{n}=\sum_{k \geqslant 1} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] \vec{p}_{k}, \tag{4.29}
\end{equation*}
$$

with $\vec{p}_{k}=\left(p_{k}\left(\mathbf{x}_{i}-\mathbf{x}_{0}\right)\right)_{i=1}^{n}$.
We rewrite the coefficients from (2.110)

$$
\begin{equation*}
\binom{a}{b}=\sum_{k \geqslant 1} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right]\binom{\vec{a}_{k}}{\vec{b}_{k}}, \tag{4.30}
\end{equation*}
$$

with $\vec{a}_{k} \in \mathbb{R}^{n}, \vec{b}_{k} \in \mathbb{R}^{m}$ given by

$$
\left(\begin{array}{cc}
A & P  \tag{4.31}\\
P^{T} & 0
\end{array}\right)\binom{\vec{a}_{k}}{\vec{b}_{k}}=\binom{\vec{p}_{k}}{0}
$$

and $m$ the number of basis functions of $\Pi_{l}\left(\mathbb{R}^{d}\right)$. Since there exists a $\Pi_{l}\left(\mathbb{R}^{d}\right)$-unisolvent subset, and by the well-posedness of (4.31), we have

$$
\begin{equation*}
a_{k, i}=0, \quad b_{k, j}=\delta_{k, j}, \tag{4.32}
\end{equation*}
$$

for $i=1, \ldots, n$ and $j, k=1, \ldots, m$. This allows us to write the interpolation function as

$$
\begin{align*}
s_{f, X}(\mathbf{x})= & \sum_{i=1}^{n} a_{i} \phi\left(\mathbf{x}-\mathbf{x}_{i}\right)+\sum_{j=1}^{m} b_{j} p_{j}(\mathbf{x})  \tag{4.33}\\
= & \sum_{k=1}^{m} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] p_{k}(\mathbf{x})+\sum_{k>m} \sum_{i=1}^{n} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] a_{k, i} \phi_{i}(\mathbf{x})  \tag{4.34}\\
& +\sum_{k>m} \sum_{l=1}^{s} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] b_{k, l} p_{l}(\mathbf{x}) \tag{4.35}
\end{align*}
$$

and recover

$$
\begin{align*}
f(\mathbf{x})-s_{f, X}(\mathbf{x})= & \sum_{k>m} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] p_{k}(\mathbf{x})-\sum_{k>m} \sum_{i=1}^{n} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] a_{k, i} \phi_{i}(\mathbf{x}) \\
& -\sum_{k>m} \sum_{l=1}^{m} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] b_{k, l} p_{l}(\mathbf{x})=r_{m}(\mathbf{x})-s_{r_{m}, X}(\mathbf{x}) . \tag{4.36}
\end{align*}
$$

with $r_{m}(\mathbf{x})=\sum_{k>m} L_{k}\left[f\left(\mathbf{x}_{0}\right)\right] p_{k}(\mathbf{x})$.
Given the estimate of De Marchi and Schaback [22]

$$
\begin{equation*}
\left\|s_{f, X}\right\|_{\infty} \leqslant C\left(\|f\|_{\ell_{\infty}(X)}+\|f\|_{\ell_{2}(X)}\right) \tag{4.37}
\end{equation*}
$$

we conclude

$$
\begin{equation*}
\left\|f-s_{f, X}\right\|_{\infty}=\left\|r_{m}-s_{r_{m}, X}\right\|_{\infty} \leqslant C h^{l+1} \tag{4.38}
\end{equation*}
$$

with $\left\|r_{m}\right\|_{\infty} \leqslant C h^{l+1}$.


Figure 4.1 - Error for the RBF interpolation with polynomial degree 1, 2, 3 .

### 4.1.4 Numerical examples

In this section, we seek to verify the results in the finite volume setup (fixed number of interpolation nodes). Let $\Omega=[0,1]^{2}$ and $f: \Omega \rightarrow \mathbb{R}$ be a function and $\delta>0$. We approximate $f$ by dividing the domain into subdomains of size $\delta \times \delta$ and solve in each subdomain the interpolation problem with $n$ nodes given from an Halton sequence [52]. Since the condition number depends on the maximal distance divided by the separation distance $D x / \Delta x$, we use the Halton sequences with a separation distance bigger than $0.5 \delta / \sqrt{n}$. We test the following functions

$$
\begin{aligned}
& f_{1}(x, y)=\sin \left(2 \pi\left(x^{2}+2 y^{2}\right)\right)-\sin \left(2 \pi\left(2 x^{2}+(y-0.5)^{2}\right)\right), \\
& f_{2}(x, y)=\exp \left(-(x-0.5)^{2}-(y-0.5)^{2}\right), \\
& f_{3}(x, y)=\sin (2 x)+\exp (-x) \\
& f_{4}(x, y)=1+\sin (4 x)+\cos (3 x)+\sin (2 y) .
\end{aligned}
$$

In the Figures 4.1 and 4.2 we show the error of the interpolation problem and confirm the correct order of convergence for the multiquadratic interpolation augmented with a polynomial of degree $l$ of order $k \leqslant l$. For polynomial degree $l=4$ we observe that the convergence breaks down for $\delta<2^{-7}$. This happens at small errors $\approx 10^{-15}$ and high condition numbers $>10^{13}$, as is shown in Table 4.1, and can be attributed to finite


Figure 4.2 - Error for the RBF interpolation with polynomial degree 4.

## precision.

Furthermore, we verify the results from Section 4.1 . Table 4.1 supports the conjecture that the condition number remains constant for a fixed number of interpolation nodes $n$ and a fixed ratio $D x / \Delta x$.
We also observe that the condition number remains constant for the refined grids, and is considerably smaller for first order multiquadratics $k=1$ than for the higher order ones.

| deg. poly. | 1 | 2 | 2 | 3 | 3 | 3 | 4 | 4 | 4 | 4 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 1 | 1 | 2 | 1 | 2 | 3 | 1 | 2 | 3 | 4 |
| $\min$ (Cond) | $2.0 e 02$ | $4.4 e 02$ | $3.3 e 04$ | $4.6 e 03$ | $2.4 e 04$ | $3.4 e 09$ | $5.3 e 04$ | $1.7 e 05$ | $4.0 e 08$ | $9.4 e 13$ |
| $\max$ (Cond) | $2.7 e 02$ | $7.8 e 02$ | $1.1 e 05$ | $8.7 e 03$ | $7.1 e 04$ | $6.8 e 09$ | $4.2 e 05$ | $2.0 e 06$ | $1.8 e 09$ | $9.4 e 14$ |

Table 4.1 - Comparison of maximum and minimum condition numbers for different polynomial degrees and different orders of MQs $k$.

### 4.2 RBF-ENO method

In this section, we introduce a new RBF-ENO method of order $p$ on two-dimensional unstructured grids that can be generalized to higher dimensions. The method is based on the MUSCL approach described in Section 2.2, the RBF-ENO reconstruction introduced in Chapter 4, and the evaluation technique discussed in Section 4.1.
The finite volume method relies on the high-order flux (2.47) based on the boundary integral of the Rusanov flux (2.44) which is approximated by the Gauss-Legendre quadrature [4]. For the evaluation of the high-order flux we use the RBF reconstruction (2.113) and for the computation of the cell average we use a cubature rule for triangles [27]. The ENO reconstruction (Algorithm 4.1) is a generalization of the one-

## Chapter 4. High-order RBF-based ENO method on general 2D domains

dimensional entropy stable Algorithm 3.1 which is based on the one introduced by Harten et al. [57]. Thus, we recursively add one cell to the stencil $S_{i}$ and all its neighbors to a list of possible choices $N_{i}$ for the next step. In each step, we add the cell in $N_{i}$ which results in the stencil that has the smallest smoothness indicator IS, indicating the smoothness of the solution on a stencil. It is well-known that this strategy comes with high costs, but is also very robust. As the smoothness indicator we choose a

```
Algorithm 4.1 Recursive RBF stencil selection algorithm for multiple dimensions
    Let the interpolation cells \(S_{i}=\left\{C_{i_{1}}, \ldots, C_{i_{k}}\right\}\) and its mean-values \(U_{i_{1}}, \ldots, U_{i_{k}}\) be
    given.
    Let \(N_{i}=\left\{C_{j_{0}}, \ldots, C_{j_{l}}\right\}\) be the direct neighbors for all \(C \in S_{i}\) such that \(N_{i} \cap S_{i}=\varnothing\).
    Start by initializing \(S_{i}:=\left\{C_{i}\right\}\) and \(N_{i}:=\left\{C \mid C\right.\) is neighbor of \(\left.C_{i}\right\}\).
    for \(j=0, \ldots, n-2\) do
        Set \(S_{j_{s}}:=S_{i} \cup\left\{C_{j_{s}}\right\}\) for all \(s=1, \ldots, l\) and \(C_{j_{s}} \in N_{i}\).
        \(r:=\operatorname{argmin}_{s} \operatorname{IS}_{R B F}\left(S_{j_{s}}\right)\)
        \(S_{i}:=S_{i} \cup\left\{C_{j_{r}}\right\}\)
        \(N_{i}:=N_{i} \cup\left\{C \notin S_{i} \mid C\right.\) is neighbor of \(C_{j_{r}}\) and \(\left.d(C) \leqslant d_{m a x}\right\} \backslash\left\{C_{j_{r}}\right\}\)
    end for
```

generalization of the one-dimensional indicator (3.24)

$$
\begin{equation*}
\operatorname{IS}_{R B F}(s):=\sum_{i=1}^{n} a_{i}^{2}, \tag{4.39}
\end{equation*}
$$

for the reconstruction $s(\mathbf{x})=\sum_{i=1}^{n} a_{i} \lambda_{C_{i}}^{\xi} \phi(\mathbf{x}-\xi)+\sum_{j=1}^{m} b_{j} p_{j}(\mathbf{x})$.
It is important to choose the right degree of the polynomial for each stencil. For a polynomial of degree $l$ we need at least $n=\frac{(l+2)(l+1)}{2}$ cells, and thus $l=-1.5+$ $\frac{1}{2} \sqrt{1+8 n}$. To reduce the probability of $\left\{\lambda_{C_{i}}\right\}_{j=1}^{n}$ having no $\Pi_{l}\left(\mathbb{R}^{d}\right)$-unisolvent subset, we choose

$$
l= \begin{cases}\left\lfloor-2.5+\frac{1}{2} \sqrt{1+8(n-1)}\right\rfloor, & n \geqslant 5  \tag{4.40}\\ 0 & n<5\end{cases}
$$

Furthermore, we use multiquadratics with a shape parameter based on (4.1) and the polynomials (4.2). Since the order of convergence is not influenced by the order of the multiquadratics and following the observations in Section 4.1.4, we choose first order multiquadratics.
We need to slightly adapt the evaluation method from Section 4.1 to use it for the RBF-ENO method. The coefficients $a_{i}$ depend on the shape parameter. Thus, we must compare the smoothness indicator (4.39) with respect to the same shape parameter. By assuming approximately uniform equilateral triangles, we approximate $\Delta x$ as

$$
\begin{equation*}
\Delta x \approx \min _{j} 2 r_{j, i n s c r} \approx 2 r_{i, \text { inscr }} \approx \sqrt{\left|C_{i}\right|}, \tag{4.41}
\end{equation*}
$$

with the radius $r_{j, i n s c r}$ of the inscribed circle of the $j$ th cell and $\left|C_{i}\right|$ is the area of the $i$ th cell. The last estimate comes from

$$
\begin{equation*}
\left|C_{i}\right|=3 \sqrt{3} r_{i, i n s c r}^{2} \approx 4 r_{i, i n s c r}^{2}, \tag{4.42}
\end{equation*}
$$

where we assume $C_{i}$ to be an equilateral triangle. Hence, we choose the shape parameter as

$$
\begin{equation*}
\varepsilon=\frac{1}{\sqrt{\left|C_{i}\right|}} \tag{4.43}
\end{equation*}
$$

with the polynomial basis (4.2).
The advantage of RBFs over polynomials is the ability to deal with a stencil with a variable number of elements. The condition for RBFs to have a well-defined system of equations is the existence of a subset which is $\Pi_{l}\left(\mathbb{R}^{d}\right)$-unisolvent and $l$ must be larger than the order of the RBF. Thus, we can use a bigger stencil than the dimension of $\Pi_{l}\left(\mathbb{R}^{d}\right)$ to circumvent cell constellations that are ill-conditioned. To keep the stencil compact we classify each cell around the central one, depending on its distance $d \in \mathbb{N}$, such that

$$
\begin{aligned}
& d(C)=0, \text { if } C=C_{i}, \\
& d(C)=1, \text { if } C \text { is a direct neighbor of } C_{i}, \\
& d(C)=2, \text { if } C \text { has a neighbor } \tilde{C} \text { with } d(\tilde{C})=1,
\end{aligned}
$$

and introduce $d_{\text {max }}$ as the maximal distance. A stable configuration for the RBF-ENO method of order $p$ is given in Table 4.2 with $l=p-1$.
Note that (4.40) does not coincide with the values from Table 4.2. However, from numerical experiments this combination seems superior.

| deg. poly. $l$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- |
| $n$ | 5 | 12 | 30 |
| $d_{\max }$ | 3 | 5 | 8 |

Table 4.2 - Stencil setting depending on the polynomial degree $l$.

## Summary of the RBF-ENO method

- Finite volume method with a high-order flux (2.47);
- The Gauss-Legendre quadrature [4] to approximate the boundary integral of the Rusanov flux (2.44);
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- Reconstruction based on the RBF approach (2.113) with the polynomial basis (4.2);
- First order multiquadratics with shape parameter (4.43);
- Size $n$ of stencil and $d_{\text {max }}$ from Table 4.2 depending on the order of the method;
- Stencil selection: Algorithm 4.1 and smoothness indicator (4.39) with polynomial degree (4.40).


### 4.2.1 Reconstruction at the boundary

In contrast to the one-dimensional version we omit the use of ghost cells. However, we need to be aware of the reduced flexibility of the stencil choice in this case. It has been shown that it is enough to use a method of order $p-1$ at the boundary to maintain the global formal accuracy [51]. Thus, to circumvent stability issues we use a polynomial of degree $l-1$ for cells at the boundary.

### 4.3 Numerical results

In this section, we demonstrate the robustness of the second and third order RBFENO method on general grids. For the time discretization we use a third order SSPRK method [49]. The grids are generated by distmesh $2 d()$, which is based on the Delaunay algorithm [99].

### 4.3.1 Linear advection equation

We consider the linear advection equation in two dimensions

$$
\begin{equation*}
u_{t}+a u_{x}+b u_{y}=0, \tag{4.44}
\end{equation*}
$$

with wave speed $a=1, b=0$ and periodic boundary conditions [83]. This results in a right moving wave given by the initial condition

$$
\begin{equation*}
u_{0}(x, y)=\cos (2 \pi x) \cos (2 \pi y)+10 . \tag{4.45}
\end{equation*}
$$

Fig. 4.3 shows the error at $T=0.1$. We observe a drop of the order of convergence after a certain level of refinement which is a known phenomena [116, 61]. This arises from constantly switching the stencil. For a very smooth function we recover the right order of convergence by multiplying the smoothness indicator with a penalty term $D^{3}$ which depends on the distance to the central cell

$$
\begin{equation*}
D:=\frac{1}{\left|C_{i}\right|} \sum_{j \in S_{i}}\left\|x_{c, j}-x_{c, i}\right\|^{2}, \tag{4.46}
\end{equation*}
$$



Figure 4.3 - Error for the RBF-ENO method for the linear advection equation in 2D (left 2nd order, right 3rd order).
with the center $x_{c, i}$ of cell $C_{i}$. This gives preference to the central stencil.

### 4.3.2 Burgers' equation

Next, we consider the two dimensional Burgers' equation

$$
\begin{equation*}
u_{t}+\frac{1}{2}\left(u^{2}\right)_{x}+\frac{1}{2}\left(u^{2}\right)_{y}=0 \tag{4.47}
\end{equation*}
$$

on the domain $\Omega=[0,1]^{2}$ with the initial conditions

$$
u_{0}= \begin{cases}-1 & \text { if } x>0.5, y>0.5  \tag{4.48}\\ -0.2 & \text { if } x<0.5, y>0.5 \\ 0.5 & \text { if } x<0.5, y<0.5 \\ 0.8 & \text { if } x>0.5, y<0.5\end{cases}
$$

The Burgers' equation illustrates the behavior of the scheme with a nonlinear flux and its ability to deal with discontinuities. Furthermore, the results can be compared with the exact solution [50]. The solution consists of shocks and rarefaction waves as its onedimensional counterpart. To avoid boundary effects we increase the computational domain to $\Omega=[-1,2]^{2}$ and keep the initial conditions for the extended square, see Fig. 4.4. The solutions at time $T=0.25$ for the 3 rd and 4 th order method are as expected, Fig. 4.5. There are some minor oscillations, but they remain small.

### 4.3.3 KPP rotating wave

We consider the two-dimensional KPP rotating wave problem

$$
\begin{equation*}
u_{t}+(\sin (u))_{x}+(\cos (u))_{y}=0 \tag{4.49}
\end{equation*}
$$



Figure 4.4 - Domain extension, initial value composition and grid.


Figure 4.5 - Solution of Burgers' equation at $T=0.25$ with $N=37444$ cells, CFL $=0.5$.
in the domain $\Omega=[-2,2]^{2}$ with periodic boundary conditions and the initial conditions

$$
u_{0}= \begin{cases}3.5 \pi & \text { if } x^{2}+y^{2} \leqslant 1  \tag{4.50}\\ 0.25 \pi & \text { otherwise }\end{cases}
$$

This is a challenging non-convex scalar conservation law [76]. The KPP problem was designed to test various schemes for entropy violating solutions. At time $T=1$ the solution forms a characteristic spiral, which is well-resolved for the second and third order method, as shown in Fig. 4.6.


Figure 4.6 - KPP problem at $T=1$ with $N=58646$ cells, CFL $=0.5$.

### 4.3.4 Euler equations

Let us consider the two-dimensional Euler equations (2.9) with $\gamma=1.4$ which reflects a diatomic gas such as air.

## Isentropic vortex

The isentropic vortex problem describes the evolution of a inviscid isentropic vortex in a free stream on the domain $\Omega=[-5,5]^{2}$. Proposed by Yee et al. [128] it is one of the few exact solutions for the Euler equations. The initial conditions are

$$
\begin{align*}
\rho & =\left[1-\frac{\beta^{2}(\gamma-1)}{8 \gamma \pi^{2}} \exp \left(1-r^{2}\right)\right]^{\frac{1}{(\gamma-1)}}, u_{1}=M \cos (\alpha)-\frac{\beta\left(y-y_{c}\right)}{2 \pi} \exp \left(\frac{1-r^{2}}{2}\right),  \tag{4.51}\\
u_{2} & =M \sin (\alpha)-\frac{\beta\left(x-x_{c}\right)}{2 \pi} \exp \left(\frac{1-r^{2}}{2}\right), r=\sqrt{\left(x-x_{c}\right)^{2}+\left(y-y_{c}\right)^{2}}
\end{align*}
$$

with the initial vortex strength $\beta$, the initial vortex center $\left(x_{c}, y_{c}\right)$ and periodic boundary conditions. The pressure is initialized by $p=\rho^{\gamma}$ and $\alpha$ prescribes the passive advection direction. The exact solution is the initial condition propagating with speed $M$ in direction $(\cos (\alpha), \sin (\alpha))$. The parameters are chosen as $M=0.5, \alpha=0, \beta=5$ and $\left(x_{c}, y_{c}\right)=(0,0)$. We consider the order of convergence at time $T=1$. In Fig. 4.7 we observe the same behavior as for the linear advection equation. Again, we overcome this stability issue by introducing a penalty term $D^{3}$ which depends on the distance of the cell to its central one (4.46), and recover the optimal order of convergence.
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Figure 4.7 - Error for the RBF-ENO method for the isentropic vortex problem for 2nd order (left) and 3rd order (right).

## Riemann problem

The initial values for Riemann problems in two dimensions are constant in each quadrant

$$
u_{0}= \begin{cases}\left(\rho_{A}, m_{1, A}, m_{2, A}, E_{A}\right) & \text { if } x<0.5, y<0.5  \tag{4.52}\\ \left(\rho_{B}, m_{1, B}, m_{2, B}, E_{B}\right) & \text { if } x>0.5, y<0.5 \\ \left(\rho_{C}, m_{1, C}, m_{2, C}, E_{C}\right) & \text { if } x<0.5, y>0.5 \\ \left(\rho_{D}, m_{1, D}, m_{2, D}, E_{D}\right) & \text { if } x>0.5, y>0.5\end{cases}
$$

with the physical domain $\Omega=[0,1]^{2}$, which is enlarged to $\Omega=[-1,2]^{2}$ to reduce boundary effects. The values are chosen in such a way that only a single elementary wave appears at each interface. This results in 19 genuinely different configuration for a polytropic gas [80]. We test two of them, see Table 4.3.
We solve the Riemann problems until time $T=0.25$ on the grid shown in Fig. 4.8. In Fig. 4.9 we show that the results of the 4th configuration are well resolved with the 2nd and 3rd order methods, while keeping the oscillations small. Furthermore, Fig. 4.10 illustrates the convergence in $h$ for the RBF-ENO method of order 3.

|  | Riemann Problem 4 |  |  |  | Riemann Problem 12 |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\rho$ | $u_{1}$ | $u_{2}$ | $p$ | $\rho$ | $u_{1}$ | $u_{2}$ | $p$ |
| A | 1.1 | 0.8939 | 0.8939 | 1.1 | 0.8 | 0 | 0 | 1 |
| B | 0.5065 | 0 | 0.8939 | 0.35 | 1 | 0 | 00.7276 | 1 |
| C | 0.5065 | 0.8939 | 0 | 0.35 | 1 | 0.7276 | 0 | 1 |
| D | 1.1 | 0 | 0 | 1.1 | 0.5313 | 0 | 0 | 0.4 |

Table 4.3 - Initial values of the Riemann problem.

For the Riemann problem 12 at time $T=0.25$ the results are of a similar quality, see Fig. 4.11 and 4.12.


Figure 4.8 - Grid for the Riemann problems.


Figure 4.9 - Riemann problem 4 at $T=0.25$ with $N=32946$ cells in the extended domain, $\mathrm{CFL}=0.5$ and 20 contour lines between 0.2 and 2.1.

## Shock vortex interaction problem

The shock vortex interaction problem was introduced to test high order methods [113]. It describes the interaction of a right-moving vortex with a left-moving shock in the domain $\Omega=[0,1]^{2}$. The initial condition is given by the shock discontinuity

$$
\left(\rho, m_{1}, m_{2}, E\right)= \begin{cases}\left(\rho_{L}, m_{1, L}, m_{2, L}, E_{L}\right) & \text { if } x<0.5  \tag{4.53}\\ \left(\rho_{R}, m_{1, R}, m_{2, R}, E_{R}\right) & \text { if } x \geqslant 0.5\end{cases}
$$


(a) RBF-ENO3, $N=8192$.

(b) RBF-ENO3, $N=32946$.

(c) RBF-ENO3, $N=150676$.

Figure 4.10 - Convergence in $h$ of the Riemann problem 4 at $T=0.25$ with CFL $=0.5$ and 20 contour lines between 0.2 and 2.1.


Figure 4.11 - Riemann problem 12 at $T=0.25$ with $N=32946$ cells in the extended domain, $\mathrm{CFL}=0.5$ and 20 contour lines between 0.5 and 1.7.


Figure 4.12 - Convergence in $h$ of the Riemann problem 12 at $T=0.25$ with CFL $=0.5$ and 20 contour lines between 0.5 and 1.7.


Figure 4.13 - Shock vortex interaction problem at $T=0.35$ with $N=14616$ cells, CFL $=0.5$ with 20 contour lines in [0.8, 1.42].
with the left state superposed by the perturbation

$$
\begin{array}{rlr}
\delta u_{1} & =\epsilon \frac{y-y_{c}}{r_{c}} \exp \left(\beta\left(1-r^{2}\right)\right), & \delta u_{2}=-\epsilon \frac{x-x_{c}}{r_{c}} \exp \left(\beta\left(1-r^{2}\right)\right),  \tag{4.54}\\
\delta \theta & =-\frac{\gamma-1}{4 \beta \gamma} \epsilon^{2} \exp \left(2 \beta\left(1-r^{2}\right)\right), & \delta s=0,
\end{array}
$$

with the temperature $\theta=p / \rho$, the physical entropy $s=\log p-\gamma \log \rho$ and the distance $r^{2}=\left(\left(x-x_{c}\right)^{2}+\left(y-y_{c}\right)^{2}\right) / r_{c}^{2}$. The left state is given by

$$
\begin{equation*}
\left(\rho_{L}, u_{1, L}, u_{2, L}, E_{L}\right)=(1, \sqrt{\gamma}, 0,1), \tag{4.55}
\end{equation*}
$$

and the right state by

$$
\begin{array}{rlr}
p_{R} & =1.3, & \rho_{R}=\rho_{L}\left(\frac{\gamma-1+(\gamma+1) p_{R}}{\gamma+1+(\gamma-1) p_{R}}\right),  \tag{4.56}\\
u_{1, R} & =\sqrt{\gamma}+\sqrt{2}\left(\frac{1-p_{R}}{\sqrt{\gamma-1+p_{R}(\gamma+1)}}\right), & u_{2, R}=0 .
\end{array}
$$

The parameter of the vortex are chosen as $\epsilon=0.3, r_{c}=0.05, \beta=0.204$ with the initial center of the vortex $\left(x_{c}, y_{c}\right)=(0.25,0.5)$. Figure 4.13 shows the result of the second and third order RBF-ENO method at the final time $T=0.35$ for $N=14616$ cells. The higher resolution of the third order method is clear. In Fig. 4.14 we see the convergence of the scheme for increasing number of cells. We observe minor oscillations for $N=58646$, but they remain stable.


Figure 4.14 - Convergence in $h$ of the shock vortex interaction problem at $T=0.35$ with CFL $=0.5$ with 20 contour lines in [0.8, 1.42].


Figure 4.15 - Domain for the double Mach reflection problem.

## Double Mach reflection problem

The double Mach reflection problem is a standard benchmark for Euler codes that tests its robustness in the presence of a strong shock. It was introduced by Woodward and Colella [126] and consists of a Mach 10 shock propagating at an angle of $30^{\circ}\left(\alpha=60^{\circ}\right)$ into the ramp, see Fig. 4.15. The domain $\Omega=[0,4] \times[0,1]$ contains a ramp starting at $x_{s}=1 / 6$. As boundary conditions we have on the left side and on the ground in front of the ramp inflow boundary conditions with the post-shock values. On the ramp we use slip-wall conditions, on the top we apply the exact time dependent shock location and on the right we use outflow boundary conditions with the pre-shock conditions. The solution is simulated until $T=0.2$ with the initial condition

$$
\left(\rho, m_{1}, m_{2}, E\right)= \begin{cases}(8.0,57.1597,-33.0012,563.544) & \text { post-shock }  \tag{4.57}\\ (1.4,0,0,2.5) & \text { pre-shock }\end{cases}
$$

To solve the double Mach reflection problem we must choose the multiquadratics of order $l$ for a method of order $l$ to get a stable solution, shown in Figure 4.16. This suggests that the proposed stencil selection algorithm from Chapter 3 is more stable than just using a first order RBF in the same algorithm. To highlight the ability to deal with fully unstructured grids, we present a solution with around a quarter of the cells refined in the lower part of the domain, Figure 4.18. The solution is based on a grid of
the form of Figure 4.17 with approximately six times more cells at each face. Note that the cells in the lower part have approximately the same size as the ones in the example in Figure 4.16.


Figure 4.16 - Double Mach reflection problem at $T=0.2$ with $N=151216$ cells, CFL $=0.5$ solved with the RBF-ENO of order 3 and displayed with 26 contour lines in [1.5, 21].


Figure 4.17 - Example of totally unstructured grid with $N=2843$ cells.


Figure 4.18 - Double Mach reflection problem at $T=0.2$ with $N=41140$ cells, CFL $=$ 0.5 solved with the RBF-ENO of order 3 on totally unstructured grid and displayed with 26 contour lines in [1.5, 21].

## 5 RBF-based CWENO method

In the previous chapter, we introduced a new two dimensional ENO-method based on the RBF reconstruction. It is stable and flexible for general geometries. However, the choice of the stencil, based on Algorithm 4.1, is known to be expensive. Different stencil selection algorithms have been proposed to use a given number of stencils [67, 44, 73, 26]. A different way to deal with this problem is the Central WENO method (CWENO) [84] or the multi-resolution WENO method [137]. In this chapter, we introduce a CWENO method based on RBF reconstruction. The one-dimensional results are published in [64]. The two-dimensional generalization is based on a combination of the CWENO and the multi-resolution WENO method with the RBF reconstruction.

### 5.1 CWENO method

The CWENO method was introduced by Levy et al. [84] as a third order method. It is based on the WENO method from Section 2.2.2. Further analysis and generalizations to higher orders on unstructured grids in one dimension can be found in [20, 21].
Let us consider the one-dimensional system (2.1) with a grid $\left\{x_{i}\right\}_{i \in \mathbb{Z}}$ and the semidiscrete formulation (1.7) with a monotone flux function $F(\mathbf{U}, \mathbf{V})$. As before, the goal is to construct for each cell $C_{i}=\left(x_{i-1 / 2}, x_{i+1 / 2}\right]$ a reconstruction $s_{i}$ based on the stencil $S_{i}=\left\{C_{i-n+1}, \ldots, C_{i+n-1}\right\}$ for a fixed $n \in \mathbb{N}$. Unlike the ENO method we aim to make use of the whole stencil in smooth regions and the algorithm should choose a polynomial of degree $2 n-2$ such that

$$
\begin{equation*}
\lambda_{C} s_{i}=\mathbf{U}_{C}, \quad \text { for all } C \in S_{i} . \tag{5.1}
\end{equation*}
$$

In the case of a non-smooth solution it chooses a polynomial of degree $n-1$ on the stencil $S_{i}^{j}=\left\{C_{i-n+j}, \ldots, C_{i+j-1}\right\}$ for one $1 \leqslant j \leqslant n$ that avoids the discontinuity. Given the reconstruction, the high-order numerical flux is

$$
\begin{equation*}
F_{i+1 / 2}=F\left(s_{i+1}\left(x_{i+1 / 2}\right), s_{i}\left(x_{i+1 / 2}\right)\right) . \tag{5.2}
\end{equation*}
$$

## Chapter 5. RBF-based CWENO method

The difference from the WENO method is found in the construction of the high-order interpolation function. Specifically, let us consider $s_{\text {opt }}$ as the polynomial of degree $2 n-2$ that interpolates all data of the stencil $S_{i}$ and the polynomials $s_{i}^{j}$ of degree $n-1$ that interpolate the data on the stencil $S_{i}^{j}$ for $j=1, \ldots, n$. Furthermore, the reconstruction depends on the choice of the positive real coefficients $d_{0}, \ldots, d_{n} \in[0,1]$ such that $\sum_{j=0}^{n} d_{j}=1, d_{0} \neq 0$. Then, the reconstruction polynomial of degree $2 n-2$ is

$$
\begin{equation*}
s_{i}(x)=\sum_{j=0}^{n} \omega_{j} s_{i}^{j}(x), \tag{5.3}
\end{equation*}
$$

with

$$
\begin{equation*}
s_{i}^{0}(x)=\frac{1}{d_{0}}\left(s_{\mathrm{opt}}(x)-\sum_{j=1}^{n} d_{j} s_{i}^{j}(x)\right), \tag{5.4}
\end{equation*}
$$

and the nonlinear coefficients $\omega_{j}$ that are defined as

$$
\begin{equation*}
\omega_{j}=\frac{\alpha_{j}}{\sum_{i=0}^{n} \alpha_{i}}, \quad \alpha_{j}=\frac{d_{j}}{\left(\operatorname{IS}_{C_{i}}\left[s_{i}^{j}\right]+\bar{\varepsilon}\right)^{t}}, \tag{5.5}
\end{equation*}
$$

where $\operatorname{IS}_{C_{i}}\left[s_{i}^{j}\right]$ indicates the smoothness of $s_{i}^{j}$ in the cell $C_{i}, 1 \gg \bar{\epsilon}>0$ and $t \geqslant 1$. As with the WENO method, a classical indicator of smoothness in a cell $C$ for a polynomial is the Jiang-Shu indicator [70]

$$
\begin{equation*}
\operatorname{IS}_{C}[s]=\sum_{j>0}|C|^{2 j-1} \int_{C}\left(\frac{\mathrm{~d}^{j}}{\mathrm{~d} x^{j}} s(x)\right)^{2} \mathrm{~d} x . \tag{5.6}
\end{equation*}
$$

The choice of $\bar{\epsilon}$ is of importance, because if it is too small, it might affect the order of convergence. On the other hand if it is too big, spurious oscillations may occur. Cravero et al. [20] show that the choice $\bar{\epsilon}=\hat{\epsilon} h^{p}$ for $p=1,2$ leads to the optimal order of convergence. As proposed in [20] we define the coefficients $d_{j}$ over the temporary weights

$$
\begin{equation*}
\hat{d}_{j}=\hat{d}_{n+1-j}=j, \quad 1 \leqslant j \leqslant \frac{n+1}{2}, \tag{5.7}
\end{equation*}
$$

and we choose $d_{0} \in(0,1)$ for the high-order polynomial. Thus, one possible choice for the coefficients is

$$
\begin{equation*}
d_{j}=\frac{\hat{d}_{j}}{\sum_{i>0} \hat{d}_{i}}\left(1-d_{0}\right) . \tag{5.8}
\end{equation*}
$$

The main difference with respect to the classical WENO method is that for the smooth case we are not constructing $s_{\text {opt }}$ out of the polynomials $s_{i}^{j}$, but we build it independently by resolving an additional system of equations. This method has the advantage
that it is easier to generalize on general grids in high dimensions, while maintaining high-order accuracy.

### 5.2 One-dimensional RBF-CWENO method

Methods combining RBFs and weighted essentially nonoscillatory methods have been proposed, e.g. [2, 3, 11]. The advantage of the CWENO method over the WENO method is its flexibility on general grids and its independence of the construction of a highorder interpolation function out of lower order ones. This facilitates the use of the whole grid in smooth regions and is important for non-polynomial interpolation functions which cannot be combined to a higher order function.
We propose the RBF-CWENO method which works as the classical CWENO method with the reconstruction function (5.3) and the weights (5.5), but as interpolation function we use the RBF reconstruction (2.113) instead of polynomials. For a fixed $k \in \mathbb{N}$ we choose the multiquadratic RBFs of order $k$ with polynomials of degree $k-1$ and a stencil $S_{i}=\left\{C_{i-k}, \ldots, C_{i+k}\right\}$. Since the problem of the ill-conditioning can be solved by using the vector-valued rational approximation method from Section 2.6.3, the main challenge for the RBF method is the choice of the smoothness indicator. For polyharmonic splines, Aboyar et al. [2] use the semi-norm of the Beppo-Levi space and Bigoni and Hesthaven [11] use a modified version of the Jiang-Shu indicator (5.6). Further, we introduced the entropy stable smoothness indicator (3.24) for the RBFENO method. However, for stencils with different sizes this indicator does not work.

### 5.2.1 Smoothness indicator

The smoothness indicator is the heart of essentially nonoscillatory methods. For the RBF-CWENO method we consider one similar to the one introduced by Bigoni and Hesthaven [11]

$$
\begin{align*}
\mathrm{IS}_{C}[s]= & \sum_{j=1}^{n}|C|^{2 j-1} \int_{C}\left(\frac{\partial^{j} p(x)}{\partial x^{j}}\right)^{2} \mathrm{~d} x \\
& +|C|^{2 n-1} \int_{C}\left(\frac{\partial^{n}}{\partial x^{n}}\left[\sum_{i=1}^{n} a_{i} \lambda_{C_{i}}^{\xi} \phi(\|x-\xi\|)\right]\right)^{2} \mathrm{~d} x \tag{5.9}
\end{align*}
$$

with $n$ being the number of cells we are interpolating on. The first part of (5.9) is the sum of the derivatives of the polynomial part and the second term expresses the highest derivative of the RBF-part. The original Jiang-Shu indicator applied to (2.113) would include the lower derivatives of the RBF-part plus all mixed terms, but we find this to be less efficient. For simplicity the integrals can be approximated with a simple mid-point rule.

We face again the problem of ill-conditioning when recovering the coefficients $a_{i}$. Numerical examples indicate that a small shape parameter improve the accuracy, but they do not affect the choice of the stencil using the smoothness indicator (5.9). Thus, we use the stable shape parameter $\varepsilon_{R}$ from (2.150) which ensures the solvability of the system of equations.

### 5.3 Numerical results for the 1D RBF-CWENO method

We now discuss the numerical results of the RBF-CWENO method and compare it with the RBF-WENO method [11] and the classical ENO method described in Section 2.2.2. All methods use the Lax-Friedrichs numerical flux and integration in time is done using the SSPRK-5 method [61] with time step $\Delta t=\operatorname{CFL} \Delta x / \lambda_{\max }$ and the maximal eigenvalue $\lambda_{\max }$ of $\nabla_{u} f$. Furthermore, we use the vector-valued rational approximation approach, introduced in Section 2.6.3, to circumvent ill-conditioning of the interpolation matrix and a shape parameter $\varepsilon=0.1$. For the nonlinear weights (5.5) we choose $\bar{\epsilon}=\hat{\epsilon} h^{2}$ with $\hat{\epsilon}=0.1$.

### 5.3.1 Linear advection equation

Let us consider the linear advection equation (2.3) on the domain [ 0,1$]$ with wave speed $a=1$, initial condition

$$
\begin{equation*}
u_{0}(x)=\sin (2 \pi x), \tag{5.10}
\end{equation*}
$$

and periodic boundary conditions [83]. Note that for $k=3$ we expect the order of convergence to be 7 , therefore we use the reduced time step $\Delta t=\mathrm{CFL} \cdot \Delta x^{7 / 5} / \lambda_{\max }$ to recover the right order of convergence. The correct order of convergence of the RBF-CWENO method is almost achieved in Table 5.1 and it seems to be more accurate than the RBF-WENO method.

### 5.3.2 Burgers' equation

Considering the Burgers' equation (2.4) on the domain $[0,1]$ with the initial condition

$$
\begin{equation*}
u_{0}(x)=\sin (2 \pi x) \tag{5.11}
\end{equation*}
$$

we analyze its robustness with respect to discontinuities. In Figure 5.1, we report the results performed with $\mathrm{CFL}=0.5$ at $T=0.3$. We observe no oscillations around the discontinuity at $x=0.5$ and as expected an increasing accuracy for increasing number of elements.

| k | N | RBF-CWENO |  |  |  |  |  | $\begin{gathered} \text { RBF-WENO } \\ L_{h}^{2} \end{gathered}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $L_{h}^{1}$ |  | $L_{h}^{2}$ |  | $L_{h}^{\infty}$ |  |  |  |
|  |  | error | rate | error | rate | error | rate | error | rate |
| 1 | 16 | $5.6409 e-04$ | - | $2.1702 e-04$ | - | $1.5903 e-04$ | - | $1.5754 e-02$ | - |
|  | 32 | $7.6612 e-05$ | 2.75 | $2.4817 e-05$ | 2.99 | $1.6221 e-05$ | 3.15 | $4.8924 e-03$ | 1.69 |
|  | 64 | $1.0082 e-05$ | 2.79 | $2.5297 e-06$ | 3.15 | $1.3561 e-06$ | 3.42 | $1.2608 e-03$ | 1.96 |
|  | 128 | $1.3812 e-06$ | 2.74 | $2.4032 e-07$ | 3.24 | $9.6982 e-08$ | 3.63 | $9.2931 e-05$ | 3.76 |
|  | 256 | $2.1322 e-07$ | 2.57 | $2.3289 e-08$ | 3.21 | $6.5703 e-09$ | 3.71 | $2.3008 e-06$ | 5.34 |
| 2 | 16 | $2.3796 e-05$ | - | $7.3671 e-06$ | - | $4.1241 e-06$ | - | $5.4401 e-04$ | - |
|  | 32 | $3.5783 e-06$ | 2.61 | $8.3093 e-07$ | 3.01 | $3.9675 e-07$ | 3.22 | $4.4938 e-05$ | 3.60 |
|  | 64 | $2.8691 e-07$ | 3.48 | $5.9366 e-08$ | 3.63 | $3.6940 e-08$ | 3.27 | $3.4787 e-06$ | 3.69 |
|  | 128 | $1.4563 e-08$ | 4.11 | $2.5775 e-09$ | 4.32 | 1.3965e-09 | 4.51 | $2.5956 e-07$ | 3.74 |
|  | 256 | $6.8835 e-10$ | 4.20 | $9.6168 e-11$ | 4.53 | $4.4249 e-11$ | 4.75 | $1.9221 e-08$ | 3.76 |
| 3 | 16 | $3.8815 e-05$ |  | $1.3319 e-05$ | - | $7.7293 e-06$ | - | $2.2578 e-04$ | - |
|  | 32 | $4.3423 e-07$ | 6.48 | $1.3452 e-07$ | 6.63 | $8.1494 e-08$ | 6.57 | $7.3483 e-06$ | 4.94 |
|  | 64 | $5.1821 e-09$ | 6.39 | $1.4750 e-09$ | 6.51 | $8.8273 e-10$ | 6.54 | $1.4075 e-07$ | 5.71 |
|  | 128 | 7.6636e-11 | 6.08 | $1.6792 e-11$ | 6.46 | $7.8655 e-12$ | 6.81 | $1.4510 e-09$ | 6.60 |
|  | 256 | $1.1554 e-12$ | 6.05 | $1.5855 e-13$ | 6.73 | $6.9487 e-14$ | 6.82 | $2.0120 e-11$ | 6.17 |

Table 5.1 - Convergence rates of the RBF-CWENO method using multiquadratics for the linear advection equation at time $T=0.05$ with shape parameter $\varepsilon=0.1, \mathrm{CFL}=0.01$.


Figure 5.1 - Burgers' equation at $T=0.3$ with $u_{0}=\sin (2 \pi x)$ solved by using the RBF-CWENO method with MQ interpolants of order $k=3$.

## Chapter 5. RBF-based CWENO method



Figure 5.2 - Results for Sod's shock tube problem at $T=0.2$ solved by using the RBFCWENO method with MQ interpolants of order $k=2,3$ on characteristic variables (left: $k=2$, right: $k=3$ ) with $\mathrm{CFL}=0.1$.

### 5.3.3 Euler equations

Next, we consider the one-dimensional Euler equations (3.96) with the ratio of specific heat $\gamma=1.4$ for an ideal gas. Note that for $k=3$ we need to change the nonlinear weights (5.5) by using $\bar{\epsilon}=\hat{\epsilon} h^{2}$ with $\hat{\epsilon}=10^{-6}$ to avoid oscillations. Further, the CWENO reconstruction is done in the characteristic variables $\mathbf{V}=R^{-1} \mathbf{U}$, with the eigenvectors $R$ from (2.13).

## Sod's shock tube problem

The Sod's shock tube problem describes two colliding gases in $[0,1]$ with different densities given by the initial conditions

$$
\left(\rho_{0}, m_{0}, p_{0}\right)= \begin{cases}(1,0,1) & \text { if } x<0.5  \tag{5.12}\\ (0.125,0,0.1) & \text { if } x \geqslant 0.5\end{cases}
$$

This results in a rarefaction wave followed by a contact and a shock discontinuity which separates the domain into four domains with constant variables. The RBF-CWENO method resolves it well, see Figure 5.2. For $k=3$, we observe minor oscillations, but their amplitude decreases for increasing number of elements. Furthermore, we observe the increasing accuracy for $k=3$ compared to $k=2$.

## Shu-Osher shock-entropy wave interaction problem

The Shu-Osher problem describes the interaction of a discontinuity with a low frequency wave which introduces some high frequency waves. Its initial conditions are


Figure 5.3 - Results for the Shu-Osher problem at $T=1.8$ solved by using the RBFCWENO method with MQ interpolants of order $k=2$ on characteristic variables (left) and a comparison with WENO, ENO2 and ENO5 for $N=256$ cells (right) with $\mathrm{CFL}=0.2$.

$$
\left(\rho_{0}, m_{0}, p_{0}\right)= \begin{cases}(3.857143,2.629369,10.33333) & \text { if } x<-4  \tag{5.13}\\ (1+0.2 \sin (5 x), 0,1) & \text { if } x \geqslant-4\end{cases}
$$

In Figure 5.3, we observe on the left side the increasing accuracy for increasing number of elements for $k=2$. On the right side, we see its good behaviour compared to the existing methods ENO2, ENO5, and the RBF-WENO. In particular, we observe that the performance of the RBF-CWENO $(k=2)$ is comparable to ENO5 and superior to WENO ( $k=2$ ).

### 5.4 Two-dimensional RBF-CWENO method of third order

To generalize the CWENO method for two-dimensional problems and to introduce a competitive alternative to the RBF-ENO method for general grids we need to specify the choice of the different stencils and the smoothness indicator. A third order CWENO method on structured grids for multidimensional problems was introduced by Levy et al. [85]. Further, Semplice et al. [111] developed a generalization to non-uniform quad-tree meshes. We adapt the simple technique from the multi-resolution WENO scheme [137] such that we have three different stencils of different size for the second order reconstruction. We use the central spatial stencils starting with the single cell stencil $S_{i}^{1}=\left\{C_{i}\right\}$. For the first order reconstruction, we use $S_{i}^{2}=\{0,1,2,3\}$ using the notation in Figure 5.4. The second order reconstruction is a bit different. Here, we do not use all 10 cells from $\tilde{S}_{i}^{0}$, but the first 8 such that $S_{i}^{1} \subset S_{i}^{0} \subset \tilde{S}_{i}^{0}$. Note that depending on the structure of the grid $\left|\tilde{S}_{i}^{0}\right|$ might be smaller than 10.
Concerning solvability we adapt the strategy from the RBF-ENO method. We choose


Figure 5.4 - Central stencils for the third order CWENO method. From the left to the right: $S_{i}^{1}, S_{i}^{2}$ and $\tilde{S}_{i}^{0}$.
(4.43) as shape parameter and

$$
\begin{equation*}
l=\left\lfloor-1.5+\frac{1}{2} \sqrt{1+8 n}\right\rfloor \tag{5.14}
\end{equation*}
$$

as the polynomial degree with the stencil size $n$. The nonlinear coefficients are not calculated directly by $s_{i}^{j}$ as in (5.5), but we define $\tilde{s}_{i}^{j}: \mathbb{R}^{2} \rightarrow \mathbb{R}$

$$
\begin{align*}
& \tilde{s}_{i}^{1}(\mathbf{x})=s_{i}^{1}(\mathbf{x})  \tag{5.15}\\
& \tilde{s}_{i}^{2}(\mathbf{x})=s_{i}^{2}(\mathbf{x})-s_{i}^{1}(\mathbf{x})  \tag{5.16}\\
& \tilde{s}_{i}^{0}(\mathbf{x})=s_{i}^{0}(\mathbf{x})-s_{i}^{2}(\mathbf{x}) . \tag{5.17}
\end{align*}
$$

Thus, we use the nonlinear weights

$$
\begin{equation*}
\alpha_{j}=\frac{d_{j}}{\left(\operatorname{IS}_{C_{i}}\left[\tilde{s}_{i}^{j}\right]+\bar{\epsilon}\right)^{t}}, \tag{5.18}
\end{equation*}
$$

instead of (5.5) with

$$
\begin{equation*}
\bar{\varepsilon}=\sqrt{\left|C_{0}\right|}, \quad t=1, \quad d_{j}=\frac{1}{3} . \tag{5.19}
\end{equation*}
$$

The smoothness indicator additionally uses all derivatives from the RBF part

$$
\begin{align*}
\operatorname{IS}_{C}[s]= & \sum_{|j|=1}^{l}|C|^{|j|-1} \int_{C}\left(\frac{\partial^{|j|} p(\mathbf{x})}{\partial x_{1}^{j_{1}} \partial x_{2}^{j_{2}}}\right)^{2} \mathrm{~d} \mathbf{x} \\
& +\sum_{|j|=1}^{l}|C|^{|j|-1} \int_{C}\left(\frac{\partial^{|j|}}{\partial x_{1}^{j_{1}} \partial x_{2}^{j_{2}}}\left[\sum_{i=1}^{n} a_{i} \lambda_{C_{i}}^{\xi} \phi(\|\mathbf{x}-\xi\|)\right]\right)^{2} \mathrm{~d} \mathbf{x}, \tag{5.20}
\end{align*}
$$

with $p \in \Pi_{l}\left(\mathbb{R}^{2}\right)$. Note that in case of the single-cell stencil, the smoothness indicator will always be zero since the interpolation can be done exactly with

$$
\begin{equation*}
s_{i}^{1}(\mathbf{x})=U_{i} \quad \text { for all } \mathbf{x} \tag{5.21}
\end{equation*}
$$

Nevertheless, to be able to measure smoothness we adapt the method from [137]. Therefore, we define three polynomials $p_{1, j}(\mathbf{x}) \in \operatorname{span}\left(x_{1}-x_{1, j}, x_{2}-x_{2, j}\right)$ such that $p_{1, j}\left(\mathbf{x}_{j 1}\right)=U_{j 1}$ and $p_{1, j}\left(\mathbf{x}_{j 2}\right)=U_{j 2}$ for $j=1,2,3$ with $\mathbf{x}_{j}=\left(x_{1, j}, x_{2, j}\right)^{T}$ being the barycenter of cell $C_{j}$ for $j=1,11,12,2,21,22,3,31,32$ and $\mathbf{x}=\left(x_{1}, x_{2}\right)^{T}$. We define

$$
\begin{equation*}
\beta_{1, j}=\operatorname{IS}_{C}\left[p_{1, j}\right], \quad j=1,2,3, \tag{5.22}
\end{equation*}
$$

$\bar{\lambda}_{1 j}=1$ for all $j$ and

$$
\begin{equation*}
\lambda_{1 j}=\frac{\bar{\lambda}_{1 j}}{\bar{\lambda}_{11}+\bar{\lambda}_{12}+\bar{\lambda}_{13}}, \quad \text { for } j=1,2 \tag{5.23}
\end{equation*}
$$

and $\lambda_{13}=1-\lambda_{11}-\lambda_{12}$. Further, we set

$$
\begin{equation*}
\sigma_{j}=\lambda_{1 j}\left(1+\frac{\left(\frac{\left|\beta_{1,1}-\beta_{1,2}\right|}{3}+\frac{\left|\beta_{1,2}-\beta_{1,3}\right|}{3}+\frac{\left|\beta_{1,3}-\beta_{1,1}\right|}{3}\right)^{2}}{\beta_{1, j}+\varepsilon_{0}}\right), \quad \text { for } l=1,2,3, \tag{5.24}
\end{equation*}
$$

and $\sigma=\sigma_{1}+\sigma_{2}+\sigma_{3}$ with $\varepsilon_{0}=1.0 e-10$. Thus, we get the smoothness indicator for the stencil of size one

$$
\begin{equation*}
\operatorname{IS}_{C}\left[s_{i}^{1}\right]=|C| \sum_{|j|=1}\left(\frac{\partial^{|j|}}{\partial x_{1}^{j_{1}} \partial x_{2}^{j_{2}}}\left(\frac{\sigma_{1}}{\sigma} p_{1,1}(\mathbf{x})+\frac{\sigma_{2}}{\sigma} p_{1,2}(\mathbf{x})+\frac{\sigma_{3}}{\sigma} p_{1,3}(\mathbf{x})\right)\right)^{2} . \tag{5.25}
\end{equation*}
$$

Note, we can replace the integration in (5.25) by the multiplication with $|C|$ since $\frac{\partial^{|j|} \mid}{\partial x_{1}^{j_{1}} \partial x_{2}^{j j_{2}}} \frac{\sigma_{s}}{\sigma} p_{1, s}(\mathbf{x})=$ const for $|j|=1$ and $s=1,2,3$.

Remark 5.1. The main difference between the RBF-CWENO and the RBF-ENO method from Chapter 4 lies in the number of evaluations of the smoothness indicator. The RBF-CWENO method needs three evaluations while the RBF-ENO method needs up to 88 in the worst case scenario with stencil size 12.

### 5.5 Numerical results for the 2D RBF-CWENO method

In this section, we discuss the usage of the RBF-CWENO method on two-dimensional examples.


Figure 5.5 - Error for the RBF-CWENO method of 3rd order for the linear advection equation in 2 D with $\mathrm{CFL}=0.8$.

### 5.5.1 Linear advection equation

We start by considering the two-dimensional linear advection equation (4.44) with wave speed $a=1, b=0$, periodic boundary conditions and the initial conditions (4.45). In Figure 5.5, we can observe that the convergence of order 3 is achieved, as for the RBF-ENO method. Note that the smoothness indicator does not recognize the smoothness of the solution for the coarse grids. However, for smaller grid sizes the method works as expected.

### 5.5.2 Burgers' equation

In this example we compare the computational cost of the RBF-CWENO method and the one of the RBF-ENO method. Let us consider Burgers' equation (4.47) with initial condition (4.48). We calculate the solution in the extended domain introduced in Figure 4.4 with $N=1358,5402,12018,21382$ cells. The comparison of the computational cost on one single core is listed in Table 5.2. The difference in the quality of the

| $N$ | RBF-CWENO | RBF-ENO | Speed-up |
| :--- | :--- | :--- | :--- |
| 1358 | 11 | 96 | 8.7 |
| 5402 | 95 | 810 | 8.5 |
| 12018 | 338 | 2925 | 8.6 |
| 21382 | 776 | 6840 | 8.8 |

Table 5.2 - Runtime comparison for the 3th order methods solving the 2D Burgers' equation on a single core, measured in seconds.
solutions with $N=21382$ cells is minimal, see Figure 5.6. One of the few differences is


Figure 5.6 - Solution of the Burgers' equation at $T=0.25$ with $N=21382$ cells, $\mathrm{CFL}=0.8$.
that the CWENO method introduces some small oscillations.

### 5.5.3 Euler equations

After ensuring the right order of convergence for a simple scalar problem, we present the results for the two-dimensional Euler equations (2.9) with $\gamma=1.4$. These examples show the applicability of the method to complex problems. We consider the configurations discussed in Section 4.3.4.

## Isentropic vortex

We start by considering the initial conditions (4.51) with the parameters $M=0.5$, $\alpha=0, \beta=5$ and $\left(x_{c}, y_{c}\right)=(0,0)$. Again, we analyze the order of convergence at time $T=1$. We observe in Figure 5.7 the same behaviour as in the case of the linear advection equation. For coarse grids the smoothness indicator picks the low order reconstruction, but for the fine grids we receive the right order of convergence.

## Shock vortex interaction problem

Next, we check the CWENO method when dealing with the interaction of a left-moving shock and a right-moving vortex. We consider (4.54), (4.55) and (4.56). Also, the parameter of the vortex are chosen as in Section 4.3.4 $\epsilon=0.3, r_{c}=0.05, \beta=0.204$ with the $\left(x_{c}, y_{c}\right)=(0.25,0.5)$. Comparing the RBF-CWENO method of order 3 with the standard first order finite volume method with the Rusanov flux, we clearly observe the


Figure 5.7 - Error for the RBF-CWENO method of 3rd order for the isentropic vortex interaction problem in 2D with $\mathrm{CFL}=0.8$.
high-order accuracy in Figure 5.8. In comparison with the solution of the RBF-ENO method of order 3, Figure 4.13b, the solution of the RBF-CWENO method is more oscillatory and the shock is less sharp. However, the vortex seems to be of similar accuracy.

## Double Mach reflection problem

Finally, we consider the double Mach reflection problem that describes a Mach 10 shock wave running into a ramp at an angle of $30^{\circ}$. We consider the same setting as in Figure 4.15 and we compare the results at time $T=0.2$. Note that we do not compare exactly the same grid, but a slightly coarser one of similar type. The result is stable, but the shocks are less sharp than the ones from the RBF-ENO method in Figure 4.16. Furthermore, there are no details resolved in the turbulent part of the solution. Even in the much higher resolved case with around four times more cells, see Figure 5.10, the smooth features are less resolved than in the result of the RBF-ENO method with less cells.


Figure 5.8 - Shock vortex interaction problem at $T=0.35$ with $N=16392$ cells, $\mathrm{CFL}=0.8$ and 20 contour lines in [0.8, 1.42].


Figure 5.9 - Double Mach reflection problem at $T=0.2$ with $N=133594$ cells, CFL $=$ 0.5 solved with the RBF-CWENO of order 3 and displayed with 26 contour lines in [1.5, 21].


Figure 5.10 - Double Mach reflection problem at $T=0.2$ with $N=532222$ cells, CFL $=0.5$ solved with the RBF-CWENO of order 3 and displayed with 26 contour lines in [1.5, 21].

## 6 Hybrid high-resolution ENO method

In Chapter 4, we presented the RBF-ENO method which is highly flexible in terms of geometry and furthermore ensures high order of accuracy. We introduced in the previous chapter the fast RBF-CWENO method. While it is substantially faster, in terms of resolution it is not a good alternative. In this chapter, we introduce a hybrid high-resolution method based on the standard WENO method on structured grids and the RBF-ENO method on the unstructured parts to reduce the overall computational cost while maintaining geometric flexibility.

### 6.1 Hybrid grid generation in one dimension

The basic idea is to split the domain into structured and unstructured parts. Let us take the example in Figure 6.1 with the structured part $[a, b]$ and the unstructured part $[b, c]$. In preparation for the two-dimensional case, we denote the unstructured and the structured part the triangular and the quadrilateral part, respectively. The connection between the different patches is done by using ghost cells. We divide the set of ghost cells into the structured/quadrilateral cells $\mathrm{GHOST}_{\mathrm{QUAD}}$ and the unstructured/triangular ones GHOST TRI . Further, we denote the set of internal cells of the whole grid INTERNAL, the set of all edges connected to at least one internal cell Edg, the set of edges at the boundaries such that the cells on their left are outside the patch $\mathrm{Edg}_{\mathrm{BC}, L}$, and the ones such that the cells on their right are outside the patch $E d g_{\mathrm{BC}, R}$. The idea of the hybrid method is to enlarge the domains by $n_{\text {ghost }} \in \mathbb{N}$ ghost cells on each side and create the maps

$$
\begin{gather*}
f_{\mathrm{TRI}}: \mathrm{GHOST}_{\mathrm{TRI}} \rightarrow \text { INTERNAL, }  \tag{6.1}\\
f_{\mathrm{QUAD}}: \mathrm{GHOST}_{\mathrm{QUAD}} \rightarrow \text { INTERNAL, } \tag{6.2}
\end{gather*}
$$



Figure 6.1 - Principle of 1D hybrid grids with $n_{\text {ghost }}=2$, the black numbers are the labels for the cells and red ones are the labels for the edges.
to update the ghost cell values in the following way

$$
\begin{array}{cl}
U_{i}=U_{f_{\mathrm{TRI}}(i)}, & \text { for all } i \in \operatorname{GHOST}_{\mathrm{TRI}} \\
U_{j}=U_{f_{\mathrm{QUAD}}(j)}, & \text { for all } j \in \operatorname{GHOST}_{\mathrm{QUAD}} \tag{6.4}
\end{array}
$$

Remark 6.1. It is important that we are not directly using the set of structured cells in $[a, b]$ and the unstructured cells in $[b, c]$. To guarantee that the definition of the mappings make sense, we copy $n_{\text {ghost }}$ cells from the structured grid to the neighboring unstructured cells.

Now, we are able to run the WENO method on the structured parts and the RBF-ENO method on the unstructured ones and receive

$$
\begin{array}{ll}
s_{i \pm 1 / 2} & \text { for all } i \in \operatorname{Edg} \backslash\left(\operatorname{Edg}_{\mathrm{BC}, L} \cup \operatorname{Edg}_{\mathrm{BC}, R}\right), \\
s_{i+1 / 2} & \text { for all } i \in \operatorname{Edg}_{\mathrm{BC}, L}, \\
s_{i-1 / 2} & \text { for all } i \in \operatorname{Edg}_{\mathrm{BC}, R} .
\end{array}
$$

To set the remaining values, we define the maps

$$
\begin{align*}
& f_{L 2 R}: \operatorname{Edg}_{\mathrm{BC}, L} \rightarrow \operatorname{Edg}_{\mathrm{BC}, L} \cup \operatorname{Edg}_{\mathrm{BC}, R},  \tag{6.5}\\
& f_{R 2 L}: \operatorname{Edg}_{\mathrm{BC}, R} \rightarrow \operatorname{Edg}_{\mathrm{BC}, L} \cup \operatorname{Edg}_{\mathrm{BC}, R}, \tag{6.6}
\end{align*}
$$

in such a way that for all $i \in \operatorname{Edg}_{\mathrm{BC}, R}$ and $j \in \operatorname{Edg}_{\mathrm{BC}, L}$ with $x(i)=x(j)$

$$
\begin{aligned}
& f_{R 2 L}(i)=j, \\
& f_{L 2 R}(j)=i,
\end{aligned}
$$

with the function $x: \operatorname{Edg} \rightarrow \mathbb{R}$ that assigns each edge to its physical position. For edges
on the real boundary these functions depend on the specific boundary conditions. Since each interface $i$ is assigned two values $s_{i \pm 1 / 2}$, we can calculate the numerical flux through each interface and calculate the approximated solution for the next time step.

Example 6.1. Let us take a look at the example from Figure 6.1. The sets of edges are $\mathrm{Edg}=\{3, \ldots 14\} \cup\{18, \ldots 25\}, \operatorname{Edg}_{\mathrm{BC}, L}=\{3,18\}$ and $\operatorname{Edg}_{\mathrm{BC}, R}=\{14,25\}$. The maps to update the ghost cells are given by

$$
\begin{aligned}
f_{\mathrm{QUAD}}(14) & =18, \\
f_{\mathrm{QUAD}}(15) & =19, \\
f_{\mathrm{TRI}}(16) & =12, \\
f_{\mathrm{TRI}}(17) & =13,
\end{aligned}
$$

and $f_{\mathrm{QUAD}}(1), f_{\mathrm{QUAD}}(2), f_{\mathrm{TRI}}(25), f_{\mathrm{TRI}}(26) \in\{3, \ldots, 13\} \cup\{18, \ldots, 24\}$ depending on the boundary conditions. The remaining functions are given by

$$
f_{R 2 L}(14)=18, f_{L 2 R}(18)=14,
$$

and $f_{L 2 R}(3), f_{R 2 L}(25) \in\{3,14,18,25\}$.

### 6.2 Hybrid grid generation in two dimensions

The idea of the two-dimensional method follows the same idea, i.e., we split the domain into structured and unstructured parts, see Figure 6.2. At each time step, we update the ghost cells to connect the different patches and in the structured parts we use a standard two-dimensional WENO method and in the unstructured parts we apply the RBF-ENO method. Next, we update the missing left or right reconstruction values at each interface. Note that the standard WENO method is based on ghost cells on each side, but the RBF-ENO method is not, see Section 4.2.1. Let us define $\Omega \in \mathbb{R}^{2}$ as the interior of the computational domain such that the ghost cells from the WENO method at the boundary are outside of $\Omega$. Similar to the one-dimensional version, we add $n_{\text {ghost }}$ squares from the structured to the unstructured part, but we triangulate them artificially, e.g., the green structured triangulation in Figure 6.2. To ensure the connection between the domains we create the ghost cells for the green structured triangulation and define a map between the ghost cells of the triangular side and the overlapping quadrilaterals of the structured grid and vice versa. We have the following two kind of ghost cells

- ghost cells that connect two different patches (they overlap with interior cells of other patches);
- ghost cells that are outside of the boundary to apply the structured WENO


Figure 6.2 - Principle of the division into patches of structured and unstructured grids with $n_{\text {ghost }}=2$. White cells are ghost cells, which are updated either by the boundary conditions or due to mappings in between the patches.
method (they are always quadrilaterals).

We define the three maps

$$
\begin{gather*}
f_{\mathrm{TRI}}: \operatorname{GHOST}_{\mathrm{TRI}} \rightarrow \text { INTERNAL, }  \tag{6.7}\\
f_{\mathrm{QUAD}, 1}: \mathrm{GHOST}_{\mathrm{QUAD}} \rightarrow \text { INTERNAL },  \tag{6.8}\\
f_{\mathrm{QUAD}, 2}: \operatorname{GHOST}_{\mathrm{QUAD}} \rightarrow \text { INTERNAL } \tag{6.9}
\end{gather*}
$$

to set the value for each ghost cell. These maps have the following properties

- For each $T \in \operatorname{GHOST}_{\mathrm{TRI}}$ there exists one $\tilde{T} \in \operatorname{GHOST}_{\text {TRI }}$ such that $f_{\mathrm{TRI}}(T)=$ $f_{\mathrm{TRI}}(\tilde{T})$ and $T \neq \tilde{T}$. Furthermore, it holds $T, \tilde{T} \subset f_{\mathrm{TRI}}(T)$;
- For each $Q \in \operatorname{GHOST}_{\text {QUad }}$ with $Q \subset \Omega$ there exist $T, \tilde{T} \in \operatorname{INTERNAL}_{\mathrm{TRI}}$ or $\tilde{Q} \in \operatorname{INTERNAL} \mathrm{QUAD}^{\text {with }} T \neq \tilde{T}$ such that $f_{\mathrm{QUAD}, 1}(Q)=T$ and $f_{\mathrm{QUAD}, 2}(Q)=\tilde{T}$ or $f_{\mathrm{QUAD}, 1}(Q)=f_{\mathrm{QUAD}, 2}(Q)=\tilde{Q}$. Again, we have the condition $T, \tilde{T}, \tilde{Q} \subset Q$;
- For each $Q \in \operatorname{GHOST}_{\mathrm{QUAD}}$ with $Q \notin \Omega$, there exists $\tilde{Q} \in \operatorname{INTERNAL}_{\mathrm{QUAD}}$ such that $f_{\mathrm{QUAD}, 1}(Q)=f_{\mathrm{QUAD}, 2}(Q)=\tilde{Q}$.

Instead of the update (6.3) and (6.4) in the two-dimensional case we use the average of the two overlapping triangles with the quadrilateral ghost cell (in case of a QUAD to $\operatorname{QUAD}$ map $\left.f_{\mathrm{QUAD}, 1}(Q)=f_{\mathrm{QUAD}, 2}(Q)\right)$

$$
\begin{array}{lr}
U_{T}=U_{f_{\mathrm{TRI}}(T)}, & \text { for each } T \in \operatorname{GHOST}_{\mathrm{TRI}}, \\
U_{Q}=\frac{U_{f_{\mathrm{QUAD}, 1}(Q)}+U_{f_{\mathrm{QUAD}, 2}(Q)}}{2}, & \text { for each } Q \in \operatorname{GHOST}_{\mathrm{QUAD}} .
\end{array}
$$

The functions (6.5) and (6.6) can be defined in the same way as before, since every edge has a unique direction which defines a right and left cell for each edge.
To define the different patches and maps for hybrid grids in multiple dimensions, we need to introduce some more tools. Let us defined the following kind of patches

- quadrilaterals (QUAD);
- connection patches between two QUADs (Q2Q);
- connection patches between multiple Q2Qs (RQ);
- the triangular patches (TRI).

To automate the generation of the ghost cells we divide the TRI patches into

- the principle triangular part (TRIO);
- the connection patches between TRI0s and QUADs (Q2T);
- the small connection patches that connect all kind of combinations of Q2Ts and Q2Qs in the case of at least one Q2T (RT).

Figure 6.3 illustrates a way to combine quadrilateral grids. The L-shaped domain is divided into three QUADs, four Q2Qs, and one RQ patches. Note that we can use Q2Q-patches also at the boundary. The only restriction is that the grid size in each direction is uniform and we require that each side length is a multiple of its grid size. Let us take a look at Figure 6.4 to illustrate how to combine the pieces. We have a single TRI0, two Q2T, one RT, two Q2Q and three QUAD patches. The only unstructured patches are the TRI0s. The Q2T's are long patches of width $n_{\text {ghost }} \Delta x$ or $n_{\text {ghost }} \Delta y$ with a structured triangulation and ghost cells only in one direction. The RTs are of size $n_{\text {ghost }} \Delta x \times n_{\text {ghost }} \Delta y$ with a structured triangulation and its ghost cells are added just in the direction of Q2Q patches and over the corners in between two Q2Q patches.
Given the tools described above we can construct hybrid grids for general geometries. This hybrid method can be used to locally refine grids and apply a fast structured solver around this refined region. Figure 6.5 shows a possible local refinement with a central unstructured domain.

### 6.3 Setting of the WENO and RBF-ENO methods

In this section, we describe the specific setting of the RBF-ENO and WENO methods which are used on the hybrid grids.


Figure 6.3 - Principle of the division into patches of just structured grids for an Lshaped domain with $n_{\text {ghost }}=2$. White cells are ghost cells, which are updated either by the boundary conditions or due to mappings in between the patches.


Figure 6.4 - Principle of the division into patches of structured and unstructured grids with $n_{\text {ghost }}=2$. White cells are ghost cells, which are updated either by the boundary conditions or due to mappings in between the patches.


Figure 6.5 - Hybrid grid with a central unstructured part.

### 6.3.1 One-dimensional hybrid method

We use on the structured patches the standard WENO method of order $p_{\text {WENO }}$ and on the unstructured patches the RBF-ENO method of order $p_{\text {ENO }}$. Let us consider the one-dimensional version of the RBF-ENO method, introduced in Chapter 4. It is based on the MUSCL approach from Section 2.2 with the RBF reconstruction augmented with polynomials from Section 4.1 and the shape parameter

$$
\begin{equation*}
\varepsilon=\frac{1}{\Delta x} \tag{6.12}
\end{equation*}
$$

Instead of the Algorithm 4.1, we use its one-dimensional version Algorithm 3.1 to choose the least oscillatory reconstruction.
To construct a method of order $p$ the choice of $p_{\text {ENO }}=p$ is given. For the WENO method there are two possibilities

$$
\begin{array}{ll}
p_{\mathrm{WENO}}=2\left\lfloor\frac{p}{2}\right\rfloor+1, & \text { with the stencil size } n=2\left\lfloor\frac{p}{2}\right\rfloor+1, \\
p_{\mathrm{WENO}}=2 p-1, & \text { with the stencil size } n=2 p-1, \tag{6.14}
\end{array}
$$

with different orders of convergence. The following theorem states the stability result.
Theorem 6.1 (Stability and order of convergence). Given the hybrid RBF-ENO method with $p_{\text {ENO }}=p$ and

$$
\begin{equation*}
p_{\mathrm{WENO}}=2\left\lfloor\frac{p}{2}\right\rfloor+1, \tag{6.15}
\end{equation*}
$$

or

$$
\begin{equation*}
p_{\mathrm{WENO}}=2 p-1 \tag{6.16}
\end{equation*}
$$

It provides an accuracy of order p for smooth solutions. Furthermore, the combination of the two methods is stable if $\Delta t$ is the smallest time step fulfilling the CFL-condition over all patches and the number of ghost cells $n_{\text {ghost }} \geqslant p-1$.

Proof. Given the RBF-ENO method of order $p_{\text {ENO }}=p$, the WENO method of order $p_{\text {WENO }}$ by (6.13) or (6.14) and the number of ghost cells $n_{\text {ghost }}=p-1$, we get that in the smooth case each part of the method has an accuracy of order $p$. Thus, each flux is of order $p-1$. Since $n_{\text {ghost }} \geqslant p-1$ the reconstruction of both the RBF-ENO and the WENO method is locally the same as for each individual reconstruction. In the end, for $\Delta t$ the smallest time step fulfilling the CFL-condition, we get the same stability as for each method itself.

Note that to our knowledge, there are no general stability results for the WENO and ENO method. The stability we conjecture states that the hybrid method is as stable as the single methods and the combination of the two does not destroy this.

### 6.3.2 Two-dimensional hybrid method of order three

In two space dimensions, we restrict ourselves to the case $p_{\text {ENO }}=3$ on the unstructured patches. Since the two-dimensional WENO method is based on dimensional splitting we have the same conditions (6.13) or (6.14) on the structured patches. We use the standard WENO method of order $p_{\text {WENO }}=5$ since the computational cost is similar. To receive $p_{\text {WENO }}=5$ in the smooth case we need

$$
\begin{equation*}
p_{\text {WENO }} \leqslant 2 n_{\text {ghost }}+1 \tag{6.17}
\end{equation*}
$$

Furthermore, we need the number of ghost cells $n_{\text {ghost }}$ to be large enough such that the RBF-ENO method is flexible enough to avoid oscillatory states. This results in the stability result of Theorem 6.1.

Theorem 6.2 (Stability). The high-order hybrid RBF-ENO method is stable with respect to the smallest time step $\Delta t$ over all patches if the number of ghost cells $n_{\text {ghost }}$ is large enough such that (6.17) is fulfilled and such that all neighbors until $d_{\max }$ are inside the ghost cell area.

Proof. To have no restrictions for the RBF-ENO method, we need to choose $n_{\text {ghost }}$ such that all neighbors until $d_{\text {max }}$, the maximal distance introduced in Table 4.2, are inside the ghost cell patches. For the WENO method we need (6.17). To get the same stability


Figure 6.6 - Number of ghost cells $n_{\text {ghost }}$ needed for the RBF-ENO method depending on $d_{\text {max }}$ from Table 4.2.
as for each single method, it remains to satisfy the CFL condition for $\Delta t$ on each patch of the computational domain.

Remark 6.2. In one dimension, this method is high-order accurate. However, if we implement the WENO method in two-dimensions with the standard flux splitting we recover only a high-resolution method. There is a way of evaluating the WENO reconstruction on each edge at some high-order quadrature nodes, but this is costly. Another possibility could be the accuracy correction proposed by Buchmüller and Helzel [14].

For the RBF-ENO method of order 3 we have $d_{\max }=5$, thus with $n_{\text {ghost }}=3$ all neighbors can be considered, see Figure 6.6. However, except for the final example of the flow through a conical aerospike nozzle, we choose $n_{\text {ghost }}=2$. In the last example, we must choose $n_{\text {ghost }}=3$ to circumvent negative pressure.

### 6.4 Maximum preserving limiter

In this section, we show that the maximum preserving principle introduced by Perthame and Shu [100] and Zhang and Shu [133] can be generalized for non-polynomial reconstructions. Hence, we can apply it for the triangular part of the hybrid high-resolution RBF-ENO method. The structured part can be stabilized using the positivity preserving limiter for the WENO method in each direction.

## Chapter 6. Hybrid high-resolution ENO method

### 6.4.1 Generalized maximum preserving limiter

The maximum principle satisfying finite volume method is based on the first order finite volume scheme (2.35)

$$
\begin{equation*}
U_{i}^{n+1}=U_{i}^{n}-\lambda\left[F\left(U_{i}^{n}, U_{i+1}^{n}\right)-F\left(U_{i-1}^{n}, U_{i}^{n}\right)\right]=: H_{\lambda}\left(U_{i-1}^{n}, U_{i}^{n}, U_{i+1}^{n}\right), \tag{6.18}
\end{equation*}
$$

with a monotone numerical flux $F$ and $\lambda=\Delta t / \Delta x$. For suitable numerical flux functions, e.g., the Rusanov and the Godunov scheme, $H_{\lambda}$ is increasing in each argument under the CFL condition $\max _{u}\left|\nabla_{u} f(u)\right| \lambda \leqslant 1$. Using the consistency of the flux we have the maximum principle

$$
\begin{equation*}
m=H_{\lambda}(m, m, m) \leqslant U_{i}^{n+1}=H_{\lambda}\left(U_{i-1}^{n}, U_{i}^{n}, U_{i+1}^{n}\right) \leqslant H_{\lambda}(M, M, M)=M, \tag{6.19}
\end{equation*}
$$

for $m \leqslant U_{i-1}^{n}, U_{i}^{n}, U_{i+1}^{n} \leqslant M$.
Let us consider the high-order MUSCL scheme

$$
\begin{equation*}
U^{n+1}=U^{n}-\lambda\left[F\left(u_{i+1 / 2}^{-}, u_{i+1 / 2}^{+}\right)-F\left(u_{i-1 / 2}^{-}, u_{i-1 / 2}^{+}\right)\right], \tag{6.20}
\end{equation*}
$$

with $u_{i-1 / 2}^{+}=p_{i}\left(x_{i-1 / 2}\right)$ and $u_{i+1 / 2}^{-}=p_{i}\left(x_{i+1 / 2}\right)$ of the high-order polynomial $p_{i} \in \Pi_{k}(\mathbb{R})$ interpolating on a stencil around the cell $i$. Note, it is enough to show the idea for the forward Euler method in time since the MUSCL scheme with a SSPRK method can be written as convex combinations of (6.20). The idea is to express the average value of each cell by the exact Gauss-Lobatto quadrature rule with nodes $\hat{x}_{i}^{\alpha} \in\left[x_{i-1 / 2}, x_{i+1 / 2}\right]$ and the weights $\hat{\omega}_{\alpha}$ for $\alpha=1, \ldots, N$ with $2 N-3 \geqslant k$, i.e.,

$$
\begin{equation*}
U^{n}=\sum_{\alpha=1}^{N} \hat{\omega}_{\alpha} p_{i}\left(\hat{x}_{i}^{\alpha}\right), \tag{6.21}
\end{equation*}
$$

with $\hat{x}_{i}^{1}=x_{i-1 / 2}$ and $\hat{x}_{i}^{N}=x_{i+1 / 2}$. The maximum preserving limiter is based on the following form of (6.20)

$$
\begin{align*}
U_{i}^{n+1}= & \sum_{\alpha=2}^{N-1} \hat{\omega}_{\alpha} p_{i}\left(\hat{x}_{i}^{\alpha}\right)+\hat{\omega}_{N}\left(u_{i+1 / 2}^{-}-\frac{\lambda}{\hat{\omega}_{N}}\left[F\left(u_{i+1 / 2}^{-}, u_{i+1 / 2}^{+}\right)-F\left(u_{i-1 / 2}^{+}, u_{i+1 / 2}^{-}\right)\right]\right)  \tag{6.22}\\
& +\hat{\omega}_{1}\left(u_{i-1 / 2}^{+}-\frac{\lambda}{\hat{\omega}_{1}}\left[F\left(u_{i-1 / 2}^{+}, u_{i+1 / 2}^{-}\right)-F\left(u_{i-1 / 2}^{-}, u_{i-1 / 2}^{+}\right)\right]\right),
\end{align*}
$$

where we added and subtracted $F\left(u_{i-1 / 2}^{+}, u_{i+1 / 2}^{-}\right)$. This can be expressed as

$$
\begin{align*}
U_{i}^{n+1}= & \sum_{\alpha=2}^{N-1} \hat{\omega}_{\alpha} p_{i}\left(\hat{x}_{i}^{\alpha}\right)+\hat{\omega}_{N} H_{\lambda / \omega_{N}}\left(u_{i-1 / 2}^{+}, u_{i+1 / 2}^{-}, u_{i+1 / 2}^{+}\right)+\hat{\omega}_{1} H_{\lambda / \omega_{1}}\left(u_{i-1 / 2}^{-}, u_{i-1 / 2}^{+}, u_{i+1 / 2}^{-}\right), \\
= & \sum_{\alpha=2}^{N-1} \hat{\omega}_{\alpha} p_{i}\left(\hat{x}_{i}^{\alpha}\right)+\hat{\omega}_{N} H_{\lambda / \hat{\omega}_{N}}\left(p_{i}\left(\hat{x}_{i}^{1}\right), p_{i}\left(\hat{x}_{i}^{N}\right), p_{i+1}\left(\hat{x}_{i+1}^{1}\right)\right) \\
& +\hat{\omega}_{1} H_{\lambda / \hat{\omega}_{1}}\left(p_{i-1}\left(\hat{x}_{i-1}^{N}\right), p_{i}\left(\hat{x}_{i}^{1}\right), p_{i}\left(\hat{x}_{i}^{N}\right)\right) . \tag{6.23}
\end{align*}
$$

Under the CFL condition

$$
\begin{equation*}
\lambda \max _{u}\left|\nabla_{u} f(u)\right| \leqslant \min _{\alpha} \hat{\omega}_{\alpha}, \tag{6.24}
\end{equation*}
$$

and

$$
\begin{equation*}
m \leqslant p_{j}\left(\hat{x}_{j}^{\alpha}\right) \leqslant M, \quad \text { for all } \alpha=1, \ldots, N, \quad \text { and } j=i-1, i, j+1, \tag{6.25}
\end{equation*}
$$

we ensure the satisfaction of the maximum principle $m \leqslant U_{i}^{n+1} \leqslant M$.
However, we can rewrite the method in a slightly different form

$$
\begin{equation*}
U_{i}^{n+1}=\hat{\omega}_{R} p_{R}+\hat{\omega}_{N} H_{\lambda / \hat{\omega}_{N}}\left(u_{i-1 / 2}^{+}, u_{i+1 / 2}^{-}, u_{i+1 / 2}^{+}\right)+\hat{\omega}_{1} H_{\lambda / \hat{\omega}_{1}}\left(u_{i-1 / 2}^{-}, u_{i-1 / 2}^{+}, u_{i+1 / 2}^{-}\right) \tag{6.26}
\end{equation*}
$$

with $\hat{\omega}_{R}=1-\hat{\omega}_{N}-\hat{\omega}_{1} \geqslant 0$ and

$$
\begin{align*}
p_{R} & =\sum_{\alpha=2}^{N-1} \frac{\hat{\omega}_{\alpha}}{\hat{\omega}_{R}} p\left(\hat{x}_{i}^{\alpha}\right),  \tag{6.27}\\
& =\frac{U_{i}^{n}-\hat{\omega}_{N} u_{i+1 / 2}^{-}-\hat{\omega}_{1} u_{i-1 / 2}^{+}}{\hat{\omega}_{R}} . \tag{6.28}
\end{align*}
$$

Again, we satisfy the maximum principle $m \leqslant U_{i}^{n+1} \leqslant M$ under the milder condition

$$
\begin{equation*}
m \leqslant p_{R}, u_{j+1 / 2}^{-}, u_{j-1 / 2}^{+} \leqslant M, \quad \text { for } j=i-1, i, i+1 . \tag{6.29}
\end{equation*}
$$

Based on these results we define the limiter

$$
\begin{align*}
\widetilde{u}_{\text {min }} & =\min \left\{p_{R}, u_{i+1 / 2}^{-}, u_{i-1 / 2}^{+}\right\},  \tag{6.30}\\
\widetilde{u}_{\max } & =\max \left\{p_{R}, u_{i+1 / 2}^{-}, u_{i-1 / 2}^{+}\right\},  \tag{6.31}\\
\widetilde{\theta} & =\min \left\{\left|\frac{U_{i}^{n}-m}{U_{i}^{n}-\widetilde{u}_{\min }}\right|,\left|\frac{U_{i}^{n}-M}{U_{i}^{n}-\widetilde{u}_{\max }}\right|, 1\right\},  \tag{6.32}\\
\widetilde{p}(x) & =\widetilde{\theta}\left(p(x)-U_{i}^{n}\right)+U_{i}^{n} . \tag{6.33}
\end{align*}
$$

The original limiter from Zhang and Shu [133] is

$$
\begin{align*}
u_{\min } & =\min _{\alpha} p\left(\hat{x}_{i}^{\alpha}\right)  \tag{6.34}\\
u_{\max } & =\max _{\alpha} p\left(\hat{x}_{i}^{\alpha}\right)  \tag{6.35}\\
\theta & =\min \left\{\left|\frac{U_{i}^{n}-m}{U_{i}^{n}-u_{\min }}\right|,\left|\frac{U_{i}^{n}-M}{U_{i}^{n}-u_{\max }}\right|, 1\right\}  \tag{6.36}\\
\hat{p}(x) & =\theta\left(p(x)-U_{i}^{n}\right)+U_{i}^{n} \tag{6.37}
\end{align*}
$$

Lemma 6.3 verifies that the new limiter is conservative, maintains accuracy and

$$
\begin{align*}
U_{i}^{n+1}= & \hat{\omega}_{R} \widetilde{p}_{R}+\hat{\omega}_{N} H_{\lambda / \hat{\omega}_{N}}\left(\widetilde{p}_{i}\left(\hat{x}_{i}^{1}\right), \widetilde{p}_{i}\left(\hat{x}_{i}^{N}\right), \widetilde{p}_{i+1}\left(\hat{x}_{i+1}^{1}\right)\right)  \tag{6.38}\\
& +\hat{\omega}_{1} H_{\lambda / \hat{\omega}_{1}}\left(\widetilde{p}_{i-1}\left(\hat{x}_{i-1}^{N}\right), \widetilde{p}_{i}\left(\hat{x}_{i}^{1}\right), \widetilde{p}_{i}\left(\hat{x}_{i}^{N}\right)\right)
\end{align*}
$$

with

$$
\begin{equation*}
\tilde{p}_{R}:=\frac{U_{i}^{n}-\hat{\omega}_{1} \widetilde{p}\left(\hat{x}_{i}^{1}\right)-\hat{\omega}_{N} \widetilde{p}\left(\hat{x}_{i}^{N}\right)}{\hat{\omega}_{R}} \tag{6.39}
\end{equation*}
$$

which satisfies the maximum condition.
Lemma 6.3. The simplified positivity preserving limiter with

$$
\begin{equation*}
\tilde{\theta}=\min \left\{\frac{U_{i}^{n}-\varepsilon}{U_{i}^{n}-\widetilde{u}_{\min }}, 1\right\}, \quad \widetilde{u}_{\min }=\min \left\{p_{R}, u_{i+1 / 2}^{-}, u_{i-1 / 2}^{+}\right\} \tag{6.40}
\end{equation*}
$$

is conservative, of high order and satisfies the maximum condition (6.29).

Proof. Conservation: Conservation is clear because $p$ is conserved

$$
\begin{equation*}
\frac{1}{|C|} \int_{C} \tilde{p}(x) \mathrm{d} x=\frac{\tilde{\theta}}{|C|} \int_{C} p(x) \mathrm{d} x+(1-\widetilde{\theta}) U_{i}^{n}=U_{i}^{n} \tag{6.41}
\end{equation*}
$$

Accuracy:Let us assume the case $\tilde{\theta}=\left|\frac{U_{i}^{n}-m}{U_{i}^{n}-\tilde{u}_{\text {min }}}\right|$. The other case works in the same manner. From Zhang and Shu [135] we have

$$
\begin{equation*}
|\hat{p}(x)-p(x)|=\mathcal{O}\left(\Delta x^{k+1}\right) \tag{6.42}
\end{equation*}
$$

Furthermore, we know

$$
\begin{equation*}
u_{\min } \leqslant \widetilde{u}_{\min } \tag{6.43}
\end{equation*}
$$

since $u_{i-1 / 2}^{+}=p\left(\hat{x}_{1}\right), u_{i+1 / 2}^{-}=p\left(\hat{x}_{N}\right)$ and $p_{R}$ is a convex combination of values $p\left(\hat{x}_{i}^{\alpha}\right)$.
If we assume $\tilde{\theta}<1$ we obtain $u_{\text {min }} \leqslant \widetilde{u}_{\min }<m$ and $\theta \leqslant \tilde{\theta} \leqslant 1$. Using the definition of
the limiter and combining it with the previous results, we have

$$
\begin{align*}
|\hat{p}(x)-p(x)| & =\left|\theta\left(p(x)-U_{i}^{n}\right)+U_{i}^{n}-p(x)\right|  \tag{6.44}\\
& =|\theta-1|\left|p(x)-U_{i}^{n}\right|,  \tag{6.45}\\
& \geqslant|\widetilde{\theta}-1|\left|p(x)-U_{i}^{n}\right|=|\widetilde{p}(x)-p(x)| . \tag{6.46}
\end{align*}
$$

With (6.42) we conclude

$$
\begin{equation*}
|\widetilde{p}(x)-p(x)|=\mathcal{O}\left(\Delta x^{k+1}\right) \tag{6.47}
\end{equation*}
$$

Maximum preserving condition: By construction we have $m \leqslant \widetilde{p}\left(x_{i-1 / 2}\right), \widetilde{p}\left(x_{i+1 / 2}\right) \leqslant$ $M$. Further, we have

$$
\begin{aligned}
\widetilde{p}_{R} & =\frac{U_{i}^{n}-\hat{\omega}_{1} \widetilde{p}\left(\hat{x}_{i}^{1}\right)-\hat{\omega}_{N} \widetilde{p}\left(\hat{x}_{i}^{N}\right)}{\hat{\omega}_{R}} \\
& =\frac{\tilde{\theta} U_{i}^{n}+(1-\widetilde{\theta}) U_{i}^{n}+\hat{\omega}_{1}(\widetilde{\theta}-1) U_{i}^{n}-\hat{\omega}_{1} \tilde{\theta} p\left(\hat{x}_{i}^{1}\right)+\hat{\omega}_{N}(\widetilde{\theta}-1) U_{i}^{n}-\hat{\omega}_{N} \widetilde{\theta}_{p} p\left(\hat{x}_{i}^{N}\right)}{\hat{\omega}_{R}} \\
& =\widetilde{\theta} p_{R}+(1-\widetilde{\theta}) U_{i}^{n}
\end{aligned}
$$

Thus, we have $m \leqslant \widetilde{p}_{R} \leqslant M$.

### 6.4.2 WENO limiter

The problem with the standard WENO method compared to the ENO method is that we do not recover the high-order interpolation function, but just the values $u_{i \pm 1 / 2}^{ \pm}$. Zhang and Shu [133] introduced a way to resolve this issue by reconstructing $p \in \Pi_{k}(\mathbb{R})$ using $u_{i-1 / 2}^{+}, u_{i+1 / 2}^{-}$and surrounding cell averages $U_{j}$ for $j=i-k_{0}, \ldots, i+k_{1}$ for $k_{0}, k_{1} \in \mathbb{N}$. Given the idea from the previous section, we can create a limiter by using the extrema preserving limiter (6.33) without artificially generating a reconstruction $p \in \Pi_{k}(\mathbb{R})$. For the two-dimensional WENO method on structured grids, which is based on dimensional splitting [48], where we apply the one-dimensional maximum preserving limiter in each dimension.

### 6.4.3 Non-polynomial reconstruction

In the case of a non-polynomial reconstruction, condition (6.21) is not satisfied. However, we can make use of the concept behind (6.28). Let us consider the reconstruction $r: \mathbb{R} \rightarrow \mathbb{R}$ of order $k$. We define

$$
\begin{equation*}
p_{R}:=\frac{U_{i}^{n}-\hat{\omega}_{N} u_{i+1 / 2}^{-}-\hat{\omega}_{1} u_{i-1 / 2}^{+}}{\hat{\omega}_{R}} \tag{6.48}
\end{equation*}
$$

with the Gauss-Lobatto weights $\hat{\omega}_{1}, \hat{\omega}_{N}>0, N \in \mathbb{N}$ such that $2 N-3 \geqslant k$ and

$$
\begin{equation*}
\hat{\omega}_{R}:=1-\hat{\omega}_{1}-\hat{\omega}_{N} . \tag{6.49}
\end{equation*}
$$

As before, we can rewrite $U_{i}^{n+1}$ using (6.26). The scheme is extrema preserving if (6.29) is fulfilled. If it is not fulfilled, we use $\widetilde{\theta}$ from (6.32) and define the limiter

$$
\begin{equation*}
\widetilde{r}(x)=\widetilde{\theta}\left(r(x)-U_{i}^{n}\right)+U_{i}^{n} . \tag{6.50}
\end{equation*}
$$

As in the polynomial case, this limiter defines a high-order, conservative reconstruction fulfilling the extrema-preserving condition (6.29), see Lemma 6.4. Finally, we can define the extrema-preserving MUSCL scheme with non-polynomial reconstruction

$$
\begin{equation*}
U^{n+1}=U^{n}-\lambda\left[F\left(\tilde{r}_{i}\left(x_{i+1 / 2}\right), \tilde{r}_{i+1}\left(x_{i+1 / 2}\right)\right)-F\left(\tilde{r}_{i-1}\left(x_{i-1 / 2}\right), \tilde{r}_{i}\left(x_{i-1 / 2}\right)\right)\right], \tag{6.51}
\end{equation*}
$$

which can be written in the following form

$$
\begin{align*}
U_{i}^{n+1}= & \hat{\omega}_{R} \widetilde{p}_{R}+\hat{\omega}_{N} H_{\lambda / \omega_{N}}\left(\widetilde{r}_{i}\left(\hat{x}_{i}^{1}\right), \widetilde{r}_{i}\left(\hat{x}_{i}^{N}\right), \widetilde{r}_{i+1}\left(\hat{x}_{i+1}^{1}\right)\right) \\
& +\hat{\omega}_{1} H_{\lambda / \omega_{1}}\left(\widetilde{r}_{i-1}\left(\hat{x}_{i-1}^{N}\right), \widetilde{r}_{i}\left(\hat{x}_{i}^{1}\right), \widetilde{r}_{i}\left(\hat{x}_{i}^{N}\right)\right), \tag{6.52}
\end{align*}
$$

with

$$
\begin{equation*}
\widetilde{p}_{R}:=\frac{U_{i}^{n}-\hat{\omega}_{1} \widetilde{r}\left(\hat{x}_{i}^{1}\right)-\hat{\omega}_{N} \widetilde{r}\left(\hat{x}_{i}^{N}\right)}{\hat{\omega}_{R}} . \tag{6.53}
\end{equation*}
$$

Lemma 6.4. The simplified positivity preserving limiter (6.50) is conservative, of high order and satisfies the simplified maximum preserving condition (6.29).

Proof. The proof for the consistency and the maximum preserving property works exactly the same as for Lemma 6.3. To show high-order accuracy, we introduce the polynomial $p \in \Pi_{k}(\mathbb{R})$ which interpolates the reconstructed values $r\left(\hat{x}_{i}^{\alpha}\right)$ at the points $\hat{x}_{i}^{\alpha}$ for $\alpha=1, \ldots, N$ with the property

$$
\begin{equation*}
|r(x)-p(x)|=\mathcal{O}\left(\Delta x^{k+1}\right) \tag{6.54}
\end{equation*}
$$

Further, we define the maximum preserving limiter $\widetilde{p}$ based on (6.32). Since $r$ and $p$ have the same values on the quadrature nodes, the scaling parameters $\widetilde{\theta}_{p}$ and $\widetilde{\theta}_{r}$ coincide.
We expand the difference between the limited and the original reconstruction

$$
\begin{equation*}
|\widetilde{r}(x)-r(x)| \leqslant|\widetilde{r}(x)-\widetilde{p}(x)|+|\widetilde{p}(x)-p(x)|+|p(x)-r(x)| . \tag{6.55}
\end{equation*}
$$

By construction, we have $|p(x)-r(x)|=\mathcal{O}\left(\Delta x^{k+1}\right)$ and from Lemma 6.3 we know
$|\widetilde{p}(x)-p(x)|=\mathcal{O}\left(\Delta x^{k+1}\right)$. Since the scaling parameter $\widetilde{\theta}_{r}, \widetilde{\theta}_{p}$ coincides, we have

$$
\begin{equation*}
|\widetilde{r}(x)-\widetilde{p}(x)|=\widetilde{\theta}_{r}|r(x)-p(x)|=\mathcal{O}\left(\Delta x^{k+1}\right) . \tag{6.56}
\end{equation*}
$$

We conclude that $|\widetilde{r}(x)-r(x)|=\mathcal{O}\left(\Delta x^{k+1}\right)$.

### 6.4.4 General reconstruction on triangular grids

Zhang et al. [136] introduced a generalization of the maximum preserving limiter for triangular elements. Here, we change the method to define it for non-polynomial reconstructions. The idea is to define a quadrature rule on the triangle of the right order such that the weights are positive and all Gauss quadrature points on the interface are included. This quadrature rule is based on quadrature points on the square $\left[-\frac{1}{2}, \frac{1}{2}\right] \times$ $\left[-\frac{1}{2}, \frac{1}{2}\right]$ defined as the product of the $k+1$ Gauss quadrature points $\left\{v^{\beta} \mid \beta=1, \ldots, k+1\right\}$ with its weights $\omega_{\beta}$ and the $N$ Gauss-Lobatto quadrature points $\left\{\hat{u}^{\alpha} \mid \alpha=1, \ldots, N\right\}$ with its weights $\hat{\omega}_{\alpha}$ and $2 N-3 \geqslant k$. Thus, we have the quadrature points

$$
\begin{equation*}
S_{k}=\left\{\left(\hat{u}^{\alpha}, v^{\beta}\right) \mid \alpha=1, \ldots, k+1, \beta=1, \ldots N\right\}, \tag{6.57}
\end{equation*}
$$

with the quadrature weights $\omega_{\beta} \hat{\omega}_{\alpha}$ on the square $\left[-\frac{1}{2}, \frac{1}{2}\right] \times\left[-\frac{1}{2}, \frac{1}{2}\right]$. Given the triangle $C$ with the vertices $\mathbf{V}_{1}, \mathbf{V}_{2}, \mathbf{V}_{3}$ oriented clockwise, we define the projections

$$
\begin{align*}
& \mathbf{g}_{1}(u, v)=\left(\frac{1}{2}+v\right) \mathbf{V}_{1}+\left(\frac{1}{2}+u\right)\left(\frac{1}{2}-v\right) \mathbf{V}_{2}+\left(\frac{1}{2}-u\right)\left(\frac{1}{2}-v\right) \mathbf{V}_{3}  \tag{6.58}\\
& \mathbf{g}_{2}(u, v)=\left(\frac{1}{2}+v\right) \mathbf{V}_{2}+\left(\frac{1}{2}+u\right)\left(\frac{1}{2}-v\right) \mathbf{V}_{3}+\left(\frac{1}{2}-u\right)\left(\frac{1}{2}-v\right) \mathbf{V}_{1}  \tag{6.59}\\
& \mathbf{g}_{3}(u, v)=\left(\frac{1}{2}+v\right) \mathbf{V}_{3}+\left(\frac{1}{2}+u\right)\left(\frac{1}{2}-v\right) \mathbf{V}_{1}+\left(\frac{1}{2}-u\right)\left(\frac{1}{2}-v\right) \mathbf{V}_{2} \tag{6.60}
\end{align*}
$$

from the square to the triangle $C$ which map the top edge of the square to one vertex of the triangle, see Figure 6.7b. The following Lemma gives us the determinants of the gradient of the projections.

Lemma 6.5 (Jacobian of the projections [136]). If the orientation of the three vertices $\mathbf{V}_{1}, \mathbf{V}_{2}$ and $\mathbf{V}_{3}$ is clockwise, then the Jacobian $\left|\nabla \mathbf{g}_{l_{e}}(u, v)\right|=2|C|\left(\frac{1}{2}-v\right)$ for $l_{e}=1,2,3$.

Given the three different projections, we define the set of new quadrature nodes

$$
\begin{equation*}
S_{k}^{C}=\mathbf{g}_{1}\left(S_{k}\right) \cup \mathbf{g}_{2}\left(S_{k}\right) \cup \mathbf{g}_{3}\left(S_{k}\right), \tag{6.61}
\end{equation*}
$$

which include all Gauss points on the cell boundary, e.g., Figure 6.8 for the case $k=2$. Now, we can rewrite the cell average

$$
\begin{equation*}
U_{C}^{n}=\frac{1}{|C|} \int_{C} p_{C}(\mathbf{x}) \mathrm{d} \mathbf{x}=\frac{1}{|C|} \int_{-1 / 2}^{1 / 2} \int_{-1 / 2}^{1 / 2} p_{C}\left(\mathbf{g}_{l_{e}}(u, v)\right)\left|\nabla \mathbf{g}_{l_{e}}(u, v)\right| \mathrm{d} u \mathrm{~d} v \tag{6.62}
\end{equation*}
$$



Figure 6.7-Construction of quadrature nodes for $k=2$.


Figure 6.8 - Final set of quadrature nodes on the triangle $C$ for $k=2$.
for $p_{C} \in \Pi_{k}\left(\mathbb{R}^{2}\right)$ and $i=1,2,3$. Thus, we can take the average over all $i=1,2,3$

$$
\begin{align*}
U_{C}^{n} & =\frac{1}{3|C|} \sum_{l_{e}=1}^{3} \int_{-1 / 2}^{1 / 2} \int_{-1 / 2}^{1 / 2} p_{C}\left(\mathbf{g}_{l_{e}}(u, v)\right)\left|\nabla \mathbf{g}_{l_{e}}(u, v)\right| \mathrm{d} u \mathrm{~d} v,  \tag{6.63}\\
& =\sum_{l_{e}=1}^{3} \sum_{\alpha=1}^{N} \sum_{\beta=1}^{k+1} p_{C}\left(\mathbf{g}_{l_{e}}\left(\hat{u}^{\alpha}, v^{\beta}\right)\right) \frac{2}{3}\left(\frac{1}{2}-v^{\beta}\right) \omega_{\alpha} \hat{\omega}_{\beta}=\sum_{\mathbf{x} \in S_{k}^{C}} p_{C}(\mathbf{x}) \omega_{\mathbf{x}}, \tag{6.64}
\end{align*}
$$

using the result of Lemma 6.5 with the quadrature weights $\omega_{\mathrm{x}}$ for each $\mathrm{x} \in S_{k}^{C}$. We define the set of quadrature points in the interior $S_{k}^{C, i n t}$ and the set of quadrature points on the edges $S_{k}^{C, e d g}$. Note that in (6.64) each quadrature node on the edge is counted double with $\hat{\omega}_{1}=\hat{\omega}_{N}$. We obtain

$$
\begin{equation*}
S_{k}^{C, e d g}=\left\{\mathbf{x}_{1, \beta}, \mathbf{x}_{2, \beta}, \mathbf{x}_{3, \beta} \mid \beta=1, \ldots, k+1\right\} \tag{6.65}
\end{equation*}
$$

with $\mathbf{x}_{1, \beta}=\left(0, \frac{1}{2}+v^{\beta}, \frac{1}{2}-v^{\beta}\right), \mathbf{x}_{2, \beta}=\left(\frac{1}{2}-v^{\beta}, 0, \frac{1}{2}+v^{\beta}\right), \mathbf{x}_{1, \beta}=\left(\frac{1}{2}+v^{\beta}, \frac{1}{2}-v^{\beta}, 0\right)$ written
in terms of the barycentric coordinates $\left(\xi_{1}, \xi_{2}, \xi_{3}\right)$, such that $\mathbf{p}=\xi_{1} \mathbf{V}_{1}+\xi_{2} \mathbf{V}_{2}+\xi_{3} \mathbf{V}_{3}$. To calculate the weights on the edge $\left(0, \frac{1}{2}+v^{\beta}, \frac{1}{2}-v^{\beta}\right)$ we use that $\mathbf{g}_{2}\left(\frac{1}{2}, v^{\beta}\right)=\mathbf{g}_{3}\left(-\frac{1}{2},-v^{\beta}\right)$ and we recover

$$
\begin{equation*}
\frac{2}{3}\left(\frac{1}{2}+v^{\beta}\right) \omega_{\beta} \hat{\omega}_{1}+\frac{2}{3}\left(\frac{1}{2}-v^{\beta}\right) \omega_{\beta} \hat{\omega}_{N}=\frac{2}{3} \omega_{\beta} \hat{\omega}_{1}, \tag{6.66}
\end{equation*}
$$

for the weights on the edges for the quadrature node $\mathrm{x}_{1, \beta}$. The same result can be obtained for the other edges. Analogous to the one-dimensional case, we have

$$
\begin{equation*}
U_{C}^{n}=p_{R} \omega_{R}+\sum_{\beta=1}^{k+1} \sum_{l_{e}=1}^{3} \frac{2}{3} \omega_{\beta} \hat{\omega}_{1} u_{l_{e}, \beta}^{C}, \tag{6.67}
\end{equation*}
$$

with the evaluation of the quadrature node on the $l_{e}$ th edge $u_{l_{e}, \beta}^{C}=p_{C}\left(\mathbf{x}_{l_{e}, \beta}\right)$,

$$
\begin{equation*}
\omega_{R}=1-\sum_{\beta=1}^{k+1} \sum_{l_{e}=1}^{3} \frac{2}{3} \omega_{\beta} \hat{\omega}_{1}, \tag{6.68}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{R}=\sum_{\mathbf{x} \in S_{k}^{C, \text { int }}} p_{C}(\mathbf{x}) \frac{\omega_{\mathbf{x}}}{\omega_{R}}=\frac{U_{C}}{\omega_{R}}-\sum_{\beta=1}^{k+1} \sum_{l_{e}=1}^{3} \frac{2}{3} \frac{\omega_{\beta} \hat{\omega}_{1}}{\omega_{R}} u_{l_{e}, \beta}^{C} . \tag{6.69}
\end{equation*}
$$

Let us rewrite the finite volume scheme (2.42) with the high order flux (2.47) and the forward Euler method in time, i.e.,

$$
\begin{equation*}
U_{i}^{n+1}=U_{i}^{n}-\frac{\Delta t}{\left|C_{i}\right|} \sum_{\beta=1}^{k+1} \omega_{\beta} \sum_{l_{e}=1}^{3} F_{i l_{e}}\left(u_{l_{e}, \beta}^{C_{i}}, u_{l_{e}, \beta}^{C_{i l_{e}}}, \mathbf{n}_{i l_{e}}\right) . \tag{6.70}
\end{equation*}
$$

The proof of the maximum principle is based on the idea that the first order method

$$
\begin{equation*}
U_{i}^{n+1}=U_{i}^{n}-\lambda \sum_{l_{e}=1}^{3} F_{i l_{e}}\left(U_{i}^{n}, U_{i l_{e}}^{n}, \mathbf{n}_{i l_{e}}\right), \tag{6.71}
\end{equation*}
$$

is non-decreasing under the CFL condition

$$
\begin{equation*}
\max _{u, \mathbf{n}}\left|\nabla_{u}(f(u) \cdot \mathbf{n})\right| \lambda \sum_{l_{e}=1}^{3}\left|S_{i l_{e}}\right| \leqslant 1, \tag{6.72}
\end{equation*}
$$

which is satisfied for a monotone flux, e.g., the Rusanov flux (2.44).
Theorem 6.6 (Maximum principle satisfying scheme for triangular methods). Let us consider a first order finite volume method of the form (6.71) that is non-decreasing under the condition (6.72).

The scheme (6.70) satisfies the maximum principle

$$
\begin{equation*}
m \leqslant U_{C_{i}}^{n+1} \leqslant M \tag{6.73}
\end{equation*}
$$

under the condition that

$$
\begin{equation*}
m \leqslant u_{l_{e}, \beta}^{C_{i}}, p_{R} \leqslant M, \quad \text { for all } l_{e}=1,2,3, \beta=1, \ldots, k+1, \tag{6.74}
\end{equation*}
$$

and the additional CFL condition

$$
\begin{equation*}
\max _{u, \mathbf{n}}\left|\nabla_{u}(f(u) \cdot \mathbf{n})\right| \frac{\Delta t}{\left|C_{i}\right|} \sum_{l_{e}=1}^{3}\left|S_{i l_{e}}\right| \leqslant \frac{2}{3} \hat{\omega}_{1}, \tag{6.75}
\end{equation*}
$$

Proof. The proof follows the one in [136] with the difference that we use $p_{R}$ defined in (6.69). Let us decompose the flux (6.70)

$$
\begin{align*}
& \sum_{l_{e}=1}^{3} F_{i l_{e}}\left(u_{i, \beta}^{C_{i}}, u_{i, \beta}^{C_{i l}}, \mathbf{n}_{i l_{e}}\right)=F_{i 1}\left(u_{1, \beta}^{C_{i}}, u_{1, \beta}^{C_{i 1}}, \mathbf{n}_{i 1}\right)+F_{i 1}\left(u_{1, \beta}^{C_{i}}, u_{2, \beta}^{C_{i}},-\mathbf{n}_{i 1}\right) \\
& \quad+F_{i 1}\left(u_{2, \beta}^{C_{i}}, u_{1, \beta}^{C_{i}}, \mathbf{n}_{i 1}\right)+F_{i 2}\left(u_{2, \beta}^{C_{i}}, u_{2, \beta}^{C_{i 2}}, \mathbf{n}_{i 2}\right)+F_{i 3}\left(u_{2, \beta}^{C_{i}}, u_{3, \beta}^{C_{i}}, \mathbf{n}_{i 3}\right)  \tag{6.76}\\
& \quad+F_{i 3}\left(u_{3, \beta}^{C_{i}}, u_{2, \beta}^{C_{i}},-\mathbf{n}_{i 3}\right)+F_{i 3}\left(u_{3, \beta}^{C_{i}}, u_{3, \beta}^{C_{i 3}}, \mathbf{n}_{i 3}\right),
\end{align*}
$$

using the conservation of the flux. Next, we combine (6.70) with (6.67) and (6.76) and obtain

$$
\begin{aligned}
U_{i}^{n+1} & =p_{R} \omega_{R}+\sum_{\beta=1}^{k+1} \sum_{l_{e}=1}^{3} \frac{2}{3} \omega_{\beta} \hat{\omega}_{1} u_{l_{e}, \beta}^{C_{l_{e}}}-\frac{\Delta t}{\left|C_{i}\right|} \sum_{\beta=1}^{k+1} \omega_{\beta} \sum_{l_{e}=1}^{3} F_{i l_{e}}\left(u_{l_{e}, \beta}^{C_{i}}, u_{l_{e}, \beta}^{C_{i l_{e}}}, \mathbf{n}_{i l_{e}}\right), \\
& =p_{R} \omega_{R}+\sum_{\beta=1}^{k+1} \frac{2}{3} \omega_{\beta} \hat{\omega}_{1}\left[H_{1, \beta}+H_{2, \beta}+H_{3, \beta}\right],
\end{aligned}
$$

with

$$
\begin{aligned}
H_{1, \beta}= & u_{1, \beta}^{C_{i}}-\frac{3 \Delta t}{2 \hat{\omega}_{1}\left|C_{i}\right|}\left[F_{i 1}\left(u_{1, \beta}^{C_{i}}, u_{1, \beta}^{C_{i 1}}, \mathbf{n}_{i 1}\right)+F_{i 1}\left(u_{1, \beta}^{C_{i}}, u_{2, \beta}^{C_{i}},-\mathbf{n}_{i 1}\right)\right], \\
H_{2, \beta}= & u_{2, \beta}^{C_{i}}-\frac{3 \Delta t}{2 \hat{\omega}_{1}\left|C_{i}\right|}\left[F_{i 1}\left(u_{2, \beta}^{C_{i}}, u_{1, \beta}^{C_{i}}, \mathbf{n}_{i 1}\right)+F_{i 2}\left(u_{2, \beta}^{C_{i}}, u_{2, \beta}^{C_{i 2}}, \mathbf{n}_{i 2}\right)\right. \\
& \left.+F_{i 3}\left(u_{2, \beta}^{C_{i}}, u_{3, \beta}^{C_{i}}, \mathbf{n}_{i 3}\right)\right], \\
H_{3, \beta}= & u_{3, \beta}^{C_{i}}-\frac{3 \Delta t}{2 \hat{\omega}_{1}\left|C_{i}\right|}\left[F_{i 3}\left(u_{3, \beta}^{C_{i}}, u_{2, \beta}^{C_{i}},-\mathbf{n}_{i 3}\right)+F_{i 3}\left(u_{3, \beta}^{C_{i}}, u_{3, \beta}^{C_{i 3}}, \mathbf{n}_{i 3}\right)\right] .
\end{aligned}
$$

Under the assumption that the first order method (6.71) is non-decreasing in each argument under the CFL condition (6.72), we have that each $H_{l_{e}, \beta}$ is non-decreasing under (6.75). Finally, we combine this with (6.74) and obtain the maximum principle for high-order methods on triangular grids.

So far, we have only dealt with the polynomial case. However, the results are also true for the non-polynomial case with the definition

$$
\begin{equation*}
p_{R}=\frac{U_{C}}{\omega_{R}}-\sum_{\beta=1}^{k+1} \sum_{l_{e}=1}^{3} \frac{2}{3} \frac{\omega_{\beta} \hat{\omega}_{1}}{\omega_{R}} u_{l_{e}, \beta}^{C} . \tag{6.77}
\end{equation*}
$$

## Maximum principle satisfying limiter on triangular meshes

Let us consider a general reconstruction $r_{C_{i}}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ for the solution in the cell $C_{i}$. In the case that the reconstruction $r_{C_{i}}$ does not satisfy (6.74), we can modify it in the same way as in one dimension. We define

$$
\begin{align*}
\widetilde{u}_{\min } & =\min \left\{p_{R}, u_{l_{e}, \beta}^{C_{i}} \mid l_{e}=1,2,3, \beta=1, \ldots, k+1\right\}  \tag{6.78}\\
\widetilde{u}_{\max } & =\max \left\{p_{R}, u_{l_{e}, \beta}^{C_{i}} \mid l_{e}=1,2,3, \beta=1, \ldots, k+1\right\}  \tag{6.79}\\
\widetilde{\theta} & =\min \left\{\left|\frac{U_{i}^{n}-m}{U_{i}^{n}-\widetilde{u}_{\min }}\right|,\left|\frac{U_{i}^{n}-M}{U_{i}^{n}-\widetilde{u}_{\max }}\right|, 1\right\},  \tag{6.80}\\
\widetilde{r}_{C_{i}}(\mathbf{x}) & =\widetilde{\theta}\left(r_{C_{i}}(\mathbf{x})-U_{i}^{n}\right)+U_{i}^{n} \tag{6.81}
\end{align*}
$$

with $u_{l_{e}, \beta}^{C_{i}}=r_{C_{i}}\left(\mathbf{x}_{l_{e}, \beta}\right)$. The results from one dimension can be directly transfered to two dimensions and are summarized in the following Lemma.

Lemma 6.7. The maximum principle preserving limiter (6.81) with

$$
\begin{aligned}
\widetilde{u}_{\min } & =\min \left\{p_{R}, u_{l_{e}, \beta}^{C_{i}} \mid l_{e}=1,2,3, \beta=1, \ldots, k+1\right\}, \\
\widetilde{u}_{\max } & =\max \left\{p_{R}, u_{l_{e}, \beta}^{C_{i}} \mid l_{e}=1,2,3, \beta=1, \ldots, k+1\right\}, \\
\tilde{\theta} & =\min \left\{\left|\frac{U_{i}^{n}-m}{U_{i}^{n}-\widetilde{u}_{\min }}\right|,\left|\frac{U_{i}^{n}-M}{U_{i}^{n}-\widetilde{u}_{\max }}\right|, 1\right\},
\end{aligned}
$$

is conservative, of high order and satisfies the maximum preserving condition (6.74).

### 6.4.5 High-order positivity preserving scheme for the Euler equations

The maximum principle does not hold anymore for systems of equations. However, to solve the Euler equations we need to ensure positivity of the density and pressure. Let us consider a conservation law with the flux (2.9) and the pressure

$$
\begin{equation*}
p=\mathcal{R} \rho T=(\gamma-1)\left(E-\frac{1}{2} \frac{m_{1}^{2}+m_{2}^{2}}{\rho}\right) . \tag{6.82}
\end{equation*}
$$

The method is based on a positivity preserving first order method (6.70), e.g., using the Rusanov flux (2.44). Further, we use that the pressure $p$ is concave with respect to $\rho$,
$m_{1}, m_{2}$ and $E$ under the condition $\rho>0$. Thus, the set of admissible states

$$
\begin{equation*}
G=\left\{\left(\rho, m_{1}, m_{2}, E\right)^{T} \mid \rho>0, p>0\right\}, \tag{6.83}
\end{equation*}
$$

is convex. We denote the cell average values at time $t_{n}$ as $\mathbf{Q}_{C}^{n}=\left(\bar{\rho}_{C}^{n}, \bar{m}_{1, C}^{n}, \bar{m}_{2, C}^{n}, \bar{E}_{C}^{n}\right)^{T}$ and the high-order reconstructions in the cell $C$ as

$$
\begin{equation*}
\mathbf{q}_{C}(\mathbf{x})=\left(\rho_{C}(\mathbf{x}), m_{1 C}(\mathbf{x}), m_{2 C}(\mathbf{x}), E_{C}(\mathbf{x})\right)^{T} \tag{6.84}
\end{equation*}
$$

To preserve positivity of the density we proceed in the same way as to preserve the maximum. We define the limiter

$$
\begin{align*}
\widetilde{\rho}_{\min } & =\min \left\{\rho_{R}, \rho_{l_{e}, \beta}^{C} \mid l_{e}=1,2,3, \beta=1, \ldots, k+1\right\},  \tag{6.85}\\
\widetilde{\theta}_{1} & =\min \left\{\left|\frac{\bar{\rho}_{i}^{n}-\varepsilon}{\bar{\rho}_{i}^{n}-\widetilde{\rho}_{\text {min }}}\right|, 1\right\},  \tag{6.86}\\
\widetilde{\rho}_{C}(\mathbf{x}) & =\widetilde{\theta}_{1}\left(\rho_{C}(\mathbf{x})-\bar{\rho}_{i}^{n}\right)+\bar{\rho}_{i}^{n}, \tag{6.87}
\end{align*}
$$

with the small threshold $\varepsilon>0$, and set

$$
\begin{equation*}
\widetilde{\mathbf{q}}_{C}(\mathbf{x})=\left(\widetilde{\rho}_{C}(\mathbf{x}), m_{1 C}(\mathbf{x}), m_{2 C}(\mathbf{x}), E_{C}(\mathbf{x})\right)^{T} . \tag{6.88}
\end{equation*}
$$

To preserve positivity of the pressure $p$ we define the function

$$
\begin{equation*}
\mathbf{s}_{\mathbf{x}}(t)=(1-t) \mathbf{Q}_{C}^{n}+t \widetilde{\mathbf{q}}_{C}(\mathbf{x}), \tag{6.89}
\end{equation*}
$$

and

$$
t(\mathbf{x})= \begin{cases}1, & \text { if } p\left(\widetilde{\mathbf{q}}_{C}(\mathbf{x})\right) \geqslant \varepsilon  \tag{6.90}\\ t_{0} \text { such that } p\left(\mathbf{s}_{\mathbf{x}}\left(t_{0}\right)\right)=\varepsilon, & \text { if } p\left(\widetilde{\mathbf{q}}_{C}(\mathbf{x})\right)<\varepsilon\end{cases}
$$

Further, we define the remainder $\widetilde{\mathbf{q}}_{R}=\mathbf{Q}_{C}^{n}-\sum_{\beta=1}^{k+1} \sum_{l_{e}=1}^{3} \frac{2}{3} \frac{\omega_{\beta} \hat{\omega}_{1}}{\omega_{R}} \widetilde{\mathbf{q}}_{C}\left(\mathbf{x}_{l_{e}, \beta}\right)$

$$
\begin{equation*}
\mathbf{s}_{R}(t)=(1-t) \mathbf{Q}_{C}^{n}+t \widetilde{\mathbf{q}}_{R}, \tag{6.91}
\end{equation*}
$$

and

$$
t_{R}= \begin{cases}1, & \text { if } p\left(\widetilde{\mathbf{q}}_{R}\right) \geqslant \varepsilon  \tag{6.92}\\ t_{0} \text { such that } p\left(s_{R}\left(t_{0}\right)\right)=\varepsilon, & \text { if } p\left(\widetilde{\mathbf{q}}_{R}\right)<\varepsilon\end{cases}
$$

This allows us to define the new vector of reconstruction functions

$$
\begin{align*}
\tilde{\mathbf{q}}_{C}(\mathbf{x}) & =\theta_{2}\left(\widetilde{\mathbf{q}}_{C}(\mathbf{x})-\mathbf{Q}_{C}^{n}\right)+\mathbf{Q}_{C}^{n}  \tag{6.93}\\
\theta_{2} & =\min \left\{\min _{\mathbf{x} \in S_{k}^{C, e d g}} t(\mathbf{x}), t_{R}\right\} . \tag{6.94}
\end{align*}
$$

We have the following lemma.
Lemma 6.8. Given the limiter (6.87) and (6.93) the reconstruction $\widetilde{\mathbf{q}}_{C}$ is of high-order accuracy, conservative and preserves positivity of the density and pressure.

Proof. For the first step, using the limiter of the density we can directly take the results from the maximum preserving limiter. Also the positivity of the pressure and the conservation property of the second limiter (6.93) are clear. The only open question is the high-order accuracy of the second step.
Let us keep in mind that the original limiter by Zhang and Shu [134] is based on the minimum over all quadrature nodes

$$
\begin{equation*}
\hat{\theta}_{2}=\min _{\mathbf{x} \in S_{k}^{C}} t(\mathbf{x}) \tag{6.95}
\end{equation*}
$$

We define the vector of polynomials $\mathbf{p}_{C}$ such that $\mathbf{p}_{C}(\mathbf{x})=\widetilde{\widetilde{\mathbf{q}}}_{C}(\mathbf{x})$ for all $\mathbf{x} \in S_{k}^{C}$. Thus, the values of $\theta_{2}$ and $\hat{\theta}_{2}$ are the same for the polynomial reconstruction $\mathbf{p}_{C}$ and the non-polynomial reconstruction $\widetilde{\mathbf{q}}_{C}$. Furthermore, we know

$$
\begin{align*}
\widetilde{\mathbf{q}}_{R} & =\mathbf{Q}_{C}^{n}-\sum_{\beta=1}^{k+1} \sum_{i=1}^{3} \frac{2}{3} \frac{\omega_{\beta} \hat{\omega}_{1}}{\omega_{R}} \widetilde{\mathbf{q}}_{C}\left(\mathbf{x}_{i, \beta}\right)=\mathbf{Q}_{C}^{n}-\sum_{\beta=1}^{k+1} \sum_{i=1}^{3} \frac{2}{3} \frac{\omega_{\beta} \hat{\omega}_{1}}{\omega_{R}} \mathbf{p}_{C}\left(\mathbf{x}_{i, \beta}\right),  \tag{6.96}\\
& =\sum_{\mathbf{x} \in S_{k}^{C, i n t}} \frac{\omega_{x}}{\omega_{R}} \mathbf{p}_{C}(\mathbf{x}), \tag{6.97}
\end{align*}
$$

which is a convex combination of the values $\mathbf{p}_{C}(\mathbf{x})$ for $\mathbf{x} \in S_{k}^{C, i n t}$. Thus, we obtain

$$
\begin{align*}
p\left(\left(1-\hat{\theta}_{2}\right) \mathbf{Q}_{C}^{n}+\hat{\theta}_{2} \widetilde{\mathbf{q}}_{R}\right) & =p\left(\left(1-\hat{\theta}_{2}\right) \mathbf{Q}_{C}^{n}+\hat{\theta}_{2} \sum_{\mathbf{x} \in S_{k}^{C, i n t}} \frac{\omega_{x}}{\omega_{R}} \mathbf{p}_{C}(\mathbf{x})\right)  \tag{6.98}\\
& =p\left(\sum_{\mathbf{x} \in S_{k}^{C, i n t}} \frac{\omega_{x}}{\omega_{R}}\left(\left(1-\hat{\theta}_{2}\right) \mathbf{Q}_{C}^{n}+\hat{\theta}_{2} \mathbf{p}_{C}(\mathbf{x})\right)\right),  \tag{6.99}\\
& \geqslant \sum_{\mathbf{x} \in S_{k}^{C, i n t}} \frac{\omega_{x}}{\omega_{R}} p\left(\left(1-\hat{\theta}_{2}\right) \mathbf{Q}_{C}^{n}+\hat{\theta}_{2} \mathbf{p}_{C}(\mathbf{x})\right) \geqslant \varepsilon, \tag{6.100}
\end{align*}
$$

since $p$ is concave. We conclude that $\theta_{2} \geqslant \hat{\theta}_{2}$. Finally, we use the estimate in (6.55)

$$
\left.\left.\left.\left.\left|\widetilde{\mathbf{q}}_{C}(\mathbf{x})-\mathbf{q}_{C}(\mathbf{x})\right| \leqslant \mid \widetilde{\mathbf{q}}_{C}(\mathbf{x})-\widetilde{\mathbf{p}}_{C}(\mathbf{x})\right)|+| \widetilde{\mathbf{p}}_{C}(\mathbf{x})\right)-\mathbf{p}_{C}(\mathbf{x})\right)|+| \mathbf{p}_{C}(\mathbf{x})\right)-\mathbf{q}_{C}(\mathbf{x}) \mid
$$

with

$$
\begin{align*}
\left.\mid \mathbf{q}_{C}(\mathbf{x})-\mathbf{p}_{C}(\mathbf{x})\right) \mid & =\mathcal{O}\left(\Delta \mathbf{x}^{k+1}\right),  \tag{6.101}\\
\left.\mid \widetilde{\mathbf{q}}_{C}(\mathbf{x})-\widetilde{\mathbf{p}}_{C}(\mathbf{x})\right) \mid & \left.=\theta_{2} \mid \mathbf{q}_{C}(\mathbf{x})-\mathbf{p}_{C}(\mathbf{x})\right) \mid=\mathcal{O}\left(\Delta \mathbf{x}^{k+1}\right),  \tag{6.102}\\
\left.\mid \widetilde{\mathbf{p}}_{C}(\mathbf{x})-\mathbf{p}_{C}(\mathbf{x})\right) \mid & \left.\left.\left.\left.\left.\left.=\left|1-\theta_{2}\right| \mid \mathbf{p}_{C}(\mathbf{x})\right)-\mathbf{Q}_{C}^{n}\right)\right)\left|\leqslant\left|1-\hat{\theta}_{2}\right|\right| \mathbf{p}_{C}(\mathbf{x})\right)-\mathbf{Q}_{C}^{n}\right)\right) \mid,  \tag{6.103}\\
& \left.=\mid \hat{\mathbf{p}}_{C}(\mathbf{x})-\mathbf{p}_{C}(\mathbf{x})\right) \mid=\mathcal{O}\left(\Delta \mathbf{x}^{k+1}\right), \tag{6.104}
\end{align*}
$$

with the original limiter $\hat{\mathbf{p}}_{C}$ based on $\hat{\theta}_{2}$ from [136].
Remark 6.3. The positivity preserving limiter works exactly the same for the onedimensional schemes with $S_{k}^{C_{i}, e d g}=\left\{x_{i-1 / 2}, x_{i+1 / 2}\right\}$.

### 6.5 Numerical results for one-dimensional problems

Let us take a look at some one-dimensional examples. We verify the order of convergence and show the ability to deal with challenging one-dimensional examples.

### 6.5.1 Linear advection equation

To confirm the order of convergence given in Theorem 6.1, we consider the linear advection equation (2.3). We assume periodic boundary conditions on the domain $[-1,1]$ and a wave speed $a=1$.
Next, we consider two different hybrid grids. The structured hybrid grid consists of $N$ cells split equally into two grids $\left\{x_{0}, \ldots, x_{N / 2}\right\}$ and $\left\{x_{N / 2}, \ldots, x_{N}\right\}$ with $x_{i}=\frac{2 i}{N}-1$. The unstructured hybrid grid consists of the unstructured part $\left\{\tilde{x}_{0}, \ldots, \tilde{x}_{N / 2}\right\}$ with $\tilde{x}_{i}=$ $x_{i}+\varepsilon_{i}, \varepsilon_{i} \in \mathcal{U}\left(-\frac{0.1}{N}, \frac{0.1}{N}\right)$ uniformly distributed between $\left[-\frac{0.1}{N}, \frac{0.1}{N}\right]$ and the structured one $\left\{x_{N / 2}, \ldots, x_{N}\right\}$.
The convergence of the hybrid method is generally as expected, see Table 6.1. We compare the accuracy using the hybrid method with $p_{\text {WENO }}=2\left\lfloor\frac{p}{2}\right\rfloor+1$ and $p_{\text {WENO }}=$ $2 p-1$. For the 3 rd order method we observe a reduced error by around a factor 10 in the case $p_{\text {WENO }}=2 p-1$. Table 6.2 shows the runtime for the different 3 rd order methods. The hybrid methods with $p_{\text {WENO }}=2\left\lfloor\frac{p}{2}\right\rfloor+1$ and $p_{\text {WENO }}=2 p-1$ have a similar computational complexity and they are a bit faster than the RBF-ENO method. Note that the costs of the stencil selection in the RBF-ENO method in one space dimension is not much more expensive than the WENO method. However, the cost of the two-dimensional stencil selection algorithm is quadratic in the size of the stencil. Comparing these results with the ones from Table 3.2 we should keep in mind that the methods are different.

| $N$ |  | Unstructured grid |  |  |  |  |  | $\begin{aligned} & \hline \text { Structured grid } \\ & \hline \text { Hybrid } 2 p-1 \end{aligned}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Hybrid 2p-1 |  | Hybrid $2\lfloor p / 2\rfloor+1$ |  | RBF-ENO $p$ |  |  |  |
|  |  | error | rate | error | rate | error | rate | error | rate |
|  | 16 | 2.32e-03 |  | 1.79e-02 | - | $2.99 \mathrm{e}-03$ | - | 2.54e-03 | - |
|  | 32 | 2.46e-04 | 3.25 | $3.90 \mathrm{e}-03$ | 2.16 | 5.25e-04 | 2.55 | 5.63e-04 | 2.17 |
|  | 64 | 6.07e-05 | 1.95 | 9.70e-04 | 2.01 | $8.20 \mathrm{e}-05$ | 2.61 | 4.69e-05 | 3.58 |
|  | 128 | 7.78e-06 | 3.16 | 2.26e-04 | 2.09 | $1.28 \mathrm{e}-05$ | 2.68 | 5.88e-06 | 2.99 |
|  | 256 | 9.38e-07 | 2.86 | 3.08e-05 | 2.84 | $1.61 \mathrm{e}-06$ | 3.00 | 9.10e-07 | 2.69 |
|  | 512 | 1.44e-07 | 2.7 | $2.14 \mathrm{e}-06$ | 3.85 | $2.64 \mathrm{e}-07$ | 2.60 | 1.26e-07 | 2.85 |
|  | 16 | 2.41e-04 | - | 6.49e-04 | - | $9.77 \mathrm{e}-04$ | - | 4.96e-04 | - |
| = 4 | 32 | 3.86e-05 | 2.69 | 5.37e-05 | 3.63 | 6.12e-05 | 4.09 | 4.52e-05 | 3.46 |
|  | 64 | 2.71e-06 | 3.71 | 2.58e-06 | 4.31 | 5.36e-06 | 3.47 | $2.20 \mathrm{e}-06$ | 4.36 |
|  | 128 | 1.47e-07 | 4.21 | 2.06e-07 | 3.66 | $4.31 \mathrm{e}-07$ | 3.57 | $1.70 \mathrm{e}-07$ | 3.69 |
|  | 256 | 1.70e-08 | 3.1 | 1.57e-08 | 3.71 | 2.89e-08 | 3.89 | 1.66e-08 | 3.35 |
|  | 512 | 1.48e-09 | 3.53 | 1.22e-09 | 3.68 | $2.97 \mathrm{e}-09$ | 3.27 | 1.51e-09 | 3.47 |
|  | 16 | $1.15 \mathrm{e}-04$ | - | 3.71e-04 | - | $2.38 \mathrm{e}-04$ | - | $2.43 \mathrm{e}-04$ | - |
| $p=5$ | 32 | 6.04e-06 | 4.10 | 1.75e-05 | 4.60 | 9.96e-06 | 4.66 | 7.12e-06 | 5.09 |
|  | 64 | 1.71e-07 | 5.16 | 5.98e-07 | 4.32 | 2.96e-07 | 4.93 | 2.62e-07 | 4.76 |
|  | 128 | 8.19e-09 | 4.33 | $1.90 \mathrm{e}-08$ | 4.50 | $1.34 \mathrm{e}-08$ | 4.43 | 7.19e-09 | 5.19 |
|  | 256 | 4.76e-10 | 4.14 | $6.70 \mathrm{e}-10$ | 4.72 | $7.36 \mathrm{e}-10$ | 4.16 | $3.23 \mathrm{e}-10$ | 4.45 |
|  | 512 | 1.52e-11 | 4.96 | $3.18 \mathrm{e}-11$ | 4.22 | $3.98 \mathrm{e}-11$ | 4.21 | 2.83e-11 | 4.54 |

Table 6.1 - Convergence rates of the Hybrid ENO method for different grid sizes compared with the RBF-ENO method for the linear advection equation on $[-1,1]$ at time $T=0.1$. We use periodic boundary conditions and $u_{0}(x)=\sin (\pi x)$, CFL $=0.5$.


Figure 6.9 - 1D hybrid grid for Euler equations .

### 6.5.2 Euler equations

Next, we present numerical results for the one-dimensional Euler equations (3.96) with the ratio of specific heat $\gamma=1.4$. We test the behavior of the hybrid RBF-ENO method with shocks, contact discontinuities, and rarefaction waves. The computational grid for the Euler equations is shown in Figure 6.9. The idea is to run it on the left half with the structured WENO method and on the right one with a continuously refined grid such that the middle cell is half the size of the outer ones. Note that we have to change the two original meshes in $\left[a, b^{\prime}\right]$ and $\left[b^{\prime}, c\right]$ by adding the $n_{\text {ghost }}$ last cells of the structured mesh to the unstructured one. The following results are based on a grid with $N_{1}=78$ cells in $[a, b]$ and $N_{2}=101$ cells in $[b, c]$. Further, the reconstruction is performed in the characteristic variables $\mathbf{V}=R^{-1} \mathbf{U}$, with the eigenvectors $R$ from (2.13).

|  | Hybrid $2 p-1$ | Hybrid $2\lfloor p / 2\rfloor+1$ | RBF-ENO $p$ |
| :--- | :--- | :--- | :--- |
| 16 | 2.7 | 1.4 | 0.8 |
| 32 | 4.4 | 2.5 | 1.6 |
| 64 | 4.6 | 3.2 | 3.2 |
| 128 | 8.4 | 7.4 | 8.4 |
| 256 | 18.8 | 15.8 | 19.8 |
| 512 | 45.5 | 44.0 | 62.6 |

Table 6.2 - Runtime comparison for the 3rd order methods solving the linear advection equation.


Figure 6.10 - Sod's shock tube problem on $[-5,5]$ at time $T=2$ with CFL $=0.8$ solved by the hybrid RBF-ENO method of order 3 .

## Sod's shock tube problem

We consider Sod's shock tube problem based on the initial conditions (3.97) on the domain $[-5,5]$. Figure 6.10 shows the results for the hybrid RBF-ENO method of order 3. We observe that the rarefaction wave, the contact discontinuity, and the shock are well resolved. Furthermore, it is clear that the 3rd order method with $p_{\text {WENO }}=5$ resolves the rarefaction wave and the contact discontinuity better. In the case of the 5 th order method the differences between $p_{\text {WENO }}=5$ and $p_{\text {WENO }}=9$ are not obvious anymore, Figure 6.11. However, we observe the increased resolution of the solution from the 5th order method compared to the 3rd order scheme.

## Lax shock tube problem

The Lax shock tube problem is based on the initial conditions (3.98) and solved on the domain $[-5,5]$. From now on, we use the hybrid RBF-ENO method with $p_{\text {WENO }}=$ $2 p-1$. The 3 rd and 5 th order method present the contact discontinuity and the shock with a high resolution, Figure 6.12. Furthermore, we observe in Figure 6.13 the superior behavior of the method of order 5 to the one of order 3 and 4 .


Figure 6.11 - Sod's shock tube problem on $[-5,5]$ at time $T=2$ with CFL $=0.8$ solved by the hybrid RBF-ENO method of order 5 .


Figure 6.12 - Lax shock tube problem on $[-5,5]$ at time $T=1.3$ with $\mathrm{CFL}=0.8$ solved by the hybrid RBF-ENO method of order 3 and 5 with $p_{\text {WENO }}=2 p-1$.


Figure 6.13 - Comparison of the accuracy of the hybrid RBF-ENO method of order 3, 4 and 5 at the contact discontinuity of the Lax shock tube problem on $[-5,5]$ at time $T=1.3$ for with CFL $=0.8$ with $p_{\text {WENO }}=2 p-1$.

## Chapter 6. Hybrid high-resolution ENO method



Figure 6.14 - Shu-Osher problem on $[-5,5]$ at time $T=1.8$ with CFL $=0.8$ solved by the hybrid RBF-ENO method of order 3 and 5 with $p_{\text {WENO }}=2 p-1$.


Figure 6.15 - Comparison of the hybrid RBF-ENO method of order 3, 4 and 5 for the Shu-Osher problem on $[-5,5]$ at time $T=1.8$ with CFL $=0.8$ with $p_{\text {WENO }}=2 p-1$.

## Shu-Osher shock-entropy wave interaction problem

We consider the Shu-Osher shock-entropy wave interaction problem. This Riemann problem has the initial conditions (3.99) and the computational domain [-5, 5]. As before, we obtain the correct solution with the 3rd and 5th order method, Figure 6.14. In this example, we see a substantial advantage of the high-order methods. There are evident differences in the resolution of the waves, Figure 6.15.

## Two interacting blast waves

As the last one-dimensional example, we test the method on the two interacting blast waves based on the initial conditions (3.101). In Chapter 3, we had already some difficulties to solve this problem with the RBF-TeCNOp method. There, we introduced a new symmetric positive definite dissipation operator (2.87), which mimics the more dissipative Rusanov-type diffusion operator. Here, we calculate the two interacting blast waves with the hybrid RBF-ENO method of order 5 based on the same grid as


Figure 6.16 - WC blast wave problem on $[0,1]$ at time $T=0.038$ with $N=200$, CFL $=$ 0.5 solved by the hybrid RBF-ENO method of order 5 .
before with $N_{1}=158$ and $N_{2}=205$. If we use the original version, we obtain negative density or pressure. By using the positivity preserving limiter from Section 6.4 , we can stabilize the method and calculate the solution at time $T=0.038$. The results of the fifth order hybrid RBF-ENO method combined with the positivity preserving limiter are shown in Figure 6.16.

### 6.6 Numerical results for two-dimensional problems

In this section, we demonstrate the hybrid RBF-ENO method with all its features on a couple of numerical examples. First, we solve Burgers' equation to compare the complexity of the hybrid and the non-hybrid method. To show the robustness of the method in two dimensions, we conclude with several numerical examples of the Euler equations (2.9) in complex geometries. We start with some already known examples to show that the solutions are comparable to the ones generated with the other methods. We conclude the section with the simulation of the scramjet and a model of a conical aerospike nozzle. The grids in this section are generated using Gmsh [46] and to specify the grids we introduce the number of triangular cells $N_{\mathrm{TRI}}$ and the number of quadrilateral cells $N_{\text {QUAD }}$.

### 6.6.1 Burgers' equation

With the Burgers' equation we demonstrate the difference in the computational cost of the hybrid and the non-hybrid RBF-ENO method. We assume Burgers' equation (4.47)


Figure 6.17 - Solution of the Burgers' equation at $T=0.25$ with $N_{\mathrm{TRI}}=2390$ cells, $\mathrm{CFL}=0.8$.
with initial condition (4.48) on the extended domain $[-1,2] \times[-1,2]$, see Figure 4.4. The hybrid method is based on the grid from Figure 6.5 and the non-hybrid scheme is based on a uniform triangulation. We compare the computational cost depending on the number of triangles $N_{\text {TRI }}$ in the target area $[0,1] \times[0,1]$. Note that the triangulation for the non-hybrid method has in total around nine times the number of cells from the target area. The hybrid method has around one-ninth of triangular cells plus the quadrilateral cells around them. Thus, the upper bound for the speed-up is nine. From Table 6.3, we get a speed-up of around 7.2 for a fine enough grid. Compared to the

| $N_{\text {TRI }}$ | Hybrid RBF-ENO | RBF-ENO | Speed-up |
| :--- | :--- | :--- | :--- |
| 155 | 24 | 96 | 4 |
| 610 | 143 | 810 | 5.6 |
| 1348 | 411 | 2925 | 7.1 |
| 2390 | 947 | 6840 | 7.2 |

Table 6.3 - Runtime comparison for the 3th order methods solving the 2D Burgers' equation on a single core, measured in seconds.
one-dimensional linear advection equation, Table 6.2, we observe the computational advantage of the hybrid RBF-ENO method in multiple dimensions. Similar to the comparison with the CWENO method we do not see any marginal difference between the solutions of the different methods with $N_{\text {TRI }}=2390$, Figure 6.17.

### 6.6.2 Shock vortex interaction problem

The already considered shock vortex interaction problem is based on (4.54), (4.55) and (4.56). To compare the solutions with the ones from before, we choose the parameters


Figure 6.18 - Shock vortex interaction problem at $T=0.35$ with 20 contour lines in [0.8, 1.42].
of the vortex as in Section 4.3.4 $\epsilon=0.3, r_{c}=0.05, \beta=0.204$ with the $\left(x_{c}, y_{c}\right)=$ $(0.25,0.5)$. The computational grid is shown in Figure 6.5 with $n_{\text {ghost }}=2$ in $[0,1] \times[0,1]$. The comparison between the hybrid RBF-ENO method and the RBF-ENO method of order 3 shows a similar behavior, Figure 6.18. Both the shock and the vortex are resolved in a similar way. We observe a more oscillatory solution in the hybrid case than in the non-hybrid one. This might come from the differences of the grid. The triangular part of the hybrid grid is highly unstructured, while the triangulation from Figure 6.18b is similar to the one from Figure 4.4.

### 6.6.3 Riemann problem 12

The Riemann problem 12 is based on the initial conditions (4.52) with values from Table 4.3. The hybrid grid is constructed in the same manner as the one for the Burgers' equation with a more structured triangular part, Figure 6.19. As for the Burgers' equation, the triangular part is in the square $[0,1] \times[0,1]$. The results of the hybrid RBF-ENO method of order 3, see Figure 6.20, are similar to the one calculated with the RBF-ENO3 method, see Figure 4.11. This example is just constructed to show that we get comparable results to the ones calculated with the RBF-ENO method. In practice, the division in triangles is not required for these examples.

| QUAD | Q2Q | QUAD | Q2Q | QUAD |
| :---: | :--- | :--- | :--- | :--- |
| Q2Q | RT | Q2T | RT | Q2Q |
| QUAD | Q2T | TRI | Q2T | QUAD |
| Q2Q | RT | Q2T | RT | Q2Q |
| QUAD | Q2Q | QUAD | Q2Q | QUAD |

(a) Schematic illustration of the patches.

(b) Grid with $N_{\text {TRI }}=3046$ and $N_{\text {QUAD }}=$ 11700 cells.

Figure 6.19 - Hybrid grid for the Riemann problem 12.


Figure 6.20 - Riemann problem 12 at $T=0.25, \mathrm{CFL}=0.8$ and 18 contour lines in [0.51, 1.66].


Figure 6.21 - Hybrid grid for the Airfoil NACA-0012.

### 6.6.4 Transonic flow past NACA-0012 airfoil

The NACA-0012 is a two-dimensional cross section of an airfoil for aircraft wing. It is based on the first systematic tests of airfoils in a wind tunnel. The NACA-0012 is a common test case for numerical solvers. It has no camber and a ratio of profile thickness to chord length of 0.12 . The transonic simulation of a NACA-0012 airfoil in a freestream of Mach number $M_{\infty}=0.85$ with an angle of attack $\alpha$ builds one shock at the top and one at the bottom of the airfoil. The hybrid grid is build in the same manner as the one from the problems before. We have eight QUAD patches, a TRI one in the center of the grid and some Q2Q, Q2T and RT connection patches. The whole grid is of the size $[-2,15] \times[-8,8]$ with the triangular grid inside $[-0.2,1.5] \times[-0.8,0.8]$ and it consists of 199 points on the airfoil, $N_{\text {QUAD }}=169036$ quadrilaterals and $N_{\text {TRI }}=10012$ triangles. The central part of the grid with its triangulation is shown in Figure 6.21. The solution with an angle of attack $\alpha=0^{\circ}$ of the hybrid RBF-ENO method of order 3 is shown in Figure 6.22. We observe the characteristic steady shock waves at the top and the bottom of the surface of the airfoil, which are comparable to the results in [12]. For an angle of attack $\alpha=2^{\circ}$ we show the Mach number of the solution in Figure 6.24. The dimensionless pressure coefficient

$$
\begin{equation*}
C_{p}=\frac{2}{\gamma M_{\infty}^{2}}\left(\frac{p}{p_{\infty}}-1\right), \tag{6.105}
\end{equation*}
$$

with the farfield pressure $p_{\infty}$ and the pressure $p=p(x)$ is often used in aerodynamics and hydrodynamics to test engineering models. The pressure coefficient at the surface of the airfoil is shown in Figure 6.23. For zero degree angle of attack, we observe a


Figure 6.22 - Mach number of the Airfoil NACA-0012 problem with $\alpha=0^{\circ}$ by the hybrid RBF-ENO method of order 3 with CFL $=0.8$ and 30 contour lines between 0.4 and 1.5.
qualitatively similar solution to that in [12], see Figure 6.23a.

### 6.6.5 Flow around a cylinder

The airfoil is designed to be in a steady air stream. Thus, it might be that the flow around a cylinder is more delicate. We simulate the flow around a cylinder of radius $7 / 16$ centered at $(1.5,0)$ in a domain $[-1,6] \times[-2.5,2.5]$. The grid is based on the ones from before with the triangular part in $[1,2] \times[-0.5,0.5]$ with $N_{\text {TRI }}=12422$ and $N_{\text {QUAD }}=434884$ with 332 cells on the cylinder surface.
The initial conditions are

$$
\begin{equation*}
\rho_{\infty}=1, \quad u_{1, \infty}=\sqrt{\gamma} M_{\infty}, \quad u_{2, \infty}=0, \quad p_{\infty}=1, \tag{6.106}
\end{equation*}
$$

with the energy $E_{\infty}=\frac{p_{\infty}}{\gamma-1}+\frac{1}{2}\left(u_{1, \infty}^{2}+u_{2, \infty}^{2}\right) \rho_{\infty}$. The density plots for the Mach numbers $M_{\infty}=0.5,1$ are shown in the Figures 6.25 and 6.26. In both cases, we are not at steady state, but the position of the bow shock is almost steady and well resolved. Similar to flow around the airfoil, it develops shock waves on the surface, where we pass from a supersonic regime to a subsonic regime.


Figure 6.23 - Pressure coefficient at the surface of the airfoil.


Figure 6.24 - Mach number of the Airfoil NACA-0012 problem with $\alpha=2^{\circ}$ by the hybrid RBF-ENO method of order 3 with CFL $=0.8$ and 30 contour lines between 0.4 and 1.5.


Figure 6.25 - Density plot of flow around a cylinder with $M_{\infty}=0.5$ at time $T=3$ solved with the hybrid RBF-ENO method of order 3 with CFL $=0.8$ and 50 contour lines between 0.2 and 1.2.


Figure 6.26 - Density plot of flow around a cylinder with $M_{\infty}=1$ at time $T=3$ solved with the hybrid RBF-ENO method of order 3 with CFL $=0.8$ and 50 contour lines between 0 and 1.7.


Figure 6.27 - Design features for efficient engine / airframe integration [29].


Figure 6.28 - Geometry of the scramjet model from [88].

### 6.6.6 Scramjet flow model

The supersonic combustion ramjet (scramjet) is based on the ramjet engine. The idea is to avoid the deceleration before the combustion to increase its efficiency at high speeds. Similar to the ramjet it requires hypersonic initial speed and must therefore be accelerated by other jet engines. Figure 6.27 shows the design of an airbeathing cruise or acceleration vehicle with a scramjet engine at the bottom composed out of six modules [29]. More details can be found in [110, 31].
We are simulating the two-strut scramjet [ $75,28,95,6,65$ ] with the geometrical details from [88]. However, due to the symmetry we use just the upper half with symmetric boundary conditions, Figure 6.28 with the coordinates in Table 6.4. In the first experiment, we enforce a Mach 3 inflow at the inlet between the points 1 and 2 and outflow boundary conditions at the outlet between the points 4 and 5 . At the real walls we apply slip wall boundary conditions [89] and symmetric boundary conditions between the points 1 and 5 . Kumar [75] simulates the scramjet engine solving the full Navier-Stokes equations. We are interested in the shock capturing of the method and therefore consider the inviscid Euler equations (2.9). The simulation is performed on a grid based on the division into patches shown in Figure 6.29 with $N_{\text {TRI }}=5036$ and $N_{\text {QUAD }}=14939$. It is generated using the frontal Delaunay option in Gmsh. The


Figure 6.29 - Scheme for hybrid grid for scramjet model.
solution of the hybrid RBF-ENO method, shown in Figure 6.30, is comparable with the reference solution from [88] in Figure 6.31. Following Eberle et al. [28] we also model

| Points | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| x-Coord | 0 | 0 | 0.4 | 16.9 | 16.9 | 4.9 | 12.6 | 14.25 | 9.4 | 8.9 |
| y-Coord | 0 | 3.5 | 3.5 | 1.74 | 0 | 1.4 | 1.4 | 1.2 | 0.5 | 0.5 |

Table 6.4 - Coordinates defining the geometry of the scramjet model from [88].
the more difficult problem with a Mach 10 inflow. Due to the strong shock waves, we get negative density and pressure with the original hybrid RBF-ENO method. Hence, we calculate the solution with the positivity preserving limiter described in Section 6.4. The solution of the Mach 10 inflow problem, Figure 6.32, is comparable with the reference solution from [28] in Figure 6.33.

### 6.6.7 Flow through conical aerospike nozzle

One approach to create thrust is the conical aerospike nozzle [119]. In this section, we consider some nozzle jet flow simulations using a conical aerospike nozzle. Different from the bell nozzle the aerospike nozzle is an annular nozzle and it develops the thrust against the outer surface of the conical plug at its center. At design pressure the efficiency of the aerospike nozzle is the same as for the bell nozzle. However, in the case of lower and higher outer pressure the aerospike nozzle is more efficient. This advantage comes with a high price of construction complexity. An improvement of this concept is the aerospike nozzle with a truncated plug. The lost thrust is compensated by additional cold air injected at the truncation face, called base bleed. More precisely, the pressure in this cold gas area, which is acting on the truncated face, adds the additional thrust. This concept appears to give promising results for the development of reusable launch vehicles as Single-Stage-To-Orbit or Two-Stage-To-Orbit systems. In recent years, multiple studies of conical aerospike nozzles have been done [68, $97,129,30,106,101]$. This numerical example is based on an experiment by Verma [122] with a linear plug geometry, Figure 6.34. Based on the experiments of Verma, multiple numerical studies were carried out [60,69, 94]. These studies analyze the shock-boundary layer interaction and use the axisymmetric Navier-Stokes equations.


Figure 6.30 - Density in the scramjet engine with Mach 3 inflow by the hybrid RBF-ENO method of order 3 with CFL $=0.8$.


Figure 6.31 - Reference solution of the density in the scramjet engine with Mach 3 inflow [88].


Figure 6.32 - Density in the scramjet engine with Mach 10 inflow by the hybrid RBFENO method of order 3 with CFL $=0.8$.


Figure 6.33 - Reference solution of the density in the scramjet engine with Mach 10 inflow [28].


Figure 6.34 - Geometry of the nozzle model with the details from Table 6.5 [122] .

As for the scramjet simulation we consider the 3rd order method with the shock waves and use the axisymmetric Euler equations.

| Points | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| x-Coord | $25 D$ | 203.51 | 109.95 | 0 | 0 | 0 | 152.8 | 143.8 | 109.95 | $-5 D$ | $25 D$ | $-5 D$ |
| $y$-Coord | 0 | 0 | 4.5 | $A$ | $A+12.5$ | 63.5 | 25 | 25 | $A+12.5$ | 63.5 | $5 D$ | $5 D$ |

Table 6.5 - Coordinates defining the geometry of the nozzle from [94] with $A=$ 25.0705074 and $D=50$. The curved line is a circular segment with radius $R=$ $\frac{152.8^{2}+38.5^{2}}{2 \times 38.5}$.

## Axisymmetric Euler equations

The axisymmetric Euler equations are using cylindrical coordinates and they can be written with or without swirling flows [10]. Let us assume the Euler equations in three space dimensions with the variables $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)^{T} \in \mathbb{R}^{3}$

$$
\begin{equation*}
\frac{\partial \mathbf{u}}{\partial t}+\sum_{i=1}^{3} \frac{\partial}{\partial x_{i}} f_{i}(\mathbf{u}) \tag{6.107}
\end{equation*}
$$

with $\mathbf{u}=\left(\rho, m_{1}, m_{2}, m_{3}, E\right)^{T}$ and

$$
f_{i}(\mathbf{u})=\left(\begin{array}{c}
m_{i}  \tag{6.108}\\
\frac{m_{i} m_{1}}{\rho}+p \delta_{i 1} \\
\frac{m_{i} m_{2}}{\rho}+p \delta_{i 2} \\
\frac{m_{i} m_{3}}{\rho}+p \delta_{i 3} \\
\frac{m_{i}}{\rho}(E+p)
\end{array}\right) .
$$

The axisymmetric Euler equations are based on the cylindrical coordinates $(x, r, \theta)$ and the relation

$$
\begin{equation*}
\left(x_{1}, x_{2}, x_{3}\right)=(x, r \cos \theta, r \sin \theta), \tag{6.109}
\end{equation*}
$$

with the symmetry assumption around the $x$-axis all terms with partial derivative in $\theta$ are zero. This gives the following system of equations

$$
\begin{equation*}
\frac{\partial \hat{\mathbf{u}}}{\partial t}+\frac{\partial}{\partial x} f_{x}(\hat{\mathbf{u}})+\frac{\partial}{\partial r} f_{r}(\hat{\mathbf{u}})=H(\hat{\mathbf{u}}), \tag{6.110}
\end{equation*}
$$

with $\hat{\mathbf{u}}=\left(\rho, m_{x}, m_{r}, m_{\theta}, E_{S}\right)^{T}$ and

$$
f_{x}(\hat{\mathbf{u}})=\left(\begin{array}{c}
m_{x} \\
\frac{m_{x}^{2}}{\rho}+p \\
\frac{m_{x} m_{r}}{r} \\
\frac{m_{x} m_{\theta}}{\rho} \\
\frac{m_{x}}{\rho}\left(E_{S}+p\right)
\end{array}\right), \quad f_{r}(\hat{\mathbf{u}})=\left(\begin{array}{c}
m_{r} \\
\frac{m_{r} m_{x}}{\rho} \\
\frac{m_{r}^{2}}{\rho}+p \\
\frac{m_{r} m_{\theta}}{\rho} \\
\frac{m_{r}}{\rho}\left(E_{S}+p\right)
\end{array}\right), \quad H(\tilde{\mathbf{u}})=-\frac{1}{r}\left(\begin{array}{c}
m_{r} \\
\frac{m_{r} m_{x}}{\rho} \\
\frac{m_{r}^{2}-m_{\theta}^{2}}{\rho} \\
2 \frac{m_{r} m_{\theta}}{\rho} \\
\frac{m_{r}}{\rho}\left(E_{S}+p\right)
\end{array}\right),
$$

with $E_{S}=E-\frac{1}{2} u_{\theta}^{2}[10]$.
Note that even if we assume the derivatives in $\theta$ to be zero the axisymmetric Euler equations (6.110) include swirling flows $u_{\theta} \neq 0$. Thus, we have a two-dimensional system of equations of size five.
In the simplified case without swirling flows, we assume $u_{\theta}=0$ and we obtain

$$
\begin{equation*}
\frac{\partial \tilde{\mathbf{u}}}{\partial t}+\frac{\partial}{\partial x} \tilde{f}_{x}(\tilde{\mathbf{u}})+\frac{\partial}{\partial r} \tilde{f}_{r}(\tilde{\mathbf{u}})=\tilde{H}(\tilde{\mathbf{u}}) \tag{6.111}
\end{equation*}
$$

with $\tilde{\mathbf{u}}=\left(\rho, m_{x}, m_{r}, E_{S}\right)^{T}$ and

$$
\tilde{f}_{x}(\tilde{\mathbf{u}})=\left(\begin{array}{c}
m_{x} \\
\frac{m_{x}^{2}}{\rho}+p \\
\frac{m_{x} m_{r}}{\rho} \\
\frac{m_{x}}{\rho}\left(E_{S}+p\right)
\end{array}\right), \quad \tilde{f}_{r}(\tilde{\mathbf{u}})=\left(\begin{array}{c}
m_{r} \\
\frac{m_{r} m_{x}}{\rho} \\
\frac{m_{r}^{2}}{\rho}+p \\
\frac{m_{r}}{\rho}\left(E_{S}+p\right)
\end{array}\right), \quad \tilde{H}(\tilde{\mathbf{u}})=-\frac{1}{r}\left(\begin{array}{c}
m_{r} \\
\frac{m_{r} m_{x}}{\rho} \\
\frac{m_{r}^{2}}{\rho} \\
\frac{m_{r}}{\rho}\left(E_{S}+p\right)
\end{array}\right) .
$$

This system of equations is equivalent to the two-dimensional Euler equations (2.9) with the additional source term $\tilde{H}$.

## High-order source term

To solve hyperbolic conservation laws with source term

$$
\begin{align*}
\mathbf{u}_{t}+\sum_{i=1}^{d} f_{i}(\mathbf{u})_{x_{i}} & =S(\mathbf{u}, \mathbf{x}, t), \quad(\mathbf{x}, t) \in \mathbb{R}^{d} \times \mathbb{R}_{+},  \tag{6.112}\\
\mathbf{u}(0) & =\mathbf{u}_{0},
\end{align*}
$$

with the source term $S$, we can use the finite volume method (2.42) and add an approximation of the average source term over the cell $C_{i}$

$$
\begin{equation*}
\frac{\mathrm{d} U_{i}}{\mathrm{~d} t}+\frac{1}{\left|C_{i}\right|} \sum_{l_{e}=1}^{3} F_{i l_{e}}=S_{i}, \tag{6.113}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{i}=\frac{1}{\left|C_{i}\right|} \int_{C_{i}} S(\mathbf{u}, \mathbf{x}, t) \mathrm{d} \mathbf{x}+\mathcal{O}\left(\Delta \mathbf{x}^{p}\right) \tag{6.114}
\end{equation*}
$$

For a first order method we use

$$
\begin{equation*}
S_{i}=S\left(\mathbf{U}_{i}, \mathbf{x}_{M, i}, t\right) \tag{6.115}
\end{equation*}
$$

with the midpoint $\mathrm{x}_{M, i}$ of the cell $C_{i}$. In the case of higher order methods, we need to distinguish between triangular cells and the quadrilaterals. For triangular cells using the RBF-ENO reconstruction, we make use of the high-order reconstruction $s_{i}$ from the ENO step and evaluate it at the two-dimensional symmetric Gaussian quadrature points $\mathbf{x}_{k}$ of order $p$ for triangles

$$
\begin{equation*}
S_{i}=\sum_{k=1}^{n_{Q}} \omega_{k} S\left(s_{i}\left(\tilde{\mathbf{x}}_{k}\right), \mathbf{x}_{k}, t\right) \tag{6.116}
\end{equation*}
$$

with its quadrature weights $\omega_{k}$ and points $\tilde{\mathbf{x}}_{k}$ [27]. The additional evaluations of the reconstruction increase the cost only marginal.
In the case of quadrilateral cells, we can not use the same technique since we never construct the explicit polynomial. However, we can adapt the technique introduced by Buchmüller and Helzel [14].
Let us assume the cell

$$
C_{i j}=\left\{\left(x_{i-1 / 2}, y_{j-1 / 2}\right),\left(x_{i-1 / 2}, y_{j+1 / 2}\right),\left(x_{i+1 / 2}, y_{j-1 / 2}\right),\left(x_{i+1 / 2}, y_{j+1 / 2}\right)\right\},
$$

with $i, j \in \mathbb{N}$. We seek for a high-order approximation of the integral of the source term based on a quadrature rule in one dimension

$$
\begin{equation*}
S_{i j}=\frac{1}{\Delta x \Delta y} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} \int_{y_{i-1 / 2}}^{y_{i+1 / 2}} S(\mathbf{u},(x, y), t) \mathrm{d} y \mathrm{~d} x \approx \sum_{k=1}^{n_{Q}} \sum_{l=1}^{n_{Q}} \omega_{k} \omega_{l} S\left(\mathbf{u}\left(\tilde{\mathbf{x}}_{k l}^{i j}\right), \tilde{\mathbf{x}}_{k l}^{i j}, t\right) \tag{6.117}
\end{equation*}
$$

with the quadrature nodes $\tilde{\mathbf{x}}_{k l}^{i j}=\left(x_{i k}, y_{j l}\right)$ for $k, l=1, \ldots, n_{Q}$. Thus, the goal is to find a high-order approximation of $\mathbf{u}\left(\tilde{\mathbf{x}}_{k l}^{i j}\right)$ in terms of the average cell values $\mathbf{U}_{i, j}$, see Figure 6.35. In a first step, we express the edge averages at the quadrature nodes $x_{i k}$

$$
\begin{equation*}
\tilde{\mathbf{U}}_{k}^{i j}=\frac{1}{\Delta y} \int_{y_{j-1 / 2}}^{y_{j+1 / 2}} \mathbf{u}\left(x_{i k}, y\right) \mathrm{d} y=\tilde{\mathbf{U}}_{k}\left(\ldots, \mathbf{U}_{i, j}, \mathbf{U}_{i+1, j}, \ldots\right)+\mathcal{O}\left(\Delta x^{p}\right), \tag{6.118}
\end{equation*}
$$



Figure 6.35 - Principle of 2D quadrilateral quadrature for $n_{Q}=3$.
in terms of cell averages $\mathbf{U}_{i, j}$. In the second step, we estimate

$$
\begin{equation*}
\mathbf{u}\left(\tilde{\mathbf{x}}_{k l}^{i j}\right)=\tilde{\mathbf{u}}_{l}\left(\ldots, \tilde{\mathbf{U}}_{k}^{i j}, \ldots\right)+\mathcal{O}\left(\Delta y^{p}\right) \tag{6.119}
\end{equation*}
$$

with the edge averages $\tilde{\mathbf{U}}_{k}^{i j}$ for $k \in \mathbb{N}$.
Example 6.2. In the case of Gauss-Legendre integration with $n_{Q}=3$, we receive the following approximations

$$
\begin{aligned}
& \tilde{\mathbf{U}}_{1}^{i j}=\frac{\mathbf{U}_{i-1, j}}{4 \sqrt{3}}+\mathbf{U}_{i, j}-\frac{\mathbf{U}_{i+1, j}}{4 \sqrt{3}}+\mathcal{O}\left(\Delta x^{p}\right), \\
& \tilde{\mathbf{U}}_{2}^{i j}=\frac{-\mathbf{U}_{i-1, j}}{24}+\frac{26 \mathbf{U}_{i, j}}{24}-\frac{\mathbf{U}_{i+1, j}}{24}+\mathcal{O}\left(\Delta x^{p}\right), \\
& \tilde{\mathbf{U}}_{3}^{i j}=\frac{-\mathbf{U}_{i-1, j}}{4 \sqrt{3}}+\mathbf{U}_{i, j}+\frac{\mathbf{U}_{i+1, j}}{4 \sqrt{3}}+\mathcal{O}\left(\Delta x^{p}\right),
\end{aligned}
$$

for the edge averages. For the evaluation at the quadrature points we receive

$$
\begin{aligned}
& \mathbf{u}\left(\tilde{\mathbf{x}}_{k 1}^{i j}\right)=\frac{\tilde{\mathbf{U}}_{k}^{i j-1}}{4 \sqrt{3}}+\tilde{\mathbf{U}}_{k}^{i j}-\frac{\tilde{\mathbf{U}}_{k}^{i j+1}}{4 \sqrt{3}}+\mathcal{O}\left(\Delta x^{p}\right)+\mathcal{O}\left(\Delta y^{p}\right), \\
& \mathbf{u}\left(\tilde{\mathbf{x}}_{k 2}^{i j}\right)=\frac{-\tilde{\mathbf{U}}_{k}^{i j-1}}{24}+\frac{26 \tilde{\mathbf{U}}_{k}^{i j}}{24}-\frac{\tilde{\mathbf{U}}_{k}^{i j+1}}{24}+\mathcal{O}\left(\Delta x^{p}\right)+\mathcal{O}\left(\Delta y^{p}\right), \\
& \mathbf{u}\left(\tilde{\mathbf{x}}_{k 3}^{i j}\right)=\frac{-\tilde{\mathbf{U}}_{k}^{i j-1}}{4 \sqrt{3}}+\tilde{\mathbf{U}}_{k}^{i j}+\frac{\tilde{\mathbf{U}}_{k}^{i j+1}}{4 \sqrt{3}}+\mathcal{O}\left(\Delta x^{p}\right)+\mathcal{O}\left(\Delta y^{p}\right),
\end{aligned}
$$

with $p=5$.


Figure 6.36 - Hybrid mesh of the aerospike nozzle.


Figure 6.37 - Hybrid mesh at the nozzle exit.
Combing the hybrid high-resolution RBF-ENO method with the high-order source term, we can solve the axisymmetric Euler equations (6.111).

Remark 6.4. The high-order source term evaluation does not reduce oscillations. In principle, this could cause problems like negative density or pressure. However, we never faced this issue in our case.

## Hybrid grid and numerical results

We discretize the geometry of the conical aerospike nozzle given by Figure 6.34. The triangular part of the hybrid grid includes the nozzle exit and its outer curved surface. The remaining domain is divided into quadrilateral patches. Figure 6.36 shows the domain division into structured and unstructured patches. The final mesh at the nozzle exit can be found in Figure 6.37. Note that we use $n_{\text {ghost }}=3$ in this example. This gives us a grid with $N_{\text {TRI }}=18872$ and $N_{\text {QUAD }}=1400543$.

The boundary conditions are inflow boundary conditions at the inlet between the


Figure 6.38 - Density of conical aerospike nozzle with $\mathrm{NPR}=2.1$.


Figure 6.39 - Mach number of conical aerospike nozzle with $\mathrm{NPR}=2.1$.
points 4 and 5 , slip wall boundary conditions for the nozzle and symmetric boundary conditions at the origin $r=0$. The outside is modeled with far-field boundary conditions with the ambient pressure $p_{\infty}=101325 \mathrm{~Pa}$, temperature $T_{\infty}=300 \mathrm{~K}$ and zeros speed. The ideal gas law $p=\rho \mathcal{R} T$ with the gas constant $\mathcal{R}=287.14 \mathrm{~J} / \mathrm{kg} / \mathrm{K}$ is used to calculate the density. At the inlet we choose the pressure $p_{i n}=\operatorname{NPR} p_{\infty}$, temperature $T_{i n}=T_{\infty}, u_{x}=100 \mathrm{~m} / \mathrm{s}$ and $u_{r}=0$ with the nozzle pressure ratio NPR.
Based on the results from Nair et al. we simulate the conical aerospike nozzle with NPR $=2.1$ and 3.82 [94]. The results for the nozzle pressure ratio NPR $=2.1$ at time $T=2 \mathrm{~s}$ can be found in Figures 6.38 and 6.39 with close up view in Figure 6.42a. The Figures 6.40 and 6.41 show the density and the Mach number distribution with NPR $=3.82$ at time $T=2 \mathrm{~s}$. We need to be aware of the difference between our model and the one from [94] and the uncertainties in the setting of the boundary conditions. However, the shock patterns of our results, Figure 6.42, are comparable to the reference solution in Figure 6.43. In Figure 6.42, we observe a discontinuous behavior of the contour lines. This is a rendering artifact coming from the transition between triangular and rectangular patches and does not influence the simulation.


Figure 6.40 - Density of conical aerospike nozzle with NPR $=3.82$.


Figure 6.41 - Mach number of conical aerospike nozzle with $\mathrm{NPR}=3.82$.


Figure 6.42 - Mach number at nozzle exit at $T=2 \mathrm{~s}, \mathrm{CFL}=0.8$.


Figure 6.43 - Reference computation of Mach number from Nair et al. [94].

## 7 Summary and Outlook

In this thesis, we have introduced a family of schemes based on radial basis functions with the goal to solve conservation laws in complex geometries. We began by introducing a new smoothness indicator based on infinitely smooth RBFs that satisfies the sign property in the limit $\Delta x \rightarrow 0$ or $\varepsilon \rightarrow 0$. In one dimension, we proved this property in the pointwise case for the 2 nd and 3rd order method and conjectured it for higher orders and for the mean value interpolation. Thus, we were able to show equality in terms of stability of RBF and polynomial reconstruction methods. We formulated the RBF-TeCNOp method as an arbitrary high-order entropy stable finite difference method and the RBF-EFV2 method as a second order entropy stable finite volume method. Both are based on high-order entropy conservative schemes and a diffusion term which depends on the RBF reconstruction in the scaled entropy variables. To circumvent the ill-conditioning of the local interpolation problems we applied the vector-valued rational approximation method.
Next, we introduced the high-order RBF-ENO method on general multidimensional grids. We built on the previously introduced smoothness indicator. To reduce the computational complexity, we developed a stable evaluation method for RBFs, augmented with polynomials and a stencil selection algorithm based on the one-dimensional version. We showed that the algorithm preserves the expected accuracy and we demonstrated its robustness for challenging test cases, including two classic Riemann problems, the shock-vortex interaction and the double Mach reflection problem.
However, it is well-known that the strategy of this stencil selection algorithm is accompanied by large computational costs. As shown for the Burgers' equation, the method also works in the 4th order setup, but due to the high number of cells in the stencil it is extremely costly.
To reduce the computational complexity, we investigated a reconstruction method with fewer evaluations. The one-dimensional RBF-CWENO method is directly based on its original version [84]. The generalization into multiple dimensions is not straight forward. We combined the one-dimensional idea with the idea from the multi-resolution WENO scheme using central stencils of different sizes [137]. This method gives us the
desired speed-up along with the right order of convergence. However, the resolution close to discontinuities and multi-scale regimes is not comparable to the one from the RBF-ENO method.
Finally, we introduced the hybrid high-resolution RBF-ENO method to reduce the overall computational complexity. In the one-dimensional case, this method achieves the right order of convergence. We demonstrated the robustness of the two-dimensional hybrid high-resolution RBF-ENO method with two complex non-classical problems: the scramjet inflow problem and a conical aerospike nozzle jet simulation. To solve the conical aerospike nozzle simulation with the axisymmetric Euler equations, we described a method to evaluate the source term with high-order accuracy.

### 7.1 Outlook

We proved the sign property for the new smoothness indicator for first and second order RBF-reconstructions in the pointwise case. The proof of the general case is still open and requires a different technique.
A current restriction of the hybrid RBF-ENO method is the reduction of the time steps due to the difference in size of the quadrilateral and the triangular cells. This can be addressed with local time stepping. In this work, most of the two-dimensional examples are performed using a third order method. As proven with the Burgers' equation, this concept can be directly generalized to fourth and fifth order. However, it would be interesting to consider more results for higher orders for the two-dimensional hybrid RBF-ENO method.
Also we presented only the third order RBF-CWENO method. The generalization to fourth and fifth order is direct. Thus, it would be interesting to introduce a fifth order hybrid RBF-CWENO method and compare it with the hybrid RBF-ENO methods.
To simulate problems close to real applications, it would be necessary to generalize the method for viscous fluid flows. Further, to take full advantage of the method and show its power, it would be interesting to consider some full three dimensional simulations, e.g., a full simulation of a wing or a rocket.

## A New diffusion matrix

The goal is to recover a new diffusion matrix that mimics the first order Rusanov-type diffusion operator. We combine results from Chandrashekar [16]

$$
\begin{align*}
& \Delta v_{1}=\frac{\Delta \rho}{\hat{\rho}}+\left[\frac{1}{(\gamma-1) \hat{\beta}}-\overline{u^{2}}\right]-2 \bar{u} \bar{\beta} \Delta u,  \tag{A.1}\\
& \Delta v_{2}=2 \bar{\beta} \Delta u+2 \bar{u} \Delta \beta,  \tag{A.2}\\
& \Delta v_{3}=-2 \Delta \beta, \tag{A.3}
\end{align*}
$$

with the following

$$
\begin{aligned}
\Delta E & =\frac{\Delta p}{\gamma-1}+\frac{1}{2} \Delta\left(u^{2} \rho\right), \\
\frac{\Delta \rho}{2} & =\Delta(\beta p)=\bar{p} \Delta \beta+\bar{\beta} \Delta p, \\
\Delta\left(u^{2} \rho\right) & =2 \bar{\rho} \bar{u} \Delta u+\overline{u^{2}} \Delta \rho .
\end{aligned}
$$

This can be summarized as

$$
\left(\begin{array}{c}
\Delta \rho  \tag{A.4}\\
\Delta m \\
\Delta E
\end{array}\right)=\tilde{D}\left(\begin{array}{c}
\Delta v_{1} \\
\Delta v_{2} \\
\Delta v_{3}
\end{array}\right)
$$

with

$$
\tilde{D}=\left(\begin{array}{ccc}
\hat{\rho} & \bar{u} \hat{\rho} & E_{1}  \tag{A.5}\\
\bar{u} \hat{\rho} & \bar{u}^{2} \hat{\rho}+\frac{\bar{\rho}}{2 \bar{\beta}} & \bar{u} E_{1}+\frac{\bar{u} \overline{\bar{\rho}}}{2 \bar{\beta}} \\
E_{2} & \bar{u} E_{2}+\frac{u}{2 \bar{p}} & \tilde{R}
\end{array}\right),
$$

with $E_{1}=\hat{\rho} \bar{u}^{2}+\frac{\hat{\rho}}{2}\left[\frac{1}{(\gamma-1) \hat{\beta}}-\overline{u^{2}}\right], E_{2}=\frac{\hat{\rho}}{2}\left[\frac{1}{(\gamma-1) \bar{\beta}}+\overline{u^{2}}\right], \tilde{R}=\frac{E_{1} E_{2}}{\hat{\rho}}+\frac{\bar{u}^{2} \bar{\rho}}{2 \bar{\beta}}+\frac{\bar{p}}{2(\gamma-1) \bar{\beta}}$.
To use this in the entropy stable framework we need to symmetrize it. By assuming
$\tilde{D}_{3,1}=E_{1}$ and $\tilde{D}_{3,2}=\bar{u} E_{1}+\frac{\bar{u} \bar{\rho}}{2 \bar{\beta}}$ we get at least the exact jump for the density and mass flow.
We recover the matrix

$$
D=\alpha\left(\begin{array}{ccc}
\hat{\rho} & \bar{u} \hat{\rho} & E_{1}  \tag{A.6}\\
\bar{u} \hat{\rho} & \bar{u}^{2} \hat{\rho}+\frac{\bar{\rho}}{2 \bar{\beta}} & \bar{u} E_{1}+\frac{\bar{u} \bar{\rho}}{2 \bar{\beta}} \\
E_{1} & \bar{u} E_{1}+\frac{\overline{\bar{p}}}{2 \overline{\bar{\beta}}} & R
\end{array}\right),
$$

with $R=\frac{E_{1}^{2}}{\hat{\rho}}+\frac{\bar{u}^{2} \bar{\rho}}{2 \bar{\beta}}+\frac{\bar{p}}{2(\gamma-1) \bar{\beta}}$, which mimics the Rusanov-type diffusion operator for the density and mass flow. By showing that the leading principal minors are positive we get the positive definiteness for $D$ in the case $\gamma>1$. However, we are not aware of an exact and stable decomposition $D=L B L^{T}$ for an invertible matrix $L$ and a diagonal one $B$. Thus, this needs to be done numerically in each step.
Note that Derigs et al. [23] obtained a related result with a different value $R$.
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