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Abstract

An existence result is presented for the dynamical low rank (DLR) approximation
for random semi-linear evolutionary equations. The DLR solution approximates the
true solution at each time instant by a linear combination of products of deterministic
and stochastic basis functions, both of which evolve over time. A key to our proof
is to find a suitable equivalent formulation of the original problem. The so-called
Dual Dynamically Orthogonal formulation turns out to be convenient. Based on this
formulation, the DLR approximation is recast to an abstract Cauchy problem in a
suitable linear space, for which existence and uniqueness of the solution in the maximal
interval are established.

Keywords Non-linear evolution equation - Well-posedness - Dynamical low rank
approximation - Singular value decomposition

1 Introduction

This paper is concerned with the existence of solutions of the so called Dynamical
Low Rank Method (DLR) [6,7,16,17,20] to a semi-linear random parabolic evolu-
tionary equation. For a separable R-Hilbert space (H, (-, -)) and a probability space
(2, 7,P), let L2(.Q; H) := L]%,(.Q; ‘H) be the Bochner space of equivalence classes
of H-valued measurable functions on 2, with finite second moments. We consider

B Yoshihito Kazashi
yoshihito.kazashi @epfl.ch

Fabio Nobile
fabio.nobile @epfl.ch

I TInstitute of Mathematics, Ecole Polytechnique Fédérale de Lausanne, CSQI, Station 8, CH-1015
Lausanne, Switzerland

Published online: 05 August 2020 @ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s40072-020-00177-4&domain=pdf
http://orcid.org/0000-0003-4584-2829
http://orcid.org/0000-0002-8130-0114

Stoch PDE: Anal Comp

the following equation in L?(£2; H):
ou .
E(t) = Au(t) + F(u()), t=>0, withu(0)=uo, 1.1

with a closed linear operator A : Dy(A) C H — H,and amapping F: L?(£2; H) —
L%(£2; 'H), where the domain D7,(A) is dense in . The idea of the DLR approxima-
tion is to approximate the solution of (1.1) at each time 7 > 0 as a linear combination
of products of deterministic and stochastic basis functions, both of which evolve over
time: the approximate solution is of the form ug(t) = U T()Y (1), for some positive
integer S € N called the rank of the solution, where U (¢) = (U (¢), ..., Us ()7 are
linearly independent in H, and Y () = (Y1(¢), ..., Ys(r) " are linearly independent
in the space L*(£2) of square-integrable random variables. We note that both bases
depend on the temporal variable ¢. This dependence is intended to approximate well,
with a fixed (possibly small) rank, the solution of stochastic dynamical systems such
as (1.1), whose stochastic and spatial dependence may change significantly in time.
Numerical examples and error analysis suggests the method does indeed work well in
a certain number of practical applications [17,20].

A fundamental open question regarding this approach is the unique existence of
DLR solutions. The DLR approximation is given as a solution of a system of differ-
ential equations, and available approximation results are built upon the assumption
that this solution exists, e.g. [6,16]. Nonetheless, to the best of our knowledge, the
existence—let alone the uniqueness—of DLR solutions for an equation of the type
(1.1) is not known. In this paper, we will establish a unique existence result.

A difficulty in proving the existence is the fact that the solution propagates in an
infinite-dimensional manifold, and that we have an unbounded operator in the equation.
Indeed, the DLR equations are derived so that the aforementioned approximation u g
keeps the specified form in time, with the fixed rank S. By now it is well known that the
collection of functions of this form admits an infinite-dimensional manifold structure
[5, Sect. 3]. Besides the unbounded operator A, the resulting system of equations
involves also a non-linear projection operator onto the tangent space to the manifold,
which makes its analysis difficult and non-standard.

Our strategy is to work with a suitable set of parameters describing the manifold, that
are elements of a suitable ambient Hilbert space, and invoke results for the evolutionary
equations in linear spaces. In utilising such results, the right choice of parametrisation
turns out to be crucial. Our choice of parameters leads us to the so-called Dual DO
formulation introduced in [17].

A method similar to the DLR approximation is the multi-configuration time-
dependent Hartree (MCTDH) method, which has been considered in the context of
computational quantum chemistry to approximate a deterministic Schrodinger equa-
tion. For the MCTDH method, several existence results have been established, e.g.
[2,12,13]. The strategy used in these papers, first proposed by Koch and Lubich [13],
is to consider a constraint called the gauge condition that is defined by the differential
operator in the equation. With their choice of the gauge condition and their specific
setting, the differential operator appears outside the projection operator, and this was
a crucial step in [2,12,13] to apply the standard theory of abstract Cauchy problems.
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However, as we will see later in Sect. 2.4, the same approach does not work in our
setting.

As mentioned above, our strategy is to work with the Dual DO formulation, by
which we are able to show that the DLR approximation exists as long as a suitable full
rank condition is satisfied. Further, we discuss the extendability of the approximation,
beyond the point where we lose the full rankness.

The rest of this paper is organised as follows. In Sect. 2, we introduce the problem
under study as well as the Dual DO formulation of the DLR equation. Section 3
introduces a parameter-equation that is equivalent to the Dual DO equations. Then,
in Sect. 4 we prove our main result, namely the existence and uniqueness of a DLR
solution on the maximal interval. The solution evolves in a manifold up to a maximal
time. The solution cannot be continued in this manifold, but we will show that it can
be extended in the ambient space, and the resulting continuation will take values in a
different manifold with lower rank. Section 5 concludes the paper.

2 DLR formulation

In this section, we introduce the setting and recall some facts on the Dynamical Low
Rank (DLR) approach that will be needed later.

We detail in Sect. 2.3 the precise assumptions on A, F' and the initial conditions
we will work with. For the moment, we just assume that a solution of (1.1) exists.
We note, however, that the existence and uniqueness can be established by standard
arguments. For instance, if A is self-adjoint and satisfies (—Ax, x) > 0 for all x €
D3(A), by extending the definition of A to random functions u € L?(§2; H), where
A: D(A) C L*(2; H) — L*(£2; H) is applied pointwise in §2, we have that A is
densely defined, closed, and satisfies

E[(—Av,v)] >0 forallv e D(A) C L*(2; H).

Together with a local Lipschitz continuity of F, existence of solutions can be estab-
lished by invoking a standard theory of semi-linear evolution equations, see for
example [18,21].

We define an element ug € L%(£2; H) to be an S-rank random field if ug can
be expressed as a linear combination of S (and not less than S) linearly independent
elements of 7, and S (and not less than §) linearly independent elements of L?(2).
Further, we let M. s C L%(£2: 'H) be the collection of all the S-rank random fields:

{U j}*;: | is linear independent in H }

S
MS:= {u5=z U,'Y,'
j=l1

{Y; }]S.:1 is linear independent in L?(£2)

Itis known that Mg can be equipped with a differentiable manifold structure, see [5,17].
The idea behind the DLR approach is to approximate the curve 7 — u(t) € L*(2; H)
defined by the solution of the Eq. (1.1) by acurve t — us(t) € Mg given as a solution
of the following problem: find ug € Ms such that ug(0) = ups € MS, a suitable
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approximation of ug in M s, and for (almost) all # > 0 we have i),;#(t) — (Aug(t) +
F(us(r))) € L>(£2; H) and

9 .
E[(%(n — (Aus(t) + Fus(0))), v>] —0, forallve Tu,Ms, (2.1)

where TMS(,)MSC L%(2; H) is the tangent space of MS at ug(t), and E[-] denotes
expectation with respect to the underlying probability measure P.

In this paper, we search for the solution in the same set as M but with a different
parametrisation that is easier to work with. The set

{Uj}f:l is linear independent in H
} 2.2)

S
MS = {MS:ZU,'Y,'
j=1

{Y; }}9':1 is orthonormal in L?(£2)

is the same subset of L2(§2; H) as M s, and thus the above problem is equivalent
when we seek solutions in Mg instead of MS. This leads us to the so-called Dual
Dynamically Orthogonal (DO) formulation of the problem (2.1).

Forus = U'Y € Mg, define the operator P L%(2; H) — L*(£2; H) by

Py = Py + Py — Py Py,

where, for an arbitrary H-orthonormal basis {¢ j}f:1 C 'H of spang{{U; }le} the
operator Py: L*(2; H) — L?*(£2;H) is defined by Py f = Zle(f,q)j)q‘)j for
f € L*(£2; H), and moreover, for an arbitrary L?(§2)-orthonormal basis {yr j}f: 1 C
L%(2) of spanR{{Yj}le} the operator Py : L?(£2; H) — L*(£2; H) is defined by

N
Pyf =Y E[fy;]y; for f € L*(2; H). 2.3)

Jj=1

This operator &, turns out to be the L?(£2; H)-orthogonal projection to the tangent
space T, Mg at ug = U'Y, see [16, Proposition 3.3] together with [4]. Note that
Py is independent of the choice of the representation of u.

Using the above definitions, the problem we consider, equivalent to (2.1), can be
formulated as follows:

Problem 1 Find t — us(t) € Mg such that us(0) = upgs € Mg and fort > 0 we
have

3145
?(t) = Pus)(Aus(t) + F(us(1))). (2.4)
We consider two notions of solutions: the strong and classical solution.
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Definition 2.1 (Strong DLR solution) A function ug: [0, T] — Ms C L*(§2;H) is
called a strong DLR solution if ug(0) = ups € Mg, ug is absolutely continuous on
[0, T'], and (2.4) is satisfied a.e. on [0, T]. Further, we call ug a strong DLR solution
on [0, T) if it is a strong DLR solution on any subinterval [0, T'] C [0, T).

Definition 2.2 (Classical DLR solution) A function us: [0, T] — Mg C L*(£2; H)
is called a classical DLR solution on [0, T] if us(0) = ugs € Mg, us is absolutely
continuous on [0, 7], continuously differentiable on (0, T'], use D(A) fort € (0, T'],
and (2.4) is satisfied on (0, T']. Further, we call ug a classical DLR solution on [0, T')
when it is a classical DLR solution on any subinterval [0, T'] C [0, T).

2.1 Dual DO formulation

Our aim is to establish the unique existence of a DLR solution. Our strategy is to choose
a suitable parametrisation of M, and work in a linear space which the parameters
belong to. For the parametrisation, we will choose the one proposed in [17], which
results in a formulation of (2.4) called Dual DO, where we seek an approximate
solution of the form us(t) = U (1)Y (t) € My for any [0, T']. Here, the parameter
(U @), Y(1)) € [H]® x [L*(£2)]° is a solution to the following problem:

1. UG) = (U (0), ..., Us(0)T are linearly independent in H for any # € [0, T];
2. Y1) = (Y1(0),...,Ys(®))T are orthonormal in L2(£2) for any t € [0, T], and
satisfy the so-called gauge condition: for any ¢t € (0, 7),

aY; -
E[B_;Yk} =0forj,k=1,...,85, equivalently,E[EYT] =0 e RS*S:

3. (U, Y) satisfies the equation

#U =E[L(us)Y]
o 2.5)
Zyw Y = (I — Py)[{L(us), U)],
where £ := A+ F, Py isasin (2.3), and Zy = ((Uj, Ug))ji=1,...s € RS*S is

the Gram matrix defined by U,
4. (U, Y) satisfies the initial condition (U (0), Y (0)) = (Ug, Y¢) forsome (U, Yq) €
[H]5 x [L*(£2)]5 such that U] Yo= uos € Ms.

Noting that, since the operator A is deterministic and linear, we have
Py((Aus), U)) = Py (AU Y, U)) = (A(us), U)

and E[A(us)Y "] = A(UNE[YY ] = A(UT), the Eq. (2.5) reads

QU =AWU)+E[FUTY)Y]
wY = - PY(FUTY), Z,'U))

s AW) + Gi(Y)(U)
1 Ga(O)(X).

(2.6)
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We define two notions of solutions to the initial value problem of (2.6) that corre-
spond to those of the original problem as in Definitions 2.1-2.2.

Definition 2.3 (Strong dual DO solution) A function (U,Y): [0,T] — [H]S x
[L2(£2)]5 is called a strong Dual DO solution if it satisfies the following conditions:

1. (U(0), Y(0)) = (Uy, Yo) for some (U, Y¢) € [H]® x [L2(£2)]° such that ugs =
UjYo € Mg;

. (U, Y) satisfies the Eq. (2.6) a.e. on [0, T'];

. the curve t > U(¢t) € [H]S is absolutely continuous on [0, T];

. the curve t > Y (¢) € [L2(£2)]" is absolutely continuous on [0, T'];

- A{U; (t)}f:1 is linear independent in H for almost every ¢ € [0, T']; and

AN kW

Y (t)}}?:] is orthonormal in L2(§2) for almost every t € [0, T].

Notice, in particular, that the condition 5 above implies that the matrix Zy is invertible
for almost every ¢ € [0, T]. Further, from (2.6) we necessarily have

]E[(%Y) ] - ]E[(F(UTY), Z5'UyI — Py)YT] —0. 2.7

Definition 2.4 (Classical dual DO solution) A function (U,Y): [0, T] — [H]S x
[L2(§2)]3 is called a classical Dual DO solution if it satisfies the following conditions:

1. (U(0), Y(0)) = (Ug, Yo) for some (Ug, Yo) € [H]5 x [L?(£2)]’ such that ugs =
UJYy e Ms;

2. (U, 7) satisfies the Eq. (2.6) on (0, T];

3. the curve t > U®) € [H]® is absolutely continuous on [0, T'], continuously
differentiable on (0, T'];

4. thecurvet —> Y (¢) € [LZ(SZ)]S is absolutely continuous on [0, T'], continuously

differentiable on (0, T'];

. Uj(t) € Dy(A)foranyt € (0,T],j=1,...,8S;

6. {U; (t)}f:1 is linear independent in H for any # € [0, T];

7. {Y; (t)}fz1 is orthonormal in L?(§2) for any tr € [0, T].

9]

Definition 2.5 If (U,Y): [0, T) — [H]® x [L*(£2)]° is a strong (resp. classical)
Dual DO solution on all subintervals [0, T'] C [0, T), then we call (U, Y) a strong
(resp. classical) Dual DO solution on [0, T).

2.2 Equivalence with the original formulation

In this section, we establish the equivalence of the original equation (2.4) and the
Dual DO formulation as in Definitions 2.3-2.4. Our first step is to show that if a
DLR solution is given, then there exists a unique corresponding Dual DO solution,
see Lemma 2.5.

We will need a proposition which states that if  — ug(t) € Mg C Lz(.Q; ‘H) is
differentiable, then there exists a differentiable parametrisation.

We start with the following lemma.
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Lemma2.1 Let us € Mg C L*(82;'H) be given. Then, with some {f/j}f:l and

{Wj}‘?:l orthonormal in 'H and LZ(Q), respectively, and o; > 0, j = 1,..., 5,
we have

Moreover, such o; > 0 is unique in the following sense: for any other representation
ug = Zle 01’. VI’W]’ with {‘7;}?:1 and {W}}fz1 orthonormal, upon relabelling if
necessary, we have o;. =0}, j=1,...,8. Furthermore, if [0,T] 5 t > ug(t) €
Mg C LZ(Q; ‘H) is continuous, then the corresponding values {o (t)}fz | satisfy

0< min inf o;(t) and max sup o;(t) < oo. 2.8)
j=l,...,.8t€[0,T] J=1,008 10,77

Proof The linear operator K = K (us) defined by L2(2)> wr Kw :=Eusw] €
‘H is a finite-rank operator with rank §, with the image being independent of the
representation of u g = U'y e Ms.

Thus, with some {V; }jszl and {W; }}?:] orthonormal in H and Lz(.Q), respectively,
K admits the canonical decomposition

S
Kw = ZO’jE[ij]Vj,
=1

with singular values 0; = 0;(K) > 0, j = 1,...,§, see e.g. [9, Sects. I11.4.3 and
V.2.3]. Observe that, if we have another representation ug = Zf: | 0’]/- ‘7]/ W}, then
upon relabelling if necessary we must have ojf =o0;.

To show (2.8), relabel {o; (t)}‘;.‘:1 in the non-decreasing order and denote it by
(a; (t))f:]. Then, for any ¢ € [0,7] and & € R such that t + 2 € [0, T] we have
lej(t +h) —a;j@®)] < |K(us(t + h)) — Kus)l22)>n forj =1,...,8, see
for example [19, Proposition I1.7.6 and Theorem IV.2.2]. But we have

1/2
1K s+ )w = K s@)wly < (Ellus( + 1) = us@1F)  lwll ).

forany w € L2(£2), and thus the continuity of > ug(t) implies that «; is continuous
on [0, T']. Now, since K is of rank § for any ¢ € [0, T], we have () > 0 for any
t € [0, T]. Hence, for j =1, ..., S we have

inf o;(t) > min o(¢t) > 0.
1€[0,T] /()_ze[o,r] 10

Similarly, sup, 9,77 0 (#) < max;e[o,7]@s(f), which completes the proof. O
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Proposition 2.2 Suppose that [0, T] > t + us(t) € Mg C L%(2; H) is absolutely
continuous. Then, there exist t +—> V teH, t— X(t) € RS*S and t > W) e
L%(2), j =1,..., S such that

us() =Ve) T@OW() forallt €0, T];

{\7]- (t)}f L and {W; (t)}}9 | are orthonormal in 'H and in L2(2), respectively; X (t) is
full rank; the curves t — X(t) € RS*S, t +5 V;(t) € H, and t — W;(1) € L*(£2),

j = 1,...,8 are absolutely continuous on [0, T] Moreover, if us is continuously
diﬁ‘erentlable on (0, T], then V], X, and W are continuously differentiable on (0, T1].

. . . . . =T
In particular, us(t) admits a representation us = VIWin Mg with vi=Vv
with the specified smoothness.

To show Proposition 2.2, we will use an argument similar to what we will see in Sect. 4
below. Thus, we will defer the proof to Sect. 4.

Parametrisation of My is determined by parameters up to a unique orthogonal
matrix.

Lemma 2.3 Let vs € Mg be given. Suppose that vs admits two representations vs =
VIW = V' W € Mg with some (V, W), (V, W) € [H]S x [L2(2)]° satisfying
the linear independence and orthonormality conditions as in (2.2). Then, we have
(V,W)=(@TV,0TW) for a unique ® € O(S).

~ T ~

Proof FromV W = VTW, we have
=V, viyy~kv.vhw=10"w,

so that WWT = @ TWWT®. From the LZ(Q)-orthonormality of W and W, tak-
ing the expectation of both sides we conclude that @ is an orthogonal matrix. The
uniqueness is easy to see. O

The above lemma implies the following corollary, which states that if both a DLR
solution ug and a Dual DO solution (U, Y) exist, and if further the DLR solution is
unique, then (U, Y) is determined by u g up to a unique orthogonal matrix. We stress
that the next corollary does not guarantee the uniqueness of the Dual DO solution.

Corollary 2.4 Suppose that a strong DLR solution us(t) € Mg, t € [0, T] uniquely
exists. Let (V (1), W(@)) € [H]S x [L*(£2)]° be any representation of us(t), namely
us(t) = V() TW@), satisfying the linear independence and orthonormality condi-
tions defined in (2.2). Furthermore, suppose that a Dual DO solution (U (t), Y (t))
exists in the strong sense. Then, we have

UO.Y0) = @0 VD), 00 W), (2.9)
for aunique ©(t) € O(S). In words, if a Dual DO solution (U, Y) exists, then it must

be of the form (© TV, © TW) with an arbitrarily chosen representation V' W of ug
and the corresponding unique orthogonal matrix ©.
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Proof We first show that the function iis := U(r) 'Y (t) € My satisfies the original
equation (2.4). Since (U(z), Y (¢)) is a Dual DO solution in the strong sense, from
(2.6) a.e. on [0, T'] we have

N d 1 Td
—us=—U'Y+U'—Y
dtus dr + dt

= A(iis) + Py (F(iis)) + (I — Py) Py (F (i5)) € L*(2; H).

Now, notice that Py A(iis) = A(us) and thus (Py — Py Py)A(iis) = 0. Together
with Py Py = Py Py we obtain (;i—tﬁs = (Py + (Py — Py Py))A(us) + (Py + Py —
Py Py)F(ug), which is (2.4).

Then, from the uniqueness of the DLR solution we have V(1) T W (t) = U(t) " Y (¢).
Thus, in view of Lemma 2.3 the statement follows. O

In Corollary 2.4, we assumed the existence of both the DLR solution and the Dual
DO solution, and deduced the existence of a unique orthogonal matrix. The following
lemma shows that the existence of a Dual DO solution is implied by the existence of
a DLR solution.

The proof is inspired by [11, Proof of Proposition II.3.1].

Lemma 2.5 Let a strong DLR solution [0, T] > t — us(t) € Mg C L2(82; H) with
us(0) = uos € Mg be given. Let (V(0), W(0)) € [H]S x [L*(£2)]° be such that
V(0)"W(0) = ugs. Then, there exists a strong Dual DO solution (U, Y) with the
initial condition (V(0), W(0)) € [H]S x [L*(£2)15. Further, (U, Y) is the unique
Dual DO solution such that us(t) = U@#) VY (1) forallt € [0, T].

Proof From Proposition 2.2, there exists a curve ¢ +—> V@), W(t)) e HIS
[L%(£2)]5 such that us(r) = V()"W() for all 1 € [0, T]; {V;}5 S s llnear
independent in H; {Wj}j:1 is orthonormal in L2(2); t — V() € [H]® an

t ~V~V(t) e L%(2) are absolutely continuous on [0, T]. In general, f/(O) #= V(O)
and W(0) # W(0), but from Lemma 2.3, one can find a unique orthogonal matrix =
such that

EV(0) = V() and EW(0) = W(0).
Now, let EV (1) := V(t) and EW(¢) := W(r), so that us(t) = V' ()W (). Notice
that r — V(¢) and t — W(¢) are absolutely continuous. From Corollary 2.4, if the
Dual DO solution (U(¢), Y (t)) exists then we necessarily have
UmH,Y1) =@©0) V), 1) " W@)), for a unique O(r) € O(S). (2.10)
We show that such ©(f), i.e. an orthogonal matrix ®(¢#) for which the pair
(©TV,©TW) is a Dual DO solution, uniquely exists. Note that again from Corol-

lary 2.4, it suffices to consider an arbitrarily fixed representation (V, W). We will
obtain @ as a solution of an ordinary differential equation we will now derive. If
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(U, Y) is a Dual DO solution, then (2.10) implies
W@, Y1) = ( OOTV®)., 00 WD +O0n W),

and from (2.7) we must have

0=EYOY" T=E[00) WO OO W) +00) W©)']
=O@) EW@OW@) 10(1) +O@) ' E[W@)W () 10(1)
=00 (O +EWnHW©n10®0)),

where in the last line we used E[W ()W (#)"] = I. Using the orthonormality of ®&
yields the equation

O@t) = -E[WOW@)"10(r), e (0,T) with®(0) = 1. (2.11)

Now, from the assumptions we have

T T
f IE[WOW @O Tleds < sup [W(S)ll2eqs / W (1)l 2(@ypdt < o0,
0 s€[0,T] 0

(2.12)

where || - || denotes the Frobenius norm, and thus —E[W ()W (-)T] € RS*S is inte-
grable on (0, 7). Thus, from a standard fixed-point argument we obtain that a solution
© € C([0, T]; RS*S) of the integral equation O (t) = I — [ E[W (s) W (s) T 10 (s)ds,
t € [0, T'] uniquely exists in C ([0, T']; RS*S ). The solution @ thus obtained is abso-
lutely continuous on [0, 7], and satisfies (2.11) a.e. on (0, T') [14, Theorem 1.17].
Moreover, we have @ (t) € O(S) forallt € [0, T]: for a.e. on [0, T']

%(@Te)) =-00 EWOWO' D oW -0 EIWnHWn ' 16x)
=00 EIWOW®n 100 — 00 'EIWOWn'16@1) =0,
where in the penultimate equality we used EWOWNOT1+EWOWmH1=0;
t—> 00 TO®0)is absolutely continuous; and ©(0)T®(0) = I. With this solution
O(t) € O(S) of (2.11), let
Uit):=0@) V), and Y(&) := O1) W(). (2.13)
We claim that (U(¢), Y (¢)) is a Dual DO solution. First, we note that U is linearly
independent, and that Y is orthonormal and satisfies the gauge condition. Indeed, we
have det((U (1), U(t) ")) # 0, E[Y ()Y (1) '] = I, and
ElYOY(®) 1=00 EIWOW®H100) + 0@ "EIWHOW 1) 10@1)
=00 (M) +EWHOW®10@1)) =0,
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where in the penultimate line we used E[W ()W (&)"] = I. Then, noting that
Un'Y(@) = V) 'W(t) = us(r) satisfies the original equation (2.4), from the
derivation of the Dual DO equation (2.6) (see [17], also [16,20]) we conclude that
(U (1), Y (1)) satisfies (2.6). From (2.13), we see that on the compact interval [0, T]
the functions 7 — U(r) € [H]S andr — Y (¢) € [L?(£2)]° are absolutely continuous,
and thus (U(¢), Y (¢)) is a strong Dual DO solution.

The uniqueness of the Dual DO solution follows from Corollary 2.4 and the unique-
ness of the solution of the Eq. (2.11). O

We are ready to state the following equivalence of the original problem (2.4) and the
Dual DO formulation (Definitions 2.3-2.4).

Proposition 2.6 Suppose that a strong (resp. classical) DLR solution ug(t) € Mg, t €
[0, T'] uniquely exists. Then, given the decomposition (U, Yq) € [H1S x [L2(2)]5
of the initial condition ups = US—YO € Mg, the Dual DO solution with the initial
condition (Ug, Yo) uniquely exists in the strong sense (resp. the classical sense).
Conversely, the unique existence of the Dual DO solution in the strong sense (resp. the
classical sense) implies the unique existence of the DLR solution.

Proof The first direction is a direct consequence of the previous lemma for strong
solutions. Suppose that the Dual DO solution (U(¢), Y (f)):c[0,7] uniquely exists in
the strong sense. Then, from the derivation of the Dual DO equation (2.6), t +—
U'(1)Y (t) € My is a solution of the original equation (2.4).

Now, we show the uniqueness. Suppose that ¢ +— ugs(t) # U T(t)Y(t) is a DLR
solution. From Lemma 2.5, there exists a unique Dual DO solutlon (U Y) associated
with &g and the decomposition sg(0) = UTY(), ie. (U(t), Y(t)) is a solution of
the Dual DO equation (2.6). But from the assumption we must have (l7 (1), IA/'(t)) =
W), Y(@),t €[0,T], and therefore IA](t)TIA/(t) =us()=U®)"Y({) =us(), a
contradiction. The argument for the classical solution is analogous. O

2.3 Assumptions

In view of Proposition 2.6, we establish the unique existence of the Dual DO solution.
We work under the following assumptions. Assumptions 1 and 2 will be used for
the existence in the strong sense, and in addition, Assumption 3 will be used for the
classical sense. Further, the stability Assumptions 4 and 5 will be used to establish
the extendability of the strong solution, and respectively the classical solution, to the
maximal time interval.

Assumption1 A : Dy (A) C 'H — 'H is a closed linear operator that is densely
defined in . Furthermore, A is the infinitesimal generator of the Co semigroup e’4
satisfying [|e’/ |3y < K e fort > 0, with constants K, > 1 and A > 0.

Assumption 2 The mapping F : L*(£2; H) — L?*(£2; H) is locally Lipschitz contin-
uous on L2(£2; H) in the following sense: for every » > 0 and every vg € L2(2; H)
such that [[voll z2(e.7) < ¢, there exists a constant C; » > 0 such that

||F('LU) — F(w/)||L2(Q;H) S Cq,r||w — w/”LZ(_Q;'H)
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holds for all w, w" € L*(£2; H) with [[w — voll 12(0.7¢) < 7+ W' — voll 2200 <7
Furthermore, we assume 1 Follr2(o:H) < C’q < Q.

In the above assumption, note that given the first condition, the second condition is
implied by || F (@)l ;2(0.7¢) < oo forapointa € L*(2; H).

To establish the existence of the Dual DO solution in the classical sense, we use
the following further regularity of F.

Assumption 3 In addition to Assumption 2, assume that for every » > 0 and every
vo € L*(2; M) with Avg € L*(£2; 'H) such that || Avo|l;2(p.7¢) < g, there exists a
constant Cy » > 0 such that

IACF () = Fw )l 2@im) < CarllAw — w22

holds for any w, w’ € L*(£2;H) satisfying Aw, Aw’ € L?(£2;H) with | A(w —
UO)”LZ(Q;H) <r, ||A(u)/ - UO)”LZ(Q;H) <r. Further, assume ”AF(UO)“LZ(.Q,H) <
C, < oo.

Since A is closed, D (A) admits a Hilbert space structure with respect to the graph

inner product (-, ) + (A-, A-), which we denote V. Then, Assumptions 2-3 imply that
for a constant C , > 0 we have

IFw) — F) 20 < Corllw —w'll 20y

for any w, w’ € V satisfying |w — voll;20.y) < 7, [lw" — voll;2(0.y) < 7, and
moreover, || F(vo)ll 2.y < C”q < 00.

The following uniform stability condition will be used to establish the existence
of a strong Dual DO solution in the maximal interval . Here, uniform means that the
constant C 4, r below is independent of bounds of v.

Assumption 4 The pair (A, F) satisfies the following: for every v € L?(£2; H) such
that Av € L%(£2; H) we have

E[A@) + F@),0)] = Car(1 + 10172(g.90)-

For example, this condition holds when A satisfies (Ax, x) < Oforx € Dy/(A)and
F'satisfies the uniform linear growth condition || F (v) [ 12(o.7¢) < Cr(1+]v]| L2(2:H))
for some C’. > 0.

To establish the existence of the classical Dual DO solution in the maximal interval,
we use the following stronger uniform stability condition, where we again note that
the constant is independent of bounds of v.

Assumption 5 For every v € L2(£2; H) such that Av € L?(£2; H) we have
IAF ()22 < Cr(1+ AVl 12(0.)), Wwhere Cp > 0 is independent of v.
The following examples satisfy the above assumptions.
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Example 2.1 For a bounded domain D C RY let H = LZ(D). Further, let A be
a second order uniformly elliptic differential operator with zero Dirichlet boundary
condition. For the non-linear term, let a, b € L>®(§2; L>®°(D)), ¢ € L*(£2; L*(D)),
andlet f: R — Rbeadifferentiable function such that sup,.p | f'(s)| < co. Consider
the following multiplicative and additive noise:

f(v) =a-f(v-b)+c, forve L2(.Q; LZ(D)),

where - denotes the point-wise multiplication. Then, the pair (A, F) satisfies Assump-
tions 1, 2, and 4.

Example 2.2 Let f(x) = x. Witha € L%°(£2; W°2(D)) and ¢ € L*>(2; L*(D)), let
F(v) :=a-v+ec, forve L*(2; L*(D)).

Then, the pair (fl, F ) satisfies Assumptions 1-5.

2.4 On the choice of the dual DO formulation

To establish uniqueness and existence of the DLR approximation we work with the
Dual DO formulation (2.6). We have chosen this formulation with care. This section
provides a discussion on choosing a good formulation.

The DLR approach to the stochastic dynamical system such as (1.1) was first intro-
duced by Sapsis and Lermusiaux [20]. The formulation they introduced is called the
Dynamically Orthogonal (DO) formulation: they imposed the orthogonality of the spa-
tial basis. Musharbash et al. [16] pointed out that the DO approximation can be related
to the MCTDH method, by considering the so-called dynamically double orthogonal
(DDO) formulation: yet another equivalent formulation of the DLR approach. Through
this relation of the DDO approximation to the MCTDH method, Musharbash et al.
further developed an error estimate of the DO method. The error analysis obtained by
Musharbash et al. was partially built upon results regarding the MCTDH method.

A reasonable strategy to establish the existence of the DLR approximation would
thus be to establish the existence of the DDO approximation. Namely, following the
argument of Koch and Lubich [13], it is tempting to apply the gauge condition defined
by the differential operator A to the DDO formulation. It turns out that this approach
does not work, since the aforementioned gauge condition turns out to be vacuous
unless A is skew-symmetric, as we illustrate hereafter.

In the DDO formulation, we seek an approximant of the form

us(t) =0 (VA@DY (1),

where l7(t) = U @),...,Us(t)",and Y (1) = xi@,..., Ys(t))—r are orthonormal
in M, and in L?(£2) respectively; and A(r) € RS*S is a full-rank matrix. The triplet
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(U , A, Y) is given as a solution of the set of equations:

EA = E[(A(us) + F(us), U)Y '],

dr
TdU S
A P (I—Pyg)A AWU) +U - Pﬁ)E[Y(F(us))], (2.14)
Y T -
AE = (I — Py){A(U )AY + F(us),U),
where Py 1 'H — span{Uj :j = 1,..., 8} is the H-orthogonal projection onto
span{ljj cj=1,...8) and Py : L*(2) — span{Y; : j =1,...,S}is the L2(£2)-
orthogonal projection onto span{Y; : j =1, ... S}. These equations are derived using

the orthonormality assumption on (U, ¥) together with the gauge conditions
d -~ - d
(50.0")=0andE[(5-¥)rT] =0, (2.15)

see [16, (3.14)—(3.17)].

We note that in the Eq. (2.14) for U we have the composition of the unbounded
operator A and the projection operator Py, where we note that the map U~ Py
is non-linear. Koch and Lubich [13] had a similar situation in the MCTDH setting.
As outlined above, they got away with this problem by considering a different gauge
condition. We will explain below an analogous strategy and why it does not work in
our setting.

First, from the orthonormality condition on Uitis necessary to have % (U , U T) =
0. The above gauge condition (2.15) on U is sufficient for this to hold. But since

the solution U stays orthonormal if and only if we impose the gauge condition

(21U, v’y = —(, %fﬂ. Koch and Lubich [13] noted this, and to establish an
existence result they considered a suitable gauge condition, which enabled them to
take the differential operator out of the projection. The gauge condition that is formally
analogous to [13] may be given as (%f], l7T) = (AU, l~]T), for A not necessarily
skew-symmetric. One can check that this condition formally allows us to take the oper-
ator A out of the projection Py, but for example when A is self-adjoint, the solution
U will not stay orthonormal. This is not acceptable, since we use the orthonormality
to derive the Eq. (2.14), and thus we necessarily have to consider a different gauge
condition or a different formulation.
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3 Parameter equation

This section introduces the parameter equation, for which we establish the unique
existence of the solution later in Sect. 4. Consider the direct sum of the Hilbert
spaces X =[HIS®[L%(2)1% equipped with the inner product ((ﬁ, IA/'), (f/, W))X =
(ﬁ, f/)[H]s + (17, W)[Lz(!?)]s- In what follows, we redefine the operator A as
A: Dy (A) C [H]® = [HIS, U — (AU, ..., AUs) =: AU for U € Dy (A) C
[H]5. We define the linear operator A : X — X by

AU, Y) = (AU,0) for(U,Y) € X,
with D(A) = Dy(A) @ [L*(2)]5. Further, we define G : D(G) C X — X by

G, Y) = (IGi(MID), [G2(T)(Y))
= B[FO DY) (- Pp((F@ ' 1. 2;'0)). G

where D(G) = {(I}, 1?) e X | ZlT]l exists}.
Then, the Dual DO solution, if it exists, satisfies the following Cauchy problem for

a semi-linear abstract evolution equation in AX’:

{ LU, Y)=AWU.Y)+GU,Y) fort >0, (3.2)
U(0),Y(0) = oy, Yo), '

where the initial condition (U, Yy) € X satisfies suitable assumptions detailed below.
Conversely, later in Sect. 4 we will see that the strong solution of this Cauchy problem
is a Dual DO solution, and that it gives a DLR solution. We first establish the unique
existence of the mild solution of (3.2):

t
Ut) =e’AU(O)+/ TG (Y (1) ](U())dr,
0

t
Y1) = Y(O)-i-/o [G2(U(0)](Y (r))dr.

We will use the following result, which is a variation of a standard local existence and
uniqueness theorem for mild solutions, e.g. see [18, Theorem 6.1.4] or [21, Theorem
46.1], adapted to our setting.

Proposition 3.1 Suppose that the operator A: D(A) C X — X generates a Cy
semigroup !4, t > 0 on X. Suppose further that the mapping G: X — X is locally
Lipschitz continuous on X in the following sense: for an element (U,Y) € X with
o > ||0||[H]s and B > ||1A/||[Lz(9)]s, there exists r = r(ﬁ, 17) > 0and Cy g > 0 such
that

GV, W) =GV, W)lx < Capll(V, W) — (V' ,W)llx
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holds for all (V,W),(V', W) € X with |W — IA/||[L2(Q)]S < r and |W —
lAfll[Lz(_Q)]s <r; ||V — 0||[H]s <rand ||V — 0||[H]s < r. Further, suppose that
for some Ct’){,ﬂ > 0 we have ||G(l7, 17)||X < C&,ﬁ' Then, the problem (3.2) starting at
to > 0 with the initial condition (U,Y) € X:

{ $WU.Y) =AU, Y)+GU,Y) fort >,
(W t0). ¥ (t0) = (U. V),

has a unique mild solution on an interval of length § € (0, 1], where § depends on «,
B. supseii iony €Al and r = (U, Y).

To invoke this proposition, we start with checking that the operator A defined above
generates a C( semigroup.

Proposition 3.2 Ler Assumption 1 hold. Then, A: D(A) C X — X generates a Cy
semigroup €', t > 0 on X with the bound |||y x < K .

Proof We note that D(A) = DH(A)EB[LZ(.Q)]S is dense in X'. Further, the closedness
of A: Dy (A) C [H]S — [H]S implies that A : D(A) C X — X is closed.

We will invoke the Hille—Yosida theorem, see for example [18, Theorem 1.5.2].
From Assumption 1, every u > 0 is in the resolvent set of A. Thus, (ul —
A7V HES > [H)S as well as (ul — 0)~! = ﬁ: [L2()])° — [L%(2)]° are

well-defined, and so is (ul — A)~!. For any (U, ?) € X, n € N we have

Y2

Il = AT, D% = Il = A"l + L@

1
e
but Assumption 1 implies ||(ul — A)™"|l;3¢s < Ka/p", and thus we obtain

2

N K NN
Il = A" @ DI = ST DI
In view of the Hille—Yosida theorem the statement now follows. O

Furthermore, we establish a Lipschitz continuity of the non-linear term G. We start
with the Lipschitz continuity of the projection operator.

Lemma3.3 For ¥ = (1?1, R IA’S)T e [L2(2)15, suppose that the smallest eigen-
A AT

value oy of the Gram matrix E[YY | is non-zero. Further, let k € (0, k) be given,

where with 3 > ||?||[Lz(_q)]s, we let

1
K =%(0y, B) = 5(—/3—1-,/,324-0)7). (3.3)
Then, we have

A A/
1T = Py) Py lliL2@ys— 218 = Cepoog W = Wllzgys <1 G4)
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for any W, W' e [L2(@)15 with W — ¥lla@ys < & IW = Pllaoys < &
where CK.ﬂ’g? =2(k + B)/oy.

A AT
Proof We first show that the smallest eigenvalue oy of the Gramian E[WW ]is
A AT
positive, and thus in particular EfW W ] is non-singular. We have

—B+ /1324_071? i

Z

J=B+ /B +op) ¥

and thus the assumption on « implies k> + 2«8 < %" On the other hand, we have
~ AT A AT ~
IE(WW | -E[YY Jlr = Wl 225k + kB = (k + Bk + kB.

A~ AT A AT N

Therefore, we obtain |[E[WW [—E[YY ]|f < UTY.Fromthe inequality oy —o | <
A AT AoA T

IE[YY ]—E[WW ]|F,e.g. [8, Corollary 7.3.5], we conclude

0<-X <oy (3.5)
Next, we note that the identity
~ ~/ A AT (1 ~
I — PWr)PWg = - PW')(W - W )T(E[WW ]) E[Wg]

holds forany g € L%(£2): indeed, we have (I — PW/)(W—W/)T =- PW,)WT,but

~T A AT« N

W (E[WW ) 'EWe) = Py, ¢. This type of identity was shown by Wedin in the
finite dimensional setting, see [22, (4.2)]. In view of this identity, the first inequality
in (3.4) can be shown as

. R AT R
IOV — WHT(EIWW 1) ElWe 1205

« . 2
<IwW-w )Il[LZ(Q)]S;(K + BlIglr22ys (3.6)
¥

where we used the assumption on W, W' and (3.5). Finally, we apply the inequality
|I(W — W/)II[Lz(Q)]s < 2k to (3.6). Then, noting that the assumption on « implies

A A Al
K+ pr < . we have [(W = W)l (55) (k + 8) = (55) & +xp) < 1.
which completes the proof. O

Lemma 3.4 Under the assumptions of Lemma 3.3, we have

A A/
1Py = Py llir22ys—irz@ns < Cepoy IW = Williz2eys
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for any W, W' e [L2(@)15 with W — ¥lla@ys < & IW = Pllaoys < &
where k € (0,k(oy, B)) and C,C,ﬂ,gf/ are as in Lemma 3.3.

Proof In view of Lemma 3.3, it suffices Fo §h0w Py — Py !I[LZ(Q)]S_)[LZ(_Q?]S =
(I = Py) Py lliz22)s—r2c2ys- We will invoke a perturbation result on pairs of
projections, [10, Lemma 221], see also [9, Theorem 1.6.34]. In this regard, first we
will show the following identity of finite dimensional vector subspaces

Im( Py limcpy)) = Py (P (L2 ()1%)) = Py (IL*(2)1°) =:Im(Py). (3.7)

It suffices to show that Im( PW/ [Tm( pw)) cannot be a proper subspace of Im(PW/). We
will verify that the dimension of Im(PW/ [1m( pw)) and Im(PW/) are the same. In view
of (3.5) in the proof of Lemma 3.3, we have

dim(Im(Py,)) = § = dim(Im(Py)).

Therefore, if the linear operator PW/ [Tm( Py Im(PW) — Im(PW/ [Tm( pW)) is a vector
space isomorphism, then we have dim(Im(PW/llm(pW))) = §, and thus (3.7) will
follow. It suffices to show the injectivity. For any x = Pyx € Im(Py,), withd :=
||(I — PW’)PW||[L2(.Q)]S»[L2(Q)]S we have

||x — PW/x”[LZ(Q)]S = ”PWX — P‘/AV/PVAVx”[LZ(.Q)]S < d||x||[L2(_Q)]s,

where from (3.4) we have d < 1. Thus, we get ||x||[L2(Q)lsfﬁ||PW/x||[L2(Q)]57
which shows the injectivity. Hence we have (3.7). Finally, in view of [10, i) Lemma
221], we have

1Py = Pyllirzens—i2@ns = 1U = Py) Pyl @ys— 2@

and the statement follows from Lemma 3.3. O

AoAT
Next, we derive a local Lipschitz continuity of the inverse of Z = (U, U ).

Lemma 3.5 Suppose that U,0 e [H1® are linearly independent and that for some
a > 0 we have max{||l7||[H]s, IIU/II[H]s} < a. Then, it holds

-1 -1 —12 12\ 1 Fy
1z, — Zﬁ, o= CasUZ, Iz + IIZI}, IDNIU = U s

with a constant Cg s > 0.

Proof For components Z}j, Uy of U; and 0}’ 0]2 of lA]/, we have

A

(T} Uk) = (0}, )1 < max{[| Tkl 1051930 ; = Ul + 10k = Uil

and thus there exists a constant C é s depending on S such that [|Z; — Zg/[l2 <
~ ~/
1Zg — Zylle < C4 g0 — U'llpgs.
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Noting that the matrix Z; is non-singular when U is linear independent, we recall

that the Fréchet derivative of the mapping RS*S 5 B +— B~! = Inv(B) €
RS*S at B acting on W € R5*S is given by DInv(B)[W] = —B~'WB™!
(see, e.g. [1, Appendix A.5]). Then, with the notation ||DIHV(Z(‘])”RS><S_)RS><S =
MaX yy cRSS. | Wa=1 ||ZlT]1WZlT]1 l2, in view of [3, Corollary 3.2] we have

125" = 2 Il = IMv(Z) — Inv(Zy) |2
< sup {||D1nv(2)||RsXsﬁRsXs Z=rZg+(0=r)Zy, rel, 1]}
<1 Zg = Zyll2

=swp {12713 | Z =17 + (1 =1 Zg, r € 10,1412 = Zy I

Now, for r € [0, 1] given, since ZlT]l and Zl_],l are symmetric positive definite, from
T -1 T7-1 To—1 S
[15] we have ¢ (er]+(l—r)Zﬁ/) c<rc Zl? c+(1—-r)c Zf/ cforanyc € R”,

-1 — — .
and thus || (rZﬁ + (1 — r)ZlA/) ||2 < ||Z[]l 2 + ||ZIAJ,l |l2. Therefore, we obtain
-1 -1 —12 —12 7,
12" = Zp 2 = 23125 I3 + 12 1125 — Zyy ll2-

Now the statement follows. O

As a consequence, we obtain the following.

Lemma 3.6 Suppose that U e [H]S is linearly independent and ||ﬁ||[H]5 < «a for
some o > 0. Then, we have ||ZITJI|| < y for some y > 0. Further, there exists a

constant Cy s > 0 that is independent of the position Uand R = R(l}) € (0, 1] such
that

B -~ A A~/
||z‘>1 - Z‘A//lll <y’CaslV = Vipgs

holds for any V, V' € [H15, with |V = Ul < R IV = Ullpgs < R.

A

Proof Since IIZlTllllz <y,forR = R(U) € (0, 1] small enough we have ||Z‘T/1||2 <
2y for all V e [H]® such that ||‘7 — ﬁII[H]s < R. Such V satisfies ||‘7||[H]s
a+R < a+1.Thus, witha := a+1and Cy s := 8Cg, s in Lemma 3.5 the statement

follows. O

IA

Lemmata 3.4 and 3.6 established above give the following local Lipschitz continuity
of the non-linear term G we need.

Proposition 3.7 Let Assumption 2 hold. Suppose that we have ”le11 o <y for Ue

[H15, and that Y € [L2(2)18 is L?(§2)-orthonormal. Then, G: X — X defined
in (3.1) satisfies the assumption of Proposition 3.1 for this (U,Y) with a constant
depending also on y.

@ Springer



Stoch PDE: Anal Comp

Proof Let a > IIﬁII[H]s and 8 > ||I7||[Lz(_q)]s = /S be given. First, from Assump-
tion 2 we have [|[[G{(¥)1(0)lljzys < Ca.p. and further, together with ||Z(7}1||2 <y
we have [|[G2(D)](¥)llj3¢js < Ca.p.y- It now suffices to show

I[GIM)](V) = [G1 (W) ](V) Iy

2 2 172
= Cap(IV = Vs +1W = Wik g)

and

1[G2(V)](W) = [G2(VY] (W)l 125

/ 2 2 172
= Chopy (IV = Vs +1W = W2 0015 )

in closed balls centred at U , and f/, respectively, with a radius r = r(ﬁ , 17). The
first inequality can be checked from Assumption 2. The second inequality follows
from Lemmata 3.4 and 3.6 by letting r < min{R(ﬁ), k(1, B)}, where k (1, B) is as in
Lemma 3.3. ]

4 Existence and regularity

We will now show the existence of the Dual DO solution on the maximal interval. We
start with local existence of the mild solution

Proposition 4.1 (Mild, local) Let Assumptions 1 and 2 hold. Suppose that the initial
condition U € [H]S is linearly independent inH, and Y o € [L*(2)1® is orthonormal
in L?(82). Then, there exists t*= t*(Ug, Y¢) > 0 such that the mild solution of the
abstract Cauchy problem (3.2) uniquely exists on [0, t*].

Proof In view of Proposition 3.7, the statement follows from Proposition 3.1. O

A regularity of the initial condition gives us the existence of the strong solution.

Proposition 4.2 (Strong, local) Let Assumptions 1 and 2 hold. Suppose further that
the initial condition Uy € [H]® is linearly independent in H, and Yo € [L*(2)]°
is orthonormal in L*($2). Furthermore, suppose that (Ug, Yo) € D(A). Then, the
mild solution obtained in Proposition 4.1 is the strong solution of the abstract Cauchy
problem (3.2).

Proof In view of [18, Theorem 6.1.6], the statement follows from Proposition 4.1. O
The above solution is actually the Dual DO solution.

Corollary 4.3 (Dual DO-strong, local) Let the assumptions of Proposition 4.2 hold.
Then, the strong solution (U (t), Y (t)) of the abstract Cauchy problem (3.2) uniquely
exists on a non-empty interval [0, t*]. The solution U (t) stays linearly independent
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on [0, t*] and the solutig)n Y (¢) is orthonormal in L*(82) for t € [0, t*] and satisfies
the gauge condition ]E[Y(t)Y(t)T] = 0 for almost every t € [0, t*]. Hence, the Dual
DO solution uniquely exists in the strong sense on [0, t*].

Proof 1t suffices to show the linear independence of U () and the orthonormality of
Y (¢). But the solution of the abstract Cauchy problem (3.2) established in Proposi-
tion 4.2 exists only on an interval [0, #*] on which the inverse Gram matrix Z{,l is
well defined. Hence, on this interval, U (¢) is linear independent.

To see the orthonormality, first note that, from the absolute continuity of Y (¢),
the function E[Y;Y)] is absolutely continuous on [0, T]. But following the same
argument as (2.7), we have %]E[Yij] = E[Yij] + E[ij/k] = 0 ae.on [0, T]
Therefore, from the orthonormality of the initial condition, for every ¢ € [0, t*] we
have E[Y; ()Y ()] -8k = fé 0dt = 0, where §jx = 1 onlyif j = k, and O otherwise.
Hence, Y (¢) is orthonormal for all ¢ € [0, *]. O

With a further regularity of F', we obtain the classical Dual DO solution.

Corollary 4.4 (Dual DO-classical, local) Suppose that Assumptions 1, 2 and 3 are
satisfied. Suppose further that the initial condition Uy € D(A) is linearly independent
inH, and Yo € [L2(§2)]5 is orthonormal in L*($2). Then, there exists t* > 0 such
that the Dual DO solution uniquely exists in the classical sense on [0, t*].

Proof We first observe that G : [V]S @ [L2(.Q)]S - V5 ® [LZ(.Q)]S is locally
Lipschitz, where V is the Hilbert space D7;(A) equipped with the graph norm. Further,
we note that (e“"),zo is a Cy semigroup on [V]° @ [L?(£2)]5.

With these in mind, we see that a result analogous to Proposition 3.1 holds in
[VIS@®[L?(£2)]5. Then, in view of the discussion in [18, pages 190—191], the statement
follows from the similar argument as in the proof of Corollary 4.3. O

We now extend the solution to the maximal time interval.
We start with the following bound.

Lemma 4.5 Let Assumption 4 hold. Suppose that the strong solution (U (t), Y (t)) of
the abstract Cauchy problem (3.2) exists on [0, t*]. Then, we have 1Y @iz =
||Y0||[L2(Q)]S forallt € [0, t*]. Furthermore, we have

IUlpgs < /2Cart'? + 1 Uolljpgyse4)  forallt €10, %],

Proof Following the same argument as (2.7), we have E[Y;g—th] = 0 ae. [0, *],
j=1,...,S. Hence, ||Y(t)||[Lz(Q)]s is constant a.e. [0, *]. Then, the continuity of
t = ||[Y(?)ll[12()s implies the first statement. Next, a.e. in [0, t*] we have

%UT =AU +E[Fus)Y | =E[AU Y)Y |+ E[Fus)Y '],

where each component is in H, and hence for j = 1, ..., S, we have (%Uj, Uj) =
E[{(A(us)], U;Y;)] + E[{F(us), U;Y;)]. Hence, because of Assumption 4 and the
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orthonormality of {Y;} we have

S S
d
3 2 NUjI? = 2E[AGus) + Fus), us)] < 2cA,F(1 +) 1Y, ||2),
j=1 j=1
s s ;S
andthus » " |U; (0] < 2Cart+ Y _ U;O)P) + 2CA,Ff > " IlU;(s)|%ds. There-
N . 0 =
j=1 j=1 j=1

fore, the Gronwall’s inequality implies that the second statement holds for almost every
t. Noting that the mapping ¢ — [[|U (") [l35s — (/2C 4, £t"/% + U (0) [l pys)eCA 7]
is continuous, this is true for every ¢ € [0, r*]. |

We are ready to establish the existence of a Dual DO solution until U becomes linearly
dependent.

Theorem 4.6 (Dual DO-strong, maximal) Suppose that Assumptions 1, 2, and 4 are
satisfied, and that the initial condition Uy € [H]3 is linearly independent in 'H, and
Yo € [Lz(s?)]s is orthonormal in LZ(.Q). Further, suppose that (Uq, Y¢o) € D(A).
Then, there exists tmax > 0 such that the Dual DO solution uniquely exists in the strong
sense on [0, tmax). The solution can be extended in time until the Gram matrix Zy of
U becomes singular: we have either

- —1
tmax = 00, or lim ||Zy |2 = oo.
tTtmaX

Proof Under the condition (Ug, Y¢) € D(A), it suffices to show the maximality of
the mild solution. We show that fm,x < oo implies lim;qy,. |1 Z E%t) [[2 = oo. In this

regard, we first show limsup,,, IIZ{,(lt) |l = oo. We argue by contradiction and

. —1
assume fmax < o0 and lim SUD; 44y ||ZU([)||2 < 0. Then we have

sup ||Zl}gt)||2 < oo for sufficiently small § > 0.
te[tmaxfgstmax

Thus, since max;e[o,z,,,—s] ||Z,}(lt) Il < oo forany 0 < § < ftmax, With a constant
K > 0 we have ||Zl_]zt)||2 < K for all + € [0, fnax). Now Lemma 4.5 implies
1Y ()25 = +/S and

1T Ollirgs < emax = (/2Ca. Ftof + 1Uolljzggse“4 ™), 1 € [0, fmax).
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and thus in view of Proposition 3.7 we have [[[G1(Y (s)I(U ()|[[31)5 < Copgy.s for
any s € [0, tmax). If 0 < <1’ < fiax then letting K 4 = SUP,-€[0, frnan ] ||e’A|| we have

UGE UOllirs
< (1”4 U0) = ' U O)llzgys + (' = DK 4 Copy. s

tmax /
+ /0 [e“D 41" 4 — DIG1(Y ()W (5))ll 3¢5 9s.

From [[[G1(Y (SDIWU )35 = Capgy.s» the dominated convergence theorem
implies that the right hand side of

[max 7
/o e 411" 04 — DIG (¥ ()W ()l 745 ds
max ,
< /O KAl = DIG (Y (NI () g5

tends to zero as 7, t’ tend to tnax. Hence, | U (1)) — U)llpys — Oast, t" — tmax.
Therefore, U admits a continuous extension lim ¢, U () = U (tmax)- This allows us

to extend Z I;Et) to [0, tmax]. Indeed, Lemma 3.5 implies
1Zg 4y = Zgi Iz < 2Cane sK2IU @) = U a5,

and thus we have lim;4,,, Zl_](lt) = Z* € RS*S with || Z*||» < K, but we must have
Z* = Zy,, . Similarly, noting that || Z;;(, 2 < K implies

||[GZ(Y(S))](U(S))||[L2(Q)]S < Copmax, S, K 5

we see that limyq,, Y(f) = Y(fmax) exists, and from Corollary 4.3 we have
E[Y (fmax) Y (fmax) ' ] = I. But in view of Proposition 3.7 these consequences imply
that we can extend the solution beyond fmax, Which contradicts the maximality of
[0, fmax)- Hence, lim sup,,, IIZH,) [l = oo.

To conclude the proof we will show

lim || Z;;! = 0.

A ” U() ”2
If this is false, then there exist a sequence 7, 1 fmax and y > O suchthat || Z; (1tn) <y
foralln > 0. But since lim SUD/ 4 11 ||Zl;ét) |l = oo there is a sequence sx 1 fmax such
that ||ZE%Sk) lo > y+1forallk > 0. We take a subsequence (s, ), so thatt, < s, for

all n. From the continuity of ¢ ||Zl;ét) l2 on [, s, ], there exists h, € [0, sk, — t]

such that ||Z&Eln+hn) l2 =y + 1. Now, from Lemma 3.5 we have for any n > 0

L<UZg g ez = 1206 )12 < Co s Q@¥* 427 + DIU (ty + hn) — Ut llipgs,
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which is absurd since |h,| < ISk, — fmax| + [fmax — t] — O asn — oo and U is
continuous on [0, tnax). Hence, the proof is complete. O

Under a stronger assumption on the non-linear term F, we obtain the following
bound for ||AU (7)||;3¢s. This bound will be used to establish the existence in the
classical sense on the maximal interval.

Lemma4.7 Let Assumptions 1 and 5 hold. Suppose that the classical solution
(U ), Y(t)) of the abstract Cauchy problem (3.2) exists on [0, t*] for some t* > 0.
Then, we have

IAU O llipgs < KaUIAUO)lligg5s + tCrv/S)eXaCF" fort e [0, 1%],

where the constant Cr > 0 is from Assumption 5.

Proof We have
t
AU (1) =Ae“‘U(0)+/ Ae""OAR[F(U (1) Y (7)Y (7)]dT
0

t
=e’AAU(0)+/ TDAR[AF (U (7)Y (7)Y (1))dx,
0

and thus, as Assumption 1 implies ||eSA||[H]s_)[H]s < Kj, s > 0, we get
IAUD s < KalAUO)llpgs + Ka fy ENAFU@) Y @)Y (0)llpgs1dz.

From E[|Y (7)|*] = 1 and Assumption 5, we have
E[IAFU () Y (@)Y (D)lljpgs] < Cr(1 + IIAU(I)II[H]S)x/E

hence | AU(®)llpgs < Ka(IAUO)lggs +1Crv/S) + KaCr [y | AU (@)l gsd.
Then, applying the Gronwall’s inequality completes the proof. O

Theorem 4.8 (Dual DO-classical, maximal) Suppose that Assumptions 1-5 are satis-
fied. Suppose further that the initial condition Uy € [H]® is linearly independent in
H, and Y € [LZ(Q)]S is orthonormal in LZ(Q). Further, suppose that (Ug, Yq) €
D(A). Then, there exists tmax > 0 such that the Dual DO solution uniquely exists in
the classical sense on [0, tmax). The solution can be extended in time until the Gram
matrix Zy of U becomes singular: we have either

: —1
tmax = 00, or lim | Zy,ll2 = oo.
11 tmax

Proof Our argument is analogous to the proof of Theorem 4.6, but here we consider
the parameter equation in N2RN [L2(.Q)]S . The only difference thus is the equation
for U, but Lemmata 4.5 and 4.7 give a bound for ||U(t)||[v]s, t € [0, tmax), and
Assumption 5 gives a bound for ||[G (Y(s))](U(s))||[V]s, s € [0, tmax). Further, we
have

A A
sup  fle" My < sup € s s < Ka,
7€[0,tmax ] r€[0,fmax ]
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and J|e* — e pspys < le’? — e Aljggs_ 75 Noting that (U, Y) is also a
mild solution in X, the extension of Z l_]l can be established. Hence, we see that the
mild solution in [V]® & [L2(£2)]° exists on [0, fmax), and that if fmax < oo then
Limy 44, ||Z,}(lt) [l = oco. But in view of [18, Corollary 4.2.6, Theorem 6.1.7] this is a
classical solution, and thus the proof is complete. O

We are now interested in continuing the DLR approximation u# g beyond the maximal
time fmax. A difficulty arising is the full rank condition imposed on Mg: at fax the
spatial basis becomes linearly dependent, and thus the solution will not stay in M.
But from a practical point of view this should be favourable—roughly speaking, at the
maximal time a smaller basis is sufficient to capture the same information as U does.
This observation motivates us to leave Mg: to extend the approximation beyond fy,x
we consider the extension to fn,x in the ambient space LZ(Q; 'H). To do so, we go
back to the original formulation (2.4). Then, upon extending the solution to fax, One
can re-start from f,x with a suitable decomposition as the initial condition.

Proposition 4.9 Let the assumptions of Theorem 4.8 hold. Then, with the classical
solution (U, Y) as in Theorem 4.8, us = U'Y : [0, tmax) — L2(82; H) is Lipschitz
continuous. Thus, us admits a unique continuous extension to [0, tmax |-

Proof Noting that ug is absolutely continuous on [0, 7] C [fmax), for any 0 <
' < t < tma we have lus(t) — us()l 220 < Jy (1Ausl 2290 +
I F(ug(r))||Lz(Q;H))dr. But from Lemma 4.7 and Assumption 2 we have

S
lAus() 200 < D NAU;()| < VSKAIAU0) 3455 + tmaxCEV'S),
j=1

and [|F(us(r)llz2(@:H) < Cina.ka.F for some constant Cy,,. k.7 > 0. Hence, we
obtain

lus @) —us) 224
< (- t/)(\/g(KA ||AU(0)||[’H]S + tmaxCF\/E) + Clmax,KA,F)’

and thus ug admits a continuous extension ug(t) — u™ =: us(tmax) ast 1 fmax. O

4.1 Proof of Proposition 2.2
Finally, we will show the existence of a smooth parametrisation given a smooth curve

[0,T] >t +— ug(t) € Mg, announced in Proposition 2.2. Our argument is similar to
the existence proofs in this section thus far.
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Proof of Proposition 2.2 Consider the following ordinary differential equation in
RSXS @ [H]S @ [Lz(.Q)]S

2 =E[V.isWT)]
VIS =EligW 1=V (VE[asWT]) = (I — Py (E[isW ')
W = (V,us) —E[(V,us)WTIW =: (I — Pw)(V, iis).

If this equation has a solution (X, f/, W) with the desired smoothness, then the state-
ment follows.

But from s € L' ([0, T1; L?>(£2; H)) and the local Lipschitz continuity of the
projection-operator-valued mappings, see Lemma 3.4, there exists a unique solution
locally in time. Moreover, any solution V and W must preserve the orthogonality, see
the proof of Corollary 4.3. Furthermore, Lemma 2.1 guarantees the stability and the
invertibility of X' on [0, T']. Thus, following an argument similar to that of the proof
of Theorem 4.6, we observe that the solution (X, f/ W) can be uniquely extended
to [0, T']. Now the proof is complete. The proof for the continuous differentiability is
analogous. O

5 Conclusions

We established the existence of the dynamical low rank (DLR) approximation for
random semi-linear evolutionary equations on the maximal interval. A key was to
consider an equivalent formulation, the Dual DO formulation. After showing that
the Dual DO formulation is indeed equivalent, we showed the unique existence of
the solution in the strong and classical sense, by invoking results for the abstract
Cauchy problem in the vector spaces. Further, we considered a continuation of the
DLR approximation beyond the maximal time interval.
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