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Abstract

Cell-free systems have emerged as a versatile platform for constructing complex biological systems

from the bottom-up. In particular, they enable the rapid engineering and characterization of gene

regulatory networks, a critical cellular subsystem that allows a cell to sense and respond to a myriad

of signals with a computational-like logic. Building synthetic gene circuits provides the means to

both program new functionalities and augment our understanding of natural networks. Genetic

circuits are composed of elements that control transcription, translation and post-translational pro-

cesses through biomolecular interactions involving DNA, RNA, proteins and small molecules. Even

the design space of simple gene circuits can be sizeable, necessitating high-throughput methods

capable of characterizing large libraries of regulatory components in a comprehensive manner that

can guide the engineering of functional circuits. Therefore, we have developed microfluidic plat-

forms that can be coupled with cell-free systems to facilitate the high-throughput screening of gene

regulatory elements. In this work, we begin by presenting a microfluidic device capable of perform-

ing hundreds of independent cell-free transcription-translation reactions in parallel, using different

combinations of surface immobilised DNA as the reaction templates. We employ this device to

study different mechanisms for tuning transcriptional repression using synthetic zinc-fingers, whose

affinity, specificity and coopertivity can be rationally engineered. Functional repression assays were

combined with quantitative affinity measurements and thermodynamic modeling to generate a li-

brary of well-characterized synthetic transcription factors and corresponding promoters, with which

we were able to build gene regulatory circuits de novo. As the first platform was limited to carrying

out reactions in batch-mode, we then adapted the microfluidic device to enable the implementation

of cell-free transcription-translation reactions at steady state, while maintaining high-throughput

screening capabilities. The modified device consisted of individual reaction compartments that

could be periodically supplied with cell-free reagents mixed on-chip to create programmable con-
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centration gradients. For a proof of concept we measured the steady state repression levels for a

subset of the synthetic components we had previously characterized in batch and demonstrated that

we could implement a genetic toggle switch. Lastly, we developed a microfluidic device for generat-

ing double emulsion droplets to encapsulate cell-free gene expression reactions. The flow focusing

device integrates pneumatic valves that enable on-chip mixing with minimal reagent volumes and

drop sorting. Utilizing this device we were able to precisely titrate DNA template concentrations

and monitor in vitro protein synthesis profiles in the droplets.
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Zusammenfassung

‘Zell-freie’ Systeme etablierten sich als eine vielseitige Plattform für den Bau komplexer biologis-

cher Systeme vom Grundbaustein zum Gesamtsystem (‘bottom-up’). Insbesondere ermöglichen

sie das rasche Bauen und die Charakterisierung von genetischen Regulations-Netzwerken, die ein

wichtiges zelluläres Teilsystem bilden. Genetische Regulations-Netzwerke ermöglichen es einer Zelle,

eine Vielzahl an Signalen wahr zu nehmen, und auf diese mit einer Computer-ähnlichen Logik zu

reagieren. Die Konstruktion synthetischer Gen-Schaltkreise ermöglicht es, sowohl neue Funktion-

alitäten zu programmieren, als auch unser Verstehen natürlicher Netzwerke zu erweitern. Gen-

Schaltkreise bestehen aus Elementen, die durch Interaktionen zwischen DNA, RNA, Proteinen, und

kleinen Molekülen die molekularbiologischen Programme der Transkription und Translation, sowie

post-translationale Prozesse kontrollieren. Selbst die Möglichkeiten, einfache Gen-Schaltkreise zu

konstruieren sind beträchtlich, so daß es neuer Methoden bedarf, um große Kollektionen regula-

torischer Komponenten umfassend zu charakterisieren, und daraus funktionelle Gen-Schaltkreise zu

bauen. Aus diesem Grund entwickelten wir ein System, basierend auf mikrofluidischer Technologie,

welches mit Zell-freien Systemen kombiniert werden kann, um die Funktionalität einer Vielzahl

von genetisch-regulatorischen Elementen zu testen. In dieser Arbeit präsentieren wir zuallererst

ein mikrofluidisches System, welches verschiedene Kombinationen immobilisierter DNA verwendet,

um Hunderte selbständige Zell-freie Transkriptions-Translations Reaktionen durchzuführen. Wir

wandten diese Technologie an, um verschiedene Mechanismen für das Adjustieren transkriptioneller

Repression mittels synthetischer Zink-Finger, deren Affinität, Spezifität und Kooperativität ratio-

nal konstruiert werden können, zu erforschen. Wir kombinierten funktionelle Repressions-Analysen,

quantitative Affinitätmessungen, und das Erstellen thermodynamischer Modelle, um eine Kollek-

tion gut charakterisierter synthetischer Transkriptionsfaktoren und entsprechender Promoteren zu

erstellen, womit wir neue genetisch regulatorische Schaltkreise konstruieren konnten. Da dieses erste
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System auf die Durchführung von Reaktionen im Batch begrenzt war, passten wir die Mikrofluidik-

Vorrichtung an, um Zell-freie Transkriptions-Translations Reaktionen unter kontinuierlichen Be-

dingungen zu ermöglichen, unter Beibehalten einer hohen Test-Kapazität. Die veränderte Vor-

richtung besteht aus individuellen Reaktionskammern, die periodisch mit Zell-freien Reagenzien

versorgt werden, um programmierbare Konzentrations-Gradienten zu erstellen; die Reagenzien

mischen sich direkt in der Vorrichtung. Als Konzeptnachweis maßen wir die Stärke der Re-

pression unter kontinuierlichen Bedingungen für einige synthetische Komponenten, die wir zuvor

unter Batch-Bedingungen charakterisiert hatten. Weiters konnten wir einen genetischen Kippschal-

ter implementieren. Zuletzt entwickelten wir eine Mikrofluidik-Vorrichtung zur Generierung von

Doppel-Emulsions Tröpfchen, um Zell-freie Genexpressions-Reaktionen abzukapseln. Die Fluss-

fokussierende Vorrichtung integriert Pneumatikventile für das direkte Mischen minimaler Reagenz-

Volumen, und dem Sortieren der Tröpfchen direkt auf der Vorrichtung. Wir benutzten dieses Sys-

tem, um DNA-Konzentrationen präzise zu titrieren, und in vitro Protein-Synthese in den Tröpfchen

zu beobachten.
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1

Introduction

Parts of section 1.2 and 1.3 have been adapted from a recent review.

Reference: Laohakunakorn, N., Grasemann, L., Lavickova, B., Michielin, G., Shahein, A., Swank,

Z. and Maerkl, S.J. (2019). Bottom-up construction of complex biological systems with cell-free

synthetic biology. DOI: 10.5281/zenodo.3591964

1.1 Synthetic biology

Synthetic biology integrates engineering and biology with the aim of designing and assembling

novel biomolecular components, networks and pathways with programmable outputs. Rewiring

organisms with synthetic constructs has already proven to be a powerful tool with applications

in biosensing, therapeutics and the synthesis of biofuels, pharmaceuticals and novel biomaterials

[1]. At the same time, engineering complex artificial biological systems provides another route to

understanding natural biological phenomena [2].

Owing to their study of the lac operon in E. coli [3] at the beginning of the 1960s, Jacob

and Monod inspired the field of synthetic biology by postulating that a cell could respond to

environmental cues due to underlying gene regulatory circuits. A computational logic was associated

with gene regulation, making it possible to imagine that new regulatory networks could be built from

molecular components [4]. The next two decades saw the development of molecular cloning [5] and

polymerase chain reaction (PCR) [6, 7], laying the technical groundwork for genetic manipulation

that would later be used to engineer artificial gene networks. During the 1990s, automated DNA
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sequencing [8, 9] and improved computational tools facilitated the complete sequencing of microbial

genomes [10, 11], and high-throughput techniques for measuring RNA, proteins and metabolites

enabled the screening of a wide array of cellular components and their interactions [12, 13, 14, 15,

16, 17, 18, 19]. Together these technical advancements began to equip scientists with the necessary

knowledge and methods for constructing biological systems that began to resemble the complex

regulatory behavior found in microorganisms [20]. As research was scaled-up to the level of systems

biology, cellular networks emerged as immense and intricate entities that could be broken down

into a hierarchy of functional modules, analogous to many engineered machines [21].

Consequently, it was proposed that engineering principles, such as standardization, functional

decoupling and abstraction, could be applied to design and build synthetic biological systems [22].

In particular, abstraction hierarchies can serve to manage complexity by separating the constituent

parts of a system into varying levels, where work at any level can be carried out independently

with a systematic exchange of information between levels. The design of new systems with given

functionalities occurs from the bottom-up, while taking into account the overall context given by

the top of the hierarchy. Just as we can visualize the hierarchy of computer engineering, we can

similarly break down the components of synthetic biological systems, starting with DNA, RNA and

proteins at the bottom, then moving to biochemical reactions, pathways and finally cells at the top

(Figure 1.1) [23]. Furthermore, establishing standards to guide the quantitative characterization

of discrete biological parts and their interactions would ensure that the overall system could be

built through predictive design [24, 25]. Although a framework for synthetic biology was conceived

according to the structured practices from other engineering fields, in reality, managing biological

complexity reliably continues to pose a challenge [26].

Nonetheless, by combining model-based design with iterations of trial-and-error, the first gene

regulatory circuits were constructed to carry out explicit functions. Specifically, Gardener et al.

engineered a genetic toggle switch from two mutually inhibitory transcriptional repressors that could

change from one stable expression state to another in reaction to external signals [27]. Concurrently,

Elowitz and Leibler built an oscillatory gene circuit, termed the repressilator, which was composed

of a triple negative-feedback loop formed from a succession of repressor-promoter pairs [28]. Both

circuits contained a similar set of parts that each had to be tuned to varying degrees until the desired

experimental output was reached, establishing a practical workflow that combined mathematical

modeling with experimental measurements and hypothesis-driven debugging [29]. Subsequently,

14



synthetic biologists continued to investigate the link between network design and quantitative

behavior, leading to the construction of autoregulatory negative- and positive-feedback modules

[30, 31]. In addition, the combinatorial method was used to build a library of networks with

varying connectivity, exhibiting a range of phenotypes corresponding to binary logic gates [32].

As gene regulatory network engineering was underway, the practice of implementing synthetic

circuits proved to augment our basic understanding of biological systems, starting with studies

that addressed the relationship between gene expression and molecular noise [33, 34].

Early obstacles faced by synthetic biologists included long circuit manufacturing times and a

lack of thoroughly characterized genetic parts [26]. The decreasing cost of gene synthesis and

the advent of high-throughput DNA assembly strategies served to expedite the building process

[35, 36, 37, 38]. An increase in the number and characterization of genetic parts was accompanied

by the construction of genetic circuits that could carry out more and more complex functions.

For example, recombinase-based logic circuits were used to count events by creating permanent

memories [39] and a logic gate cascade was built to respond to multiple inputs [40]. Though the

overall number of circuits continued to rise, the number of regulatory parts they employed reached

a plateau [41]. The scarcity of highly specific gene regulators motivated the creation of orthogonal

libraries of components that could regulate transcription or translation within the same circuit in

the absence of cross-reactivity [42, 43].

Despite tremendous progress, the reliable and predictable engineering of biomolecular circuits

is often hindered by the inherent variability of complex biological systems and a lack of mecha-

nistic understanding. Confronted with potentially unknown complexity, one strategy is to make

use of automated high-throughput experimental techniques to generate functional circuit designs

by screening large libraries of alternative constructs [44]. To effectively explore the parameter

space, these screens can be conducted by rational design or directed evolution [45]. A cornerstone

of synthetic biology, rational design approaches strive to assemble circuits in a modular manner

from an array of well-characterized parts. What remains unknown can sometimes be mitigated by

adopting methods from control theory to design network architectures that are robust to specific

uncertainties [46, 47, 48]. On the other hand, directed evolution introduces random genetic muta-

tions of unknown impact to refine an imperfect network design or to optimize a given component

[49, 50, 51].
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Figure 1.1: Abstraction hierarchy for synthetic biology inspired by computer engineer-

ing. Figure adapted from Andrianantoandro et al. [23].

1.2 Bioengineering in cell-free systems

The previous section has introduced gene regulatory circuit engineering within the context of cell-

based systems, however cell-free systems have recently evolved into key bioengineering platforms

[52, 53, 54]. Cell-based synthetic biology relies on laborious molecular cloning methods to insert

artificial networks into living cells, leading to time-consuming design-build-test cycles. Additionally,

the synthetic circuit components may exhibit unknown interactions with endogenous molecular

machinery or present a metabolic burden for the host cell, requiring iterative testing to arrive

at a functional design. Cell-free systems provide a means to circumvent these limitations and

form the basis for a fully bottom-up approach to rationally construct complex biological networks
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[55, 56, 57, 58, 59, 60]. In principle, we can define and quantify the major interactions within a cell-

free system, leading to well-informed models of increasingly complex biological systems with the

potential to guide entirely predictive design in the future [61]. Though the ultimate goal of reliably

engineering artificial biological systems will likely depend on the combination of many different

approaches, cell-free synthetic biology has already demonstrated that it can play a key role [62].

Cell-free systems combine cellular enzymes with a DNA template, amino acids, an adenosine

triphosphate (ATP)-regeneration system, salts and other buffers to carry out transcription and

translation (TX-TL) in vitro. Isolating only the necessary machinery from cells, strips away the

complexity associated with cellular regulation, homeostasis and growth, yielding a simplified and

open environment for reconstituting biochemical reactions. Beginning in the 1960s, scientists used

E. coli based cell-free systems to experimentally validate the central dogma of biology, showing that

peptides could be synthesized from amino acids [63], RNA [64] and finally DNA through the coupled

process of transcription and translation [65, 66, 67]. During that same period, another notable set

of cell-free experiments entailed the study of translation from synthetic polyribonucleotides, which

led to the breaking of the genetic code [68]. Over the following decades, in vitro systems were often

adopted to eulcidate biomolecular mechanisms, including RNA replication [69], splicing [70] and

Golgi trafficking [71]. In parallel, an interest in in vitro protein synthesis prompted work to produce

more efficient cell-free extracts by adjusting the composition of the reaction mixture and improving

the energy regeneration system [72]. The integration of extract engineering and synthetic biology

then gave way to the field of cell-free synthetic biology in the early 2000s [73].

Historically, the most efficient cell-free protein synthesis systems were derived from E. coli,

rabbit reticulocytes or wheat germ [74], however recently cell-free extract has been produced from

a growing number of different organisms. The repertoire of highly adopted cell-free protein synthesis

platforms has expanded to include extracts prepared from insect, yeast, Chinese hamster ovary and

HeLa cells [75]. Since their conception these platforms have steadily increased their user base thanks

to a breadth of supporting literature and the commercial availability of many extracts. While only

in the beginning stages of development, cell-free systems based on B. subtilis [76], V. natriegens [77]

and P. putida [78] among others have emerged as promising candidates for new applications [79].

Despite the cell-type, the basic steps for generating a functional cell-free extract are analogous.

In brief, a given cell-line is cultured, then the cells are lysed without impairing protein activity,

and the generated lysate is combined with a DNA or RNA template and other reaction substrates
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to carry out (TX)-TL in vitro. From platform to platform and within a single platform, these

basic steps can vary substantially, and even subtle changes can result in variable performance. For

example, there is known variability between different batch preparations of E. coli extracts [80],

not to mention significant variability across laboratories [81]. Consequently, a tremendous effort

has been underway to discover the sources of this variability. We are beginning to understand

the importance of each preparation step with regards to lysate performance and which factors

are responsible for reproducibility [82]. Additionally the quantitative analysis of lysate proteomes

has revealed the link between extract composition and performance for different cell strains and

preparation methods [62, 83, 84, 85]. Ongoing work to deconstruct cell-free extract may one day

lead to standardized preparation methods that correlate with fully reliable performance, however

currently we are constrained due to an incomplete understanding of the system.

In the meantime, another approach to reduce complexity was the bottom-up assembly of a

completely recombinant cell-free system that was composed of precisely defined parts. Combining

a small set of purified proteins necessary for TX-TL with a creatine-phosphate-based energy re-

generation system, Shimizu et al. created the platform known as PURE (protein synthesis using

recombinant elements). There are several commercially available versions of this system that are

increasingly popular, but also more expensive than lysate systems [86]. Furthermore, although

the commercial systems stem from the original PURE system, their exact composition is often

undisclosed and functional inconsistencies are observed between the different systems with respect

to batch variability, protein synthesis yield and translation rate [87]. A user-defined PURE system

can be produced in-house at lower cost, but entails a labor-intensive protocol that involves the

purification of ribosomes and over thirty His-tagged proteins [88]. As a result, simplified protocols

have been developed, including a method that purifies all proteins apart from the ribosomes in a

single step [89] and another that His-tags enzyme pathways in vivo [90]. In addition to increas-

ing the accessibility of recombinant systems, considerable work has focused on increasing protein

expression yield in the existing systems [91, 92, 93]. Though the modular nature of PURE makes

it an ideal starting point for engineering biological systems, the scope of gene regulatory networks

which can be implemented in PURE is limited by low protein expression levels and inefficient E.

coli σ-factor based transcription [94].

Regardless of incomplete characterization and persistent variability, cell-free systems have nonethe-

less served as an ideal testbed for prototyping gene regulatory circuits. The first in vitro genetic
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cascades were composed of only a few bacteriophage regulatory elements, but served to illustrate

the importance of balancing cell extract resources [73]. Similar to advances made in vivo, an ex-

panded library of characterized parts led to the construction of more complex circuit designs in

vitro, including multiple stage cascades, AND gates and negative feed-back loops [95]. The ability

to use linear DNA templates gave an added advantage to cell-free systems [96, 97], eliminating the

need for molecular cloning and accelerating the pace for testing new genetic parts. Additionally,

the process of engineering cell-free gene circuits was improved through a deeper understanding

of resource constraints. In particular, the impact of changing promoter strength, DNA template

concentration and nucleoside triphosphate concentration was probed through independent mea-

surements of transcriptional and translational activities [98]. It was then possible to identify the

specific limitations imposed by essential biomolecular resources with respect to the overall perfor-

mance of a gene activation cascade. Building upon this work, a model was developed to describe

resource competition between genes [99]. Using data from individually characterized DNA parts,

they were able to successfully predict the protein expression profiles for multiple co-expressed DNA

parts. These studies demonstrated that fundamental aspects of biocircuit operation could be stud-

ied quantitatively and with greater ease in a cell-free context compared to in vivo environments.

Although cell-free systems offered many benefits, Noireaux et al. already recognized that protein

lifetime was an intrinsic limitation of batch-mode cell-free expression, preventing the reconstitution

of oscillatory networks [73]. This obstacle was later surpassed by the fabrication of microfluidic

devices that enabled cell-free gene expression to be carried out at steady state, facilitating the

implementation of genetic oscillator circuits [100, 101].

1.3 Microfluidic platforms applied to cell-free synthetic biology

While cell-free reactions can be carried out in a simple test tube, the complexity and sophistication

of experiments can be dramatically augmented by coupling them to the appropriate technological

platform. There have been numerous technological advancements with respect to cell-free gene

expression over the past few decades; we will focus on recent platforms enabling increased control

over batch and steady state reactions.
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Figure 1.2: Batch and continuous cell-free reaction platforms. (A) Overview of the tech-

nologies used to carry out high-throughput batch reactions, including the possibilities to vary the

concentration of many reaction components, in addition to exploring the sequence space of DNA

templates. (B) Devices developed for continuous cell-free reactions, separated into two categories:

continuous protein production and steady state reactors that enabled the implementation of genetic

oscillatory circuits. Figure adapted from Laohakunakorn et al. [102].

20



1.3.1 Increased throughput and spatial control of batch reactions

Early high-throughput methods of spatially confined cell-free batch reactions were applied to the

generation of protein arrays. In 2004, Ramachandran et al. showed that a plasmid array spotted

on a glass slide could be transformed into a protein array by submersing the entire slide in a

cell-free reaction. mRNA and proteins were being locally transcribed and translated from the

spotted plasmid DNA and proximally captured by surface bound antibodies [103, 104]. The in situ

generated protein array could then be interrogated with a protein of interest. A similar concept was

later integrated into a microfluidic device for the automated mapping of protein-protein interactions

[105]. Here linear expression DNA templates are spotted on a glass slide in pairs. The DNA array is

then aligned to a MITOMI microfluidic device [106] so that each pair of linear templates is enclosed

by a reaction chamber. Loading of the device with cell-free reaction solution synthesizes the bait

and prey proteins, which are then assayed for interaction using the MITOMI method. A similar

approach was used to generate large numbers of defined bHLH (basic helix-loop-helix) transcription

factor mutants to assess the evolutionary accessible DNA binding specificity repertoire of these

transcription factors [107]. Martin et al. used the method to generate a RNA array for protein-

RNA interaction studies [108]. More recently, hundreds of full-length Drosophila transcription

factors spanning a size range of 37–231 kDa were expressed on-chip using a wheat germ cell-free

system [109]. Such approaches are becoming appealing for protein engineering, especially with

the rapid decrease in synthetic DNA cost. In 2015, it was demonstrated that over 400 synthetic

zinc-finger transcription factors could be synthesized and characterized in vitro using this approach

[110].

As synthetic gene networks began to emerge, the advantages of cell-free protein expression

were adopted to rapidly screen large libraries of functional DNA parts, avoiding in vivo cloning

steps, and speeding up the design-build-test cycle ([80, 98]). The advent of acoustic liquid han-

dling robots has enabled cell-free reactions to be carried out in standard microwell plate systems

with increased throughput and precision, while simultaneously reducing reagent usage. This was

recently demonstrated, coupled with a Bayesian modeling approach, which offered a fast route to

characterizing regulatory elements from a non-model microbial host [111]. With their rapid and

automated method the authors were able to infer previously unknown transcription factor binding

affinities as well as quantify resource competition in cell-free reactions (Figure 1.2A). Automated
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acoustic liquid handling was also used to test serine integrase recombination dynamics [112]. A

Python package built to model and simulate biological circuits was then applied to the cell-free

prototyping data to carry out parameter inference.

Microfluidic platforms applied to cell-free TX-TL have also enabled the exploration of larger

design spaces at faster time scales. For example, droplet microfluidics was used to rapidly generate

a library of distinct combinations of DNA templates, inducer molecules, and cell-free extract con-

centrations, with the possibility of generating millions of parameter combinations per hour [113].

Together with a dye labelling scheme, it was possible to create a detailed map of biocircuit ex-

pression versus parameter combination (Figure 1.2A). Another quantitative and multi-dimensional

study of genetic promoters was carried out using parallel piezoelectric cantilever beams that were

able to generate an array of droplets containing cell-free TX-TL reaction mixtures with highly

accurate concentration gradients [114] (Figure 1.2A).

Setting aside high-throughput techniques, there still exist many other innovative technologies

for cell-free gene expression, including methods that have sought to introduce spatial organization.

In particular, a chip was developed to separate transcription and translation into different com-

partments [115]. Additionally multi-compartment vesicles were used to predefine regions in which

different proteins would be synthesized in vitro [116]. Furthermore, Jiao et al. fabricated a mi-

crofluidic device for the encapsulation of plasmid integrated clay microgels [117]. The incorporation

of magnetic beads in the microgels permitted their recovery and re-use in subsequent cell-free TX-

TL reactions. A bead-based approach was also used to express and capture recombinant proteins

in a hydrogel matrix [118]. Lastly, surface-bound DNA microarrays were aligned with a hydrogel

matrix embedding protein synthesis machinery enabling localized protein synthesis [119].

1.3.2 Steady state cell-free reactions

While cell-free batch reactions provide a means to characterize gene circuits, parts, and devices, the

complexity of biological networks that can be implemented is constrained as the systems quickly

reach chemical equilibrium. This has motivated the development of in vitro systems that can

exchange reagents over time, maintaining the reaction in a non-equilibrium steady state, and mim-

icking the dilution of cellular components during cell growth. Over 30 years ago there was an

interest in prolonging cell-free TX-TL reactions by providing a continuous flow of amino acids and

energy sources to a reaction chamber from which synthesized proteins and by-products could be
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removed across an ultrafiltration membrane [120]. Successive work aimed to improve protein syn-

thesis yield for cell-free TX-TL reactions by using a dialysis membrane to separate the reaction

from the feeding solution of amino acids and energy sources, leading to a semi-continuous reaction

[121, 122]. This idea was then extended to be compatible with standard micro-well plate systems

that could be used for higher throughput applications [123, 124, 125, 126]. Following upon the same

principles of continuous exchange cell-free reactions, a passive PDMS microreactor was built, which

separated the feeding and reaction chambers with a dialysis membrane, enabling protein synthesis

for up to 15 hours [127] (Figure 1.2B).

Recent improvements in implementing continuous cell-free TX-TL reactions came in the form

of novel microfluidic devices. For instance, continuous protein synthesis was demonstrated in an

array of cell-sized nanoporous silicon containers that could exchange energy and materials with

the surrounding microfluidic environment [128]. In 2013, Niederholtmeyer et al. reported a two-

layer PDMS device with 8 independent nano-reactors that could exchange reagents at dilution rates

similar to those of growing bacteria. Steady state TX-TL reactions could be maintained for up to 30

hours, enabling the first in vitro implementation of genetic oscillator circuits [100] (Figure 1.2B).

Using the same device, Yelleswerapu et al. recently demonstrated the construction of synthetic

oscillating networks using sigma-factor-based regulation of native RNAP in E. coli lysate [129].

In 2014, Karzbrun et al. demonstrated two-dimensional DNA compartments capable of creating

oscillating protein expression patterns and protein gradients. Each DNA compartment was linked

to a supply channel through a small capillary, allowing the continuous diffusion of nutrients and

products into and out of the compartment [101] (Figure 1.2B). The geometry of the compartments

determined the dilution rate of the reaction, giving rise to different observed reaction kinetics.

Using high frequency localized electric field gradients, the same group was able to push the TX-

TL machinery away from the DNA brush, thereby arresting transcription and translation. They

showed that different biomolecules can be manipulated efficiently depending on the applied voltage

and obtained sustained oscillation of gene expression from controlled ON/OFF switching of the

TX-TL reaction [130].
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1.4 Overview and objectives of this work

As outlined in the previous sections, cell-free systems have evolved into an efficient platform for

rapidly characterizing and engineering gene regulatory networks. Moreover, coupling cell-free sys-

tems with microfluidic platforms can significantly improve our experimental capabilities. Therefore,

we set out to develop a microfluidic platform that would facilitate the in-depth study of gene regu-

latory elements with the aim of guiding rational circuit design. Often a similar set of transcriptional

regulators are reused in synthetic networks, limiting the size and complexity of networks that can

be built. In Chapter 2, we utilize an expandable library of synthetic transcription factors [110]

to build gene regulatory networks based on transcriptional repression. Modulating transcriptional

repression can be achieved at the level of DNA, protein, and cooperative protein-protein interac-

tions, requiring high-throughput experimental approaches for a comprehensive characterization of

the parameter space. For that reason, we developed a microfluidic platform that could carry out

cell-free TX-TL in high-throughput, using different combinations of surface immobilized DNA as

the reaction templates. With the capability to vary DNA sequence and concentration for up to 768

individual reactions, we could quickly screen a library of programmable zinc fingers for functional

repression activity. We coupled cell-free TX-TL assays with binding affinity measurements [106]

and thermodynamic modeling to gain a mechanistic understanding of synthetic gene regulators,

which we then applied to engineering functional logic gates.

While the platform we describe in Chapter 2 demonstrated the vast potential of applying high-

throughput and quantitative methods to engineering gene regulatory circuits, it is limited to testing

circuits in batch-mode. As a result, we went on to adapt this platform to enable the implemen-

tation of steady state cell-free TX-TL reactions at high-throughput. In Chapter 3, we present a

microfluidic device that is again based on surface immobilized DNA templates, which are housed

in an array of unit cells that can be replenished with fresh cell-free reagents over time. We can

tune DNA sequence and concentration as before, and differences in unit cell geometries give rise to

a range of steady state protein expression profiles as well. Furthermore, we have integrated on-chip

mixing with pulse width modulation, enabling us to program the concentration of different inputs

over time. We anticipate that this platform could serve as a powerful tool for characterizing gene

regulatory networks that necessitate a non-equilibrium reaction environment.

The microfluidic devices fabricated in Chapter 2 and 3 enclose nL-volume in vitro TX-TL
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reactions in physical compartments created by pneumatic valves, however another strategy for

separating individual reactions is to encapsulate them in droplets. In chapter 4, we describe a

microfluidic flow focusing device to produce double emulsion droplets containing cell-free reagents.

The device also incoporates pneumatic valves that enable the real-time formulation of different

reagents using pulse width modulation, providing the means to precisely titrate the concentration

of different reaction components. Additionally, the pneumatic valves can effectively control fluid

flow into and out of the device, permitting drop production from reagent volumes as low as 10 µL

with minimal sample loss. When using expensive cell-free reagents, such as commercial PURE and

lysate reactions, this feature is especially convenient.
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2.1 Abstract

Gene regulatory networks are ubiquitous in nature and critical for bottom-up engineering of syn-

thetic networks. Transcriptional repression is a fundamental function that can be tuned at the level

of DNA, protein, and cooperative protein – protein interactions, necessitating high-throughput ex-

perimental approaches for in-depth characterization. Here we used a cell-free system in combination

with a high-throughput microfluidic device to comprehensively study the different tuning mecha-

nisms of a synthetic zinc-finger repressor library, whose affinity, specificity, and cooperativity can

be rationally engineered. The device is integrated into a comprehensive workflow that includes de-

termination of transcription factor binding energy landscapes and mechanistic modeling, enabling

us to generate a library of well-characterized synthetic transcription factors and corresponding pro-

moters, which we then used to build gene regulatory networks de novo. The well-characterized

synthetic parts and insights gained should be useful for rationally engineering gene regulatory

networks and for studying the biophysics of transcriptional regulation.

2.2 Introduction

Cell-free systems have emerged as versatile and efficient platforms for rapid engineering, charac-

terization, and implementation of genetic networks. It has been demonstrated that linear genetic

cascades [73], logic gates [95], and oscillators [100, 101, 131] could be implemented and character-

ized in cell-free systems, and that networks engineered in cell-free systems function in cells with

remarkably similar characteristics, indicating that cell-free systems accurately emulate the cellular

environment [131, 132]. Besides these examples in molecular systems engineering and charac-

terization of complex biological systems, cell-free systems provide a viable starting point for the

bottom-up synthesis of artificial cells [56, 133]. Work is progressing in establishing critical cellular

sub-systems including DNA replication [134], metabolism [135], ribosome synthesis [136], mem-

brane synthesis [137], and protein structures [138]. Gene regulatory networks (GRNs) are one such

critical sub-system, and here we demonstrate de novo bottom-up engineering and comprehensive

characterization of synthetic GRNs in a cell-free system.

GRNs execute the genome and thus play a central role across all domains of life. Due to their

importance and ubiquity, GRNs have been intensely studied and considerable progress is being
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made in deciphering components, topologies, and general mechanisms of GRNs, although a complete

mechanistic understanding is still lacking. Because GRNs perform many sophisticated cellular tasks,

synthetic biologists use GRNs to engineer new systems [139] such as logic gates [140], toggle switches

[27], band-pass filters [141], and oscillators [28]. Nonetheless, past and current efforts in engineering

GRNs have shown that rational design is not yet possible, and that engineering GRNs still heavily

relies on trial-and-error and high-throughput screening approaches [140]. The inability to rationally

design GRNs is in part due to the aforementioned lack of complete mechanistic understanding,

and because basic GRN components such as transcriptional regulators and promoters are often

neither fully characterized nor standardized. A corollary of the lack of an in-depth mechanistic

understanding of these systems is that individual components are not yet readily composable.

Nature provides a plethora of potential transcriptional regulators, but the number that have been

tested and characterized remains rather limited. Most engineered GRNs make use of naturally

occurring transcription factors, making it difficult to robustly engineer GRNs with such a non-

standard set of proteins [142]. A library of well-characterized, synthetic transcription factors could

alleviate many of these problems by providing a set of standardized transcription factors that are

based on the same basic structural framework, and whose function can be extended by generating

fusion proteins in a plug-and-play format.

Native GRNs employ a wide range of transcription factors that can be categorized into several

structural families. The family with the largest number of members is the zinc-finger (ZF) family,

followed by homeodomain, basic helix-loop-helix, and basic-leucine zipper (LZ) families [143]. ZFs

are of interest in biology as they represent the largest class of transcriptional regulators and are

involved in diverse biological functions. ZFs are also appealing for bottom-up engineering as they

consist of well-defined subunits that, in combination, determine DNA sequence specificity [144, 145].

Many resources are therefore available that provide sequence specificity information for a large

number of native [146] and engineered [147] ZF transcription factors. An additional advantage

is that ZFs are small (264 bp, 10.6 kDa (Zif268)) compared to other engineerable transcriptional

regulators such as TALE (e.g. 1161–2397 bp, 39.9–82.6 kDa, DNA binding domain only [148]) or

dCas9 (4107 bp, 158.3 kDa), so that the coding sequence for ZFs is easily obtainable and modifiable.

Due to their small size and simple structure, ZFs can be readily expressed both in vivo and in vitro.

Synthetic ZFs have already been successfully used as activators in S. cerevisiae [149] and human

cells [150]. Here we engineer and explore the use of synthetic ZF transcriptional regulators as ideal
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building blocks for bottom-up design and implementation of cell-free GRNs.

In this paper, we took advantage of an existing synthetic ZF library [110] to generate a well-

characterized resource of transcriptional repressors and corresponding synthetic promoters that can

be used for bottom-up design, implementation, and characterization of GRNs in cell-free systems.

While the mechanism of action of the simplest prokaryotic repression is competitive inhibition [151],

it has long been appreciated that both cis modifications to the promoter, such as operator position

[152], basal promoter strength [153], as well as trans modifications to the transcription factor itself

strongly affect repression [154, 155]. These inter-dependencies result in a large experimental space

with many degrees of freedom. In order to tackle this complexity we developed a microfluidics based

method capable of performing 768 cell-free transcription-translation (TX-TL) reactions on a single

device. The ability to rapidly generate ZF repressor and promoter variants using fast PCR assembly

and the use of our high-throughput microfluidic device allowed us to perform a comprehensive

characterization of repressors and promoters. We investigated the effects of binding site position,

binding site affinity, binding site combinations, and cooperative interactions between the repressors

on transcriptional repression performance. We generated quantitative position weight matrices

(PWMs) for four ZF repressors with MITOMI [106], which allowed us to rationally tune binding

site affinity and promoter output. Finally, we used the parts library and insights acquired in this

study to engineer logic gates, showing that de novo synthetic GRNs can be rationally engineered

using a bottom-up approach. The transcription factor / promoter parts library, data, and methods

described here provide a resource that should facilitate efforts to build synthetic GRNs, serve as a

viable approach for building GRNs for use in artificial cells, and establish an experimental platform

for studying the biophysics of transcriptional regulation.

2.3 Results

2.3.1 Design and characterization of a microfluidic device for high-throughput

cell-free experiments

The design space of even a single TF – promoter pair is large, encompassing different binding site

affinities, binding site positions, binding site sequences, and binding site combinations. This com-

plexity necessitates high-throughput methods capable of the functional characterization of hundreds

to thousands of engineered variants. Current approaches in cell-free synthetic biology primarily rely
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on standard microtiter plates, which require a minimal reaction volume of 5 – 10 µL. Such rela-

tively large volumes quickly become cost-limiting in terms of how much cell-free reaction solution

and DNA is required to perform the assays. Researchers recently made use of an acoustic liquid

handling robot that reduced reaction volumes to 2 µL in a 384 well plate format [111]. Here we

repurposed the MITOMI platform, a microfluidic device originally developed for high-throughput

molecular interaction analysis [106, 156], and applied it to the high-throughput characterization

of cell-free genetic networks. The repurposed device performs 768 cell-free reactions, and reduces

volumes by ∼4 orders of magnitude to ∼690 pL per reaction.

The process involves the synthesis of DNA parts, followed by microarraying and incorporation

into microfluidic unit cells where they serve as templates in cell-free TX-TL reactions (Fig. 2.1A).

To expedite the synthesis of large libraries of DNA parts we used an assembly PCR strategy to

generate linear DNA templates with different promoter regions upstream of a deGFP gene. A

microarray robot is used to spot the linear templates onto an epoxy-coated glass slide, on top of

which the PDMS device is aligned. Immobilizing DNA within each reaction chamber first requires

surface patterning in the assay section of each unit cell, resulting in a circular area of neutravidin

to which biotinlyated DNA can bind. Once DNA is surface immobilized, cell-free extract is flowed

into the device and the unit cells are isolated from one another while the TX-TL reactions occur.

A detailed schematic of the experimental procedure is shown in Supplementary Figure 2.8A.

Controlling the precise amount of DNA in each unit cell is important for quantitative experi-

ments. By simply varying the concentration of spotted biotinylated DNA templates we were unable

to precisely control DNA concentration on-chip. We thus developed an approach based on spotting

a mixture of single stranded biotinylated DNA oligos (ssDNA) and double stranded DNA templates

(dsDNA). The amount of DNA immobilized on the surface reached saturation at a concentration

of ∼100 nM spotted DNA (Supplementary Fig. 2.9). We therefore held the total concentration

of spotted DNA above this saturation point. Changing the ratio of dsDNA:ssDNA gave rise to

a linear correlation between the concentration of dsDNA free in solution (DNAF ) and dsDNA

bound to the surface (DNAB), and was insensitive to the total amount of DNA deposited during

spotting (Fig. 2.1B, C). This approach allowed us to immobilize DNA over a wide concentration

range, which gave rise to corresponding levels of expressed deGFP (Fig. 2.1D, E). The results

obtained with the high-throughput microfluidic device are reproducible with a global normalized

root-mean-square deviation of ∼14%, not only when a single dsDNA template is used, but also
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for more complex experiments requiring multiple templates in each unit cell (Supplementary Fig.

2.10). Furthermore, a subset of on-chip measurements was carried out in standard micro-well plate

reactions, showing good correlation (Supplementary Fig. 2.11).

To demonstrate the high-throughput capabilities of our microfluidic chip we created and char-

acterized a library based on the E. coli σ70 λPR promoter. We synthesized 124 promoter variants

that covered all possible single base mutations within the -47 to -7 region of the λPR promoter (Fig.

2.1F). Cell-free reactions for each promoter were run in 6 replicates on a single chip and yielded

deGFP expression profiles revealing the impact of each mutation on protein expression (Fig. 2.1F,

Supplementary Fig. 2.10A). As expected, mutations within the -10 and -35 boxes affected deGFP

expression most strongly and the results are comparable to previous results obtained by an in vivo

analysis of the lac promoter [157].

Protein synthesis eventually stops in cell-free batch reactions as seen in the saturation dynamics

in time course measurements (Fig. 2.1E); this is fundamentally different from cellular steady state

protein levels which result from balancing production with degradation and dilution rates. In this

paper we report end-point batch reaction values and derived quantities such as fold repression.

It is thus important that the end-point values correspond to protein production rates. While

the relationship between the initial rate of deGFP production and its final saturated level may

be complex, we observe a linear relationship between the two quantities under our experimental

conditions (Supplementary Fig. 2.12). This is an important validation of our use of end-point

protein levels and linearly derived quantities such as fold repression as proxies for synthesis rates

and their ratios.

2.3.2 Zinc-finger repressor and promoter library design

Using the characterization of the λPR promoter as a starting point, we applied our chip to the in

depth characterization of synthetic ZFs for use as transcriptional repressors. We adopted a ZF de-

sign based on Zif268, a three-finger Cys2His2 protein. A large ZF repressor library can be generated

by combinatorially shuffling a small number of individual ZF domains (Fig. 2.2A). We utilized ZF

proteins drawn from a 64-member library that we previously synthesized and characterized [110]

(Supplementary Fig. 2.13).
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Figure 2.1: High-throughput microfluidic cell-free reactions. (A) A schematic overview

of the experimental design including synthesis of DNA templates, DNA spotting, chip alignment,

surface functionalization followed by DNA immobilization and on-chip cell-free TX-TL reactions.

(B) Fluorescence images of Cy3-DNAF , Cy3-DNAB, and deGFP expressed for a range of ds-

DNA:ssDNA ratios. (C) Quantification of surface immobilized DNA (DNAB) as a function of free

DNA in solution (DNAF ). (D) deGFP expression at the final time point as a function of DNAB

concentration. All values represent means ± SD (n = 48). (E) deGFP expression measured over

time in all unit cells. (F) Schematic of a promoter library design and on-chip experimental through-

put, followed by the deGFP expression for all single base mutations from position -47 to -7 of the

λPR promoter.

The affinity of a ZF repressor to DNA can be improved by increasing the number of finger

domains [158, 159, 160, 161]. The same effect can also be achieved by engineering dimerizing ZFs

that bind cooperatively. An early example used structure-based design to engineer a two-finger ZF

which dimerized via a leucine zipper (LZ) motif to form a four-finger complex [162, 163]. Three-

finger ZFs have also been dimerized using PDZ domains [149]. Cooperative interactions are of

interest because they potentially increase the nonlinearity of regulation, as well as decreasing non-

specific binding compared to extended arrays of ZFs. To study cooperative interactions we built

several different ZFs fused to either PDZ or LZ domains (Fig. 2.2B).

In parallel, we designed corresponding repressible promoter libraries. As we use an E. coli

cell-free system [164], we based our promoter designs on the strong λPR promoter in combination

with transcription and translation elements optimized for E. coli cell-free expression [96]. Previous

work has shown that the most effective position for transcriptional repression is the space between

the -35 and -10 boxes [152]; we thus generated a library with consensus ZF binding sites (ZFBSs)

inserted into this location. Additionally, we built promoters with a second ZFBS upstream of the

-35 box, allowing us to study the effect of multiple non-cooperative and cooperative ZFBSs (Fig.

2.2B). The promoters drive expression of a deGFP reporter, a GFP protein previously optimized

for cell-free translation [165]. All constructs were built and tested using linear DNA templates

generated by PCR in concordance with recommended guidelines for cell-free expression [96].
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Figure 2.2: Zinc-finger repressor and promoter design. (A) Our repressor design is based

on the Zif268 protein, whose three Zn-fingers (F1–F3) each recognizes a nucleotide triplet. We

created a combinatorial library of repressors by shuffling individual Zn-fingers, starting from four

initial ZF proteins (here labelled with the codes AAA–DDD). (B) We designed a library of repressible

promoters based on the λPR promoter. To test the effectiveness of repression we designed promoters

containing single and dual sites with variable spacing, as well as engineering direct cooperativity

between ZF proteins, which can be mediated by PDZ-ligand or LZ interactions.

2.3.3 Repression with single and multiple binding sites

We performed an in depth characterization of 11 synthetic ZFs by assessing their repressive capacity

in cell-free reactions, and by measuring their respective dissociation constants (Kd) with MITOMI.

We used MITOMI to measure the Kds for each ZF against all possible target promoters. By

localizing pre-synthesized his-tagged ZFs to the surface of each unit cell we are able to measure

the binding of DNA sequences spanning the promoter region including the ZF binding site (Fig.

2.3A, Supplementary Fig. 2.8B). We obtained standard Gibbs free energies, ∆G = RT ln(Kd), for

each ZF – target promoter complex (Fig. 2.3B). A range of binding strengths was observed for the

respective consensus ZF binding sequences, as well as low affinity off-target binding. The CBD zinc

finger was included as a negative control as it does not bind to its own predicted binding site nor

any of the other targets.

To test whether the relative binding strength of each ZF related to functional gene repression,

we implemented cell-free TX-TL reactions screening the same matrix of ZFs versus promoters.

Each microfluidic unit cell contained a linear template encoding the ZF to be tested and a sec-
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Schematic depicting the MITOMI assay used to determine TF - DNA binding affinities. (B)

Affinity orthogonality matrix of ∆G values for all zinc fingers versus all possible DNA targets.

(C) Schematic depicting the linear templates used to test functional repression in on-chip cell-free

TX-TL reactions. (D) Fold repression orthogonality matrix for all zinc fingers versus all possible

targets. (E) Fold repression values versus measured Kds for all ZF - promoter consensus pairs. The

fold repression data was collected from a single chip and all values represent means ± SD (n = 5).

The error bars shown for the Kd values represent the 95% confidence interval for the fit to a single

binding site model.

ond linear template encoding deGFP downstream of a promoter with a single ZF binding site (Fig.

2.3C). Binding of the expressed ZF to the target promoter would lead to down-regulation of deGFP

expression. A common measure of repression performance is fold repression, or the ratio of unre-

pressed to repressed expression levels. Unrepressed measurements were obtained by co-expressing

the target promoter template with the non-binding ZFCBD template to control for loading effects

[98]. Despite some off-target binding observed by MITOMI, functional repression of all ZF – target

pairs was almost perfectly orthogonal (Fig. 2.3D), with one exception: the repression of promoter

BDD by ZFADD. However the general trend of weak off-target affinities translated to no or min-

imal off-target repression, resulting in functional repression only for cognate pairs. Furthermore,

on-target fold repression directly correlated with the measured MITOMI affinity values (Fig. 2.3E).

Using two high-throughput microfluidic techniques we were able to characterize the binding affinity,

repressive strength, and orthogonality of synthetic transcription factor – promoter pairs.

Promoters with a single ZF binding site achieved low to medium fold repression levels in the

range of 1.5 to 7 (Fig. 2.4A). We tested whether placing an additional binding site upstream of

the -35 box could further improve fold repression levels. While fold repression is a convenient

measure used to describe the functionality of a given repressor – promoter pair, for applying these
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repressors in genetic networks it is important to also consider basal promoter strength (unrepressed

state) and leak (repressed state). These quantities are also shown in Figure 2.4, where we observed

that variation in binding site sequence led to variations in basal promoter strength; this variation

increased upon inclusion of the second binding site upstream of the -35 box. At the same time,

the average leak from the repressed state decreased for the dual site library, resulting in higher fold

repression values. Overall, fold repression improved for almost all two binding-site promoters, with

the best promoters achieving a fold repression level of 7 – 10 (Fig. 2.4B). These results showed

that good repression levels can be achieved by synthetic ZF repressors with either single or double

binding site promoters in a cell-free system.

Next we characterized the effect of binding site position on repression strength. We generated a

library of promoters containing a single ZF binding site that was placed in various positions relative

to the -35 box. Best fold repression was achieved by positioning binding sites directly proximal to

the -35 box, in the range of -2 to +4 bps relative to the start and end of the -35 box, respectively. We

also observe that repression is sensitive to single bp shifts in position. For instance, the site at the +5

position is effectively non-functional compared to repressing neighbouring sites at +4 and +6; and

the site at the -5 position exhibited significantly stronger repression than its neighbours at -4 and

-6. Based on the crystal structure alignment of ZF and RNA polymerase bound to DNA containing

the binding site at position +5, we note that it is possible for both proteins to bind simultaneously

with minimal steric interference. To ascertain that the observed repression strengths were not due

to changes in binding site affinity of the ZF, as each binding site is located in a different sequence

context, we measured the binding affinity of the ZF repressor to each promoter using MITOMI.

The results showed only minor differences in affinity across all promoters, suggesting that the ZF

repressor bound to these promoters with equal strength. Promoter repression thus appears to be

primarily a function of the ability of the ZF to sterically hinder and compete with RNA polymerase.

These data are consistent with an occlusion mechanism whereby RNAP binding is competitively

inhibited by ZF binding [151], and the effectiveness of the competition is dependent on the relative

positions of ZF and RNAP on the promoter.

2.3.4 Engineering cooperativity

We showed that incorporating a second binding site can result in improved fold repression. However,

engineering certain types of genetic circuits often requires an additional increase in the nonlinear
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Figure 2.4: Effect of binding site number and position on repression. Shown are endpoint

unrepressed and repressed levels for the single binding site library (A), and the dual site library

(B). Within each library, the data are rank-ordered by fold repression values. Data were collected

from two separate chips and all values represent means ± SD (n = 10). (C) A single BCB site was

shifted up to 10 bp upstream and 7 bp downstream of the -35 box; position values are given by the

number of nucleotides separating the 9-bp site from the -35 box. The binding affinities of the ZF

to its target site remains approximately constant irrespective of target site position ((C), bottom).

Data from the top panel was measured from a single chip and all values represent means ± SD

(n = 7). The error bars shown for the Kd values represent the 95% confidence interval of the fit to

a single binding site model.

response, as well as a decrease in the leak for a given promoter – TF pair. Nonlinearity can be

increased by introducing cooperativity via protein – protein interactions. We implemented two

different protein interaction domains previously demonstrated to successfully dimerize ZFs.

PDZ domains enable natural protein – protein interactions by binding specific C-terminal pep-

tide sequences with micromolar affinity [149]. We took advantage of this interaction to engineer

cooperativity by linking ZFBCB to a mammalian α1-syntrophin PDZ domain, and ZFADD to its

corresponding cognate C-terminal peptide ligand (VKESLV). Furthermore, we linked ZFADD with

a non-cognate ligand (VKEAAA) to use as a non-cooperative control. The second type of inter-
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action we explored was dimerization by linking ZFBCB and ZFADD to GCN4 LZ domains. The

GCN4 LZ has previously been used in a structure-based design to enable homodimerization of

two-finger ZFs [162], and we thus also tested this existing structure. In both cases, a mutated LZ

was used as a negative control.

Preliminary studies on a plate reader demonstrated that ZFs containing interaction domains

exhibited significantly increased fold repression and decreased leak (Fig. 2.5A, B). Whereas two

non-cooperative repressors gave a maximum fold repression of ∼6, this value was increased to ∼30

for PDZ and ∼16 for LZ-mediated cooperativity. Concurrently, leak values decreased four-fold from

around 4000 to <1000 RFUs. One critical parameter affecting PDZ cooperativity was the choice

of linker, with an optimized glycine-serine linker vastly outperforming a rigid proline linker. The

two-finger LZ transcriptional repressor also performed very well, achieving a fold repression ratio

of ∼28.

To investigate cooperativity in more detail, we measured dose response curves by titrating

repressor DNA concentration. To keep a fixed load on the transcription-translation machinery,

the total ZF DNA concentration was kept constant by adding DNA coding for a non-binding ZF

control (ZFCBD). Figure 2.5C shows dose response curves of ZFBCB − PDZ and ZFADD − L

separately, together with those for the cooperative pair ZFBCB − PDZ + ZFADD − L, and the

non-cooperative pair ZFBCB − PDZ + ZFADD − NL. An increase in the steepness of the dose

response curve was observed as we proceeded from a single ZF to two non-cooperatively interacting

ZFs, and finally to two cooperatively interacting ZFs. Similar results were obtained for the LZ

designs (Fig. 2.5D, E). The effect of cooperativity can be quantified by determining the sensitivity

(Supplementary Fig. 2.14), which measures the steepness of the dose response curve [166], as

well as the effective Hill coefficient, which is obtained by fitting phenomenological Hill functions

(Supplementary Fig. 2.15). The results of this analysis are shown in Table 6.3 (Appendix). We

observe that cooperativity increased sensitivity by nearly 50% with respect to the non-cooperative

repression, as well as slightly increasing the Hill coefficient.

We sought to understand this behaviour quantitatively by developing a thermodynamic model

that relates protein expression to the equilibrium occupancy of the promoter by RNAP [167]. We

extended the standard competitive model of repression to include a term for the interaction between

repressor and RNAP, which is quantified by an effective interaction energy. As this energy tends

to large positive values, DNA binding by either RNAP or the repressor is exclusive, and the model
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Figure 2.5: Engineering cooperativity. Comparison of unrepressed and repressed levels (A), as

well as fold repression (B), for different cooperative zinc-finger designs. Three-finger ZFs dimerized

using either PDZ-ligand or GCN4 LZ domains. ZFs were linked to interaction domains using

proline (-PDZ*) or optimized glycine-serine linkers (-PDZ, -LZ). Additionally, two-finger ZFs were

dimerized using LZs (AA-LZ). Data in panels A and B were taken from plate reader experiments;

all values represent means ± SD (n = 3). (C–E) The dose response is shown for individual ZF

repressors as well as non-cooperative (-) and cooperative (+) pairs of ZFs, for the three-finger PDZ,

and two- and three-finger LZ designs. The maximum a posteriori values as well as 2 SD boundaries

of the model predictions are represented as solid lines and shaded regions, respectively. Data in

panels C–E were measured on a single chip; all values represent means ± SD (n = 12). Shifting

the binding site upstream of the -35 box resulted in periodic modulation of the fold repression for

the cooperative designs (F) as well as in the ratio between the cooperative and non-cooperative

fold repressions (G), likely due to periodic changes in relative ZF positioning (H). All data were

collected from a single chip and all values represent means ± SD (n = 9).
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tends towards that of competitive inhibition. As the energy approaches zero, both RNAP and DNA

can bind simultaneously, resulting in leaky expression at full repressor occupancy. This extension

to the model was motivated by our results that a ZF with a fixed binding affinity represses with

varying efficiency depending on the position of the binding site; the changing RNAP-ZF interaction

energy therefore provides a simple description of this effect. We fit the model to the dose response

curves using Markov chain Monte Carlo (MCMC) sampling (Supplementary Fig. 2.16), allowing

us to consistently extract the posterior probability distributions of all parameters, which consist

of fixed effective dissociation constants of each individual ZF, as well as the effective energies

describing ZF-RNAP and ZF-ZF interactions. The fits are shown in Figure 2.5C–E as solid lines

and shading, which represent the mean and 2 SD boundaries for model predictions, respectively.

The values of all fitted parameters are given in Table 6.4 (Appendix), and a full description of the

model is given in the Materials and Methods section. We find physically sensible values for all our

parameters; in particular, the cooperative interaction energies for PDZ-L (−2.1±0.2 kcal/mol) and

LZ (−1.8 ± 0.2 kcal/mol) are consistent with literature values for similar domains (∼ −2 to −10

kcal/mol [168, 169]).

Since the location of the ZF binding site, and hence the relative positioning of ZF and RNAP,

is an important determinant of repression efficiency, it is likely that the relative positioning of the

ZFBCB − PDZ and ZFADD − L binding sites would also determine their ability to interact and

subsequently alter their repressive strength. Keeping the ZFBCB − PDZ binding site position

fixed, we shifted the ZFADD − L binding site further and further upstream. If the two ZFs are

positioned on the promoter such that the cooperative PDZ – ligand interaction is unfavorable, we

would expect fold repression to be similar to that of the non-cooperative ZFs. In other words,

the ratio between the cooperative and the non-cooperative fold repression, a quantity we call the

cooperativity ratio, should go to unity when the PDZ – ligand interaction cannot occur.

We observed an effect due to this variation of spacing between the two binding sites (Fig.

2.5F), and this behavior corresponded to the relative orientation of the PDZ-ligand domains. As

the binding site is shifted, ZFADD − L rotates around the DNA, modulating its alignment with

ZFBCB − PDZ. The cooperativity ratio fell to 1 when the interaction was unfavorably aligned,

but increased again as the domains began to realign (Fig. 2.5G). The cartoon in Figure 2.5H shows

the predicted orientations of the two ZFs as the left-hand site is shifted. The ability of the ZFs

to interact over distances of a few tens of bp is likely due to extension of the long flexible glycine-
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serine linker used to join the ZFBCB and the PDZ domain. It is unlikely that DNA bending plays

a significant role at these distances, due to dsDNA’s much longer persistence length of ∼150 bp.

We incorporated into our model a phenomenological exponential decay of interaction energies

with distance, both between the two ZFs as well as between the ZF and the RNAP. Additionally,

the ZF – ZF interaction energy was modulated by a periodic function at the frequency of the DNA

helical pitch (10.5 bp/turn). Using previously inferred parameters for energies and KDs from the

dose response measurements, we performed a fit to determine the decay constant and phase shift;

the results are shown as solid lines and shading in Figure 2.5F and G, and in Table 6.4 (Appendix).

Fitting a model with an explicit position dependence for the binding sites illustrates the impor-

tance of site positioning for functional repression. More generally, while simplistic, our model fits

demonstrate that it is possible to understand cell-free gene expression in terms of thermodynamic

occupancy.

2.3.5 Affinity tuning

In order to test whether fold repression levels could be precisely and predictively tuned, we inves-

tigated the effect of varying binding site affinity. In order to rationally tune binding site affinity,

we first generated quantitative PWMs for three ZFs: ZFBCB, ZFAAA and ZFADD, covering the

9-bp core sequence plus three flanking bases on either side (Fig. 2.6A, Supplementary Fig. 2.17A,

B). The sequence logo determined for ZFAAA is in concordance with the consensus sequence de-

termined by bacterial one-hybrid and in vitro SELEX assays [170, 171]. Based on our PWMs we

designed a library of promoters that included a single binding site at a fixed position between the

-35 and -10 boxes, with single or double mutations within or outside the core binding sequence. As

binding site affinity decreased we observed corresponding decreases in fold repression for all ZFs

tested (Fig. 2.6B, Supplementary Fig. 2.17C). By converting our macroscopically measured ∆G

values into microscopic interaction energies ∆ε we found that the fold repression data could be

described by the same thermodynamic model presented in the previous section.

Mutating either a single base outside the core site, or one core position of low information

content (high entropy), enabled fine tuning of fold repression, whereas a single mutation in the core

site of high information content strongly decreased fold repression. Two core mutations decreased

fold repression to baseline levels. Fold repression was therefore precisely tuneable over the entire

dynamic range by modulating binding site affinity, and the affinity changes required to achieve
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tuning were relatively small. Affinity changes of ∼ 0.5 to 1 kcal/mol were sufficient to cover the

entire dynamic range for each ZF repressor tested. The results are in line with previous findings

that promoter tuning in S. cerevisiae can be accomplished by relatively subtle affinity changes in

a single binding site created by mutations in flanking or single core site mutations of high entropy

[172]. They also correspond to recent results obtained in E. coli [173].
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Figure 2.6: Tuning repression by changing binding site affinity.

Caption on the next page.
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Figure 2.6: Tuning repression by changing binding site affinity. (A) Schematic of the

MITOMI assay used for measuring the binding affinity of a ZF to a given DNA target. To the left,

the sequence logo and PWM for ZFBCB, where the core sequence is designated by positions 4-12.

(B) The relationship between fold repression and Kd values for ZFBCB. The fold repression data

was collected from three separate chips and all values represent means ± SD (n = 7). (C) Schematic

of the MITOMI surface used for measuring the binding affinity of the ZFAA − GCN homodimer

to a given DNA target. To the left, the sequence logo and PWM for ZFAA−GCN , where the core

sequence is designated by positions 3-12. (D) The relationship between fold repression and Kd

values for both the cooperative and non-cooperative variants of ZFAA−GCN . The fold repression

data was collected from a single chip and all values represent means ± SD (n = 8). (E) Fold

repression versus Kd values for the ZFADD − L - ZFBCB − PDZ heterodimer pair. On the left

the Kds refer to the Kd arising from the specific change made to the ADD binding site, whereas on

the right the Kds are associated with the BCB binding site. The fold repression data was collected

from a single chip and all values represent means ± SD (n = 4). In all cases the error bars shown

for the Kd values represent the 95 % confidence interval for the fit to a single binding site model,

the solid lines are maximum a posteriori values from thermodynamic model fits, and the shaded

region represents a 2 SD boundary.

Given that a single ZF binding site could be mutated to yield varying levels of repression we

investigated whether the same tuning could be applied to cooperative ZF s. We measured the

binding affinity of the ZFAA −GCN homodimer versus a library of DNA targets that consisted of

all single point mutations for the 10-bp core binding sequence plus 2 flanking bases on either side.

The resulting sequence logo and PWM reveal the symmetric binding profile of the homodimer (Fig.

2.6C). Mutating a single binding site within the -35 and -10 boxes led to a change in repression

levels that reflected the measured Kds for both the cooperative and non-cooperative ZFAA−GCN

variants (Fig. 2.6D). As the two 6-bp binding sequences overlap, mutating a single base within

the core site leads to a finer tuning of fold repression in comparison with the three-finger ZFs.

Furthermore, we extended binding site tuning to the ZFADD − L - ZFBCB − PDZ heterodimer

pair, taking advantage of the PWMs generated for ZFBCB and ZFADD. Implementing a subset of

mutations to each ZF binding site yielded a range of fold repression values not only for the single

ZF but also for the cooperative and non-cooperative ZF pairs (Fig. 2.6E). As the affinity of one ZF
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is reduced we see that the fold repression observed for the cooperative and non-cooperative cases

tends to the fold repression measured for the second ZF whose binding site remains constant.

2.3.6 Logic gate construction

Having established a well-characterized resource of transcriptional repressors and promoters, we

applied them to designing logic gates. By combining two cooperative ZF repressors on a single pro-

moter we were able to create NAND gates, which are of particular interest as they are functionally

complete. An effective NAND gate should have low output only when both inputs are present (Fig.

2.7A). We therefore placed the binding site for a strongly binding ZF (ZFBCB) 2 bp upstream of the

-35 box, and second binding site for different ZFs between the -35 and -10 boxes. ZFBCB cannot

strongly repress by itself at the -2 position and the second ZF should also not strongly repress on

its own. Only when both ZFs are bound to the promoter should they strongly repress, which can

be achieved by including a cooperative interaction between the two ZFs. Using this general design

we tested NAND gates for ZFBCB − PDZ in combination with the remaining ZFs (Fig. 2.7B).

As expected, NAND gate performance improved as the affinity of the ZFXXX − L decreased. For

instance the combination of ZFBCB −PDZ and ZFBDD−L gave rise to a functional NAND gate,

whereas a combination with ZFAAA − L did not due to the high affinity of ZFAAA − L, which led

to functional repression even when only ZFAAA − L was present.

Since we showed that binding affinity could be precisely tuned (Fig. 2.6) we tested whether

we could improve our non-functional NAND gates. Based on the PWM measured for ZFAAA we

mutated the ZFAAA − L binding site sequence in the NAND gate promoter and showed that we

could achieve tuning in this context as well (Supplementary Fig. 2.17D). We then investigated the

effect of tuning the ZFAAA−L binding site for all possible input combinations and showed that the

NAND gate improved as we weakened ZFAAA−L binding affinity (Fig. 2.7C). Mutations +1C and

+1A gave rise to functional NAND gates. Decreasing the binding site affinity increased the output

when only ZFAAA−L was present; however, when the mutation resulted in a ∆∆G of greater than

∼ 0.5 kcal/mol (∆2T ), the cooperative binding output also suffered. Our synthetic ZF repressors

can thus be used to build functional NAND gates, which can additionally be rationally optimized

and precisely tuned by modifying binding site affinities.
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Figure 2.7: Logic gates.

Caption on the next page.
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Figure 2.7: Logic gates. (A) Truth table, logic gate symbol and biological network design for

constructing a NAND logic gate. (B) NAND gate design combining ZFBCB −PDZ with all other

ZFXXX − Ls. Below, the output for each NAND gate tested. (C) The same NAND gate design

as in (A) except that only ZFBCB −PDZ and ZFAAA−L are used as inputs and the ZFAAA−L

binding site affinity is rationally adjusted to yield a functional NAND gate. The deGFP outputs

for all NAND gates were measured from a single chip where all values presented correspond to

the mean ± SD (n = 5). (D) Truth table, logic gate symbols and biological network design for

constructing an AND logic gate. (E) The output for each AND gate tested. All output values

were measured from a single chip and represent the mean ± SD (n = 8). (F) Truth table, logic

gate symbols and biological network design for constructing an OR logic gate. (G) The output for

each OR gate tested. When ZFAAA − L is used as part of the NAND gate, the mutation of the

binding site is indicated in the parentheses. All output values were measured from a single chip

and represent the mean ± SD (n = 6).

As a final example we generated compound logic gates by combining NAND and NOT logic

gates as linear cascades in order to create AND and OR gates. We created an AND gate by

appending a NOT gate to the output of a NAND gate (Fig. 2.7D). Specifically we combined the

ZFBDD −L - ZFBCB −PDZ NAND gate with four different ZFs. Each AND gate was tested and

yielded the expected outputs (Fig. 2.7E). We then generated OR logic gates by prepending two

NOT gates in front of different NAND gates to invert the inputs (Fig. 2.7F). We used ZFADB and

ZFBAB as the two NOT gate inverters and a set of NAND gates, all of which gave rise to functional

OR gates (Fig. 2.7G).

2.4 Conclusion

GRNs are of central importance in both native and engineered systems. They integrate, compute,

and transduce input signals, leading to specific changes in gene expression. Many components

contribute to the function of GRNs, and transcription factors and their interaction with promoters

are core players. Due to the complexity of even a single transcription factor – promoter inter-

action it has proven difficult to quantitatively study these systems in vitro or in vivo. Although

the development of new technologies is steadily enabling progress in this area, our understanding

of GRNs remains limited as exemplified by our inability to predict in vivo gene expression levels
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in essentially any organism, and the difficulty associated with de novo engineering of GRNs. Al-

though methods exist for high-throughput in vitro characterization of transcription factor binding

specificities [106, 174, 175, 176] and medium to high-throughput approaches are used to understand

gene regulation in vivo [155, 172, 173, 177] both approaches have limitations. Both an advantage

and disadvantage of in vitro methods is that they generally include only the smallest number of

components necessary, i.e. a transcription factor, dsDNA target and a defined buffer solution. In

vivo methods are on the other hand convoluted by cellular complexity. Furthermore, generating

and analyzing defined libraries in vivo remains labor intensive and difficult. Here we explored the

use of a cell-free transcription-translation system to build and characterize GRNs in an environ-

ment that bridges the gap between in vitro and in vivo methods. This cell-free approach also has

the advantage of allowing complex assays to be performed in high-throughput, in a well-controlled

and accessible environment. As a consequence, the ability to study functional transcriptional reg-

ulation in an in vitro system has allowed us to delve into much greater depth than comparable in

vivo methods have been able to achieve [172, 178, 179]

We chose to build GRNs from the bottom up using ZF transcription factors for several reasons.

First, in regards to GRN engineering, researchers have long been hampered by the relatively small

number and poor characterization of available transcriptional regulators. Khalil et al. have previ-

ously engineered ZF regulators, showing that they are viable tunable transcriptional regulators in

vivo [149]. We built on this concept, generating additional ZF regulators and interaction domains.

More importantly, we quantified the binding energy landscapes of several synthetic ZF regulators

and were able to show that repression can be precisely tuned with small changes in affinity. These

small changes were achieved by mutating the flanking bases lying outside of the consensus core

sequence or by mutating one consensus core base of low information content. Hitherto, only coarse

tuning has been accomplished through varying the number of consensus sequence binding sites

leading to rather large differences in output [149, 150]. The ability to predictively and precisely

tune expression levels as demonstrated here is important in engineered GRNs where individual

nodes of the network need to be matched in expression levels. For example, we show here that

the ability to precisely adjust individual binding site affinities is crucially important for optimizing

logic gate function.

With the advent of TALEs and dCas9, ZFs might be considered outdated technology, but there

are a number of reasons why ZF TFs remain an appealing tool for GRN engineering. ZFs have
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several advantages such as small size, relatively easy gene synthesis, and good expressability. The

biggest advantage of dCas9 and TALEs is their programmability, allowing them to be precisely

targeted to any DNA sequence. Conversely for ZFs, it remains relatively difficult to rationally

design a particular binding site preference. For genome editing and in vivo targeting approaches,

in which the target sequence is defined and immutable, programmability is crucial. In the context

of bottom up GRN design, this ability becomes less important as target sequences can be easily

adjusted to a particular TF specificity. We argue that it is actually more important to be in

possession of a well-characterized TF binding energy landscape that can be obtained for ZF TFs

using current methods [110].

A second argument in support of using ZF transcription factors over TALEs and dCas9 is the

simple but important fact that ZFs are native transcriptional regulators and the most abundant

class of transcriptional regulators in vivo. Cas9, to the best of our knowledge, has not been shown

to be involved in gene regulation in native systems, while TALEs are injected into plant host cells

to modulate gene expression by pathogenic bacteria [180]. If cell-free approaches are to be used to

understand the function of native systems it is important to build GRNs with native transcription

factors. For example, the protein – DNA interaction kinetics are very different in that dCas9

[181] and TALE [182] tend to have very slow DNA dissociation rates, while native transcriptional

regulators have fast dissociation rates [183], which may make engineering dynamic GRNs using

TALEs and dCas9 difficult.

In order to improve fold repression and to add more control over the system we engineered co-

operative binding into our ZF TFs by including PDZ or LZ protein – protein interaction domains.

These interactions improved repression from ∼10 to up to ∼30 fold and were functional for both

two- and three-finger ZFs. We showed that the relative placement of binding sites for two coop-

erative TFs is a major determinant of interaction capacity and consequently repression strength.

Repression was achieved when the TFs were located on the same face of the DNA, and repression

strength followed the helical twist of DNA. Cooperative interactions consequently allowed us to

engineer functionally complete NAND gates. In all cases we were able to explain our data with

thermodynamic models. Combining these models with binding energy landscapes thus provides a

viable and useful approach to rationally engineer GRNs.

One outstanding problem encountered during this study is the issue of composability. Although

transcription factor binding sites were only introduced in regions outside the -10 and -35 boxes of
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the original λPR promoter, many of the synthetic promoters had considerably different baseline

(non-repressed) expression levels. In the future it will clearly be important to better understand

and predict basal promoter strength from the underlying sequence, which would lead to models that

allow introduction of transcription factor binding sites without affecting basal promoter output.

Here we have seen that basal promoter strength itself can be finely tuned over a relatively large

range of expression levels (Fig. 2.1). It should therefore be possible to adjust promoter strength

as desired: we demonstrate a basic example of this idea by tuning the basal expression level of a

repressible promoter (Supplementary Fig. 2.18). Ultimately understanding the outcome of multiple

base changes in close context with each other remains a complex issue. Evaluating a greater number

of sequences and systematically addressing all factors affecting transcription efficiency similar to

the approach taken by Cambray et al. towards translation could lead to an improved understanding

of promoter sequence design principles [184].

In order to characterize and measure our synthetic ZF transcription factors and promoters in

detail we repurposed a high-throughput microfluidic device that allowed us to measure 768 cell-free

reactions in parallel. Eliminating cloning and transformation steps by relying on PCR-based assem-

bly strategies allowed us to measure a large number of defined transcription factor and promoter

variants. Over 13,000 on-chip cell-free TX-TL reactions were performed, encompassing replicates

for ∼2000 unique reactions. We furthermore took over 8000 MITOMI measurements to provide

binding energy landscapes for 4 synthetic ZF transcription factors. Together, these technologies

allowed us to establish a quantitative and in-depth dataset and insights into transcriptional regula-

tion that should be of general interest. The approach taken here nonetheless does not per se require

these state-of-the-art technologies, and is easily transferable to standard lab equipment. Cell-free

lysate can now be easily and cheaply generated, yielding sufficient material so that medium-scale

screens in 384-well plates are feasible [164]. Commercial liquid handling equipment can also be

used to scale up throughput. Binding energy landscapes can be generated by many approaches

including PBMs [174], MITOMI [107], SELEX-seq [175], and HiP-FA [176]. While our binding

energy landscapes are based on direct affinity measurements, it may be sufficient to use PWMs

from indirect measurements as found in other high-throughput techniques.

Rapid progress is being made in the development and application of cell-free synthetic biology.

Cell-free systems are being used to tackle fundamental problems in molecular engineering and are

being applied to molecular diagnostics [185], therapeutics [186], synthesis [187], and are even be-
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ing used for educational purposes [188]. Cell-free systems are an appealing alternative to cellular

systems, as they eliminate many of the complexities associated with working with cells. Cell-free

systems are also a rapid prototyping platform for engineering molecular systems destined to be ap-

plied in cellular hosts [131]. As engineered systems become more complex it will become increasingly

important that a large number of standardized characterized components become available. It will

be equally important to develop a comprehensive mechanistic understanding of these components

and systems to allow parts to be standardized and rationally assembled without requiring exten-

sive trial-and-error cycles or large screens, which may not be feasible for large systems. As work

progresses on cellular sub-systems such as gene regulation, DNA replication, ribosome biogenesis,

metabolic networks, and membrane and protein super-structures, it will be intriguing to contem-

plate whether it may be possible to integrate these individual systems to create a synthetic cell or

cell-like mimic. Work in this area will not only provide tools and methods aiding engineering of

synthetic systems, but is likely to provide insights into the function of native systems as well. Prior

to being used as tools for protein synthesis and synthetic biology, cell-free systems have already

had a rich history in deciphering fundamental aspects of biochemistry including DNA replication

[189] and the genetic code [64]. It is likely that they will continue to provide fundamental insights

into complex systems such as transcriptional regulation.

2.5 Materials and Methods

2.5.1 Microfluidic chip fabrication

The molds for each device layer were fabricated using standard photolithography. For the control

layer, a silicon wafer was primed in an oxygen plasma processor for 7 minutes (TePla 300) and

SU-8 photoresist (GM 1070, Gersteltec Sarl) was spin coated onto the wafer yielding a height of 30

µm. Following a soft bake the wafer was exposed to light (365 nm illumination, 20 mW/cm2 light

intensity) using a chrome mask for 10 s on a Süss MJB4 mask aligner. After a post exposure bake

the wafer was developed with PGMEA (propylene glycol monomethyl ether acetate) to remove

unexposed SU-8 and a hard bake was performed to remove unwanted cracks in the SU-8 structures.

For the flow layer, a silicon wafer was treated with HMDS (hexamethyldisilazane) vapor in a YesIII

primer oven and AZ 9260 photoresist (Microchemicals GmbH) was spin coated on the wafer to a

height of 14 µm. After baking and a one hour relaxation period, the coated wafer was illuminated
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with a broadband light using an MABA6 mask aligner with a total dose of 660 mJ/cm split into

two exposures of 18 s with a 10 s wait period between (20 mW/cm2 light intensity). The wafer was

developed with AZ 400K developer and baked at 175 ◦C for two hours to re-flow and anneal the

AZ structures.

Each of the wafers was subsequently treated with TMCS (trimethylchlorosilane) and coated

with PDMS (polydimethylsiloxane, Sylgard 184, Dow Corning). For the control layer PDMS with

an elastomer to crosslinker ratio of 5:1 was prepared and poured over the wafer to yield a height of

∼0.5 cm, while for the flow layer, PDMS with a 20:1 elastomer to crosslinker ratio was spin coated

at 1800 rpm to yield a height of ∼50 µm. Both PDMS coated wafers were placed in the oven at

80 ◦C for 20 minutes. After an initial curing the control layers were cut out and the holes for each

control line were punched using a 900 mm pin. Each control layer was then aligned by hand on top

of a flow layer using a Nikon stereo microscope and the aligned devices were placed in the oven at

80 ◦C for 90 minutes, allowing the two layers to bond together.

2.5.2 Preparation of cell-free extract

BL21 Rosetta E. coli cell-free extract was a gift from the Murray lab (Caltech) and prepared

according to a published protocol [164]. As described in the cited protocol, the addition of purified

gamS protein is added to the final reaction mixture to prevent the degradation of linear DNA

templates by nucleases.

2.5.3 Preparation of DNA templates

All promoters were generated by PCR from a pBEST-OR2-OR1-Pr-UTR1-deGFP-T500 plasmid

[165] (Addgene #40019). Oligos containing the promoter variants were ordered from IDT. Assembly

PCR was used to synthesize the complete template including a given promoter variant and the

downstream deGFP gene. In the first step two linear DNA products are amplified with PCR where

each product contains a 20 bp overlap region and one of the products contains the change to the

base promoter. The overlap region was generally between the -10 box and the RBS. In the second

step the two DNA products were annealed together and the entire template was amplified using

global primers which were labeled with a fluorescent molecule (Cy3) on the 5’ end and biotin on

the 3’ end. ZF repressor templates were generated by PCR from gBlock gene fragments (IDT) that

included the λPR promoter. Global primers labeled with Cy5 at the 5’ end and biotin at the 3’
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end were used to synthesize the ZF templates. To amplify ZF gene templates with cognate or non-

cognate ligands a separate 3’ primer was used to incorporate the ligand. However, to produce ZF -

PDZ or LZ gene templates, an assembly PCR was performed to link the sequence encoding the ZF

with that encoding the PDZ or LZ domain. The two-finger homodimer AA−GCN was amplified

from a gBlock gene fragment. All linear DNA templates contained 5’ protection sequences of 250

bp (promoters) or 130 bp (zinc fingers); this slows degradation of DNA in the cell-free extract [96].

Complete sequences are given in Tables 6.5–6.11 (Appendix). Given that each linear template is

tagged by a fluorescent molecule at the 5’ end and a biotin molecule at the 3’ end we can assume that

all DNA which is immobilized at the surface of a given unit cell and we visualize via fluorescence

is therefore full length.

2.5.4 Setting up high-throughput cell-free experiments

The concentration of linear template DNA was quantified by absorbance (NanoDrop, ThermoFisher)

and PCR products were directly added to a 384 microwell plate along with short biotinylated ss-

DNA oligos for spotting. For characterization of the λPR promoter library, a single linear tem-

plate was spotted. Simple repression assays involved spotting both a ZF template along with the

deGFP target template and dose response experiments for cooperative ZFs required spotting up

to 5 linear templates per unit cell. Taking the PDZ-ligand heterodimer case as an example, both

ZFBCB − PDZ and ZFCBD − PDZ as well as ZFADD − L and ZFCBD − NL templates were

combined in varying ratios, in addition to the deGFP template. All ZF templates and the target

template were spotted for the NAND logic gate experiments, however for the AND and OR gates

the first ZF template was pre-expressed in a separate reaction while all other down-stream compo-

nents of the logic gate were spotted. Linear DNA templates were spotted with a QArray2 (Genetix)

microarrayer using an MP3 pin (Arrayit) onto epoxy coated glass slides. The DNA was diluted in

4% BSA in MilliQ H2O to prevent the DNA from binding the epoxy functional groups and to aid

visualization of the drops for alignment with the PDMS chip. Once the PDMS chip was aligned on

top of the DNA microarray the chip was bonded to the glass by incubating the assembled device

for 1 hour at 80 ◦C. Chips were then stored overnight at 45 ◦C and used the following day or up

to 2-5 days later.

To prime the chip, control lines were filled with PBS and pressurized at up to 138 kPa. While

isolating the spotted DNA with the neck valve closed, the lower half of the unit cell was patterned
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with BSA-biotin and neutravidin (Thermo Fisher) [106]. First, BSA-biotin (2 mg/mL) was flowed

for 15 minutes, then neutravidin (1 mg/mL) for 15 minutes, after which the button was closed and

BSA-biotin was flowed again for 10 minutes. Between each of these three steps PBS was flowed for

5 minutes to wash away any unbound molecules. The pressure applied to the flow lines during this

process was ∼24 kPa. This surface chemistry resulted in a circular area coated with neutravidin,

whereas the remaining surface of the unit cell was passivated with BSA-biotin. Afterwards the

spotted DNA was solubilized with PBS by closing the outlet and opening the neck valve while PBS

was flowed into the device. To avoid cross-contamination of DNA between unit cells the neck valve

was closed and the lower half was washed with PBS. The sandwich valves were then closed and the

neck was released to allow the DNA to diffuse into the lower half of the unit cell. After an incubation

of 90 minutes the button was opened and the DNA was allowed to attach to the neutravidin coated

area. The unbound DNA could then be washed away while the button was pressurized. The surface

immobilized DNA was imaged by fluorescence microscopy. A 10 µL reaction volume of cell-free

extract was prepared according to a previous protocol [164] and flowed into the device. For the

AND and OR logic gates, the pre-synthesis reaction made up 25% of the fresh cell-free reaction

mixture. The chip was separated into four parts using a multiplexer to test all logic gate inputs

on a single chip. All unit cells were isolated from one another by the sandwich valves before the

button was released and the chip was incubated at 29 ◦C. The production of deGFP in each unit

cell was monitored over time on an automated fluorescence microscope (Nikon). The pneumatic

valves, microscope, and camera were controlled by a custom LabVIEW program throughout the

experiment.

This platform has also been used to carry out cell-free TX-TL reactions using PURExpress

(Section 6.1, Appendix). Additionally, a more detailed protocol for preparing epoxy-coated glass

slides and the spotting parameters used are given in Section 6.2 of the Appendix.

2.5.5 MITOMI measurements

DNA targets were either amplified with PCR or Klenow reactions and diluted over a range of 2

nM to 1 µM. The DNA was then spotted and the chip was aligned in the same way as described

in the previous section. The same surface chemistry was also performed, followed by an additional

two steps. First, a biotinylated anti-His antibody (Qiagen, 15 nM) was flowed for 20 minutes,

enabling its binding to the neutravidin coated region. Second, a 30 µL cell-free reaction, in which a
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His-tagged ZF was expressed, was flowed for 25 minutes, immobilizing the ZF at the surface of each

unit cell. The DNA targets were then solubilized and allowed to diffuse into the lower half of the

unit cell where their binding to the ZF could be quantified via fluorescence microscopy. All image

analysis was done using a custom MatLab script that either calculated the mean of the fluorescence

signal at the button area or in the solution of the unit cell. Kds were determined by fitting the

data with a single binding site model

DNAB =
BmaxDNAF
DNAF +Kd

,

where Bmax is the maximum specific binding, DNAF is the free DNA in solution, DNAB is the

DNA bound to protein at the surface and Kd is the dissociation constant. Absolute Kd values in

molar units were subsequently determined according to a calibration made with known concentra-

tions of Cy5-tagged DNA on-chip.

2.5.6 Thermodynamic models for repression

Following [167] we make the assumption that gene expression is proportional to RNAP occupancy,

and that RNAP binding to promoters is at thermodynamic equilibrium. This allows the final

protein expression level to be written as a function of the equilibrium occupancy of the promoters

by RNAP, which itself is a function of the available microstates. Thus the model can be constructed

by enumerating all possible binding states of RNAP and any transcription factor it interacts with.

For concentrations of nonspecific sites and RNAPs given by NNS and P , respectively, a third

assumption P � NNS allows the occupancy to be written in the following simple form,

pbound =
1

1 + NNS
PFreg

eβ∆εpd
, (2.1)

where the effects of the microstate distribution are subsumed into a regulation function Freg. ∆εpd

is the energy difference between RNAP binding to specific versus nonspecific sites. All energies are

given in units of kBT , and β = 1/kBT .

Typically repression is modeled using a purely competitive model where RNAP and the repressor

competes for exclusive binding on the promoter. Motivated by our experimental observations, we

extend this standard formulation of repression by enumerating four possible states for repressor
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binding, with the following energies:

no binding : 0

repressor only : ∆εrd

RNAP only : ∆εpd

repressor + RNAP : ∆εrd + ∆εpd + εrp

In our model, the repressor and RNAP can thus both bind at the same time, and interact with an

energy εrp. As εrp becomes large and positive, the repression tends to that of competitive inhibition,

where either species excludes the other from binding. This formulation allows for a continuous tran-

sition between competitive and noncompetitive mechanisms of inhibition: as repression becomes

noncompetitive, simultaneous binding is possible and thus the promoter exhibits a non-zero leak

at full repression.

We can then write down the regulation functions. For a single repressor of concentration R we

have

Freg,1 =
1 + R

NNS
e−β∆εrde−βεrp

1 + R
NNS

e−β∆εrd
. (2.2)

For repressors binding to two sites, we have

Freg,2 =
1 + R1

NNS
e−β∆εr1de−βεr1p + R2

NNS
e−β∆εr2de−βεr2p + R1R2

N2
NS

e−β(∆εr1d+∆εr2d)e−β(εr1p+εr2p)e−βεr12

1 + R1
NNS

e−β∆εr1d + R2
NNS

e−β∆εr2d + R1R2

N2
NS

e−β(∆εr1d+∆εr2d)e−βεr12

(2.3)

where the two repressors can interact with an energy εr12. Positive values of εr12 result in positive

cooperativity, where the binding of one repressor facilitates the binding of the other.

We make two transformations to Equation 2.3. First, in dose response experiments, we assume

that repressor concentration R is proportional to repressor DNA concentration R = BdR, as sup-

ported by on-chip DNA titration measurements (Fig. 2.1). This allows us to convert repressor

concentrations to DNA concentrations, which is the experimentally varying quantity. Second, we

simplify all our expressions by defining an effective dissociation constant

KD =
NNS

B
e+β∆εrd , (2.4)

which gives the DNA, rather than the repressor concentration for half-maximum occupancy. The

effective KDs in the model are related to standard physical dissociation constants Kd = e∆G	/kBT
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by a multiplicative factor. These transformations result in the simplified equations

Freg,1 =
1 + dR

KD
e−βεrp

1 + dR
KD

Freg,2 =
1 + dR1

KD1
e−βεr1p + dR2

KD2
e−βεr2p + dR1dR2

KD1KD2
e−β(εr1p+εr2p)e−βεr12

1 + dR1
KD1

+ dR2
KD2

+ dR1dR2
KD1KD2

e−βεr12
.

Finally, the protein level is given by a direct proportionality with the occupancy y = Apbound, and

fold repressions are given by ratios of protein levels. Thus,

y =
A

1 + C0
Freg

(2.5)

with

C0 =
NNS

P
eβ∆εpd . (2.6)

For binding site tuning experiments, the independent variable is an experimentally measured

Kd, in units of nM. The regulation functions become

Freg,1 =
1 + R

Kd
e−βεrp

1 + R
Kd

Freg,2 =
1 + R1

Kd1
e−βεr1p + R2

Kd2
e−βεr2p + R1R2

Kd1Kd2
e−β(εr1p+εr2p)e−βεr12

1 + R1
Kd1

+ R2
Kd2

+ R1R2
Kd1Kd2

e−βεr12
,

where R is now an effective repressor concentration, in units of nM.

To extend the model to take into account the distance-dependent effects, as well as the depen-

dence of cooperativity on the helical positioning of the ZF on the DNA backbone, we posit the

phenomenological description

εr1p = εr1p0e
−λ∆x

εr12 = εr120e
−λ∆x[1 + cos(k∆x− φ)],

where λ is a distance decay constant, ∆x the spacing between the two ZF binding sites, k the

wavenumber corresponding to the DNA helical pitch of 10.5 bp/turn, and φ a phase shift. The

model was parameterized using values obtained from dose response measurements before fitting

to the helical data. Finally, to take into account varying experimental conditions between those

measurements and the helical effect experiments, a third parameter R0 was introduced as a multi-

plicative factor on DNA concentrations, d∗R1 = R0dR1 and d∗R2 = R0dR2. This parameterizes global

changes such as a different total DNA concentration and protein production rates between the dose

response and helical experiments.
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2.6 Markov chain Monte Carlo inference of model parameters

Model fits to experimental data are carried out using Markov chain Monte Carlo (MCMC) sampling,

using the python package emcee [190] which is an implementation of Goodman and Weare’s affine-

invariant ensemble sampling method [191]. We first found a maximum likelihood estimate (MLE) of

parameters using the BFGS algorithm from the scipy.optimize package. We define our negative

log-likelihood function as

ln p(y|x, params) = −1

2

∑
n

[
(yn − ŷn(x, params))2

s2
n

+ ln(2πs2
n)

]
(2.7)

where ŷn(x, params) is the model prediction and yn the experimental data with errors sn. In order

to combine results from different experiments (for example, separate dose response curves), we

added together the log-likelihood functions without normalization.

Uninformative, broad normal priors were used, centered on the MLE parameter values. 50

Markov chains were initialized in a tight ball around these MLE values, and allowed to run for

10,000 iterations. The first 5,000 points were considered as part of the burn-in period and dis-

carded; equilibriation of the Markov chains was verified by inspection of the traces. Sampling

the equilibrated Markov chains returns the posterior probability distributions of the parameters,

which can be used to generate an ensemble of potential models (and hence, a distribution of fits as

shown in Figure 2.5). The posterior distributions, as well as pairwise distributions of parameters

are shown in Supplementary Figure 2.16.

All supporting data and code are available on GitHub.

https://github.com/lbnc-epfl/2019 Swank analysis
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2.7 Supplementary figures

Figure 2.8: Overview of experimental protocol. Schematic showing the details of the experi-

mental procedure for on-chip cell-free TX-TL reactions (A) and for measuring the binding affinity

of ZF-DNA complexes with MITOMI (B).
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Figure 2.9: DNA template spotting. DNA concentration measured on-chip versus the concen-

tration of DNA in the spotting plate, when a single dsDNA template was diluted (A) versus a

mixture of dsDNA template and ssDNA (B).

Figure 2.10: Chip-to-chip reproducibility. (A) deGFP expression values obtained from two

separate chips for the λPR promoter mutagenesis library. The same DNA microplate was used to

spot both chips. (B) A comparison of two separate chips measuring the output of all possible ZF

– promoter pairs. Similar to when only a single DNA template is present per unit cell ((A)), two

templates could be added with good reproducibility between chips. (C) Data from two separate

chips with two or more DNA templates per unit cell (NAND logic gate). Each chip was prepared

using different DNA microplates, showing a slightly increased variability for DNA templates derived

from different PCR reactions.
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Figure 2.11: Comparison of on-chip and plate reader measurements. (A) Data collected

from standard micro-well plate reader reactions versus data collected on-chip for a 9x9 ZF-target

orthogonality matrix for targets with two binding sites in the promoter region. The 9 ZFs tested

included AAA, ADB, ADD, BAB, BCB, BCC, BCD, BDD and CBD. (B) Plate reader versus

on-chip data for cooperative, non-cooperative and control ZF PDZ-L heterodimers tested with a

library of promoters that had variable spacing between the two ZF binding sites.

Figure 2.12: Relationship between initial rates and final deGFP values. We observe a

linear relationship between the initial rate of deGFP production, as obtained by linear fits to the

time course at early times (∼30 minutes), and the final steady state level of deGFP, on both plate

reader and chip experiments. This suggests that final levels of deGFP are proportional to the

production rate, and validates the use of endpoint protein levels as a proxy for transcription rates.
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Figure 2.13: Functional ZFs within the combinatorial library. This figure shows the on-

target binding affinity for all 64 members of our combinatorial library (data from [110]). In red are

the 11 functional ZFs characterised on-chip. Additionally, the blue and black points are two other

ZFs characterised in a separate plate-reader experiment. The black star corresponds to ZFCBD.

Horizontal dashed lines represent the 25th, 50th, and 75th percentile of binding affinity, and we

observe that of the ZFs tested, all those with binding affinities greater than the 50th percentile

exhibited functional repression. We therefore hypothesize that of the untested ones, those with

affinities greater than approximately 1.5× 10−5 in relative units should be functional. This would

correspond to a total of 32 functional repressors.
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Figure 2.14: Sensitivity calculations from dose response curves. The slope of the dose

response curve, as measured in the linear regime of a log-log plot, is defined as the sensitivity; this

quantity increases in the presence of cooperative interactions. Values are given in Table 6.3.

61



Figure 2.15: Hill function fits to dose response curves. Standard Hill functions take the form

y = y0 + y1−y0
1+

(
R

KD

)n , where y0 is the leak, y1 the maximum expression, R the repressor concentration,

KD the dissociation constant, and n the Hill coefficient. Unlike the thermodynamic model which

proposes a mechanism to consistently fit the entire data set, Hill functions must be independently

fit to each dose response curve. We first fit the single ZF data, followed by the non-cooperative

BCB+ADD curve. Hill functions describe two-site binding using an effective KD and varying n.

We make the assumption that in both the cooperative and non-cooperative case, the effective KD

is the same. Thus the cooperative BCB+ADD curve is fit using the KD value obtained from the

non-cooperative BCB+ADD curve. Although the Hill coefficient is predicted to increase in the

presence of cooperativity, we observe a minimal change in our data, within the error of the fits.
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Figure 2.16: Markov chain Monte Carlo inference of model parameters. Matrix plots show

pairwise posterior probability distributions of model parameters for each of the models fitted. The

individual posterior distribution for each parameter can also be visualized using box plots; the top

and bottom of each box represents the 75th and 25th percentile, respectively.

63



Figure 2.17: PWMs for ZFAAA and ZFADD and binding site tuning for ZFAAA. Sequence

logos and PWMs measured by MITOMI for ZFAAA (A) and ZFADD (B). Fold repression versus

Kd measured for mutations to a ZFAAA binding site within a single binding site promoter (C) and

a cooperative promoter (D). Solid lines represent the model fits.
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ACACCGTGCGTGTTGACAATTTTACCTCTGGCGGTGATAAT
-35 -10

----x------xxx---x-------------xxx-x--xx-
ACACCGTGCGTGTTGACAATGAGGTAGTGTGCGGTGATAAT

 promoter λPR

 promoter pZFBCB

A B

 location of selected mutations

 original λPR  original λPR 

 original pZFBCB 

Figure 2.18: Tuning promoter strength. In Figure 1 we presented the one-off library data which

contains all single base mutations from positions -47 to -7 of the λPR promoter. (A) These data

can be rank-ordered, and we observe that a large dynamic range of promoter output is accessible.

A number of mutations were selected which both increased and decreased expression relative to

the original promoter. (B) Introducing a single BCB binding site between the -35 and -10 boxes

generates the pZFBCB promoter. Applying the selected mutations to this new promoter changes

the output in a correlated way when compared to the λPR promoter; the new promoter can thus

be roughly tuned in a predictive fashion.
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3.1 Abstract

Forward engineering synthetic gene circuits is often a process of trial-and-error that has been expe-

dited with the use of cell-free TX-TL systems. Microfluidic technologies have made it possible to

perform cell-free experiments with increasing sophistication and throughput, enabling the screening

and characterization of gene regulatory elements. In this work, we developed a microfluidic chip

that extends high-throughput screening capabilities to a steady state reaction environment, which

can serve as a tool to aid in the design of increasingly complex synthetic biocircuits. The device

consists of an array of unit cells with variable dimensions that can be individually programmed

with specific DNA template(s) at controlled concentrations. Additionally we are able to period-

ically supply the unit cells with cell-free reagents mixed on-chip to generate predefined dilution

gradients. Combining these features, we are able to tune repression at steady state and implement

gene circuits inducible by small molecules.

3.2 Introduction

Engineering gene regulatory networks from the bottom-up is a cornerstone of synthetic biology and

provides a means for an improved understanding of natural biological systems [1, 192]. Optimizing

new circuit designs in vivo often requires several iterations leading to a time consuming process,

considering that every iteration involves a molecular cloning step. For that reason cell-free systems

have proved to be a useful tool for accelerating the design-build-test cycle [80, 98]. Recently there

have been several technological advancements that both increased the complexity and throughput

of cell-free batch experiments, including the use of acoustic liquid handling robots [111, 112], as

well as new microfluidic platforms [113, 114, 193] to characterize the promoter and/or transcription

factor landscape together with generating concentration gradients of various reaction components.

Although these methods have facilitated detailed studies of certain biomolecular circuits, they will

always be limited to the scope of batch reactions.

The necessity to implement continuous or steady state cell-free reactions has been realized in the

form of novel microfluidic devices that were capable of programming oscillating protein expression

patterns [100, 101]. However these devices function at relatively low throughput, creating a need

for new platforms that can carry out steady state cell-free gene expression at higher capacities
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that will aid the forward engineering of more complex biocircuits. Consequently we developed a

microfluidic device that sought to combine the high-throughput potential of batch reaction chips

[193] with the passive exchange of cell-free reagents inspired by microfluidic chemostats [101].

Here we present a microfluidic chip that enables the exploration of biocircuit parameter space at

steady state in a cell-free system. Immobilizing DNA templates within an array of unit cells permits

us to screen both DNA sequence variants in addition to different DNA concentrations. Furthermore,

the two-layer device incorporates pneumatic valves that allow the use of pulse width modulation

(PWM) for on-chip mixing of different reaction components [194, 195]. By varying the geometry

of the unit cells we can alter the diffusion time of reagents into and out of the unit cell, providing

a second way to affect protein expression levels apart from DNA concentration. We integrated

controlled DNA surface attachment, variable unit cell dimensions and PWM-programmable reagent

inputs into a single device that we applied to tuning repression at steady state and small molecule

inducible gene circuits.

3.3 Results

3.3.1 Design and characterization of the microfluidic device

We fabricated a two-layer PDMS microfluidic device using soft lithography. The device consists

of a control and a flow layer, whereby fluids inside the flow layer can be manipulated by applying

pressure to the control lines (Fig. 3.1A). The flow layer contains a total of 280 unit cells that can

each run a cell-free gene expression reaction. Each unit cell is connected to an exchange channel,

through which fresh cell-free extract can flow. The length of the connecting channel, leading from

the unit cell to the exchange channel ranges from 50 µm to 450 µm in length, while the width is

kept constant at 25 µm. The inlets of the flow layer are optimized for mixing reagents with PWM

[194]. The inlet lengths are equal and the length of the control lines for the top five inlets are also

equal, ensuring that the valves used for PWM will actuate at similar speeds. Following the inlets,

we have incorporated a serpentine channel to allow reagent plugs formed by PWM to mix before

reaching the start of the exchange channel.
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Figure 3.1: Overview of the microfluidic platform.

Caption on the next page.
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Figure 3.1: (A) Illustration of the microfluidic chip design, highlighting the PWM optimized inlets,

followed by the serpentine mixing channel and array of unit cells with variable connecting channel

lengths. To the right a single unit cell is shown. The pnuematic valves are described from top to

bottom: 1) a pair of valves separates each unit cell in the exchange channel, 2) a valve prevents

flow into the unit cell while the exchange channel is replaced with fresh reagents, 3) the button

valve enables surface patterning for DNA attachement, 4) sandwich valves separate the assay part

of each unit cell from one another, and 5) the neck valve isolates the DNA spot until the surface

patterning is complete. (B) A schematic summary of the experimental protocol: 1) DNA templates

are spotted with a microarray robot onto an epoxy-coated glass slide, on top of which the PDMS

chip is aligned. 2) The assay section of the unit cell is patterned with biotin-BSA and neutrAvidin.

3) The DNA spot is solubilized, permitting the DNA to diffuse into the upper half of the unit

cell and bind to the surface, after which all unbound DNA is washed away. 4) Lysate and energy

solutions are then flowed and mixed on-chip with PWM. Each solution is flowed for a time t = DT ,

where D and T represent the duty cycle and cycle period, respectively. 5) Initially a cell-free

extract solution is flowed onto the chip and diffuses into a unit cell that is filled with PBS. Every

15 minutes fresh cell-free extract is flowed through the exchange channel for ∼1 minute followed

by an incubation period that enables the exchange of reagents via diffusion.

Cell-free transcription-translation (TX-TL) reactions are performed on-chip by first spotting

fluorescently labeled and biotinylated linear DNA templates onto an epoxy-coated glass slide using

a microarray robot. The PDMS chip is then aligned on top of the DNA microarray and bonded

to the glass. After bonding, the upper half of each unit cell is patterned with biotin-BSA and

neutrAvidin, resulting in a circular region of neutrAvidin coating, to which biotinlyated DNA can

bind. Throughout this process the DNA spot remains isolated in the lower chamber, sealed off by

the neck valve. Once the surface patterning is completed, the DNA spot is solubilized, enabling

the DNA to diffuse into the upper part of the unit cell and attach to the neutrAvidin coated area.

Any unbound DNA is then washed from the device and cell-free extract is introduced into the

exchange channel by mixing the energy and lysate solutions directly on-chip using PWM. While

the exchange channel is being replaced with fresh cell-free extract the bottom half of the unit cell

is separated with a valve that is then released to allow the diffusion of fresh reagents into the unit

cell. During the incubation time another set of valves is actuated to isolate the unit cells from each
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other. The process of flowing fresh cell-free extract followed by an incubation step is repeated for

up to 20 hours to achieve steady state gene expression (Fig. 3.1B). By periodically flowing fresh

cell-free extract we are able to use far smaller reagent volumes (∼60-80 µL total) compared to other

methods that flow fresh reagents continuously. Additionally due to on-chip mixing of the lysate

and energy components there is no need to cool the reagents off-chip.
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Figure 3.2: Steady state GFP expression for a range of DNA dilutions. (A) DNA dilutions

are made by mixing different ratios of dsDNA templates with short biotinylated ssDNA oligos.

(B) GFP expression versus time shown for a single DNA dilution (dsDNA:ssDNA = 1:10) and

different connecting channel lengths. (C) The steady state GFP expression level versus the Cy5

fluorescence signal of dsDNA template attached to the surface for all connecting channel lengths

and DNA dilutions. The inlaid plot zooms in on the three lowest DNA concentrations. (D) Time-

lapse of GFP expression for a range of DNA dilutions and all connecting channel lengths. All values

represent means ± SD (n = 8), where the SD is designated by either a shaded region or an error

bar.

To confirm that the cell-free extract solutions could be adequately mixed on-chip we tested

various PWM cycle periods with duty cycles fixed at 50%. We use mCherry and GFP as tracers (∼

27 kDa) in the energy and lysate solutions, respectively, to monitor the on-chip mixing at different

locations downstream of the inlets. Directly after the inlets, the energy solution and lysate plugs

can be clearly visualized for cycle periods ranging from 600 to 1400 ms (Supplementary Fig. 3.5A).

71



After passing through the serpentine channel, the two solutions have been mixed for cycle periods

less than 800 ms, and at the beginning of the exchange channel mixing is achieved for cycle periods

up to 1200 ms long (Supplementary Fig. 3.5B, C). As the chip is separated into eight different

rows, it is also important to check whether mixing is homogeneous across all rows. We found that

for cycle periods of 600 and 1000 ms relatively uniform mixing is achieved across all rows of the

device (Supplementary Fig. 3.5D, E).

As described previously [193], the attachment of DNA templates on the surface of each unit

cell can be controlled by using a mixture of double stranded DNA templates and single stranded

biotinlyated DNA oligos (Fig. 3.2A). For a given DNA template concentration we can see a range

of steady state expression levels depending on the length of the connecting channel (Fig. 3.2B).

This steady state can be disrupted by flowing PBS in place of the cell-free extract mixture (Sup-

plementary Fig. 3.6). An increase in the connecting channel length correlates with an increase in

the steady state GFP expression level. Furthermore the time it takes to reach steady state levels is

increased for longer connecting channels, as it takes longer for the cell-free extract mixture to dif-

fuse into the unit cell where the DNA template is immobilized. If we then vary the DNA template

concentrations we can observe a wide range of GFP expression levels for the different connecting

channel lengths (Fig. 3.2C). Additionally, we see a good correlation between steady state GFP

values for two independent chips (Supplementary Fig. 3.7). Looking at the GFP expression over

time we see that the higher the DNA template concentration the longer it takes until a steady

state is reached (Fig. 3.2D). However at lower ratios of dsDNA template to ssDNA, steady state

can be reached after ∼4-6 hours, depending on the connecting channel length. For that reason, all

following experiments are performed with a dsDNA to ssDNA ratio below 1:5.

3.3.2 Steady state repression with predefined transcription factor concentra-

tions

Forward engineering of gene regulatory networks often requires an in depth characterization of the

transcription factors that will be incorporated into the network. For instance, we have shown that

the level of repression from a zinc finger (ZF) transcriptional regulator can be tuned by varying

both the concentration of ZF in the TX-TL reaction, as well as by tuning the ZF binding site in

batch conditions [193]. As a preliminary application of our chip, we therefore wanted to see the

effect of tuning ZF repression at steady state.
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Figure 3.3: Steady state ZF repression. (A) Overview of the experimental design. PWM is

used to mix three components on-chip to generate different concentrations of an mScarlet-tagged

ZF which is then screened against targets with variable promoter sequences, including either one

or two ZF binding sites or a single mutated binding site. (B) ZF-mScarlet signal for different duty

cycles and unit cell dimensions. All values represent means ± SD (n = 14). (C) On the left,

ZF-mScarlet signal over time for all unit cells containing a target template with 2 ZF binding sites

in the promoter. To the right, GFP expression versus time for the same unit cells.

Caption continues on the next page.
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Figure 3.3: (D) Fold repression over time for targets containing modified ZF binding sites, shown

in order of decreasing Kd, with the wild type binding site sequence at the bottom. The fold

repression is calculated by dividing the signal obtained from no added ZF by the signal obtained

from the highest quantity of added ZF (Duty cycle = 50 %). The time-lapse data shown in this plot

corresponds to unit cells with a connecting channel length of l = 50 µm. (E) All end-point fold

repression values calculated for each duty cycle and connecting channel length, plotted according

to the ZF binding site Kd.

To test whether we could add varying concentrations of a third protein component we mixed

three different solutions on-chip with PWM: 1) a lysate solution containing a GFP tracer, 2) a

second lysate solution and 3) an energy solution with an added mCherry tracer. As the ratio

between the lysate and energy solution needs to be maintained at 1:1, the duty cycle of the energy

solution is kept at a constant 50%, while the remaining 50% of the duty cycle is divided between the

two lysate solutions to achieve varying levels of GFP. For a cycle period of 1 s we see the expected

correlation as the duty cycle percentage is increased, the level of GFP also rises (Supplementary

Fig. 3.8). At the same time the level of mCherry, which serves as a tracer in the energy solution,

does not change, meaning the ratio of the energy and lysate solutions is maintained.

After confirming that we could accurately mix three components on-chip with PWM, we then

designed an experiment that could measure the steady state repression for ZFAAA at various

concentrations and for different binding site sequences (Fig. 3.3A). We used a purified ZF tagged

with mScarlet, enabling the visualization of ZF inside the unit cells. Three dilutions of ZF were

generated on-chip and fed into separate rows of the device owing to the multiplexer upstream of

the exchange channels. As a control, no ZF was added to the mixture in one quarter of the chip.

Inside the unit cells linear DNA targets were attached, each comprised of a GFP gene downstream

of a λPR promoter variant, containing either one or two ZF binding sites or a single binding site

with a mutation known to tune repression to varying degrees. The mutations were chosen based on

previously measured Kds [193], including two mutations that completely ablated repression (∆9A,

5T) and nine other mutations that led to a range of repression levels up to the wild type consensus.

Initially the cell-free TX-TL reaction was brought to steady state without ZF, and then after 6.5

hours different ZF concentrations were added to each quarter of the chip. For a given duty cycle

percentage we see an additional gradient across connecting channel lengths (Fig. 3.3B). For a given
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reporter template, we have two replicates for a given ZF input concentration and unit cell dimension.

To provide an example, we have shown the data for all unit cells with a template containing two ZF

binding sites within the promoter (Fig. 3.3C). If we look at the ZF-mScarlet signal in each unit cell

over time, we can observe four distinct partitions correlating with different duty cycles. However,

within each quadrant we also notice a gradient which is associated with differences in connecting

channel lengths. As the ZF diffuses into the unit cells we begin to see a decrease in GFP expression

(Fig. 3.3C) that corresponds with the amount of ZF present. Furthermore if we consider a single

unit cell dimension, we see that the fold repression for different target templates increases over time

as the Kd associated with a given binding site mutation decreases (Fig. 3.3D). We observe a range

of steady state fold repression values depending on the concentration of ZF within a given unit cell

and we see a strong correlation between all fold repression values and the measured binding affinity

for a given promoter (Fig. 3.3E). These results are in agreement with our previous findings [193]

and they provide a proof of concept that our microfluidic platform can be used to simultaneously

screen target sequence space in conjunction with transcription factor concentrations in a steady

state cell-free system.

3.3.3 Implementing small molecule controlled gene circuits at steady state

After showing that we could introduce TF inputs into our chip at a predesignated time, we went on

to test whether we could implement gene circuits that can be controlled by small molecule inputs.

To start we set up a simple repression assay whereby TetR can repress a GFP encoding template

that includes the Tet operon in its promoter region, unless a small molecule, anhydrotetracycline

(aTc), is present and prevents TetR from binding to the operon (Fig. 3.4A). While holding the

GFP target concentration constant, we vary the amount of TetR template present by adding a

loading control template to maintain the same total DNA template concentration. After allowing

the reaction to reach steady state, we introduce aTc into the unit cells for a 3 hour pulse. As the

concentration of TetR template spotted is increased, we observe a corresponding decrease in the

steady state expression levels of GFP (Fig. 3.4B). During the aTc pulse, repression is inhibited

and GFP expression rises to the control level where no TetR template is present. Once aTc is no

longer supplied to the unit cells, the GFP template is again repressed and the initial steady state is

re-established. Furthermore, we can see that the reaction time to the aTc pulse differs according to

the connecting channel length (Fig. 3.4C). As the connecting channel length increases, the time it
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Figure 3.4: Implementing gene circuits inducible by small molecules. (A) Illustration of

the gene elements making up the TetR repression assay, which can be controlled by aTc. (B) GFP

expression versus time for variable concentrations of pLac-TetR DNA template spotted inside unit

cells with a connecting channel length of l = 50 µm. (C) GFP expression profile over time shown for

varying connecting channel lengths and a constant pLac-TetR DNA template concentration equal

to 20 nM. (D) Sketch of the toggle switch gene circuit. (E) GFP expression versus time displayed

for a range of pLac-GFP reporter concentrations spotted for unit cells with a connecting channel

length of l = 50 µm. The concentration of the TetR and LacI templates are kept constant, giving

a range of repressor to reporter template ratios from 1:2 to 3:1. (F) Time-lapse of GFP expression

shown for different connecting channel lengths and a constant pLac-GFP reporter concentration

equal to 8 nM. All data presented represents mean values ± SD (n = 8).

takes for the reaction to arrive at a steady state also increases, therefore we see sharper transitions

upon the addition of aTc for shorter connecting channel lengths.

As a final application of our chip we then combined our ability to introduce small molecule inputs

with dynamic gene circuits in order to implement a genetic toggle switch [27]. The toggle switch
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is composed of two linear DNA templates that encode for two repressor proteins, TetR and LacI,

where each protein encoding gene is downstream of mutually repressible promoters (Fig. 3.4D).

A transient pulse of isopropyl-β-D-thiogalactopyranoside (IPTG) causes the circuit to switch from

one state to another. Using different concentrations of a Lac-repressible GFP reporter we allow

the reaction to reach steady state, observing increasing levels of leak for higher concentrations

of reporter template spotted. After 7 hours IPTG is introduced into the chip, causing the GFP

expression to switch from a low to high state (Fig. 3.4E). The toggle switch network remains

stably in this state even after the IPTG pulse is complete. Similar to the varying response times

we saw for aTc pulses before, the transition from one state to another occurs more slowly for longer

connecting channel lengths, although we still observe switching from a low to high state in all cases

(Fig. 3.4F). Considering that many genetic circuits incorporate small molecule control elements,

we believe that our chip could serve as a useful platform for testing new network designs where it

is necessary to explore the parameter space of DNA template concentration together with small

molecule inductions.

3.4 Conclusion

As bioengineers attempt to construct exceedingly complex biomolecular circuits, the size of the

parameter space necessary to explore grows larger and larger, requiring higher-throughput meth-

ods that can speed up the design-build-test cycle. Utilizing cell-free systems enables circuits to be

optimized more quickly since timely molecular cloning steps can be bypassed. However, not all

genetic networks can be tested in batch conditions and consequently need to be carried out in a

system that mimics the dilutions which occur during cellular divisions. We have therefore devel-

oped a microfluidic device that can enable cell-free gene expression at steady state, facilitating the

characterization of biological parts and circuits with increased throughput compared to previously

fabricated microfluidic chemostat chips. By precisely controlling the amount of DNA template at-

tached to the surface of each unit cell, we can effectively scan a range of DNA concentrations that

correlate with variable steady state protein expression levels. Different levels of protein expression

can also be achieved by modifying the geometry of a given unit cell. Furthermore, on-chip mixing

of cell-free reagents with PWM makes it possible to introduce predetermined concentrations of dif-

ferent components. While we have shown different concentrations of ZF repressor can be generated
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on-chip, this method could be extended to other proteins or small molecules. Moreover pneumatic

valves provide a means to easily program a given input over a defined time period. Combining our

capability to create concentration gradients of different reaction components with the potential to

survey the DNA template sequence space, we believe that our device could be a powerful tool for

aiding the design of novel gene regulatory networks.

3.5 Materials and Methods

3.5.1 Microfluidic chip fabrication

The designs for the flow and control layer of the device were drawn with AutoCAD software,

we then used standard photolithography to fabricate the molds for each layer. SU-8 negative

photoresist was used to create the control channel features (GM 1070, Gersteltec Sarl) with a

height of 30 µm, while AZ 9260 positive photoresist (Microchemicals GmbH) was used to generate

flow channel features with a height of 15 µm. Afterwards each of the wafers was treated with TMCS

(trimethylchlorosilane) and coated with PDMS (polydimethylsiloxane, Sylgard 184, Dow Corning).

For the control layer ∼50 g of PDMS with an elastomer to crosslinker ratio of 5:1 was prepared,

whereas for the flow layer a 20:1 ratio of elastomer to crosslinker was spin coated at 1800 rpm to

yield a height of ∼50 µm. Both PDMS coated wafers were then partially cured for 20 minutes at

80 ◦C, after which devices from the control layer were cut out and the inlets for each control line

were punched. Each control layer is then aligned onto the flow layer by hand using a Nikon stereo

microscope. The aligned devices were then placed at 80 ◦C for 90 minutes, allowing the two layers

to bond together so that the entire device can then be cut out and removed from the flow wafer.

3.5.2 Cell-free extract preparation

E. coli cell-free extract was prepared according to a published method [196] and a 4x energy solution

was prepared based on the protocol described by Sun et al. [164]. As Kwon et al. screened a number

of different parameters, we will briefly describe the protocol we have used. Cells were cultured with

2xYTP medium. After an initial overnight 5 mL culture, 1 mL of the overnight culture was added

to a 500 mL Erlenmeyer flask with 200 mL of fresh medium. Four 200 mL cultures were incubated

at 37 ◦C until an OD of ∼2 at 600 nm was reached. Each culture was then separated into falcon

tubes and centrifuged at 4 ◦C for 20 minutes at 4000 rpm. Cells were resuspended with a wash
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buffer (10 mM Tris, 14 mM magnesium glutamate, 60 mM potassium glutamate and 2 mM DTT)

and centrifuged again at 4 ◦C for 10 minutes at 4000 rpm. Following three wash steps, all excess

liquid is removed and the weight of each pellet is measured. The pellets are then flash frozen

in liquid nitrogen and stored at -80 ◦C. The following day the cell pellets are thawed on ice and

resuspended with 1 mL wash buffer per gram of cell pellet. Sonication was used to lyse the cells

by applying a total energy input of ∼400 J for a total cell suspension volume of ∼1-1.5 mL. Cells

were sonicated in an ice water bath with an amplitute of 50% with 10 s pulses interupted by 10 s

wait periods (Vibra-cell 75186 sonicator). Next the lysate solutions are centrifuged at 4 ◦C for 10

minutes at 12000 x g. The supernatent is removed and placed at 37 ◦C for 60 minutes to perform

the run-off reaction. Lastly, the solution is centrifuged again at 4 ◦C for 10 minutes at 12000 x

g and the supernatent is then aliquoted into 50 µL volumes, flash frozen and stored at -80 ◦C. A

more detailed protocol is given in Section 6.3 of the Appendix.

We prepared two different cell-free extracts originating from BL21 (DE3) and MC4100 cell

strains. Lysates made from BL21 (DE3) cells were used for DNA dilution and ZF repression

experiments, whereas MC4100 cell lysates were used for the small molecule inducible circuits as

that strain is Lac- [28].

3.5.3 Preparation of linear DNA templates

Linear DNA templates were generated by assembly PCR in order to link a downstream gene with

a given promoter variant. The methods for generating the pλPR-GFP reporter templates used

in the ZF repression assays have been previously described [193]. Gene specific PCR fragments

were obtained for TetR and LacI from the repressilator plasmid [28] and combined thereafter with

promoter PCR fragments that contained either the Lac or Tet operons, respectively. Using global

primers we were able to tag each full linear template at the 3’ end with biotin and at the 5’ end

with either Cy3 or Cy5.

3.5.4 Setting up high-throughput steady state cell-free TX-TL experiments

The process of DNA spotting, chip alignment and bonding, followed by chip priming, surface

patterning and DNA immobilization has been explained before [193]. Once the DNA templates

had been immobilized at the surface of the unit cells, the button valve was actuated and the chip

was washed with PBS for 15 minutes to ensure that any unbound DNA was removed and the
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DNA spot was visualized with fluorescence microscopy (Nikon Ti-SH-U). Before the experiment

was started the button valve was released and the sandwich valves were closed.

A lysate solution was prepared by combining lysate with wash buffer in a 1:1 ratio and the

energy solution was made up of 50% 4x energy solution, 2.5 µM chi decoy DNA [97] or 3.5 µM

purified gamS [96] and water. The total volume of each solution should be between 30-40 µL in

order to run the reaction for 15-20 hours. Each solution was drawn into a separate piece of FEP

tubing (OD 1/16”, ID 1/32”, Upchurch) and connected to the microfluidic device inlet with a

small piece of PEEK tubing (OD 1/32”, ID 0.18 mm, Vici). The pressure applied to the lysate

and energy solution tubings was ∼20 kPa during the experiment. A custom LabView program was

written to control the pneumatic valves, the camera and the microscope. Every 15 minutes a fresh

mixture of cell-free extract was flowed through the exchange channel using a cycle period of 600

ms and a duty cycle of 50% for 100 total cycles (or ∼60 s) to ensure that the entire channel volume

has been replaced (Supplementary Fig. 3.5F, G). To mix three components for the ZF repression

experiment a cycle period of 1 s was used for a total of 60 cycles to result in the same overall

flow time. Before the cell-free mixture was flowed, valve (1) was opened and valve (2) was closed,

followed by a 10 s wait period to assure that valve (1) opened completely in all rows (Fig. 3.1A).

Once the exchange channel was replaced with fresh reagents, valve (1) was closed and valve (2) was

released permiting the diffusion of reaction components into and out of the unit cells. This process

of exchange followed by incubation was carried out continuously for up to 20 hours while the chip

was maintained in a temperature controlled box set to 33 ◦C. GFP expression was monitored in all

unit cells over time by acquiring a fluorescence image every 30 minutes.

Switching from one cell-free mixture to another could be programmed in our LabView script.

For instance, if a pulse of aTc or IPTG should be delivered to the unit cells at a given time then

three solutions were prepared: 1) a lysate solution, 2) an energy solution and 3) an energy solution

plus either 5 µM of aTc or 250 µM of IPTG. During the small molecule pulse the cell-free mixture

will be generated from solutions (1) and (3), whereas at all other times it will be produced from

solutions (1) and (2). For the ZF experiment three solutions were also used: 1) a lysate solution, 2)

a lysate solution plus 5 µM ZF-mScarlet and 3) an energy solution. Initially solutions (1) and (3)

are used to reach steady state GFP expression levels, then all three solutions are used to generate

different concentrations of ZF-mScarlet within the cell-free mixture. Furthermore the multiplexing

valves are actuated accordingly to replace each exchange channel with a cell-free mixture containing
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a predefined ZF concentration. To ensure that the dead volume inside the serpentine mixing channel

does not affect the next mixture generated, a PBS wash step is included every time the duty cycle

percentage changes.
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3.6 Supplementary Figures
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Figure 3.5: Characterization of PWM for on-chip mixing of lysate and energy solutions.

Caption on the next page.
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Figure 3.5: (A) GFP (lysate) and mCherry (energy solution) signals versus time for cycle periods

equal to 600, 1000 and 1400 ms. Images were acquired directly after the inlets, just before entering

the serpentine channel. (B, C) GFP (lysate tracer) signal over time for a range of cycle periods as

visualized at the end of the serpentine channel (B) and at the beginning of the exchange channel.

(D, E) Time-lapse of the GFP (lysate tracer) signal acquired at the beginning of each exchange

channel for cycle periods equal to 600 ms (D) and 1000 ms (E). (F, G) GFP (lysate) and mCherry

(energy solution) signals versus time for cycle periods equal to 600 ms (F) and 1000 ms (G) for

images acquired at the end of the exchange channel. In all cases a duty cycle of 50% was maintained.
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Figure 3.6: Disrupting steady state expression. Here we show the expression of GFP versus

time for different unit cell connecting channel lengths. After 15 hours we stop flowing cell-free ex-

tract and instead flow PBS, showing that we can effectively terminate steady state GFP production

in the absence of fresh reagents.
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Figure 3.7: Chip-to-chip reproducibility. Steady state GFP expression values obtained for two

separate chips for a range of DNA template dilutions. The same DNA microplate was used to spot

both chips.
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Figure 3.8: Mixing 3 components on-chip with PWM. Fluorescence intensity measured for

GFP (lysate) and mCherry (energy solution) versus the duty cycle percentage corresponding to the

lysate solution. The duty cycle for the energy solution was held constant at 50%.
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4.1 Abstract

Emulsion drops are often employed as picoliter-sized containers to perform screening assays. These

assays usually entail the formation of drops encompassing discrete objects such as cells or micropar-

ticles and reagents to study interactions between the different encapsulants. Drops are also used

to screen influences of reagent concentrations on the final product. However, these latter assays

are less frequently performed because it is difficult to change the reagent concentration over a wide

range and with high precision within a single experiment. In this paper, we present a microfluidic

double emulsion drop maker containing pneumatic valves that enable real-time formulation of dif-

ferent reagents using pulse width modulation and consequent encapsulation of the mixed solutions.

This device can produce drops from reagent volumes as low as 10 µL with minimal sample loss,

thereby enabling experiments that would be prohibitively expensive using drop generators that

do not contain valves. We employ this device to monitor the kinetics of the cell-free synthesis of

green fluorescent proteins inside double emulsions. To demonstrate the potential of this device for

real-time formulation, we perform DNA titration experiments to test the influence of DNA con-

centration on the amount of green fluorescence protein produced in double emulsions by a coupled

cell-free TX-TL system.

4.2 Introduction

Emulsion drops are well-suited containers for performing chemical and biochemical reactions under

well-defined conditions and in volumes that are significantly smaller than those required to conduct

reactions in bulk. This is especially beneficial for high throughput screening assays [197, 198, 199].

The accuracy of such assays depends on the degree of control over the composition and concentration

of reagents contained inside the drops, as well as their size distribution. Drops with a narrow size

distribution can be produced using microfluidics [200, 201, 202]. These drops have, for example,

been employed as containers for drug screening assays [203, 204], to perform polymerase chain

reactions (PCR) from viruses [205, 206], or single cells [207, 208, 209, 210], for directed evolution of

enzymes [51], to study the secretion of proteins or other signaling molecules on the single cell level

[211, 212], or to identify genes that are responsible for a cellular phenotype [213]. To perform these

screening assays, reagents are often pre-mixed before they are injected into the device. Pre-mixing
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limits drop-based assays to characterizing very slow reactions or late stages of faster reactions

because reagents start to react before they are loaded into drops. Moreover, pre-mixing prevents in

situ changes of the relative reagent concentrations such that only one solution composition can be

screened per experiment. A possibility to overcome these shortcomings is the injection of reagents

into drops after they have been formed, for example through the application of high electric fields

[214, 215, 216, 217, 218, 219], the addition of chemicals that destabilize drops [220], or the use of

gas bubbles to spatially separate adjacent drops [221]. Using AC electric fields, the concentration

of reagents in drops can also be oscillated through consecutive fusion and fission processes [222].

However, the number of different reagents that can be controllably added to intact drops is limited.

Moreover, it is difficult to accurately and continuously vary the concentration of injected reagents.

The reagent concentration can be gradually changed by co-flowing two fluids under laminar

conditions; in this case, the reagent exchange is diffusion limited [223, 224, 225, 226]. However,

because mixing relies on diffusion, the spatio-temporal control over the solution composition is poor.

This control can be improved if mixing is enhanced, for example by introducing turbulences into

the fluid flow using structured microchannels [227, 228] or active mixers, such as micropumps, or

micromixers [229]. However, it always takes some time to equilibrate injection flow rates especially

if multiple fluids are involved. Thus, even with mixing features being implemented, it is difficult to

controllably and continuously change the concentrations of different reagents with a high temporal

resolution.

The concentration of reagents can be changed over a wide range and on very short time scales

if microfluidic channels are equipped with integrated pneumatic valves that can be rapidly opened

and closed [230]. The large-scale integration of micromechanical valves [231] fabricated by soft-

lithography [232] has led to the development of a wide range of microfluidic devices and their

applications in areas such as single cell analysis [233], protein biochemistry [109], drug discovery

[234], systems biology [172, 235], synthetic biology [100, 131] and molecular diagnostics [236].

These valves allow the formation of a train of alternating plugs of different types of miscible liquids

that can subsequently be mixed. The length of the plug of each fluid scales with the duty cycle,

corresponding to the pulse width of the corresponding valve divided by the entire cycle period, and

can be adjusted in situ and in real-time. Hence, the relative reagent concentrations can be varied

over a wide range within a single experiment by gradually changing the duty cycle. This method

of mixing fluids, based on pulse width modulation (PWM), has been implemented in microfluidic
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devices [237, 238] and is often employed to synthesize biopolymers, to study the influence of their

composition on their function, and to test the effect of certain molecules on cell behavior [113,

239, 240, 241, 242, 243]. Recent advancements of this technology enable independent injection of

up to six different reagents and changing their concentrations by up to five orders of magnitudes

[194]. This level of compositional control over such a wide concentration range is difficult to achieve

with co-flowing fluids. The ability to rapidly and controllably change the concentration of reagents

contained in the cores of double emulsions by PWM would open up new possibilities for high

throughput screening assays. However, to the best of our knowledge, pneumatic valves have never

before been implemented into microfluidic flow focusing drop makers and consequently PWM has

thus far not been used to control the concentration of reagents contained in the cores of double

emulsions.

In this paper, we present a microfluidic flow focusing drop maker that has three inlets for

reagents, each of them controlled by a pneumatic valve. This device allows real-time mixing of

multiple reagents using PWM, and encapsulates the resulting solution containing a homogeneous

mixture of reagents in double emulsions. The pneumatic valves provide an additional benefit: they

enable encapsulation of liquids with volumes as low as 10 µL at an efficiency approaching 100%. To

test the performance of the device, we encapsulate lysates that synthesize green fluorescent protein

(GFP) inside double emulsion drops. We demonstrate the potential of the device by conducting

DNA titration assays to measure the influence of DNA template concentration on the amount of

GFP produced in double emulsion drops.

4.3 Results

4.3.1 Design and characterization of the microfluidic device

We fabricate microfluidic devices using soft lithography [232]. Devices contain three inlets for

aqueous solutions that form the inner phase, one inlet for the oil that constitutes the middle phase,

and one inlet for an aqueous phase that forms the surrounding liquid. To control the fluid flow in

the three inlets for the innermost phase, we introduce pneumatic valves on top of these channels,

as schematically shown by the blue features in Figure 4.1A [231]. The valves enable alternating

flow of fluids into the main channel using pulse width modulation, as exemplified in the optical

micrograph in Figure 4.1B [194, 230, 244]. To accelerate the mixing of the sequentially injected
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reagents, herringbones are introduced to the serpentine-like section of the main channel located

between the inlets for the innermost phases and that for the oil phase [228], as schematically shown

in Figure 4.1A. To separate reagent-loaded drops from empty ones, the device has a T-junction

used as a sorting unit, as shown schematically in Figure 4.1A and in the optical micrograph in

Figure 4.1C. The flow of double emulsions is again controlled with pneumatic valves that change

the hydrodynamic resistance of the outlet channels.
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Figure 4.1: Schematic illustration of the microfluidic device. (A) Overview of the device

with the inlet for (1) the outermost aqueous phase, (2) the oil phase and (3–5) the three innermost

aqueous phases. On top of each inlet for the innermost phase is a pneumatic valve that enables

controlling the fluid flow (6-8); the control lines are indicated in blue. Drops exit the device through

one of the two outlet channels that also contain pneumatic valves (9, 10). (B) Optical micrograph

of an operating device where an aqueous phase and a dye are alternatingly injected using PWM.

(C) Optical micrograph of double emulsions that are collected through the left outlet.
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To precisely vary the relative amounts of reagents injected into the main channel, the lengths of

the sequentially injected plugs must be controlled. This can be achieved by tuning the duty cycles

of the valves that control the flows of the inner phases. Valves close if their control channels are

pressurized such that the valves are pressed towards the bottom of the fluid channel. We employ

software-controlled solenoid valves to pressurize and depressurize the control channels [183, 245,

246]. To determine the response time of the microfluidic valves, we use a colored fluid and quantify

the intensity profile across the fluid channel underneath the valve as a function of the pulse width,

which is the time the valve is open. If the valve is open, the entire inlet channel underneath the

valve is colored, as shown in the optical micrograph in Figure 4.2A; in our device, the inlet channel

section below the valve is 200 µm wide. If the valve is closed, the fluid is pushed aside such that

this section becomes transparent, as shown in Figure 4.2B. If we keep the duty cycle constant at

50% and set the cycle period to 40 ms, no fluid can pass, as demonstrated by the flat red curve

in Figure 4.2C. If we increase the cycle period to 60 ms, some fluid passes and even more fluid

passes if the cycle period is increased to 80 ms, as indicated by the increased peak intensity of the

blue and green curves in Figure 4.2C. A further increase in the cycle period broadens the intensity

peak but does not increase its amplitude any more, as shown in Figure 4.2C. These results indicate

that the minimum time each valve must be open and hence the minimum pulse width is 40 ms,

corresponding to a minimum cycle period of 80 ms for duty cycles of 50%. This minimum pulse

width is limited by the time required to depressurize the control channel and sets a lower limit to

the size of plugs that can be formed. This plug size also depends on the fluid flow rate that we

set to 250 µL/h; in this case, the minimum plug volume is 3.5 nL. To test if we can control the

concentration of reagents in drops, we vary the pulse width of the valve that controls the flow of

the color from 50 ms to 200 ms. Indeed, the color of the resulting drops increases linearly with a

change in pulse width and hence, with increasing duty cycle, as shown in Supplementary Figure

4.5. These results indicate that we can control the composition of the drops by tuning the duty

cycles of the valves.

A key feature of the device is its ability to in situ change the composition of encapsulated

reagents in real-time and with high precision. This degree of control is only possible to obtain,

if adjacent plugs that contain different reagents are homogeneously mixed before the solution is

compartmentalized into drops. The time required to achieve a homogeneous mixing of reagents

increases with the plug length because their diffusion length increases. To quantify the maximum
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Figure 4.2: Characterization of the pneumatic valves. (A, B) Optical micrographs of a

pneumatic valve that is (A) opened and (B) closed. (C) The intensity of the colorant measured

underneath the valve as a function of time for duty cycles of 50% and cycle periods ranging from

40-100 ms. (D, E) Optical micrographs of drops formed with a cycle period of (D) 200 ms and

(E) 1600 ms. (F) The standard deviation of the dye intensity in drops as a function of the cycle

period.

length of plugs that our device can process into a homogeneous mixture before the solution is

broken into drops, we employ two liquids, water and a water-soluble dye, as an inner phase. The

lengths of the plugs are varied by changing the cycle periods while we keep the duty cycles constant

at 50%. If the cycle period is short such that the liquid plugs are small, the two aqueous phases are
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fully mixed when the solution reaches the water-oil junction. As a result, the intensity of the 70 µm

diameter drops that form at this junction is homogeneous, as indicated in Figure 4.2D. However, if

we increase the cycle period above a certain value where plugs become too long, the composition of

the solution at the oil-water junction starts to vary over time such that the intensity of the resulting

drops is heterogeneous, as shown in Figure 4.2E.

To quantify the maximum length of aqueous plugs that can be fully mixed in our device,

we measure the standard deviation of the drop intensity as a function of the cycle period; these

experiments are performed using liquids whose viscosity is close to that of water. If the cycle

period is below 800 ms, the drop intensities are uniform, as shown in the optical micrograph in

Figure 4.2D and summarized in Figure 4.2F. By contrast, if the cycle period is increased above this

value, the intensity becomes heterogeneous, as shown in the optical micrograph in Figure 4.2E and

summarized in Figure 4.2F. These results indicate that the maximum cycle period where reagents

are still homogeneously mixed before the solution is broken into drops is 800 ms; this corresponds

to a maximum pulse width of 400 ms and a maximum plug volume of 35 nL. Hence, in our device,

we can vary the plug volumes from 3.5 to 35 nL. However, these are not fundamental limits. The

dynamic range of the device could be increased by prolonging the mixing unit, or by altering the

channel dimensions.

Droplet microfluidics allows encapsulation of reagents with high efficiency. However, in most

cases, between 50 and 100 µL of reagents are lost during device start-up. This fluid loss is no

problem if reagents are inexpensive and available in large quantities. However, some biological

assays involve expensive reagents or samples that are only available in very small volumes. To

process these solutions with microfluidic drop makers, sample losses should be minimized. The loss

of reagents can be reduced essentially to zero if microfluidic devices contain pneumatic valves: using

these valves, the device can be initialized with an aqueous solution while the channels containing

expensive or rare samples are closed. These reagent-containing channels are opened only when

the device runs stably, such that no reagents are lost during start-up. To separate reagent-loaded

drops from empty ones, we again employ pneumatic valves that are incorporated into the collection

channels. To test the performance of these valves, we form aqueous single emulsion drops and

collect them through the right outlet. To avoid that drops break while they pass the channel

underneath the valve, that is only 14 µm tall and hence acts as a constriction, we increase this

height to 20 µm [247]. These valves do not completely close the outlet channels even if they are fully

92



pressurized. Instead, they decrease the height of the channel, thereby increasing its hydrodynamic

resistance. As a result of the high hydrodynamic resistance of one of the outlet channels, the vast

majority of the fluid flows through the other outlet channel whose valve is open and hence, whose

hydrodynamic resistance is much lower. We exemplify this behavior by closing the valve of the left

collection channel and opening the one of the right channel. Indeed, drops remain intact if they

pass these modified valves. Using these valves, the flow direction of drops can be switched from

right to left, as indicated in the optical micrograph in Supplementary Figure 4.6A, demonstrating

that these modified valves are well suited to sort drops.

To maximize the accuracy of the sorting, we close the valve of the right channel 10 ms before

we open the valve of the left channel. This procedure reduces pressure differences between the two

collection channels and therefore allows the drops to flow into the desired collection channel as soon

as the corresponding valve is opened. If the injection rate is below 600 µL/h, drops can be sorted

without any loss, as shown by the optical time-lapse images in Supplementary Figure 4.6A. Under

these operating conditions, no sample is lost whatsoever. By contrast, if the injection rate exceeds

600 µL/h, some drops split at the sorting junction during the switching operation, as shown in

the optical time-lapse images in Supplementary Figure 4.6B, resulting in some sample loss. The

volume loss increases with increasing injection rate, as summarized in Supplementary Figure 4.6C.

Hence, if appropriate flow rates are used, our device enables a loss-free compartmentalization of

fluid volumes as small as 10 µL into well-defined drops and the separation of reagent-containing

drops from empty ones.

4.3.2 Loading droplets with reagents for cell-free TX-TL

To test the performance of our device, we employ it to produce drops loaded with reagents that form

proteins through cell-free TX-TL. If drops are used as containers to screen synthesis conditions,

they must be stable during the reaction. Biological drop-based screening assays are most frequently

performed using single emulsion drops that are dispersed in a fluorinated oil [213, 248]; these drops

are often stabilized with a perfluorinated triblock copolymer surfactant [249]. To test if such aqueous

drops remain intact during the synthesis of proteins, we loaded them with lysates [164, 196] and

an energy solution containing 30 mM 3-PGA and incubate them at 29 ◦C for 3 h. We observed

that most single emulsion drops coalesce during their incubation such that the resulting sample is

polydisperse. This coalescence limits the use of drops for many screening applications. We assign
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the limited drop stability to the high concentration of ions present in the emulsion drop [250]. To

test if we can increase drop stability, we decrease the concentration of 3-PGA to 4 mM. However,

also in this case, single emulsion drops tend to coalesce albeit to a smaller extent, as summarized

in Figure 4.3A and shown in the fluorescence micrographs in Supplementary Figure 4.7A and B.

C

A B

Figure 4.3: Synthesis of GFP in drops. (A) The percentage of drops that remains intact as

a function of the incubation time for single and double emulsion drops (SE and DE, respectively)

loaded with either 4 or 30 mM 3-PGA. (B) The normalized fluorescence intensity measured in

double emulsion drops loaded with PURE as a function of the incubation time. (C) The normalized

fluorescence intensity of lysate solutions in bulk compared with either single or double emulsion

drops loaded with lysates through PWM or pre-mixed lysate solutions as a function of incubation

time. As a negative control, lysate extract was loaded into drops in the absence of DNA.

To screen synthesis conditions inside drops, they should be stable against coalescence. The

coalescence of single emulsion drops is likely caused by ions that are in close proximity to the
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surfactants or the drop interfaces. If this is the case, double emulsions should be more stable

against coalescence because their outer liquid-liquid interface is spatially separated from ions by

the oil shell. Indeed, the percentage of intact double emulsions is significantly higher than that

of single emulsion drops, even if a solution containing 30 mM 3-PGA is used as an innermost

phase, as summarized in Figure 4.3A. These results indicate that double emulsions are potentially

more suitable screening vessels if reactions are conducted at high salt concentrations and elevated

temperatures because they are more stable against coalescence.

To test if we can use these double emulsions as picoliter-sized vessels to produce proteins through

cell-free synthesis, we employ PURE, a cell-free transcription / translation reaction mixture gen-

erated from purified components [86]. PUREexpress is now commercially available (NEB) but is

a relatively expensive reagent with a cost of over 1 USD per µL. Therefore, it is beneficial to only

consume small volumes. Yet, small volumes are difficult to handle with standard microfluidic drop

makers where volumes between 50 and 100 µL can easily be lost during start-up. To prevent sample

loss during start-up of our device, deionized water is injected through inlet 3 (Fig. 4.1A). To ensure

proteins are only produced inside double emulsion drops and do not start to form in the bulk so-

lution prior to their injection in the device, we do not pre-mix reagents but co-inject two solutions

containing complementary reagents. When the device runs stably, valve 6 (Fig. 4.1A) that controls

the flow of pure water is closed, and the two solutions are sequentially flowed using PWM with duty

cycles of 50% and a cycle period of 100 ms. One aqueous solution contains PURE and is injected

through inlet 4 (Fig. 4.1A). The other aqueous solution contains DNA and is injected through inlet

5 (Fig. 4.1A). The reagents are mixed in the channel section that contains herringbones and the

resulting solution is employed to form the cores of 65 µm diameter double emulsion drops. These

drops are incubated at 29 ◦C for 3 h and the synthesis kinetics of GFP is measured by acquiring

a fluorescent micrograph every 8 min. Within 2 h fluorescence reaches a plateau as shown in the

fluorescence intensity trace in Figure 4.3B. These experiments demonstrate the potential of our

device for the economic use of expensive reagents such as PUREexpress.

Double emulsions are significantly more stable than single emulsions. Nevertheless, a large

fraction of the cores containing 30 mM 3-PGA merges with the surrounding aqueous phase such

that all the encapsulants are released, as exemplified in Figure 4.3A. To increase the fraction of

intact double emulsion drops, we reduce the 3-PGA concentration to 4 mM. This reduction in 3-

PGA concentration significantly increases the percentage of intact double emulsions, as exemplified
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in the fluorescence micrographs in Supplementary Figure 4.7C, D and summarized in Figure 4.3A.

Hence, solutions containing 4 mM 3-PGA are employed for the following experiments.
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Figure 4.4: In situ DNA-titration. The influence of the DNA concentration on the amount

of GFP synthesized inside double emulsions (DE) and in bulk. For GFP synthesized in double

emulsions, the DNA concentration was varied in situ by pulse width modulation.

To investigate the kinetics of synthesized GFP, we quantify the fluorescence intensity of each

drop. Encapsulation of lysates into 65 µm diameter drops does not alter the kinetics of GFP syn-

thesis, as summarized in Figure 4.3C. However, the amount of GFP produced in double emulsions

is significantly lower than that produced in single emulsion drops and in bulk, as indicated by the

green curves in Figure 4.3C. In our experiments, single emulsion drops contain approximately 0.55

µM functional GFP whereas double emulsion drops contain only approximately 0.39 µM functional

GFP, as quantified using a calibration curve and summarized in Supplementary Figure 4.8. This

difference might be caused by a partial leakage of reagents through the shell of double emulsions, by

analogy to the crosstalk observed between aqueous drops that are dispersed in perfluorinated oils

[251]. Nevertheless, there is a significant amount of functional GFP synthesized in double emulsion

drops, indicating that they can be used to screen effects of synthesis conditions on the amount of

functional GFP produced.

One of the main features of our microfluidic device is its ability to change the concentrations

of reagents contained in double emulsion drops in real-time and with high accuracy. To exploit

this feature, we perform DNA titration experiments: Water is injected through inlet 4, an aqueous
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solution containing lysate extracts from E. coli, 30 mM 3-PGA, and an energy source through

inlet 3, and an aqueous solution containing 15 nM DNA through inlet 5. The total cycle period is

kept constant at 400 ms while the duty cycle of valve 5 is varied from 10% to 80% in four steps.

Using this procedure, we screen four DNA concentrations, 13.3, 11.7, 6.7, and 1.7 nM, within a

single experiment that consumes as little as 10 µL of lysates and similar volumes of the energy

solution. From these reagents, we produce approximately 100 drops for each DNA concentration.

We repeat the same experiment using a solution containing 7.5 nM DNA to screen four additional

DNA concentrations. The resulting double emulsions are incubated for 3 h at 29 ◦C and their

intensity is quantified using fluorescence microscopy. The amount of protein produced in a drop

increases with increasing amounts of DNA up to a concentration of 6 nM and levels off thereafter,

as shown by blue circles in Figure 4.4. A similar trend is seen in the experiments performed in

bulk, as shown by red triangles in Figure 4.4. However, using drops, we obtain a 25-fold improved

statistics while consuming 8-fold less reagents than if the screening is performed in bulk. These

results demonstrate the potential of our device to screen different reaction conditions with very low

volumes of reagents.

4.4 Conclusion

We have presented a microfluidic drop maker that allows real-time formulation of three solutions us-

ing pulse width modulation and processes the resulting mixture into cores of double emulsion drops.

The device allows processing solutions with volumes as low as 10 µL into cores of double emulsions

without suffering from sample loss. To demonstrate the potential of the device to characterize the

influence of the reagent concentrations on the products synthesized in double emulsion drops, we

synthesize GFP using a cell-free reaction and titrate DNA template concentrations. The economic

use of expensive reagents that includes the ability to change the reagent composition within a sin-

gle experiment are of particular importance for the production of expensive biomolecules and for

screening and characterization of samples that are only available in very small quantities. Hence,

this device might open up new possibilities to screen synthesis conditions for reactions that involve

expensive or rare reagents.
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4.5 Materials and Methods

4.5.1 Cell-free TX-TL materials

GFP is synthesized by mixing an aqueous solution containing cell-free reagents and an energy

solution. The cell-free reagent solution contains lysate extracted from E. coli and GFP DNA

templates. The energy solution is composed of water containing 10.5 mM magnesium glutamate,

100 mM potassium glutamate, 0.25 mM dithiothreitol (DTT), 1.5 mM of each amino acid except

leucine, 1.25 mM leucine, 50 mM HEPES, 1.5 mM adenosine triphosphate (ATP), and guanosine-

5’-triphosphate (GTP), 0.9 mM cytidine triphosphate (CTP) and uridine triphosphate (UTP), 0.2

mg/mL tRNA, 0.26 mM coenzyme A (CoA), 0.33 mM nicotinamide adenine dinucleotide (NAD),

0.75 mM cyclic adenosine monophosphate (cAMP), 0.068 mM colonic acid, 1 mM spermidine, 2%

PEG-8000, 4 mM 3-Phosphoglyceric acid (3-PGA). Further information regarding the preparation

of E. coli lysate can be found in the Section 6.3 of the Appendix.

4.5.2 Fabrication of the microfluidic device

The microfluidic device is made of poly(dimethylsiloxane) (PDMS) using soft lithography [232, 252].

It contains five inlets, one for the outer phase, one for the middle phase, and three for the inner

phases. The fluid flow of the inner fluids is tuned with control valves through which air is injected

at a pressure of 25 psi to close the pneumatic valves located on top of the respective fluid channels.

The three inlets for the inner phases lead into a 50 µm wide channel that contains herringbone

structures to enhance the mixing of the reagents. Downstream the herringbone structures, the

main channel is intersected by two inlets for oil that forms the shell of the double emulsions. The

oil and the aqueous solution are processed into double emulsion drops at a 3D junction [252] that

leads into a 100 µm wide collection channel.

The masters used for the bottom part of the device containing the liquid channels is fabricated

from two layers of negative photoresist, SU-8; the first layer is 14–20 µm tall, the second layer is

100 µm tall. The masters employed to fabricate the top part of the device is made of three layers

of photoresist: The first layer is 14 µm tall and composed of a positive photoresist, AZ9260, each

of the second and third layer is 20 µm tall and composed of a negative photoresist, SU-8.

The microfluidic device is made from Sylgard 184 PDMS (Dow Corning). The three parts are
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joined through reactive bonding: To fabricate the top part of the device, we employ a base:crosslinker

ratio of 1:5, the middle part is made at a base:crosslinker ratio of 1:20, and the bottom part at

a base:crosslinker ratio of 1:1036. The middle part must be thin to ensure that the valves are

sufficiently flexible to close the fluid channels if the control channels are pressurized. To control the

thickness of the middle part, we spin coat PDMS to form a 100 µm thick layer. PDMS is cured at

80 ◦C for 25 minutes. The top and middle parts are aligned and bonded by incubating them at 80

◦C for 2 hours. The resulting part is removed from the mold and bonded to the bottom part using

oxygen plasma followed by incubation at 65 ◦C for 12 hours. The resulting devices have 100 µm

tall control channels. The inlet liquid channels are 20 µm tall and lead into the three dimensional

junction where the outermost liquid phase meets the main channel; at this junction the channel

height increases to 60 µm.

To produce water-oil-water double emulsions, the part upstream the junction where the out-

ermost phase flows into the main channel must be hydrophobic whereas the main channel further

downstream must be hydrophilic. To render the top part of the device hydrophobic we inject fluo-

rinated oil (Novec 7500, 3 M, MN) containing 1 vol% trichloro(1H,1H,2 H,2H-perfluorooctyl)silane

(Sigma-Aldrich, MO) into this section of the device. To render the remaining part of the device hy-

drophilic, the surfaces are treated with an aqueous solution containing 2 wt% poly(diallyldimethyl-

ammonium chloride) and 1 M sodium chloride. Fluids are injected into the device through polyethy-

lene tubing (PE/5, Scientific Commodities Inc., AZ) using syringe pumps.

4.5.3 Encapsulation of cell-free reagents

We employ an aqueous solution containing 10 wt% of poly(vinyl alcohol) (PVA), Mw 13000–23000

Da, 87–89% hydrolyzed, as an outer phase, a perfluorinated oil, HFE7500 (Novec 7500, 3 M, MN),

containing 1 wt% of surfactant [249, 250] as a middle phase, and an aqueous phase as an inner phase.

To initialize the device, we use deionized water as an inner phase. Once the device runs stably,

we close valve 6 (Fig.4.1A) that controls the fluid flow of the deionized water. Simultaneously, the

two other valves, 7 and 8, are alternatingly opened to inject the aqueous solutions containing the

reagents from the two other inlets for the inner phase. Within one experiment, we inject 10 µL

of an aqueous solution containing lysate extract solution through inlet 4 and 10 µL of an aqueous

solution containing DNA and energy source through inlet 5. Thereby, we keep the duty cycles

constant at 50% and the total cycle period is 100 ms.
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4.5.4 DNA titration

To perform DNA titration experiments, we employ three different aqueous phases as inner phases:

Inlet 3 contains lysate with an energy source, inlet 4 contains an aqueous solution with 15 nM

of DNA, and inlet 5 contains pure water (Fig.4.1A). We change the DNA concentration, without

changing the concentration of any other reagent, by varying the duty cycles of valves 7 and 8 that

control the flow of the aqueous solutions containing DNA and water respectively. The cycle period

is 400 ms and the duty cycles vary from 10% to 80% in four steps. To enlarge the range of DNA

concentrations that are screened, we repeat the same experiment but inject an aqueous solution

containing 7.5 nM of DNA through inlet 4. Drops are subsequently incubated at 29 ◦C for 3 h.

During this incubation, we monitor the formation of green fluorescence protein using fluorescence

microscopy where one image is acquired every 8 minutes.

4.5.5 Analysis of the formation of GFP

The formation of GFP is quantified using fluorescence micrographs. The average fluorescence in-

tensity of each drop is quantified and normalized for its size and shape. To correct for lensing effects

that occur at the drop interfaces, we perform control experiments where the fluorescence intensity

of solutions containing known amounts of fluorescein is measured in bulk, in single emulsion, and

double emulsion drops. Lensing effects increase the fluorescence intensity in single emulsions by

11%, compared to the bulk and in double emulsions by 15%. We correct for these lensing effects

and convert the fluorescence intensity into a protein concentration for each drop using a calibration

curve measured in bulk. For each data point reported, we analyze the protein concentration of at

least 25 drops to calculate the error bars.
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4.6 Supplementary information

4.6.1 Influence of duty cycle on the amount of reagent contained in drops

To determine if the amount of reagent that is contained in drops scales with the duty cycle of the

valve, corresponding to the fraction of time the valve is open relative to the entire cycle period,

we employ an aqueous solution containing fluorescein. We co-inject this solution with an aqueous

solution that does not contain any fluorophore. We keep the pulse width of the valve controlling

the flow of the pure aqueous phase constant at 50 ms and vary that of the valve controlling the

flow of the fluorescent phase between 50 and 200 ms. Indeed, the measured fluorescence linearly

increases with the duty cycle, as shown in Figure 4.5.
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Figure 4.5: Influence of the duty cycle (D) on the concentration of fluorescein, cF , contained in the

drops.
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4.6.2 Drop sorting

To separate reagent-containing drops from empty ones, we introduce a T-junction downstream of

the drop generation junction. By pressurizing the left control channel of the sorting unit, the left

valve partially closes the channel such that its hydrodynamic resistance increases and drops flow

into the right outlet. To switch the direction of the fluid flow, we close the right valve 10 ms before

we open the left one. If the fluid flow upstream of the T-junction does not exceed 600 µL/h, drops

follow the fluid flow and remain intact even when the fluid flow switches direction, as shown in the

time lapse optical micrographs in Figure 4.6A. By contrast, if the injection flow rate exceeds 600

µL/h, some drops split at the T-junction while the direction of the fluid flow is changed, resulting

in some loss of reagents, as shown in the time lapse optical micrographs in Figure 4.6B. The amount

of sample that is lost increases with increasing injection rate, as summarized in Figure 4.6C.

A

B

400 µm

400 µm

C

Figure 4.6: Drop sorting. Time lapse optical microscopy images illustrating the change in the

flow direction of drops if the total injection speed is (a) 600 µL/h and (b) 900 µL/h. (c) The

amount of fluid lost during the switching process (vl), as a function of the injection flow rate, q, is

shown.
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4.6.3 Synthesis of GFP in drops

To test if we can track the formation of GFP inside drops, we form monodisperse single emulsion

drops with a diameter of 70 µm that are loaded with lysates and 4 mM of 3-PGA. Even though the

3-PGA concentration in these drops is almost an order of magnitude below the 3-PGA concentration

typically used, most of the drops coalesce, as indicated by the high polydispersity of drops incubated

at 29 ◦C for 30 min, shown in Figure 4.7A and the even higher polydispersity of drops after they

have been incubated at this temperature for 3 h, as shown in Figure 4.7B. Coalescence of drops

hampers their use for screening assays. We expect the high concentration of ions that are in close

proximity to the liquid-liquid interface deters drop stability. To test this expectation, we produce

double emulsion drops containing lysates and 4 mM 3-PGA in their core; the outer liquid-liquid

interface of these drops is separated from ions by their oil shell. Indeed, double emulsions are much

more stable against coalescence, as indicated by their narrow size distribution after they have been

incubated at 29 ◦C for 30 min and 3 h, as shown in Figure 4.7C and D, respectively.

A

B

C

D

150 µm 150 µm

Figure 4.7: Synthesis of GFP in drops with 4 mM 3-PGA. (a-d) Fluorescence micrographs

of (a, b) single emulsion and (c, d) double emulsion drops loaded with lysates and incubated at

29 ◦C for (a, c) 30 min and (b, d) 3 h.
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4.6.4 Quantification of GFP concentrations

To quantify the amount of GFP produced in single and double emulsion drops we measure a

calibration curve in bulk. The amount of GFP produced in solutions containing 4 mM 3-PGA

is approximately 50% lower compared to solutions containing 30 mM 3-PGA, as summarized in

Figure 4.8. By contrast, the kinetics of the GFP production is not affected by the concentration of

3-PGA, as shown in Figure 4.3C in the results section.
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Figure 4.8: Concentration of GFP synthesized in 65 µm drops containing 4 mM and 30 mM 3-PGA

for single emulsions (SE), double emulsions (DE), and bulk solutions.
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5

Conclusions and outlook

To conclude, we have developed three microfluidic platforms that we used in conjunction with

cell-free systems to gain a quantitative understanding of gene regulation that serves to guide the

rational design of synthetic gene circuits. Many components contribute to the function of gene

regulatory networks, though transcription factors and their interactions with promoters and each

other are of central importance. In cell-free systems we can study transcription factors indepen-

dently before considering the multi-component network, however the interactions that arise when

a single transcription factor is paired with a given promoter are already considerably complex.

Taking into account the sequence space of the promoter, together with the transcription factor

binding site and the relative concentrations of both the target promoter and the transcription fac-

tor, acquiring quantitative measurements is simplified, but still challenging in vitro. Moreover,

gaps in our understanding must be filled in by studying each network element with enough detail

to enable the functional integration of separate parts. In addition, the composability of different

circuit components is often unreliable, requiring several alternative network architectures to be

tested and underlining the necessity for high-throughput techniques that can adequately screen

and characterize a variety of parts and their piece-wise assembly together.

The DNA sequence space of gene regulatory networks is vast and includes promoters, transcrip-

tion factor binding sites and the gene sequences of transcription factors among other components.

Using the device presented in Chapter 2, we began by characterizing a base promoter using a site-

directed mutagenesis library, yielding a range of expression profiles associated with specific point

mutations. Often the design of functional gene circuits entails tuning the basal expression level of a

given promoter, thus the reliable correlation between sequence and output could profoundly affect
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our ability to rapidly design functional circuits. While we show that adjusting promoter strength

is possible, it becomes less predictable when multiple base changes are made in close context to

one another, for example with the incorporation of a transcription factor binding site. Bacterial

promoters are relatively small, but a more in depth study would be necessary to improve our under-

standing of the principles that govern promoter sequence design. A complete understanding of the

entire promoter sequence space would likely require characterizing far bigger libraries. However,

given that we are often placing transcription factor binding sites in the same general positions,

a closer look at a particular sequence subspace may suffice for current bioengineering needs. For

instance, it could prove useful to collect cell-free expression data for another set of promoters that

vary two or three bases at a time within and directly next to the -10 and -35 boxes. Perhaps only a

subset of the possible permutations involving multiple base changes would need to be sampled and

could then be combined with the single point mutation data to build a model that would predict

the relative promoter strength associated with the inclusion of a given transcription factor binding

site. While a fully predictive DNA sequence to protein output model was unattainable during the

timeline of this project, we were able to postulate how single point mutations could help to offset

the deviation in promoter strength that occurs with the insertion of certain binding sites. Thus

without significantly expanding our DNA library, we collected enough information to continue with

the step by step construction of gene regulatory networks.

Next, we decoupled the transcription factor binding site sequence from the promoter to de-

termine the binding energy landscapes for a library of synthetic ZFs using another microfluidic

technique known as MITOMI. Equipped with basic information regarding promoter strength and

ZF binding affinities, we then went on to test how each ZF functioned as a transcriptional repressor

for the simplest case involving a single binding site within the target promoter. We saw a strong

correlation between the measured dissociation constants and fold repression levels and we demon-

strated that our library of synthetic ZFs was mostly orthogonal. Owing to the high-throughput

methods we employed, we only needed to run a few experiments to discover that different repres-

sion profiles can be achieved using ZFs with a range of binding affinities and these ZFs could be

combined together in circuits with minimal cross-reactivity. Given the speed associated with this

basic characterization, we could test additional ZF variants to increase the size of our transcription

factor library with relative ease in the future. Furthermore, there are more variants available to

test, as up to now we utilized less than one quarter of the ZFs stemming from the original 64-
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member library. Bioengineers are often constrained by a limited number and poor characterization

of transcriptional regulators, therefore the possibility to augment a collection of already functional

ZFs is advantageous. Though engineering ZFs to reliably bind a specific target sequence continues

to pose difficulties, their small size linked with increasingly inexpensive gene synthesis makes it

easy to rapidly screen for functional variants. In any case, the predictable programming of tran-

scription factors is not imparative to construct synthetic gene circuits, but on the other hand, a

well-characterized transcription factor binding energy landscape, which we could obtain for ZFs,

proves to be extremely useful.

Building upon our initial characterization we then proceeded to investigate higher order in-

teractions by increasing the number of ZF binding sites within the promoter and by engineering

coopertivity between ZFs. Engineering certain types of genetic circuits often necessitates an in-

crease in the nonlinear response and a decrease in the leak for a given promoter – TF pair. While

adding a second binding site led to an overall increase in fold repression, introducing cooperative

protein – protein interactions resulted in an additional increase in nonlinearity. Furthermore, we

observed that the relative positioning of the two binding sites with and without coopertivity is an

important determinant of repression efficiency. Lastly, we sought to tune repression predictively by

varying the binding site affinity. Utilizing MITOMI, we were able to generate position weight matri-

ces for different ZFs and with this information we could precisely modify a given binding site, which

related to a corresponding change in fold repression. Having established a well-characterized col-

lection of transcriptional repressors and promoters, we were then able to design functional NAND,

AND and OR logic gates. Moreover, we were able to explain our data with thermodynamic models,

demonstrating that merging models with binding energy landscapes offers a viable and effective

approach to rationally engineer gene regulatory circuits. Our library of well-defined genetic parts

serves as a powerful resource for designing other types of networks in the future, though the intro-

duction of more cooperative protein – protein interaction domains may be needed. With additional

cooperative interactions and the present ability to balance ZF transcriptional regulation through

affinity tuning, we are poised to rationally engineer increasingly complex networks in the future.

After illustrating the level of characterization we could achieve with a device operating in batch-

mode, we were motivated to extend these capabilities to a steady state reaction environment,

providing the means to implement other types of genetic circuits that do not function in batch

reactions. Consequently, in Chapter 3 we describe an adapted device that facilitates cell-free TX-
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TL at steady state, while maintaining the capacity for high-throughput screening. As a proof of

concept, we make use of information gleaned in Chapter 2 in order to tune repression at steady

state by modifying the binding site for a single ZF. With the added advantage of on-chip mixing, we

can program the concentration of different inputs over time, allowing us to screen ZF concentration

versus binding site sequence. Additionally, we showed that we could implement small molecule

inducible gene circuits, such as the toggle switch. We forsee that devices of this nature will have

great potential in the future, as we have the ability to characterize variable gene regulatory parts and

circuit designs to the same extent at steady state as we have shown in batch-mode with the device

presented in Chapter 2. Furthermore, we have the means to program the concentration of small

molecule or protein inputs in real-time and measure the corresponding effect on gene expression

for different cell-free gene circuit designs. One straight-forward application of this device could

involve the systematic study of the toggle switch circuit in terms of promoter sequence space linked

with inducer concentration and pulse length, providing a way to map the switching landscape.

Alternatively, we could consider building a toggle switch composed of ZFs. The most obvious

problem is that ZF – DNA binding cannot be inhibited by small molecules as with the Tet and

Lac repressors, however with the use of new protein – protein interactions it may be possible. For

example, two ZFs could be fused with complementary protein binding domains whose interaction is

inhibited by a small molecule, thus the transition from cooperative to non-cooperative binding could

shift the circuit from one state to another. Balancing promoter expression and binding affinities is

made easier, owing to the characterization of our ZF – promoter resources in batch and screening

new protein – protein interactions along with inducer molecule concentrations could be efficiently

carried out with our steady state device.

Apart from the promoter sequence and transcription factor interactions, the concentration of

DNA templates is another important parameter to consider when constructing gene regulatory

networks. In particular, when multiple DNA templates are present, loading effects can manifest in

the form of TX-TL resource constraints and an imbalance can result in circuit dysfunction. We

were able to precisely control the amount of DNA template(s) immobilized on the surface of our

reaction compartments using the devices presented in Chapters 2 and 3. Together with our high-

throughput capabilities we could easily test a range of concentrations for a single DNA template

or different ratios of multiple templates, enabling us to correlate different functional outputs with

a given amount of DNA input. The device we described in Chapter 4 can also accurately control
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the concentration of DNA template that is encapsulated into a given droplet by mixing different

reagents on-chip using pulse width modulation. Though we only applied this device to study the

effect of DNA titration, it provides an optimal platform for screening concentration gradients of

other reaction components. For instance, it would be possible to titrate different cell-free protein

components or energy substrates in order to link extract performance with system composition.

This strategy could be particularly useful for optimizing recombinant systems since only very small

volumes of often costly reagents are necessary. Furthermore, given the recent technological ad-

vancements applied to the spatial control of cell-free systems, it should be feasible to amend our

platform for implementing gene expression at steady state. More specifically, DNA components

could be tethered inside the droplets while artificial pores incorporated into the membrane would

allow the exchange of cell-free substrates and products over time.

Each microfluidic device presented in this work provided the means to characterize gene expres-

sion and regulation at different levels and capacities. We have placed a considerable focus on the

DNA sequence space encompassing the promoter and transcription factor binding sites, however

gene expression can also be tuned with adjustments to the ribosomal binding site and the transcrip-

tion terminator among other sequence elements. Although we used a streamlined PCR assembly

method to generate linear templates with variable promoter sequences, we were still limited by the

time it takes to carry out these reactions efficiently by hand, constraining the overall amount of

sequence variability we could test. As the cost of DNA oligos and pippetting robots decreases, we

will be able to generate larger libraries of genetic parts in an automated fashion, saving more time

for carrying out the experiments to characterize these parts. Consequently, discerning how each of

these sequence elements work independently and together will undoubtedly increase the reliabil-

ity of gene network engineering in the future. In parallel, the process of building gene regulatory

circuits offers another route to deconstruct and improve our understanding of natural biological

systems.

While there are countless facets of gene regulation left to explore, we are convinced that the

steady increase in the number of well-characterized genetic parts and their increasingly reliable

piece-wise assembly will one day lead to predictable network engineering from the bottom-up.

Using cell-free and microfluidic platforms, we have expanded the pool of resources available for

engineering gene circuits and in doing so we generated quantitative data that could one day serve as

the foundation for a fully predictive model. Rather than relying on a single microfluidic technology,
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we have shown that the accumulation of data obtained from multiple methods can lead to a greater

increase in mechanistic understanding. As improved technologies and cell-free systems coalesce in

the future to create even larger libraries of well-defined genetic parts, we will be able to rationally

design increasingly complex gene regulatory networks that function similar to natural systems or

with novel applications.
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6

Appendix

6.1 High-throughput cell-free TX-TL with PURE

The chip presented in Chapter 2 was also used to carry out in vitro TX-TL using PURExpress

(NEB). Using mRNA binding probes [253], we were able to track transcription and translation

over time and we again saw a correlation between the ratio of dsDNA:ssDNA spotted and the

expression profiles of mRNA and GFP (Fig. 6.1A, B). Furthermore, if we quantify the amount

of DNA template attached to the surface of our unit cell, we see a corresponding increase in the

amount of GFP produced (Fig. 6.1C). We used this platform in combination with PURExpress

to screen a small library of T7 promoters for different concentrations of DNA template. Two

natural T7 bacteriophage promoters, phi10 and phi13, were tested and several other variants of

the phi13 promoter were generated. Based on previously published data that investigated the

relative utilization of promoter mutants [254], we introduced one, two or three point mutations

to create a range of protein expression levels. While we did not perform a very extensive study,

it was possible to see variable GFP expression depending on the mutation(s) introduced and the

DNA concentration (Fig. 6.1D, E). In some cases a given mutation was associated with no GFP

expression (-9A), while in other cases making multiple point mutations resulted in very little change

with respect to the wild type (-17CTT). All extension primer sequences including the T7 promoter

variants are given in Table 6.1.
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Figure 6.1: On-chip TX-TL with PURE. (A) mRNA expression over time in all unit cells

using fluorescently tagged single stranded DNA oligos that emit a Cy3-Cy5 FRET signal when

bound to the 3’ region of an mRNA molecule. (B) GFP expression versus time in all unit cells.

In both (A) and (B) the color bar shows the ratio of dsDNA template to ssDNA spotted. (C)

End-point GFP measurements versus the fluorescence signal of dsDNA template attached to the

surface for three separate chips. All values represent the mean ± SD (n = 48). (D) End-point

GFP measurements versus DNA template signal for four different T7 promoter variants. (E) The

GFP signal measured after 3 hours for 13 different T7 promoter variants and each at 12 different

DNA template concentrations. The dsDNA to ssDNA ratio ranged from 1/90 to 1/3. For (D) and

(E) all values represent the mean ± SD (n = 4).
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Table 6.1: T7 promoter extension primers.

name sequence

-9A gatcttaaggctagagtacaaattaatacgaatcactatagggagaacaatacgacctctagaaataattttgtttaac

-5G gatcttaaggctagagtacaaattaatacgactcagtatagggagaacaatacgacctctagaaataattttgtttaac

-10C gatcttaaggctagagtacaaattaatacgcctcactatagggagaacaatacgacctctagaaataattttgtttaac

-5G10C gatcttaaggctagagtacaaattaatacgcctcagtatagggagaacaatacgacctctagaaataattttgtttaac

+3C gatcttaaggctagagtacaaattaatacgactcactataggcagaacaatacgacctctagaaataattttgtttaac

+6C gatcttaaggctagagtacaaattaatacgactcactatagggagcacaatacgacctctagaaataattttgtttaac

+3C6C gatcttaaggctagagtacaaattaatacgactcactataggcagcacaatacgacctctagaaataattttgtttaac

-15T gatcttaaggctagagtacaaattattacgactcactatagggagaacaatacgacctctagaaataattttgtttaac

-16T gatcttaaggctagagtacaaatttatacgactcactatagggagaacaatacgacctctagaaataattttgtttaac

-17T gatcttaaggctagagtacaaatcaatacgactcactatagggagaacaatacgacctctagaaataattttgtttaac

-17CTT gatcttaaggctagagtacaaatctttacgactcactatagggagaacaatacgacctctagaaataattttgtttaac

phi13 gatcttaaggctagagtacaaattaatacgactcactatagggagaacaatacgacctctagaaataattttgtttaac

phi10 gatcttaaggctagagtactaatacgactcactatagggagaccacaacgctttccctctagaaataattttgtttaac

1

Table 6.1: The T7 promoter is shown in bold and any mutations are colored red. For all sequences

based on the phi13 promoter, the upstream aaat region was conserved.

6.2 Notes on epoxy glass slide preparation and spotting

6.2.1 Protocol for cleaning glass slides

• Heat 600 mL of milliQ water plus 120 mL of 25% ammonia (AnalaR NORMAPUR, VWR)

on a hot plate inside a chemical hood until the solution reaches 80 ◦C.

• Load up to 50 glass slides (cut edges, VWR) into a metallic slide holder.

• Add 150 mL of hydrogen peroxide to the solution, which will cause the solution to bubble.

Then add the glass slides into the solution, causing the solution to bubble more intensely.

• Cover the solution and let the slides incubate for 30 minutes.

• Remove the glass slides and place them in a room temperature milliQ water bath to cool.

• Dry each glass slide with nitrogen and place them into another metallic holder inside a clean
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glass container.

6.2.2 Epoxysilane deposition

• Rinse a glass container, graduated cylinders (500 mL and 10 mL), and a small glass funnel

with acetone. Then allow them to dry inside an oven at 80 ◦C for a few minutes.

• Once the glassware has cooled to room temperature, add 891 mL of toluene plus 9 mL of

3-GPS ((3-glycidyloxypropyl)trimethoxy-silane, Sigma Aldrich) to the clean glass container.

(The small glass funnel can be used for pouring the 3-GPS into the graduated cylinder.)

– Depending on the batch of 3-GPS, the surface created for spotting DNA can be variable.

For example the spots made with the same pin may spread onto larger areas, sometimes

causing neighbouring spots to come in contact with one another. If this happens, adding

less 3-GPS (6-7 mL) can ameliorate the situation.

• Incubate the glass slides in this solution for 20 minutes.

• Rinse each glass slide with toluene to remove any unbound 3-GPS and dry with nitrogen.

Load each dry glass slide into another clean glass container.

• Heat the glass slides at 120 ◦C for 30 minutes.

– If spotting DNA on the prepared slides results in unusually large spots, another possible

solution is to heat the slides for an additional 1-2 hours at 120 ◦C. This seems to dry the

slides and decrease the size of deposited spots. Furthermore, using less humidity while

spotting or no humidity can also prevent the spots from spreading.

• Let the glass slides cool to room temperature and then store them under vacuum.

6.2.3 Spotting parameters

• Linear DNA templates (direct PCR products or purified) were mixed with a 4 % BSA solution

(sterile filtered) in round-bottom microwell plates (MMP384, Arrayit). If using these 384-well

microarray plates, as little as 15 µL of DNA solution can be used per well for spotting.

• A QArray2 microarray robot (Genetix) was used to spot DNA with an MP3 pin (Arrayit)

onto epoxy-coated glass slides. The parameters used are listed below:
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– Humidity = 50-60%

– The stacker was not used for the Arrayit plates mentioned above.

– Max stamps per ink = 4

– Number of stamps per spot = 2 (Cyclic)

– Stamp time = 50 ms

– Inking time = 100 ms

– Print depth adjustment = 120 µm

– Wash between samples with water for 1000 ms.

– For the batch-mode cell-free TX-TL chip (Chapter 2) or MITOMI 768 use the following

parameters for the spotting design:

∗ 48 rows by 16 columns

∗ row pitch = 373, column pitch = 746

∗ Calculate the row and column pitch by measuring the distance in µm between spot-

ting chambers in the original design on Autocad or similar software and multiply

that distance by 0.98.

– For the steady state cell-free TX-TL chip (Chapter 3) use the following parameters for

the spotting design:

∗ 39 rows by 8 columns (every 8th spot along a given row should be left blank)

∗ row pitch = 392, column pitch = 1666

6.3 Lysate preparation protocol

The following protocol has been adapted from the methods published by Sun et al. [164] and Kwon

et al. [196]. If the cell-free reaction is carried out with the energy solution prepared according to

Sun et al., then any type of medium can be used to culture the cells. However cell-free reactions

can also be implemented with a more minimal energy solution as presented by Cai et al. [255], in

which case 2xYTP or 2xYTPG medium must be used (Fig. 6.2A). Although for many cell strains

tested the more simplified Kwon et al. protocol has yielded functional lysates, it is important to

note that the protocol may lead to variable results depending on the cell strain. An overview of the
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different strains that were used to produce lysate and which protocols were tested to be functional

is given in Table 6.2.

Table 6.2: E. coli strains tested.

no RO rxn. RO rxn. buffer exchange dialysis energy soln.

BL21 (DE3) not tested functional not tested not tested Sun et al. and Cai et al.

BL21 Rosetta2 not tested functional not tested not tested Sun et al.

Top10 not tested functional not tested not tested Sun et al.

JS006 not functional not functional not functional functional Sun et al.

MC4100 not functional functional functional functional Sun et al.

1

Day 1

• Prepare 1 L medium

– LB - 10 g Tryptone, 10 g NaCl, 5 g Yeast extract per 1 L H2O

– 2xYTP - 10 g Tryptone, 5 g Yeast extract, 5 g NaCl, 80 mL of 1M potassium phos-

phate dibasic (for a final concentration of 40 mM), 44 mL of 1 M potassium phosphate

monobasic (for a final concentration of 22 mM)

– 2xYTPG - prepare 2xYTP medium and a glucose solution (18 glucose per 250 mL H2O).

Autoclave separately and combine 375 mL 2xYTP + 125 mL glucose solution.

• Prepare wash buffer A or B

– buffer A - 10 mM Tris, 14 mM magnesium glutamate, 60 mM potassium glutamate

– buffer B - 50 mM Tris, 14 mM magnesium glutamate, 60 mM potassium glutamate,

titrate with acetic acid to reach pH ∼ 7.7

• If preparing wash buffer B, prepare dialysis buffer - 5 mM Tris, 14 mM magnesium glutamate,

60 mM potassium glutamate, if necessary titrate with 2M Tris to reach pH ∼ 8.2

• Start overnight culture of 5 mL from glycerol stock of desired E. coli strain.
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Day 2

• Prepare 4 x 200 mL cultures in 500 mL Erlenmeyer flasks with 200 mL medium + 1 mL of

overnight culture and incubate at 37 ◦C with shaking > 200 rpm.

– If using BL21(DE3) cells, T7 RNAP expression can be induced by adding 400 µL of

100mM IPTG after 2 hours of incubation.

– If using Top10 cells transformed with pBAD-gamS encoding plasmid [96] (Addgene

#45833) then induce the expression of gamS by adding 5 mL of 10% arabinose.

• Culture cells for approximately 4 hours or until OD 600 is greater than 1.5. Depending on the

E. coli strain the OD may be as high as 3-4, however the OD did not seem to be a significant

indicator of lysate functionality.

• Weigh four 50 mL falcon tubes.

• Divide each 200 mL culture into 4 x 50 mL aliquots in falcon tubes and spin at 4 ◦C for 20

minutes at 4000 rpm.

• Resuspend pellets in 10 mL of wash buffer by pippetting and vortexing. Combine the cell

suspension from each culture into one pre-weighed falcon tube. Spin at 4 ◦C for 10 minutes

at 4000 rpm. Repeat two more times for a total of three washes.

• Remove all liquid from the cell pellet after the final wash. Empty updside down on a paper

towel for a few minutes to allow excess liquid to drain out.

• Weigh the falcon tubes to calculate the weight of each cell pellet before freezing each tube in

liquid nitrogen. Store the tubes at -80 ◦C. Pellets can be stored at -80 ◦C for several weeks

before continuing with day 3 of the protocol.

Day 3

• Prepare 3 - 5 mL wash buffer with fresh DTT (final concentration of 2 mM)

• Add 1 mL wash buffer per gram of cell pellet and resuspend by vortexing. Transfer the

solution to a 2 mL eppendorf tube for sonication. Place the tube in an ice water bath and

sonicate the cells with an amplitute of 50% with 10 s pulses followed by 10 s wait periods for
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approximately 1.5 minutes. Stop the sonication when the total energy input has reached ∼

400 J for a total cell suspension volume of ∼1-1.5 mL.

– Note: Ensure that the sonicator tip is submerged in the cell solution without touching

the bottom or side of the test tube. The solution should change from an opaque cream

color to a more transparent darker brown color after lysis.

• Spin the lysate solution at 4 ◦C for 10 minutes at 12000 x g. Afterwards the pellet should

have two distinct layers. Remove the supernatent and place it in a clean eppendorf tube.

• Perform the run-off reaction by placing the tubes in a 37 ◦C incubator with shaking for 60-80

minutes.

• Spin the tubes again at 4 ◦C for 10 minutes at 12000 x g.

• If wash buffer A was used, remove the supernatent and skip to the last step.

• If wash buffer B was used, remove the supernatent and either perform a buffer exchange or

dialysis.

– Buffer exchange: Add up to 500 µL of supernatent to an Amicon Ultra 0.5 mL cen-

trifugal filter with a 3 kDa molecular weight cutoff (Merck Millipore). Spin at 4 ◦C for

approximately 45 minutes at 12000 x g until the volume goes to around 100-150 µL.

Remove the buffer from the collection tube. Add dialysis buffer (plus fresh DTT to a

final concentration of 2 mM) up to 500 µL. Repeat the spin and resuspension in dialysis

buffer two times. After the last spin add dialysis buffer to reach a total volume of 500

µL again and flip the filter unit upside down in a clean collection tube and spin at 1000

x g to collect the buffer-exchanged lysate.

– Dialysis: Add the supernatent to Slide-A-Lyzer MINI dialysis units (Thermo Scientific)

and place them in a beaker with dialysis buffer (plus fresh DTT to a final concentration

of 2 mM) and a stir bar. Use a low speed setting on the stir plate and dialyze for 3 hours

at 4 ◦C. Collect the lysate from the bottom corner of the dialysis unit and transfer to an

eppendorf tube. Spin the lysate at 4 ◦C for 10 minutes at 12000 x g. There is a small

white pellet after spinning. Remove the supernatent.
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• Aliquot the lysate into 25-50 µL volumes and flash freeze in liquid nitrogen. Store the aliquots

at -80 ◦C.

Cell-free TX-TL reactions

Cell free TX-TL reactions consist of 25% lysate, 25% 4x energy solution, 25% wash buffer A (plus

fresh DTT to a final concentration of 2 mM), DNA template and H2O. If the DNA template is

linear then 3.5 µM of gamS protein [96] or 2.5 µM of chi decoy DNA [97] should also be added to the

reaction to prevent the degradation of the linear DNA templates. Alternatively lysate can be made

from Top10 cells transformed with the pBAD-gamS plasmid and induced for gamS expression. This

lysate can then be used in conjunction with BL21 (DE3) lysate rather than adding purified gamS

(Fig. 6.2B). In addition, an example of the importance of performing the run-off reaction followed

by a buffer exchange or dialysis for two different E. coli strains is shown in Figure 6.2C, indicating

the difference in expression profiles for varying strains and preparations.

A B

C MC4100 lysate JS006 lysate

Figure 6.2: Examples of different lysate TX-TL reactions.

Caption on the next page.
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Figure 6.2: (A) TX-TL reactions implemented with either the Sun et al. (1) or Cai et al. (2)

energy solution with BL21 (DE3) lysates produced by growing cells with either YTP, YTPG or LB

medium. (B) Combination of BL21 (DE3) and Top10 gamS lysates at different ratios compared

with a reaction containing only BL21 (DE3) lysate and purified gamS protein. (C) TX-TL reactions

using lysates prepared from two strains of E. coli : MC4100 and JS006 in four different ways: 1)

with wash buffer A and a run-off reaction, 2) with wash buffer A and no run-off reaction, 3) with

wash buffer B and a buffer exchange with Amicon filters, and 4) with wash buffer B and dialysis.

All reactions were performed on a platereader with 10 µL total reaction volumes with 5 nM of a

pTetO-sfGFP linear DNA template.

6.4 Supplementary tables

Table 6.3: Quantitative measures of cooperative interactions.

Design: PDZ Sensitivity Hill coefficient

BCB+ADD cooperative 0.592±0.007 1.3±0.2
BCB+ADD non-cooperative 0.312±0.003 1.0±0.2
BCB 0.165±0.001 1.1±0.4
ADD 0.183±0.001 1.1±0.4

Design: LZ Sensitivity Hill coefficient

BCB+ADD cooperative 0.627±0.009 1.3±0.2
BCB+ADD non-cooperative 0.422±0.002 1.1±0.3
BCB 0.166±0.001 1.2±0.4
ADD 0.182±0.001 1.3±0.5

1
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Table 6.4: Inference of parameter values.

Dose response fits 
 
Parameters: PDZ  Value Units 
A +5.76e+ 03!!.!"e!!"!!.!"e!!" RFU 
C0 +6.62e− 01!!.!!e!!"!!.!"e!!"  
K1 +1.66e− 01!!.!"e!!"!!.!"e!!"  
K2 +8.24e− 03!!.!"e!!"!!.!"e!!"  
εr1p +1.43e+ 00!!.!"e!!"!!.!"e!!" kBT 
εr2p +1.32e+ 00!!.!"e!!"!!.!!e!!" kBT 
εr12 −3.46e+ 00!!.!!e!!"!!.!"e!!" kBT 
 
Parameters: LZ Value Units 
A +6.26e+ 03!!.!"e!!"!!.!"e!!" RFU 
C0 +8.84e− 01!!.!"e!!"!!.!"e!!"  
K1 +6.86e− 02!!.!"e!!"!!.!"e!!"  
K2 +4.27e− 02!!.!"e!!"!!.!"e!!"  
εr1p +1.28e+ 00!!.!"e!!"!!.!"e!!" kBT 
εr2p +1.19e+ 00!!.!"e!!"!!.!!e!!" kBT 
εr12 −3.05e+ 00!!.!!e!!"!!.!"e!!" kBT 
 
Parameters: AA-LZ Value Units 
A +5.13e+ 03!!.!"e!!"!!.!"e!!" RFU 
C0 +5.70e− 01!!.!"e!!"!!.!!e!!"  
K +8.42e− 01!!.!"e!!"!!.!"e!!"  
εrp +1.44e+ 00!!.!"e!!"!!.!"e!!" kBT 
εr12 −9.48e+ 00!!.!"e!!"!!.!"e!!" kBT 
 
Parameters: Helical  Value Units 
ln(λ) −3.41e+ 03!!.!"e!!"!!.!"e!!"  
ϕ −1.92e+ 00!!.!"e!!"!!.!"e!!"  
ln(R0) −2.24e+ 00!!.!"e!!"!!.!"e!!"  
 
Binding site tuning fits 
 
Parameters: AAA  Value Units 
C0 +1.55e− 02!!.!"e!!"!!.!"e!!"  
R +4.94e+ 02!!.!"e!!"!!.!"e!!" nM 
εrp +1.13e+ 01!!.!"e!!!!!.!"e!!! kBT 
 
Parameters: BCB  Value Units 
C0 +1.35e− 02!!.!!e!!"!!.!"e!!"  
R +4.93e+ 02!!.!"e!!"!!.!"e!!" nM 
εrp +1.20e+ 01!!.!"e!!!!!.!"e!!! kBT 
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Parameters: AA-LZ  Value Units 
C0 +2.82e− 03!!.!"e!!"!!.!"e!!"  
R +9.78e+ 01!!.!"e!!"!!.!!e!!" nM 
εrp +1.12e+ 01!!.!"e!!"!!.!!e!!" kBT 
εr12 −4.12e+ 00!!.!"e!!"!!.!"e!!" kBT 
 
Parameters: BCB/ADD  Value Units 
C0 +1.64e− 02!!.!"e!!"!!.!"e!!"  
R1 +9.08e+ 01!!.!"e!!!!!.!"e!!! nM 
R2 +5.00e+ 01!!.!"e!!!!!.!"e!!! nM 
εr1p +1.04e+ 01!!.!"e!!"!!.!"e!!" kBT 
εr2p +1.06e+ 00!!.!"e!!"!!.!"e!!" kBT 
εr12 −1.45e+ 00!!.!"e!!"!!.!"e!!" kBT 
	

Table 6.4: The posterior probability distribution of each parameter was quantified by reporting the

value for the 50th percentile (large numbers) as well as uncertainty bounds given by the 16th and

84th percentiles (small numbers).
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Table 6.5: ZF expression templates.

PR-ZF Cy5gacatggtgaagactatcgcaccatcagccagaaaaccgaattttgctgggtgggctaacgatatc
cgcctgatgcgtgaacgtgacggacgtaaccaccgcgacatgtgtgtgctgttccgctgggcatgctgagc
taacaccgtgcgtgttgacaattttacctctggcggtgataatggttgcagctagcaataattttgtttaac
tttaagaaggagatataccATG----ZF----TAAtaagaatcaggggataacgcaggaaaga-
BIOT

PR-ZF + cognate ligand 
(VKESLV)

Cy5gacatggtgaagactatcgcaccatcagccagaaaaccgaattttgctgggtgggctaacgatatc
cgcctgatgcgtgaacgtgacggacgtaaccaccgcgacatgtgtgtgctgttccgctgggcatgctgagc
taacaccgtgcgtgttgacaattttacctctggcggtgataatggttgcagctagcaataattttgtttaac
tttaagaaggagatataccATG----ZF----
GGCAGCGGCAGCGTGAAAGAAAGCCTGGTGTAATAAgaatcaggggataac
gcaggaaaga-BIOT

PR-ZF + non-cognate 
ligand (VKEAAA)

Cy5gacatggtgaagactatcgcaccatcagccagaaaaccgaattttgctgggtgggctaacgatatc
cgcctgatgcgtgaacgtgacggacgtaaccaccgcgacatgtgtgtgctgttccgctgggcatgctgagc
taacaccgtgcgtgttgacaattttacctctggcggtgataatggttgcagctagcaataattttgtttaac
tttaagaaggagatataccATG----ZF----
GGCAGCGGCAGCGTGAAAGAAGCGGCGGCGTAATAAgaatcaggggataac
gcaggaaaga-BIOT

PR-ZF-PDZ Cy5gacatggtgaagactatcgcaccatcagccagaaaaccgaattttgctgggtgggctaacgatatc
cgcctgatgcgtgaacgtgacggacgtaaccaccgcgacatgtgtgtgctgttccgctgggcatgctgagc
taacaccgtgcgtgttgacaattttacctctggcggtgataatggttgcagctagcaataattttgtttaac
tttaagaaggagatataccATG----ZF----
AAAGACGGTGGCGGCGGTTCTCCAGCGCCAGCGCCACCGGAAGCGC
TGCAGCGCCGCCGCGTGACCGTGCGCAAAGCGGATGCGGGCGGCCT
GGGCATTAGCATTAAAGGCGGCCGCGAAAACAAAATGCCGATTCTGA
TTAGCAAAATTTTTAAAGGCCTGGCGGCGGATCAGACCGAAGCGCTG
TTTGTGGGCGATGCGATTCTGAGCGTGAACGGCGAAGATCTGAGCAG
CGCGACCCATGATGAAGCGGTGCAGGCGCTGAAAAAAACCGGCAAA
GAAGTGGTGCTGGAAGTGAAATATATGAAAGAATAAgcttgatatcgaattcct
gcagcccgggggatcccatggtacgcgtgctagaggcatcaaataaaacgaaaggctcagtcgaaaga
ctgggcctttcgttttatctgttgtttgtcggtgaacgctctcctgagtaggacaaatccgccgccctagacc
taggcgttcggctgcggcgagcggtatcagctcactcaaaggcggtaatacggttatc-BIOT

PR-ZF-GCN4 Cy5gacatggtgaagactatcgcaccatcagccagaaaaccgaattttgctgggtgggctaacgatatc
cgcctgatgcgtgaacgtgacggacgtaaccaccgcgacatgtgtgtgctgttccgctgggcatgctgagc
taacaccgtgcgtgttgacaattttacctctggcggtgataatggttgcagctagcaataattttgtttaac
tttaagaaggagatataccATG----ZF----
AAAGACGGTGGCGGCGGTTCTCCAGCGCCAGCGCCACCGCATCGCG
ATATTCAGCATATTCTGCCGATTCTGGAAGATAAAGTGGAAGAACTGC
TGAGCAAAAACTATCATCTGGAAAACGAAGTGGCGCGCCTGAAAAAA
CTGGTGGGCGAACGCTAATAAgcgaatcaggggataacgcaggaaaga-BIOT

PR-ZF-GCN4mut 
(L67A-L68A-L74A-
L81A)

Cy5gacatggtgaagactatcgcaccatcagccagaaaaccgaattttgctgggtgggctaacgatatc
cgcctgatgcgtgaacgtgacggacgtaaccaccgcgacatgtgtgtgctgttccgctgggcatgctgagc
taacaccgtgcgtgttgacaattttacctctggcggtgataatggttgcagctagcaataattttgtttaac
tttaagaaggagatataccATG----ZF----
AAAGACGGTGGCGGCGGTTCTCCAGCGCCAGCGCCACCGCATCGCG
ATATTCAGCATATTCTGCCGATTCTGGAAGATAAAGTGGAAGAAGCGG
CGAGCAAAAACTATCATGCGGAAAACGAAGTGGCGCGCGCGAAAAAA
CTGGTGGGCGAACGCTAATAAgcgaatcaggggataacgcaggaaaga-BIOT

1

Table 6.5: 3-finger ZFs were expressed from lambda PR promoters (blue, underlined) with conserved

5’UTR (grey, underlined), and could be modified to contain interaction domains and ligands (red).
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Table 6.6: Three-finger ZF coding sequences.

ZFAAA ATGGAACGTCCGTACGCTTGCCCGGTTGAATCTTGCGACCGTCGTTTCTC
TCGTTCTGACGAACTGACCCGTCATATTAGAATTCATACTGGACAAAAACC
ATTCCAATGTAGAATTTGTATGAGAAATTTCTCTCGTTCTGACCACCTGAC
CACCCACATCCGTACCCACACCGGTGAAAAACCGTTCGCTTGCGACATCT
GCGGTCGTAAATTCGCTCGTTCTGACGAACGTAAACGTCACACCAAAATC
CACCTGCGTCAGTAA

ZFBBB ATGGAACGTCCGTACGCTTGCCCGGTTGAATCTTGCGACCGTCGTTTCTC
TCGTAACTTCATCCTGCAGCGTCATATTAGAATTCATACTGGACAAAAACC
ATTCCAATGTAGAATTTGTATGAGAAATTTCTCTGACCGTGCTAACCTGCG
TCGTCACATCCGTACCCACACCGGTGAAAAACCGTTCGCTTGCGACATCT
GCGGTCGTAAATTCGCTGTCACGACCAGCTGACCCGTCACACCAAAATCC
ACCTGCGTCAGTAA

ZFCCC ATGGAACGTCCGTACGCTTGCCCGGTTGAATCTTGCGACCGTCGTTTCTC
TGACTCTCCGACCCTGCGTCGTCATATTAGAATTCATACTGGACAAAAACC
ATTCCAATGTAGAATTTGTATGAGAAATTTCTCTCAGCGTTCTTCTCTGGT
TCGTCACATCCGTACCCACACCGGTGAAAAACCGTTCGCTTGCGACATCT
GCGGTCGTAAATTCGCTGAACGTGGTAACCTGACCCGTCACACCAAAATC
CACCTGCGTCAGTAA

ZFDDD ATGGAACGTCCGTACGCTTGCCCGGTTGAATCTTGCGACCGTCGTTTCTC
TGACAAAACCAAACTGCGTGTTCATATTAGAATTCATACTGGACAAAAACC
ATTCCAATGTAGAATTTGTATGAGAAATTTCTCTGTTCGTCACAACCTGAC
CCGTCACATCCGTACCCACACCGGTGAAAAACCGTTCGCTTGCGACATCT
GCGGTCGTAAATTCGCTCAGTCTACCTCTCTGCAGCGTCACACCAAAATC
CACCTGCGTCAGTAA

Example
ZFADD

ATGGAACGTCCGTACGCTTGCCCGGTTGAATCTTGCGACCGTCGTTTCTC
TGACAAAACCAAACTGCGTGTTCATATTAGAATTCATACTGGACAAAAACC
ATTCCAATGTAGAATTTGTATGAGAAATTTCTCTGTTCGTCACAACCTGAC
CCGTCACATCCGTACCCACACCGGTGAAAAACCGTTCGCTTGCGACATCT
GCGGTCGTAAATTCGCTCGTTCTGACGAACGTAAACGTCACACCAAAATC
CACCTGCGTCAGTAA

1

Table 6.6: Variable recognition helices for each finger (1-3) are highlighted. ZFs bind in the 3’-5’

direction by convention, and thus to construct, for example, ZFADD the fingers must be arranged

in reverse order F1(D)-F2(D)-F3(A).

Table 6.7: Two-finger ZF coding sequence.

ZFAA ATGAAACCGTTTCAGTGCCGCATTTGCATGCGCAACTTTAGCCGCAGCGAT
CATCTGACCACCCATATTCGCACCCATACCGGCGAAAAACCGTTTGCGTGC
GATATTTGCGGCCGCAAATTCGCCCGCAGCGATGAACGCAAACGC

1
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Table 6.8: Reporter and target promoter design.

PPR  - 
deGFP

Cy3ccagccagaaaacgacctttctgtggtgaaaccggatgctgcaattcagagcggcagcaagtggggg
acagcagaagacctgaccgccgcagagtggatgtttgacatggtgaagactatcgcaccatcagccagaaa
accgaattttgctgggtgggctaacgatatccgcctgatgcgtgaacgtgacggacgtaaccaccgcgacat
gtgtgtgctgttccgctgggcatgctgagctaacaccgtgcgtgttgacaattttacctctggcggtgataatg
gttgcagctagcaataattttgtttaactttaagaaggagatataccATGGAGCTTTTCACTGG
CGTTGTTCCCATCCTGGTCGAGCTGGACGGCGACGTAAACGGCCACAA
GTTCAGCGTGTCCGGCGAGGGCGAGGGCGATGCCACCTACGGCAAGCT
GACCCTGAAGTTCATCTGCACCACCGGCAAGCTGCCCGTGCCCTGGCC
CACCCTCGTGACCACCCTGACCTACGGCGTGCAGTGCTTCAGCCGCTA
CCCCGACCACATGAAGCAGCACGACTTCTTCAAGTCCGCCATGCCCGA
AGGCTACGTCCAGGAGCGCACCATCTTCTTCAAGGACGACGGCAACTA
CAAGACCCGCGCCGAGGTGAAGTTCGAGGGCGACACCCTGGTGAACCG
CATCGAGCTGAAGGGCATCGACTTCAAGGAGGACGGCAACATCCTGGG
GCACAAGCTGGAGTACAACTACAACAGCCACAACGTCTATATCATGGCC
GACAAGCAGAAGAACGGCATCAAGGTGAACTTCAAGATCCGCCACAAC
ATCGAGGACGGCAGCGTGCAGCTCGCCGACCACTACCAGCAGAACACC
CCCATCGGCGACGGCCCCGTGCTGCTGCCCGACAACCACTACCTGAGC
ACCCAGTCCGCCCTGAGCAAAGACCCCAACGAGAAGCGCGATCACATG
GTCCTGCTGGAGTTCGTGACCGCCGCCGGGATCTAActcgagcaaagcccgccg
aaaggcgggcttttctgtgtcgaccgatgcccttgagagccttcaacccagtcagctccttccggtgggcgcgg
ggcatgactatcgtcgccgcacttatgactgtcttctttatcatgcaactcgtaggacaggtgccggcagcgct
cttccgcttcctcgctcactgactcgctgcgctcggtcgttcggctgcggcgagcggtatcagctcactcaaagg
cggtaatacggttatccacagaatcaggggataacgcaggaaaga-BIOT

PZF  -   
single site

Cy3ccagccagaaaacgacctttctgtggtgaaaccggatgctgcaattcagagcggcagcaagtggggg
acagcagaagacctgaccgccgcagagtggatgtttgacatggtgaagactatcgcaccatcagccagaaa
accgaattttgctgggtgggctaacgatatccgcctgatgcgtgaacgtgacggacgtaaccaccgcgacat
gtgtgtgctgttccgctgggcatgctgagctaacaccgtgcgtgttgacaXNNNNNNNNNXggcgg
tgataat

PZF  -       
two sites

Cy3ccagccagaaaacgacctttctgtggtgaaaccggatgctgcaattcagagcggcagcaagtggggg
acagcagaagacctgaccgccgcagagtggatgtttgacatggtgaagactatcgcaccatcagccagaaa
accgaattttgctgggtgggctaacgatatccgcctgatgcgtgaacgtgacggacgtaaccaccgcgacat
gtgtgtgctgttccgctgggcatgctgagctaacXNNNNNNNNNXttgacaXNNNNNNNN
NXggcggtgataat

PZF  - 
cooperative

Cy3ccagccagaaaacgacctttctgtggtgaaaccggatgctgcaattcagagcggcagcaagtggggg
acagcagaagacctgaccgccgcagagtggatgtttgacatggtgaagactatcgcaccatcagccagaaa
accgaattttgctgggtgggctaacgatatccgcctgatgcgtgaacgtgacggacgtaaccaccgcgacat
gtgtgtgctgttccgctgggcatgctgagctaacXNNNNNNNNNttgacaXNNNNNNNNN
Xggcggtgataat

PZF  -       
AA

Cy3ccagccagaaaacgacctttctgtggtgaaaccggatgctgcaattcagagcggcagcaagtggggg
acagcagaagacctgaccgccgcagagtggatgtttgacatggtgaagactatcgcaccatcagccagaaa
accgaattttgctgggtgggctaacgatatccgcctgatgcgtgaacgtgacggacgtaaccaccgcgacat
gtgtgtgctgttccgctgggcatgctgagctaacaccgtgcgtgttgacaCGCCCACGCGTGGGC
GTgataat

1

Table 6.8: deGFP was used as a reporter. The upstream regulatory region consisted of variations

of the original lambda PR promoter containing 9-bp ZF binding sites (N) and their flanking bases

(X).

125



Table 6.9: Three-finger ZF target sequences.

ZF target

AAA 5’ - tGCGTGGGCGt - 3’

ACA 5’ - aGCGGTAGCGt - 3’

ADB 5’ - aGCGGATGTGt - 3’

ADD 5’ - aGCGGATGGAg - 3’

BAB 5’ - tGAGTGGGTGt - 3’

BBB 5’ - tGAGGACGTGt - 3’

BCB 5’ - tGAGGTAGTGt - 3’

BCC 5’ - tGAGGTAGCCt - 3’

BCD 5’ - tGAGGTAGGAg - 3’

BDC 5’ - tGAGGATGCCt - 3’

BDD 5’ - tGAGGATGGAg - 3’

CBD 5’ - aGATGACGGAg - 3’

1

Table 6.9: Each ZF binds a 9bp target; for each target we conserve single flanking bases on either

side where possible.

Table 6.10: MITOMI PWM targets.

ZF target

AAA 5’-GGCCAAAATGCGTGGGCGTGCGTTTCCGGCGGTATGAC-3’
ADD 5’-GGCCAAAAAGCGGATGGAGGCGTTTCCGGCGGTATGAC-3’
BCB 5’-GGCCAAAATGAGGTAGTGTGCGTTTCCGGCGGTATGAC-3’
AA 5’- GGCCAAATCCCACGCGTGGGAGTTTCCGGCGGTATGAC -3’

1

Table 6.10: The bases which were mutated are colored red and the underlined bases represent the

core binding sequence.
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Table 6.11: ZF plasmids.

ZF Addgene #

AAA 127465

ACA 127466

ADB 127467

ADD 127468

BAB 127469

BBB 127470

BCB 127471

BCC 127484

BCD 127472

BDC 127473

BDD 127474

ADD-L 127477

BCB-PDZ 127478

ADD-GCN 127475

BCB-GCN 127476

AA-GCN 127479

1

Table 6.11: The following ZF coding sequences were cloned into a pET21a vector and are available

on Addgene.
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