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Abstract
The stress state of the subsurface has been shown to have an influence on a number of key

processes. For example, the criticality of the stress state indicates how large stress changes

need to be before a fault begins to slip, the mean effective stress controls compaction and

permeability loss in hydrocarbon reservoirs, the differential stress has been seen in seismology

to have a strong influence on the size distribution of earthquake catalogues, with stress state

further influencing the affinity of a fault to slip either seismically or aseismically, and the

stress state strongly influences the propagation of a hydraulic fracture, with stress jumps being

capable of completely halting a fracture’s propagation. For reasons such as these, it has long

been recognized that the state of stress is an important parameter for subsurface industrial

operations such as hydrocarbon production, Enhanced Geothermal System (EGS) stimulation,

carbon storage, and hydraulic fracturing.

Generally, however, the state of stress does not remain constant during many of these oper-

ations. Decreasing effective stresses have led to induced seismicity during injection, fluid

production has led to total stress changes which have induced seismicity, even in areas where

pore pressure has decreased, temperature-induced stress changes have led to shear stimu-

lation, and changes in total stress have led to so-called “frac-hits” where hydraulic fractures

propagate towards depleted zones. These examples demonstrate an operator’s ability to alter

the state of stress, yet deliberate attempts to alter the stress state for the benefit of future

operations have only been suggested a handful of times.

Here, this idea of altering the state of stress is extended through a series of investigations.

It is shown that, because production-induced seismicity is caused by total stress changes

associated with the gradient of the produced fluid pressure, a hydraulic fracture which reduces

the gradient required for production will also reduce the resulting seismicity. Conversely,

compaction which leads to permeability loss will result in higher pore pressure gradients and

therefore more induced seismicity. Both of these studies, which also have implications for

optimal horizontal wellbore orientation, are investigated through the use of a poroelastic

reservoir simulator developed during the thesis. In a following study, it is suggested that

high stress path reservoirs are attractive targets for fluid injection, as total stress changes will

result in an increased stability despite increasing pore pressure. Further, the concept of stress

preconditioning is introduced, such that operators alter the stress state of an EGS reservoir

to promote more favorable earthquake distributions. These concepts, which make up the

first three chapters of the thesis, all are forms of reservoir management that reduce the risk

associated with induced seismicity. Following this, in a numerical study, the idea of stress
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Abstract

preconditioning is extended to allow for directed stimulation treatments in EGSs. Finally,

the idea of inducing stress jumps through production such that hydraulic fractures do not

propagate vertically is evaluated by means of scaling analyses and numerical simulation, with

implications for carbon storage.

More than the individual propositions, this thesis promotes the mindset that, where appropri-

ate, attempts should be made to alter the state of stress for the benefit of future operations.

Keywords: Induced seismicity, stress management, hydraulic fracturing, reservoir stimulation,

Enhanced Geothermal Systems, state of stress, stress preconditioning, reservoir depletion,

carbon storage, fluid injection
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Résumé
L’état de contrainte du souterrain a été montré d’avoir une influence importante sur un

nombre de processus clés. Par exemple, le niveau de criticité de contrainte indique les chan-

gements de contrainte nécessaires pour faire déclencher un séisme, la contrainte moyenne

effective est responsable pour les changements de perméabilité liés à la compaction d’un

réservoir souterrain, la contrainte différentielle a une influence majeure sur la distribution

fréquence-magnitude de séismes, avec un effet supplémentaire de la contrainte normale sur

la possibilité qu’une faille glisse d’une manière aséismique, et l’état de contrainte influence

significativement la propagation d’une fracture hydraulique, avec les bonds de contrainte

capable d’arrêter une fracture propageant. Pour des raisons comme celles-ci, il a longtemps été

reconnu que l’état de contrainte est un paramètre important pour les opérations souterraines

comme la production du pétrole, les Systèmes Géothermiques Stimulés (EGSs), le stockage

carbone, et la fracturation hydraulique.

Généralement, par contre, l’état de contrainte ne reste pas constant pendant une opération.

Des contraintes effectives diminuantes ont conduit jusqu’à la séismicité induite pendant

l’injection de fluide, la production de fluide a causé de changements de contrainte en résul-

tant dans la séismicité induite, même où la pression fluide a diminué, les changements de

contrainte dus aux changements de la température ont causé la stimulation du réservoir, et des

changements de contrainte totale ont été responsables pour des « frac-hits », où les fractures

hydrauliques propagent vers les zones épuisées. Ces exemples démontrent la capabilité d’un

opérateur d’altérer l’état de contrainte, cependant des essais délibérés d’influencer l’état de

contrainte pour les bienfaits des opérations futures ont été suggérés que quelques fois.

Dans cette thèse, l’idée d’altérer l’état de contrainte a été étendu par un nombre de recherches.

Il est montré que, vu que la séismicité induite pendant la production de fluide est liée au

gradient de la pression fluide, une fracture hydraulique la réduirait. Réciproquement, la perte

associée à la compaction résulte dans un gradient de pression fluide nécessaire plus élevée

et donc augmente le niveau de séismicité. Ces deux études, qui ont aussi des implications

pour l’orientation des puits horizontaux, ont été effectués parmi un simulateur poro-élastique

développé pendant la thèse. Dans une étude suivante, il est suggéré que des réservoirs de

chemin de contrainte haute pourraient servir pour injecter du fluide, parce que les change-

ments de contrainte totale stabiliseraient le réservoir malgré une pression fluide montante.

En outre, le concept de préconditionnement de contrainte est introduit, comme quoi des

opérateurs altèrent la contrainte d’un réservoir EGS pour que les stimulations à suivre ont une

distribution fréquence-magnitude de séismes plus favorable. Ces concepts, qui constituent les
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premiers trois chapitres de la thèse, sont tous de formes de gestion de réservoir qui réduisent

le risque associé à la séismicité induite. Suivant ceci, dans une étude numérique, l’idée de pré-

conditionnement de contrainte est étendue pour qu’une stimulation EGS puisse être dirigée

dans un sens particulier. Enfin, l’idée d’introduire un bond de contrainte par la production de

fluide pour qu’une fracture hydraulique ne propage pas verticalement est évaluée au moyen

d’une analyse d’échelle et des simulations numériques, avec des implications pour le stockage

carbone.

Plus que les propositions individuelles, cette thèse soutient la mentalité que, quand approprié,

des essais d’altérer l’état de contrainte devrait être faits pour les bénéfices des opérations

futures.

Mots-clés : séismicité induite, gestion de contrainte, fracturation hydraulique, stimulation de

réservoir, Systèmes Géothermiques Stimulés, préconditionnement de contrainte, production

de réservoir , stockage carbone, injection de fluide
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Samenvatting
Het is al lang geweten dat de ondergrondse spanningstoestand invloed heeft op enkele be-

langrijke processen. Bijvoorbeeld, de criticaliteit van de spanningstoestand wijst hoe groot

spanningsveranderingen moeten zijn voordat een breuk begint te schuiven, de gemiddelde

effectieve spanning heeft controle over compactie en permeabiliteit verlies in koolwaterstof

reservoirs, differentiële spanning heeft een grote invloed op de frequentie-mate distributie

van aardbevingen, waar de spanningstoestand verder invloed heeft op of de breuk seismisch

of aseismich schuift, en de spanningstoestand beïnvloed de propagatie van een hydrofractuur,

waarbij spanningssprongen capabel zijn de propagatie van een hydrofractuur te stoppen. Om

zulke redenen, is het al lang herkend dat de spanningstoestand een belangrijke parameter is

voor ondergrondse industriële operaties zoals olie- en gaswinning, Enhanced Geothermal

Systems (EGS’s), koolzuuropslag, en hydrofracturering.

Alhoewel blijft de spanningstoestand normaliter niet constant tijdens veel van deze ope-

raties. Dalende effectieve spanningen hebben geleid tot geïnduceerde seismiciteit tijdens

injectie, vloeistof productie heeft geleid tot totaalspanningverandingen die tot geïnduceerde

seismiciteit, zelfs waar de poriewaterdrukte is verminderd, temperatuur-geïnduceerde span-

ningveranderingen hebben geleid tot shear stimulatie, en veranderingen in totaalspanning

zijn verantwoordelijk voor zogenoemde “frac-hits”, waarbij hydrofracturen propageren in de

richting van geproduceerde gebieden. Deze voorbeelden laten de vermogen van een operator

zien om de spanningstoestand te veranderen, toch zijn pogingen om de stresstoestand te

veranderen voor toekomstige operaties maar een paar keer voorgesteld.

In deze thesis is het idee van het veranderen van de spanningstoestand uitgebreid door een se-

rie van studies. Het wordt getoond dat, omdat productie geïnduceerde seismiciteit veroorzaakt

wordt door totaalspanningveranderingen verbonden met de gradiënt van poriewaterdrukte,

een hydrofractuur die de nodige gradiënt van poriewaterdrukte verminderd ook de resulte-

rende seismiciteit zal verminderen. Daarentegen, compactie die tot permeabiliteitverlies leidt

als gevolg ook tot hogere poriewaterdrukte gradiënten en seismiciteit zal leiden. Beide van

deze studies, die ook gevolgen voor de oriëntatie van horizontale putten hebben, worden

door een poroelastisch reservoir simulator onderzocht die onderworpen werd tijden de thesis.

Volgend op deze studies, wordt het gesuggereerd dat reservoirs met een hoog spanningspad

aantrekkelijke doelwitten voor injectie zijn, omdat totalspanningverandingen tot stabiliteit

leiden ondanks een toenemende poriewaterdrukte. Verder, het concept van het preconditione-

ren van de spanningstoestand wordt geïntroduceerd, met het idee dat de spanningstoestand

kan worden veranderd, zodat kleinere aardbevingen geïnduceerd worden tijdens het stimu-
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leren van een EGS-reservoir. Deze concepten, die de eerste drie hoofdstukken van de thesis

samenstellen, zijn allemaal vormen van reservoirmanagement die de risico van geïnduceerde

seismiciteit verminderen. Volgend op deze studies, wordt het idee van het preconditioneren

van de spanningstoestand uitgebreid, zodat EGS-stimulaties gericht en daardoor makkelijker

verbonden kunnen worden. Ten laatste wordt er onderzocht of geïnduceerde sprongen in

spanning het stoppen van het propageren van een hydrofractuur kunnen veroorzaken door het

uitvoeren van een maatanalyse en numerieke simulaties, met gevolgen voor koolzuuropslag.

Meer dan de voorstelling op zich, promoteert deze thesis een manier van denken waarbij po-

gingen gemaakt worden om de spanningstoestand te veranderen ten gunste van toekomstige

operaties.

Trefwoorden: Geïnduceerde seismiciteit, hydrofracturen, reservoir stimulation, Enhanced

Geothermal Systems, spanningstoestand, spanningspreconditioneren, olie- en gaswinning,

koolzuuropslag, brakwater en koolzuur injectie
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Introduction

The successful industrial exploitation of the Earth’s upper crust has been prevalent in advanced

human societies for many thousands of years. This is unlikely to change, as not only do many of

these practices, while evolved, still continue to this day, but fledging applications, such as CO2

geosequestration and Enhanced Geothermal Systems (EGSs) are becoming increasingly more

relevant. While there are many facets to these industrial activities, one fairly denominator is

the importance of the stress state in the subsurface.

Indeed, the state of stress exhibits a major influence on some of significant issues facing many

subsurface industrial activities. One of the most obvious examples is induced seismicity, a

problem shared to various degrees by the geothermal energy production, CO2 geosequestra-

tion, fluid extraction, mining, waste water disposal, hydraulic fracturing, and hydropower

industries where it has, in some cases, incited strong reactions from the public and even

led to failed operations. Of course, the stress state is not just relevant in terms of induced

seismicity, but also exhibits influence on, among others, production-induced compaction and

permeability loss, hydraulic fracturing and shear stimulation treatments.

The influence of the stress state and the ability of operators to manipulate it is the core of this

thesis, and many of the issues mentioned above will be addressed in these terms. Note that

much of the terminology used here and throughout the thesis is defined in the Appendix for

the event that the reader is unfamiliar with some of the language used.

0.1 General background and thesis objectives

This thesis is based on a number of core concepts, related to the state of stress in the sub-

surface, which have relevance for a variety of subsurface industrial activities; the focus here

being on long-term fluid extraction and injection, EGS stimulation, and hydraulic fracturing.

Specifically, in-situ stress and stress changes have been previously shown to exhibit strong

control over a variety of important elements associated with industries that deal with the

subsurface. For example:

• The criticallity of the stress on a fault indicates the magnitude of stress changes required

before slip can be expected. The crust can generally be assumed to be in a state of

1
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failure equilibrium, with intraplate areas only seeming to be seismically quiet due to low

strain rates (e.g., Harrison et al. (1954); Brudy et al. (1997); Townend and Zoback (2000);

Zoback and Townend (2001); Zoback et al. (2002)).

• The mean effective stress (i.e., the average of the three principal stresses minus pore

pressure) is generally thought to control compaction and specifically permeability loss

associated with compaction. Compaction-induced permeability loss is generally seen

to greatly accelerate when differential stress (i.e., the difference between the maximum

and minimum principal stresses) is large (e.g., David et al. (1994); Zhu and Wong (1996);

Boutéca et al. (2000); Chan and Zoback (2002); Schutjens et al. (2004); Fortin et al. (2005);

Baxevanis et al. (2006)).

• Differential stress has a strong control on the size-distribution of earthquake catalogues

(e.g., Amitrano (2003); Schorlemmer et al. (2005); Narteau et al. (2009); Gulia and Wiemer

(2010); Goebel et al. (2013); Spada et al. (2013); El-Isa and Eaton (2014); Scholz (2015);

Wu et al. (2018); Petruccelli et al. (2019a,b)).

• The effective normal stress on a fault plane has influence on the affinity of that fault to

slip seismically or aseismically, where aseismic fault slip is stable with no earthquake

nucleation (e.g., Scholz (1998)).

• The in-situ stress of a rock formation has an important influence on hydraulic frac-

ture propagation (e.g., Simonson et al. (1978); Nolte and Smith (1981); Warpinski et al.

(1982a,b); Warpinski and Teufel (1989); Jeffrey and Bunger (2009); Adachi et al. (2010);

Jin and Zoback (2019)).

Given the relevance of many of these examples for the previously mentioned industrial opera-

tions, this shows the importance of assessing the stress field before commencing an operation.

However, frequently it cannot be assumed that this stress state will remain constant through-

out the life of a given reservoir as it has already been shown that operators can and do influence

the stress, albeit usually unintentionally:

• A decreasing effective normal stress in reservoirs during injection has led to fault slip

(e.g., Häring et al. (2008); Rutqvist et al. (2016b)).

• Anisotropic total stress changes occurring inside and outside of a production reservoir

have led to production-induced seismicity; stress changes in the opposite direction are

predicted during injection (Segall, 1989).

• In high stress path reservoirs the total stress changes significantly in response to pore

pressure changes. As a result, in these types of reservoirs in normal faulting stress

regimes, stress changes induced by decreases in pore pressure can lead to seismicity

within the pore pressure-depleted zone of the reservoir (e.g., Teufel et al. (1991); Segall

and Fitzgerald (1998); Chan and Zoback (2002); Zoback and Zinke (2002)).
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• Changes in temperature through fluid injection have led to changes in total stress and

in some cases shear failure; temperature changes propagate more slowly than changes

in pressure (Rutqvist et al., 2016b; Vilarrasa, 2016; Parisio et al., 2019).

• Changes in total stress have led to so-called "frac-hits", where hydraulic fractures propa-

gate towards previously depleted zones (e.g., (Jin and Zoback, 2019)).

This begs the question as to whether operators can intentionally manipulate the stress field

with their operations to aid them in achieving future goals and avoid failed operations. This

has previously been done in two industrial operations settings:

• Operators have performed prior injection to alter the stress field such that future hy-

draulic fractures will be oriented differently to those prior to injection; other extensions

to this idea have also been developed (Shuck, 1977; Bouteca et al., 1983; Warpinski and

Branagan, 1989; Elbel and Mack, 1993; Minner et al., 2002; Fisher et al., 2004; Vermylen

and Zoback, 2011).

• Microseismic depletion delineation - a depletion-altered stress state results in microseis-

micity upon reinjection, with the change in differential stress affecting the frequency-

magnitude distribution of the induced microseismicity. This approach allows operators

to distinguish effectively fractured stages (Dohmen et al., 2013, 2014; Norbeck and

Horne, 2015; Dohmen et al., 2017).

Further, it has been suggested that fluid production induced stress jumps, where stress jumps

are defined as sudden changes in confining stress, could be used to ensure hydraulic fracture

containment (van Eekelen, 1982). Similarly, this kind of stress management is the focus of

this thesis. Indeed, it will be shown how production-induced stress changes can be, to a

degree, managed such that the risks of induced seismicity and large permeability losses are

reduced. It will be suggested that high stress path reservoirs in normal faulting stress regimes

should be attractive targets for large-scale injection due to increased pore pressure leading

to a more stable stress state. Additionally, it will be suggested that the stress state can be

preconditioned prior to stimulation in EGS wells such that differential stress is lower upon

stimulation, leading to a decreased chance of inducing a large seismic event when stimulation

does finally occur. Further this idea of stress preconditioning, it will be suggested that the

poroelastic stress changes associated with a stimulation treatment in an EGS well could be

used to guide the stimulation in a second well. Finally, it will be suggested that potential

carbon storage reservoirs can be hydraulically fractured in certain circumstances based on a

scaling analysis of various hydraulic fracture propagation regimes.

0.2 Organization of thesis

The thesis is divided into five core chapters and a discussion/conclusion chapter:
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The first chapter is focused on mitigating depletion-induced seismicity. It is thought that

depletion-induced seismicity occurring outside of the reservoir is caused by poroelastic stress

changes associated with the reduced pore pressure (Segall, 1989). Insight into this phe-

nomenon can be gained by looking at the two primary governing equations used to model

poroelasticity in reservoirs: the equation of momentum balance and the continuity equation

for mass balance. From the momentum balance equation, it is clear that the gradient of pore

pressure is directly related to the stresses that are induced. From the continuity equation

for mass balance (or, more precisely, Darcy’s Law in the convection term of the continuity

equation) it is clear that the gradient of pore pressure is directly related to the permeabil-

ity. Therefore, in this chapter, because it increases the near-wellbore permeability, reservoir

stimulation is proposed as a technique to mitigate induced seismicity. This investigation is

performed numerically. Further results include implications for wellbore orientation and a

discussion on the relative significance of pore pressure and stress changes at various distances.

The second chapter is based on the same principle. This time, however, it will be determined

whether compaction-induced permeability loss can be large enough to significantly alter the

resulting pore pressure gradient and cause an increase in stressing/seismicity rate while in

the elastic domain. The effect of inelastic compaction will also be investigated. As inelastic

compaction depends strongly on differential stress and production-induced stress changes

from a horizontal well are anisotropic, the idea that wellbore orientation can have a significant

influence on compaction will also be explored.

The third chapter is based on the idea that poro- and thermo-elastic stress changes are

anisotropic, especially in laterally-extensive reservoirs. There will be two investigations. First,

the idea of injection stabilizing certain types of reservoirs due to anisotropic total stress

changes will be probed. In essence, the premise is that, because it is possible to destabilize

certain types of reservoirs by decreasing the pore pressure, it might also be possible, counter-

intuitively, to stabilize certain types of reservoirs by increasing the pore pressure. The second

investigation will concern the idea of "preconditioning" the stress field prior to a shear stim-

ulation treatment of an EGS reservoir. Using a long period of time, this thesis will explore

the idea of cooling the reservoir such that the differential stress of the reservoir is decreased.

Given that there is a relationship between earthquake magnitude distribution and differential

stress, this may result in a lowered chance of a large magnitude earthquake when the reservoir

is finally stimulated.

The fourth chapter will continue with the idea of preconditioning the stress field. This time it

will be investigated whether or not the poroelastic stress changes associated with the high pore

pressures used to stimulate an EGS reservoir in shear can be used to guide the stimulation

treatment of a second, nearby well. All three primary stress regimes will be investigated.

The fifth chapter will investigate the effect of a stress jump on a Planar 3D hydraulic fracture.

A scaling analysis will be performed for four primary propagation regimes determined by

whether or not the fracture is toughness or viscosity dominated and whether or not leak-off is
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a dominant mechanism. The aim will be to predict the breakthrough of the hydraulic fracture

through a dimensionless quantity applicable to a wide variety of cases, such that operators can

quickly gain an idea of the predicted breakthrough without the use of a simulator. These results

will then be used to discuss implications for the hydraulic fracturing of depleted hydrocarbon

reservoirs for use in carbon storage.

Following these core chapters, a chapter is taken to discuss the findings in general. Here, a

small selection of other ways that stress might be managed are also presented. A description

of the reservoir simulator developed during this thesis and used in many of the chapters is

given in the Appendix along with an introduction to many of the core concepts employed

throughout the thesis.
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1 Reservoir stimulation to counter
depletion-induced seismicity

The results of this chapter are published in:

Journal paper:
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Contribution of candidate: Initial idea, development of code, analysis of results, writing of

manuscript.
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Chapter 1. Reservoir stimulation to counter depletion-induced seismicity

1.1 Chapter Summary

Depletion-induced seismicity can pose a problem in some fluid-producing subsurface reser-

voirs, in some cases requiring production rate control in order to limit the seismicity. This

study investigates the use of reservoir stimulation to reduce the depletion-induced seismicity

rate. Depletion-induced stress and pore pressure changes are evaluated in a shale caprock,

sandstone reservoir, and shale underburden system which contains a horizontal well, all

modelled in plane strain conditions. The seismicity rate is then predicted based on an existing

seismicity model and is found to be dependent on the direction the well is drilled in with

respect to the principal stresses. The case where the reservoir has first been stimulated is

compared to the case where stimulation has not been performed (using the same production

rates) for normal, reverse, and strike-slip faulting stress regimes. Seismicity is reduced in

the case of reservoir stimulation for both reverse and strike-slip faulting stress regimes. The

seismicity rate is only slightly reduced for the normal faulting stress regime. The findings are

only relevant to earthquakes occurring outside of the reduced pore pressure zone. Stimulation

also increases the distance that changes in pore pressure dominate over poroelastic stress

changes in the reservoir. Further, it is found that the optimal orientation of a horizontal well,

in terms of induced seismicity, is parallel to the minimum principal stress in normal faulting

stress regimes and parallel to the maximum principal stress in reverse faulting stress regimes.

The orientation of a horizontal well determines where the seismicity is located in a strike-slip

faulting stress regime.
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1.2 Introduction

During the last few years, induced seismicity due to fluid injection into subsurface reservoirs

has become a major cause for concern despite its long-term record of observation (Ellsworth,

2013), with injection-induced earthquakes reaching moment magnitudes as large as 5.8 (Chen

et al., 2017). Whilst the primary focus has been on induced seismicity caused by changes in

pore pressure (e.g., Layland-Bachmann et al., 2012; Zhang et al., 2013), poroelastic stresses are

also thought to be a significant contributor in multiple cases of induced seismicity in both

injection (see e.g. Barbour et al., 2016; Chen et al., 2017; Deng et al., 2016; Goebel et al., 2017a)

and production scenarios (Segall, 1985, 1989). This has lead to poroelastic stresses being

recognized as an important cause of induced seismicity and research has been performed on

how to best account for these stresses such that induced seismicity is minimized (e.g., Chang

and Segall, 2016a,b, 2017; Postma and Jansen, 2018; Segall and Lu, 2015).

Certainly, fluid extraction from subsurface reservoirs has long been known to be capable of

inducing seismicity (Pratt and Johnson, 1926; Suckale, 2009, 2010). Indeed, there are a number

of specific examples of depletion-induced seismicity. The first reported case of depletion-

induced seismicity occurred in Goose Creek, Texas, where oil and gas production lead to

normal faulting on the flanks of the producing reservoir, causing a disturbance to nearby

inhabitants (Pratt and Johnson, 1926; Yerkes and Castle, 1970, 1976). The Wilmington oil field

in the United States also exhibited reverse faulting at shallow depths above the reservoir during

the primary production phase (Yerkes and Castle, 1976). Gas production from the Gazli gas

field is thought to have possibly induced reverse faulting underneath the producing reservoir;

the three largest induced events had a magnitude 7.0 in what was previously a seismically quiet

region, injuring over one hundred people and resulting in one death (Simpson and Leith, 1985).

However, it is difficult to conclusively determine whether or not this event was related to the

nearby gas production (Suckale, 2010). The center of the Buena Vista Hills oil field showed signs

of asiesmic reverse faulting at the surface as a result of oil production, leading to significant

pipeline and casing damage (Koch, 1933; Yerkes and Castle, 1970, 1976). Hundreds of small

to medium-sized earthquakes are thought to have been induced by very small poroelastic

stress changes (no larger than 0.2 MPa) by production from the Lacq gas field in southwestern

France (Segall et al., 1994), with most of the earthquakes occurring above the reservoir in

this reverse faulting environment (Bardainne et al., 2008). Gas production from a reservoir

near Rocky Mountain House, Alberta induced reverse faulting (M ≤ 3.4) below the producing

reservoir (Wetmiller, 1986). In fact, seismicity has been induced throughout the Western

Canada Basin (Baranova et al., 1999). Low magnitude reverse faulting (Mw < 1.0) occurred

in Clinton County, Kentucky above and below a shallow producing oil reservoir (Rutledge

et al., 1998). These specific cases all can be explained by the model proposed by Segall (1989),

which showed that poroelastic stresses induced by fluid extraction cause normal faulting on

the flanks of reservoirs and reverse faulting above and below the reservoir. The poroelasticity

model has also been used to show that the reverse faulting shocks which occurred underneath

the Coalinga oilfield in California were probably not induced due to the relatively small stress
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changes fluid production was predicted to have induced near the earthquake hypocenters

(Segall, 1985). Additionally, it has been shown that normal faulting can also be induced within

the reservoir if the stress path (i.e., the ratio of the change in horizontal stress magnitudes to

the change in pore pressure) is high enough (Chan and Zoback, 2002; Segall and Fitzgerald,

1998; Zoback and Zinke, 2002). Examples of this type of seismicity include the Valhall and

Ekofisk oilfields (Zoback and Zinke, 2002), where normal faulting has been seen within the

reservoir, and the normal faulting within the Groningen gas field (Dempsey and Suckale, 2017).

It has also suggested that normal faulting occurring within the reservoir in the War-Wink gas

field in West Texas may be explained by a high stress path (Zoback and Zinke, 2002). Previously,

Doser et al. (1991) found that the poroelasticity model presented by Segall (1989) was unable

to explain the seismicity of the field. The specific case of depletion-induced seismicity related

to a high stress path will not be further investigated here.

In the fully coupled theory of poroelasticity, pore pressure changes result in changes in total

stress and changes in total stress result in pore pressure changes (see Biot, 1941; Rice and

Cleary, 1976; Wang, 2000). Specifically, it is the gradient of pore pressure that acts as an

internal force in the equation of conservation of momentum and ultimately produces the

deformation and poroelastic stress changes in the rock (Chang and Segall, 2017). This implies

that, if operators of gas, oil, geothermal, wasterwater-disposal, or CO2-sequestration wells

were able to influence the gradient of pore pressure in the reservoir, they might also be able

to influence the poroelastic stresses that are induced by their operations. Seeing how these

stresses induce the seismicity as previously mentioned, it is probable that influencing the pore

pressure gradient would also help them influence the seismicity rate. Hydraulic fracturing

and acidization treatments are two forms of well and reservoir stimulation that could be used

to improve the inflow performance of the near-well region such that a smaller pore pressure

gradient is required to produce the same amount of fluid (Dake, 1978; Economides and Nolte,

2000).

Therefore, this work shows how reservoir stimulation may reduce induced changes in total

stress and thereby reduce the induced seismicity during given production scenarios, an

extension of the idea that subsidence depends on diffusivity (Segall, 1985). The analysis is

performed for normal, reverse, and strike-slip faulting stress regimes with production from

a horizontal well by assigning initial stresses based the notion of a critically-stressed crust

(see Brudy et al., 1997; Townend and Zoback, 2000; Zoback and Townend, 2001; Zoback et al.,

2002) and the idea that it is the frictional strength of pre-existing faults that limits differential

stress; meaning that, for example, in a normal faulting environment with the vertical stress

determined by the overburden, the minimum horizontal stress of a given stratum will be

limited by the coefficient of friction of the faults that are likely to be present within that

stratum (see Brudy et al., 1997; Zoback and Harjes, 1997; Zoback and Healy, 1992). Therefore,

the relatively low coefficients of friction seen in clay-rich rocks (Ewy et al., 2003), will result in

the shales being able to support less differential stress. A sequentially coupled poroelastic flow

simulator based on the continuity equation for mass balance (Lake, 1989), the conservation

of momentum, and the linear theory of poroelasticity (Biot, 1941; Chang and Segall, 2016a;
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Rice and Cleary, 1976; Wang, 2000) is used to predict production-induced pressure and stress

changes. Hydraulic fractures are modelled using relevant parameters from various hydraulic

fracture treatments to produce an effective permeability near the well. The pressure and stress

changes induced by reservoir pressure drawdown are then used as inputs for a seismicity

model based on Dieterich (1994). In this way, the pore pressure changes, stress changes,

and seismicity induced by production from the stimulated reservoir can be compared to the

original, non-stimulated case. Specifically, the analysis of the effect of stimulation on induced

pore pressure and stress changes that occur during production will provide insight into why

stimulation is a production management tool with the potential to reduce induced seismicity

in production reservoirs.

1.3 Methods

1.3.1 Coupled poroelastic flow model

Pore pressure and stress perturbations caused by fluid production are modelled with a poroe-

lastic reservoir simulator which sequentially couples a finite volume flow model to a finite

element linear elastic mechanical model. A 2D plane strain setup will be used. This is appro-

priate for the modelling of a horizontal well (Cheng, 1998). Although the simulation is 2D, it

will still be possible to calculate 3D stress changes (Cheng, 1998).

Flow model

Flow is governed by the balance equation for conservation of mass of a single phase, or the

continuity equation (Lake, 1989), in combination with Darcy’s Law,

∂
(
φρ

)
∂t

−∇·
(

k

µ
ρ

(∇P −∇(
ρg z

)))= q. (1.1)

Here, ρ represents the fluid density, which is compressible, µ the fluid dynamic viscosity, P the

pore pressure, φ the reservoir porosity, k the permeability, g the acceleration due to gravity, z

the depth, and q the mass source terms which are dictated by well injection and production

mass rates.

Because of its non-linear nature, the equation will be solved numerically. To do this, Equa-

tion 1.1 is discretized in a residual finite volume in space and fully implicit finite difference

in time framework (Aziz and Settari, 2002) in order to solve for an update to the primary

variable, pressure. Note that the fluid properties at the interfaces (except in the gravity term)

are upstreamed. All model boundaries have no flow, Neumann boundary conditions, except

the top which has a constant pressure, Dirichlet boundary condition.
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Mechanical model

The conservation of momentum is written as

∇·σ′ +∇ (αP ) =− f , (1.2)

neglecting inertial terms, where σ
′

is the effective stress, α is the Biot coefficient, P represents

the pore pressure whose gradient acts as an internal force, and f represents the body forces.

Compression and contraction will be taken as positive. This is then combined with the linear

theory of poroelasticity (Biot, 1941; Chang and Segall, 2016a; Rice and Cleary, 1976; Wang,

2000),

Si j −αPδi j = E

(1+ν)
εi j + Eν

(1+ν) (1−2ν)
εkkδi j , (1.3)

where S is the total stress, E the drained Young’s Modulus, ν the drained Poisson’s Ratio, ε the

strain, and δi j the Kronecker delta. The equations are then discretized in a finite element

framework with linear basis functions and quadrilateral elements situated such that the nodes

are located at the corners of the finite volume cells from the flow model. The poroelastic

properties E , ν, and Ks , the solid bulk modulus, are defined for the system, allowing for the

calculation ofα (Detournay and Cheng, 1993) via the calculation of a drained bulk modulus. All

boundary conditions have a fixed perpendicular displacement, Dirichlet boundary condition

except the surface, which is free.

Coupling

Here, the poroelastic coupling is performed using the definition of Lagrangian porosity from

Coussy (2007),

φ=−εkkα+ P
(
α−φ0

)
Ks

+φ0. (1.4)

Here, φ is the current porosity, εkk is the volumetric strain, positive in contraction, and φ0 is

the reference porosity at a reference pore pressure and volumetric strain. The volumetric strain

is a sum of the axial strains. The pore pressures found after the convergence of the flow model

(Equation 1.1) are applied as internal forces in the mechanical model (Equations 1.2 and 1.3).

The mechanical model then finds the new volumetric strain based on these pressures. This

volumetric strain is then applied back in the flow model, changing the porosity. This means
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the fluid density (and therefore pressure) has to be adjusted such that mass is conserved. In

this way the flow and mechanical model are iterated during each time step until convergence

(determined by change in pressure) before moving on to the next time step.

1.3.2 Seismicity Model

The seismicity model is an adaptation based on an original formulation by Dieterich (1994)

(Segall and Lu, 2015). In this formulation, the Coulomb stress, τ, is defined as,

τ= τs −µ f (Sn −P ) , (1.5)

where the shear stress on the fault plane is given by τs , the normal total stress on an optimally

oriented fault in a given stress regime (negative in tension) by Sn , and the static coefficient of

friction by µ f . A variable R is then defined as the ratio of the current rate of seismicity to the

background level and obeys the following relationship,

dR

d t
= R

ta

(
τ̇

τ̇0
−R

)
. (1.6)

Here, τ̇ represents the stressing rate, τ̇0 is the background stressing rate, and ta is the charac-

teristic decay time which is taken as 50 years, matching other authors (Segall and Lu, 2015).

This seismicity model uses the stress and pore pressure updates coming from the poroelas-

tic simulator to find a new stressing rate at the end of each time step. This is then used to

iteratively solve for the new seismicity rate in an implicit finite difference manner by setting

Equation 1.6 into a residual formulation,

rω = Rω−Rn

∆t
− Rω

ta

(
τ̇n

τ̇0
−Rω

)
=− ∂r

∂R
|ω ∆Rω+1. (1.7)

Here, r represents the value of the residual, n represents the previous time step, ω represents

the current iteration, ∆t is the time step size, and the update to the primary variable, R, is

given by ∆R . Note that τ̇n is the average stressing rate over the time step. The minimum value

for R is assigned to be 0.01. The seismicity rates produced by this model are used to estimate

how seismicity responds to different production scenarios. Certainly, it can be deduced from

Equation 1.5 that increases in pore pressure, increases in the maximum principal stress, and

decreases in the least principal stress will all increase the Coulomb stress. Further, from

Equation 1.6 it is apparent that increases in the Coulomb stress will cause a higher seismicity

rate. In this way it is possible to have an intuition for the effect a given set of pressure and
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stress changes will have on seismicity rate. Note that all lithologies present in the model will

use this seismicity model; however, broadly speaking, each lithology’s unique coefficient of

friction and initial stress profile will govern how significant a change in pore pressure or stress

will be in terms of induced seismicity.

1.4 Problem Setup

Production through a horizontal well in a plane strain case in a 378 meter thick, water-

saturated sandstone reservoir with a shale cap rock and underlying shale layer is considered;

see Figure 1.1. The thickness of the reservoir was chosen to match the range of the effective

reservoir thickness seen at the Lacq gas field (Segall et al., 1994). The producing reservoir being

enclosed in the vertical direction by two shales is justified as this is similar to real examples of

petroleum reservoirs (e.g., Coalinga (Segall, 1985)). In fact, in many practical applications the

rocks surrounding the producing reservoir in oil and gas applications have very low perme-

abilities (Segall, 1992). Production in this case occurs through a horizontal well as this type

of well has been frequently used since the 1990’s (Nurmi et al., 1995; Zhang and Dusseault,

1994). A 2D plane strain setup is appropriate to model these kinds of conditions and allows

for the calculation of stress changes in all three principal directions (Cheng, 1998). Exam-

ple normal, reverse, and strike-slip faulting stress regimes are considered. In each case, the

well is drilled parallel to the minimum principal stress based on an argumentation regarding

fracture development (Hubbert and Willis, 1957), except in the reverse faulting case where

the well is drilled parallel to the intermediate principal stress; see Table 1.1. The initial pore

pressure and vertical stress are found through standard hydrostatic and lithostatic gradients

respectively. Depending on the stress regime, either the initial maximum or initial minimum

principal stress is then found using the vertical stress, pore pressure, and the assumption

that the crust is critically stressed (see Brudy et al., 1997; Townend and Zoback, 2000; Zoback

and Townend, 2001; Zoback et al., 2002) with the frictional strength of pre-existing faults

limiting the differential stress supported by the crust (see Brudy et al., 1997; Zoback and Harjes,

1997; Zoback and Healy, 1992). In the strike-slip faulting stress regime, it is first assumed that

the minimum principal total stress is equivalent to 0.8 times the initial vertical total stress

(Zoback, 2007). Production from the reservoir, whether it is stimulated or not, will occur over

a period of 10 years from a 750-meter section of a horizontal well, a typical lateral section

length of a horizontal well (Joshi, 1991), and with exactly the same production rate in all cases

(beginning at 2e5 kg
year ·m , or approximately 2500 bbl

d ay for this well). The production rate will

remain constant during a plateau period of three years before declining at a rate of 6% per year,

not dissimilar to the production decline behaviour that is seen in some oil fields (Höök et al.,

2009), Figure 1.2a. All test cases begin with an undisturbed pressure and stress field at the

reservoir scale. The seismicity that might be incurred due to the process of hydraulic fracturing

itself is not included in this analysis because hydraulic fracturing is not expected to induce

seismicity at lateral distances larger than about 400-1000 meters (Rubinstein et al., 2018;

Westwood et al., 2017), and the seismicity in the reservoir being evaluated here is occurring
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Table 1.1 – Principal stress orientations. In each case the well is drilled in the y-direction;
however, the orientations of the principal stresses change depending on the stress regime.

Regime S1 S2 S3

Normal Faulting Sz Sx Sy

Reverse Faulting Sx Sy Sz

Strike-Slip Faulting Sx Sz Sy

z

y x

2596 m

378 m

1400 m

24325 m

Sandstone

Shale

Horizontal

Well

Figure 1.1 – Problem overview, vertically exaggerated

at least 1500 meters from the well. Also, although there are some exceptions, the seismicity

occurring due to hydraulic fracturing only lasts a few days after the stimulation treatment (Lei

et al., 2017; Rubinstein et al., 2018), whereas the analysis here is occurring over ten years. A

full list of parameters used to perform the simulations can be found in Table 1.2. Note that,

although different parameters will change the quantitative results, the qualitative effects that

stimulation has on depletion-induced seismicity generally remain the same.

1.4.1 Modelling Reservoir Stimulation

In order to model a stimulated permeability field resulting from a hydraulic fracture treatment,

parameters for a typical treatment were used to predict the size and effect of the resulting

fracture. The height of the hydraulic fracture was estimated based on Flewelling et al. (2013),

who used fracture mechanics models to estimate the height of a simple planar fracture such
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Table 1.2 – Model parameters

Name Variable Value Units
Model Width Lx 24325 m
Cap rock height Lz,c 1400 m
Reservoir height Lz,r 378 m
Underlying shale height Lz,us 2596 m
Grid cells, elements x Nx 139 -
Grid cells, elements z Nz 81 -
Production time tprod 10 years

Plateau flow rate qflow 2e5 kg
year·m

Fluid reference density ρ0 1000 kg
m3

Fluid compressibilityι c f 5e-10 1
Pa

Fluid dynamic viscosity µ 0.001 Pa · sec
Permeability shaleΓ k 1e-19 m2

Permeability sandstoneβ k 1e-15 m2

Drained Young’s Modulus shaleχ E 5e9 Pa
Drained Young’s Modulus sandstoneβ E 18e9 Pa
Drained Poisson’s Ratio shaleχ ν 0.25 -
Drained Poisson’s Ratio sandstone ν 0.25 -
Grain bulk modulus shaleΘ Ks 6e9 Pa
Grain bulk modulus sandstoneβ Ks 36e9 Pa
Initial porosity shaleΓ φ0 0.23 -
Initial porosity sandstoneβ φ0 0.25 -
Coefficient of friction shaleΓ µ f 0.35 -
Coefficient of friction sandstoneθ µ f 0.6 -
Background stressing rateθ τ̇0 0.001 MPa

year

Characteristic decay timeθ ta 50 years
ι Compressibility of water based on Osif (1988)
Γ Taken from Opalinus Clay (OPA) Shale (Orellana et al., 2018)
θ Typical value (Segall and Lu, 2015)
χ Typical OPA Shale values, neglecting anisotropy (Favero et al., 2018)
β In range of typical sandstone values (Detournay and Cheng, 1993)
Θ Typical for clay minerals (Vanorio et al., 2003)

16



1.4. Problem Setup

that,

H =
[

3ΩV E

πar Pn
(
1−ν2

)] 1
3

. (1.8)

Here, H is the fracture height, V the volume of the fracture, ar the fracture aspect ratio, which

will be taken as 1.36, a reasonable value according to Smith et al. (2001), Pn the net pressure

which is the difference between the fluid pressure in the fracture and the least principal stress,

andΩ is a shape parameter which is given byΩ∼=
√

1+1.464a1.65
r (Anderson, 2005). Typically,

the value of E
Pn

is around 103 at the borehole (e.g., Fisher et al., 2002; Warpinski et al., 1990).

However, recognizing that this value may vary along the fracture, Flewelling et al. (2013) use

a range between 6,000 and 30,000. Here, we will take a value of 22,000. The volume of the

fracture can be calculated using the volume of the fluid injected and the leakoff, taken here

as 20%, a reasonable value for conventional hydraulic fracturing (Shen et al., 2011). The

volume of fluid injected per stage will be taken as 2,338 m3, which, based on a stage length

of 100 m across a 750 m well, falls within the range of amount of fluid used to hydraulically

fracture an average well in the Eagle Ford Shale (Nicot and Scanlon, 2012). Based on these

values and consistent with field observations reported by Flewelling et al. (2013), the fracture

height is approximately 385 m, assuming a sufficiently thick homogeneous reservoir rock.

Based on the assumed aspect ratio, the fracture width is 525 m. Note that it is assumed that

the fracture will remain in the sandstone reservoir and not propagate into the overlying and

underlying shale layers. This is because, due to their lower coefficients of friction (Ewy et al.,

2003), shales are able to support less differential stress. As the vertical stress is determined

by the overburden, this means that the minimum principal stress is predicted to be higher in

shales than in sandstones in normal faulting environments (Zoback, 2007) based on the notion

of a critically stressed crust, discussed previously. A hydraulic fracture needs to overcome

the minimum principal stress in order to propagate, so it can be assumed that the higher

minimum principal stress in the shale will prevent fracture propagation (Zoback, 2007). This is

supported by experiments done by Warpinski et al. (1982a), who showed that differences in the

minimum principal stress are the primary control on fracture propagation through multiple

layers. It is also assumed that the hydraulic fracture in the strike-slip faulting stress regime will

be contained within the sandstone reservoir. As will be discussed below, the hydraulic fracture

in the reverse faulting stress regime does not propagate vertically.

Stimulation treatments performed in the Rotliegendes sandstone of Central Europe in En-

hanced Geothermal Systems have inferred apertures up to 10 mm (Zimmermann et al., 2015).

Although these stimulation treatments are being performed at significantly greater depths

than would be typical of hydrocarbon production, they do give an indication of a typical

aperture size and indicate that a more conservative aperture of 2 mm is reasonable. Next, in

order to calculate an effective permeability of the reservoir blocks containing the fracture, the
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effective permeability of fractured media, given as (Roman et al., 2012),

k = a3

12L0
, (1.9)

is used, even though the smooth plate assumption inherent in this model is thought to

overestimate the fracture permeability (Kluge et al., 2017). Here, a is the fracture aperture

and L0 is the length of the porous media sample in the direction perpendicular to the fracture

plane. Assuming that only one fracture forms per hydraulic fracturing stage, this length is

then equivalent to the stage length, which is 100 m in this case. This results in an effective

permeability of approximately 6.67×10−12 m2 for all cells containing the fracture (Figure 1.2b

and d). This is then the permeability for both the x- and z-directions in the model.

Note that in a reverse faulting case, the least principal stress is oriented vertically, so the

fracture is expected to grow normal to the vertical direction. Although the fracture height will

be the same, this height will actually be oriented in the horizontal direction. Further, the L0

used in Equation 1.9 will now simply be the height of the reservoir grid block. The fracture will

be modelled to not affect the vertical permeability and will be contained, in the z-direction,

within one block, modelled with an effective permeability of 1.23×10−11 m2, calculated from

Equation 1.9, Figure 1.2c.

Although this is a simple way to model a stimulation treatment, it is sufficient to investigate the

effect of a general stimulation treatment on the induced seismicity seen during subsequent

fluid production.

1.5 Results & Interpretation

1.5.1 Normal Faulting Stress Regime (Sz > Sx > Sy )

A hypothetical well has been drilled parallel to the minimum principal stress in a normal

faulting stress regime, which in this case is in the y direction. As this is a normal faulting

stress regime, focus will be placed on the model’s results at the flanks of the reservoir, between

1.5 and 4 kilometers from the well. Beyond 6 kilometers from the well, pore pressure and

stress changes become constant due to the cumulation of the applied forces resulting from the

pore pressure gradients nearer the well, indicating that the model is sufficiently wide to avoid

boundary affects influencing the results. The flanks of the reservoir and surrounding rock

are the most likely place for induced seismicity to occur in this stress regime (Segall, 1989).

Indeed the reason for this can be seen in Figure 1.3c, where the negative (i.e. less compressive)

total stress changes and pore pressure changes for the system are shown for the case where

no stimulation has been performed. All stress magnitudes are taken at the same depth as

the well. Note that although the stress changes are negative, the resultant stresses are all still
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Figure 1.2 – (a) The production rate throughout the simulation. The stimulated permeability
fields for the (b) normal, (c) reverse, and (d) strike-slip faulting stress regimes. The simulated
hydraulic fracture always propagates in a plane perpendicular to the minimum principal
stress. The fracture is therefore normal to the y-direction in the normal and strike-slip faulting
stress regime cases and normal to the z-direction in the reverse faulting case.
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compressive (positive) overall. This is because the largest stress changes are less than 10 MPa,

which is significantly smaller than the initial stresses at that depth. At locations on the flanks

of the reservoir which are within the reservoir but far away from the well (beginning around

2km from the well), tensile changes are induced in Sy , which is the least principal stress. The

maximum principal stress, Sz , experiences the least amount of tensile change. The decrease

of the least principal stress destabilizes any potential optimally oriented faults in the reservoir,

while the tension induced in the maximum principal stress is relatively insignificant due to

the small magnitude of the stress change. There is also, however, a decrease in pore pressure

which helps to stabilize the reservoir. Overall, at large distances, the stress changes dominate

and the reservoir is expected to destabilize as can be seen in Figure 1.3a. Poroelastic stress

changes dominating over pore pressure changes and inducing seismicity at large distances

also agrees with the findings of other authors (e.g., Chang and Segall, 2016a,b; Goebel et al.,

2017a; Segall and Lu, 2015).

The Coulomb stress changes that occur in the stimulated and non-stimulated cases can be

seen in Figure 1.3d. Stimulation has the effect of reducing the pore pressure (after the first 185

m from the well - closer to the well pore pressure is actually higher in the stimulated case) and

induces lower (more tensile) stresses than in the non-stimulated case. A lower pore pressure

and a more tensile maximum principal stress (represented by the changes to Sz ) are expected

to reduce the seismicity; however, the changes to Sz are relatively small and the least principal

stress, Sy , also becomes more tensile. Ultimately, as can be seen in Figure 1.3b, the seismicity is

reduced due to large reductions in pore pressure far from the well, but the changes to Sy serve

to mitigate this reduction in seismicity and the seismicity rate is only moderately reduced.

1.5.2 Reverse Faulting Stress Regime (Sx > Sy > Sz )

In a reverse faulting stress regime, with the well drilled parallel to the intermediate principal

stress, the low pore pressures and decrease in Sx (the maximum principal stress) in the reser-

voir imply that the Coulomb stress and the seismicity in the reservoir are reduced. As can be

seen in Figure 1.4c, however, above and below the reservoir Sx is increased. Poroelastic effects

also mean that the pore pressure is increased at these locations. These two effects combine

with a decrease in Sz , the least principal total stress, to cause Coulomb stress increases above

and below the reservoir, resulting in an increase in seismicity, as seen in Figure 1.4a and

predicted by (Segall, 1989).

As can be seen in Figure 1.4d, stimulation has the effect of reducing the Coulomb stress

changes occurring above and below the reservoir. The higher diffusivity near the well reduces

the tension induced in Sz as well as the compression induced in Sx above and below the

reservoir. Further, it results in a reduction in the induced poroelastic pore pressure increase at

these locations. All of these changes reduce the Coulomb stress above and below the reservoir

and therefore also the seismicity rate, which can be seen in the comparison made in Figure 1.4b

for selected locations above and below the reservoir. At each location the seismicity is reduced
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Figure 1.3 – Results at the end of simulation (t = 10 years); (a) The seismicity rate relative to the
background seismicity rate in a normal faulting stress regime without stimulation. Seismicity
is generally concentrated at the flanks of the reservoir as predicted by Segall (1989). (b) The
seismicity rate at various locations at the same depth as the well with and without stimulation.
Note that based on (a) these are the most seismically active areas in the simulation. (c) The
reductions in pore pressure and the decreases in total stress due to production from the well
in the case where no stimulation has occurred. Data are reported only for the locations at the
same depth as the well. (d) The Coulomb stress changes for the stimulated and non-stimulated
cases at various locations at the same depth as the well.
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Figure 1.4 – Results at the end of simulation (t = 10 years); (a) The seismicity rate occurring for a
reverse faulting environment which has not undergone stimulation. Seismicity is concentrated
above and below the producing reservoir as predicted by Segall (1989). (b) A comparison
between a stimulated and non-stimulated reservoir’s seismicity rate. Two locations are shown,
directly above the reservoir (Depth = 1380 m) and directly below the reservoir (Depth = 1810
m), in-line with the producing well. Note that based on (a) these are the most seismically
active areas in the simulation. (c) The changes in stress and pore pressure that occur due to
production from a non-stimulated reservoir. Stresses and pressures are taken in-line with the
well in the vertical direction. The negative change in Sz is plotted because tension is induced
at all relevant depths in this direction. (d) The Coulomb stress changes in the stimulated and
non-stimulated cases. The comparison is made vertically, in-line with the producing well.
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for the case that the reservoir was stimulated.

1.5.3 Strike-Slip Faulting Stress Regime (Sx > Sz > Sy )

In the case that a well is drilled in a strike-slip faulting stress regime (with Sy being the least

principal stress), the production-related reduction in Sx occurring in the reservoir along with

the production-related reduction in pore pressure, again mean that there is a reduction in

seismicity occurring within the reservoir during production. Above and below the reservoir,

however, the horizontal stresses increase, especially Sx , and, due to poroelastic effects, pore

pressure also increases at these locations. The pore pressure and Sx increase lead to higher

Coulomb stresses, which leads to a seismicity rate increase as seen in Figure 1.5a. The seis-

micity is less than in the reverse faulting stress regime case because the minimum stress,

Sy , actually increases in this stress regime whereas in the reverse faulting stress regime the

minimum stress, Sz , decreases due to production.

As seen in Figure 1.5b, in the case the reservoir is stimulated before production begins, subse-

quent depletion-induced seismicity is reduced. Two locations are evaluated in Figure 1.5b, just

above and just below the reservoir. In both locations, the seismicity is reduced by a significant

amount. This occurs because less Coulomb stress changes are induced in the case that the

reservoir has been stimulated, as seen in Figure 1.5d. This is especially due to the reduction in

the amount of compression in Sx that is occurring, which can be seen in Figure 1.5d, and also

due to the lessening of the pore pressure increase, although this effect is of lesser importance

than the change to Sx . The least principal stress, Sy , also experiences less compression due

to the stimulation treatment (which is an undesired effect in terms of induced seismicity);

however, the changes to Sx are again more significant.

1.5.4 Optimal Well Orientations

Based on the differences in horizontal stress changes seen in Figures 1.3c, 1.4c, and 1.5c, it

is intuitive that the seismicity levels are likely to depend on the direction that a horizontal

well is drilled in. In this section, the results for the non-stimulated case will be rerun with the

wells drilled perpendicular to their original orientations. Because this would change how a

hydraulic fracture would propagate, only the non-stimulated cases will be considered.

Normal Faulting Stress Regime

If the well were to be drilled in the direction of the intermediate principal stress instead of the

least principal stress in a normal faulting stress regime, Sx would represent the changes to the

least principal stress in Figure 1.3c. Seismicity on the flanks of the reservoir would be higher

due to the even higher Coulomb stress (Figure 1.6a), because changes to Sx are larger than

changes to Sy in the areas that experience seismicity. This agrees with the results of Altmann

et al. (2014), who showed that radial stress changes are generally larger than tangential ones in
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Figure 1.5 – Results at the end of simulation (t = 10 years); (a) Seismicity rate occurring
in a strike-slip faulting environment where the reservoir has not undergone stimulation.
Seismicity is concentrated above and below the producing reservoir. (b) A comparison between
a stimulated and non-stimulated reservoir’s seismicity rate. Two locations are shown, directly
above the reservoir (Depth = 1380 m) and directly below the reservoir (Depth = 1810 m), in-line
with the producing well. Note that based on (a) these are the most seismically active areas
in the simulation. (c) The changes in stress and pore pressure that occur due to production
from a non-stimulated reservoir. Stresses and pressures are taken in-line with the well in
the vertical direction. The negative change in Sz is plotted because tension is induced at all
relevant depths in this direction. (d) The Coulomb stress changes between the stimulated and
non-stimulated cases. The comparison is made vertically, in-line with the producing well.
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Figure 1.6 – The effect of changing the direction that the horizontal well is drilled in in a
normal faulting stress regime with no stimulation on the (a) Coulomb stress changes and (b)
the seismicity rate. The legend indicates the orientation of the horizontal well with respect
to the principal stresses. All values are taken at the same depth as the well at a specified
horizontal distance from the well.

production scenarios. Further, this implies that, if the goal is to minimize induced seismicity,

in a normal faulting stress regime, horizontal wells should be drilled parallel to the least

principal stress to minimize the induced Coulomb stress resulting from fluid production on

optimally-oriented faults at the flanks of the reservoir. This is confirmed in Figure 1.6b.

Reverse Faulting Stress Regime

The seismicity in a reverse faulting stress regime depends on the direction that the horizontal

well is drilled in. If the well were to be drilled parallel to the maximum principal stress,

seismicity would likely be reduced above and below the reservoir. The reason for this can

be seen in Figure 1.4c where compressive changes to Sx are larger than those to Sy . This

means that drilling the well such that it is parallel to the maximum principal stress reduces

the compression induced in the maximum principal stress, resulting in a smaller increase

in the Coulomb stress, as seen in Figure 1.7a. Therefore, in terms of induced seismicity, it is

beneficial to drill horizontal wells parallel to the maximum principal stress in a reverse faulting

stress regime, as shown in Figure 1.7b. Regardless of well orientation in this stress regime,

seismicity is not expected in the reservoir because in these locations more tension is induced

in Sx and Sy than in the least principal stress, Sz , and pore pressure is reduced.

Strike-Slip Faulting Stress Regime

The results for strike-slip faulting stress regimes also depend on the direction that the hori-

zontal well is drilled in. If the well were to be drilled parallel to the maximum principal stress

as opposed to the least principal stress, the seismicity would be focused on the flanks of the

reservoir, as shown in Figure 1.8. The reason for this can be seen in Figure 1.3c (which shows
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Figure 1.7 – The effect of changing the direction that the horizontal well is drilled in in a
reverse faulting stress regime with no stimulation on the (a) Coulomb stress changes and (b)
the seismicity rate. For both images two locations are shown, directly above the reservoir
(Depth = 1380 m) and directly below the reservoir (Depth = 1810 m), in-line with the producing
well. The legend indicates the orientation of the horizontal well with respect to the principal
stresses.

stress changes in the reservoir as opposed to above and below it as in Figure 1.5c) where tensile

changes to Sx (in this case the least principal stress) are larger than the tensile changes to

Sy (in this case the maximum principal stress) at the flanks of the reservoir, meaning that

the Coulomb stress will increase at these locations. Seismicity would not occur above and

below the reservoir, based on the stress changes occurring above and below the reservoir in

Figure 1.5c, because in these locations the compressive changes to Sx are larger than those to

Sy .

1.6 Discussion and Conclusions

In a normal faulting stress regime, fluid production causes a reduction in the minimum

principal stress and pore pressure at the flanks of the reservoir and a slight reduction in the

vertical stress. The reduction in the minimum principal stress is what leads to seismicity

at these locations. Drilling the horizontal well in a different orientation than parallel to the

least principal stress, which is horizontal, is predicted to increase the induced seismicity.

Indeed, it has been previously shown that an anisotropic stress field can have an effect on

how seismicity develops (Schoenball et al., 2010). Wellbores in horizontal wells drilled in the

direction of the least principal stress are also more stable than those drilled in the direction

of the secondary principal stress (Zoback, 2007). In the case that the reservoir is stimulated

before production, the pore pressure distribution begins at a higher value near the well. It

also has a much lower pore pressure gradient near the well, resulting in less induced tension

at these locations. However, after a certain distance (in this simulation, 185 m away from

the well), the pore pressure is actually lower in the stimulated case. This results in increased

mechanical stability in these areas. That said, pore pressure also has a steeper gradient far
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Figure 1.8 – The seismicity occurring in a strike-slip faulting environment which has not
undergone stimulation when the well is drilled parallel to the maximum principal stress. Note
where the seismicity is located in this figure when compared to Figure 1.5a. The results shown
are for the end of simulation (t = 10 years).

from the well which results in more induced tension in Sy , an effect which would normally be

destabilizing for optimally oriented faults. However, as the stimulation’s effect on production-

induced pore pressure changes is greater than its effect on production-induced changes in

Sy , the stimulation has the effect of making these areas more stable. Although a small effect,

the tension induced in Sz at the flank of the reservoir is also increased due to stimulation,

somewhat stabilizing the area. Overall the stimulation has the effect of slightly reducing the

induced seismicity caused by fluid production.

Further, because the effect of the fracture’s presence is larger on the pore pressure distribution

than on the stress changes over most of the reservoir, stimulation effectively increases the

distance that pore pressure changes dominate over stress changes in terms of induced seismic-

ity. In this numerical experiment, when compared to the non-stimulated case, pore pressure

changes were larger than changes to Sx some 34 m farther away from the well in the case that

the reservoir was stimulated. In this case this change is small, but this value is dependent on

the simulation parameters. Qualitatively, the increase in distance that pore pressure changes

are larger than stress changes can be predicted using the analytical solutions for pore pressure

and stress due to fluid injection/production in an isotropic body of Rudnicki (1986), where the

similarity variable, ξ, is

ξ= rdp
ct

. (1.10)

Here, rd is the radial distance from the point source, t is time, and c is the hydraulic diffusivity,
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given by,

c = k

µ

(λu −λ) (λ+2G)

α2 (λu +2G)
. (1.11)

Here, µ is the fluid dynamic viscosity, k is the permeability of the isotropic medium, λu and λ

are the undrained and drained Lamé parameters, respectively, and G is the shear modulus.

Then, from Rudnicki (1986), the ratio of the pore pressure change to the stress change in the

direction of a principal stress, in this case taking Sx as an example, is given by,

P

Sx
= µcα (λu +2G)erfc

(1
2ξ

)
k (λu −λ)G

[
2erfc

(1
2ξ

)+4gξ−2
] , (1.12)

where g is

g = erf

(
1

2
ξ

)
− ξp

π
e−

1
4 ξ

2
. (1.13)

Based on Equation 1.12, it is clear that the ratio of pore pressure changes to changes in Sx

is dependent on ξ. Therefore, based on Equations 1.10 and 1.11, the location where these

two sets of changes are equal (i.e. where the ratio is equal to 1) will change as permeability

changes. Specifically, the location where the pore pressure change is equivalent to a change in

a principal stress increases with the square root of permeability, as illustrated in Figure 1.9. It

should be noted, however, that the results of Rudnicki (1986) are for a point source of fluid

mass in an isotropic and homogeneous medium, meaning they are not valid for predicting

the increase in distance that pore pressure changes are larger than stress changes due to a

hydraulic stimulation. That said, they do imply generally that increasing the permeability of a

reservoir will increase this distance.

In a reverse faulting stress regime, the seismicity is primarily seen above and below the

reservoir during production. This is because, in these locations, the maximum principal stress,

Sx , increases and the least principal stress, Sz , decreases. Additionally, pore pressure increases

at these locations due to poroelastic effects. All of these changes have an adverse influence on

the Coulomb stress and therefore the seismicity rate. In the case where the reservoir has been

stimulated, the smaller resultant pore pressure gradients result in all three of these changes

being lessened. This then reduces the amount of seismicity expected. The optimal orientation

of horizontal wells drilled in this stress regime, in terms of induced seismicity, is found to be

parallel to the maximum principal stress, which is horizontal. This is also the optimal direction

28



1.6. Discussion and Conclusions

0 1 2 3 4 5 6

Dimensionless Distance [-]

0

0.5

1

1.5

2

2.5

 P
/

 S
x
 [
-]

k
i

4k
i

9k
i

16k
i

25k
i

Figure 1.9 – The ratio of changes in pore pressure to changes in horizontal stress for various
permeabilities. The parameters are taken from the sandstone in Table 1.2, where ki is equal to
the sandstone permeability, and a dimensionless distance is defined as the distance required
for the stress changes to be larger than pore pressure changes in the case where the permeabil-
ity is equal to ki . Note that the distance required for the ratio of pressure and stress changes to
equal one increases with the square of permeability.

of a horizontal well in this stress regime for borehole stability (Zoback, 2007).

Finally, in a strike-slip faulting stress regime with a horizontal well drilled parallel to the least

principal stress, seismicity is seen above and below the reservoir during production but to

a lesser extent than in the reverse faulting case. Here, the maximum principal stress, Sx , is

increased and the pore pressure is also increased due to poroelastic effects, both decreasing

stability. However, the least principal stress, Sy , is also increased which acts to stabilize these

areas. Seismicity still occurs, however, as the changes in Sx are much larger. Stimulating the

reservoir acts to reduce all of these changes in pressure and stress, and ultimately reduces

the amount of induced seismicity. Drilling the well parallel to the maximum principal stress

changes the location of the induced seismicity to the flanks of the reservoir. Drilling a hori-

zontal well in the direction of the maximum principal stress in a strike-slip faulting regime is

favourable in terms of well bore stability (Zoback, 2007).

The reduction of seismicity in fluid-producing reservoirs with stimulation, while demonstrated

for a permeability field resulting from a hydraulic fracturing treatment, could be expected to

be seen as a result of acidization treatments as well. This is because these type of treatments

all act to increase the permeability (and therefore transmissibility) of the region around the

well, allowing the same amount of fluid to be produced with a smaller drawdown. This reduces

the changes in poroelastic stresses and pressure occurring above and below the reservoir.

Stimulation also allows the reduction in pore pressure to propagate farther more quickly

within the reservoir, stabilizing areas far from the well but still within the reservoir. While

it is true that this results in higher pore pressure gradients far from the well (inducing more

poroelastic stress changes which act to destabilize faults in a normal faulting stress regime),

it also increases the distance that pore pressure changes dominate over poroelastic stress

changes.
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Conversely, depletion-induced compaction is likely to reduce the permeability of producing

reservoirs over long periods of time (Schutjens et al., 2004). This will presumably result in

higher pore pressure gradients required to maintain the same production rate, which suggests

that an increase in Coulomb stress and therefore seismicity rate will result, but this should be

investigated. Further, the results imply that, generally speaking, in the case that equivalent

flow rates are used to produce two reservoirs which are identical in all aspects bar their

permeabilities, the reservoir with the lowest permeability should be expected to experience

more seismicity, agreeing with the results related to subsidence in Segall (1985).

These results depend strongly on the stress regime. The stimulation treatment affects each

of the principal stresses uniquely, and, therefore, the stimulation’s effect on the induced

seismicity will also differ in each of the different possible stress regimes depending on the

orientation of the well. Indeed, stimulation is most effective at reducing seismicity in reverse

and strike-slip faulting stress regimes and has only a moderate effect in a normal faulting

stress regime. These results are also dependent on the parameters used during the simulation.

Although, qualitatively speaking, the effects of the stimulation will be the same, certain cases

may experience larger seismicity rate reductions than others. Indeed, the results still hold for

faults which are not optimally oriented in the current stress field in the sense that a slightly

sub-optimally-oriented normal fault on the flanks of the reservoir would still benefit from

reservoir stimulation. Similarly, the presence of a fault could be expected to affect the local

stress field. While this may affect the quantitative results, the qualitative results are expected

to hold. Further, it should be noted that the seismicity model used does not provide insight

into the size of the earthquakes induced.

The seismicity modelled here was induced with small Coulomb stress changes (on the order

of 0.1 MPa or even less in the normal faulting stress regime case), but this is in agreement with

what is seen in real life production scenarios. For example, 0.2 MPa stress changes were seen

to be enough to induce felt seismicity in the Lacq gas field, France (Segall et al., 1994), and

0.02 MPa stress changes induced microseismicity in the Seventy-Six oil field, Clinton County

(Rutledge et al., 1998). In some cases, even a stress change of 0.01 MPa may be sufficient

to induce seismicity (Hardebeck et al., 1998; Reasenberg and Simpson, 1992). Indeed, it is

generally thought that a stress change of 0.1 MPa is enough to induce an earthquake under

the correct circumstances (Stein, 1999).

Cases where small stress changes result in induced seismicity support the assumption of a

critically-stressed crust used here. It is thought that most of the crust is critically stressed, even

intraplate areas which do not often experience seismicity (Townend and Zoback, 2000; Zoback,

2007). However, intraplate earthquakes’ infrequent occurrence may even make them more

hazardous as these areas may not be prepared for seismicity. Intraplate areas are seismically

relatively quiet only because of low strain rates (Zoback, 2007; Zoback et al., 2002), and many

intraplate areas do experience significant seismicity over long periods of time, including

events with a large (Mw ≥ 7) magnitude (Talwani, 2014; Zoback and Gorelick, 2012). In fact,

the deadliest earthquake in human history was an intraplate earthquake (Talwani, 2014). Due
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to the low stressing rates seen in intraplate areas, even small stress changes may significantly

increase the chance of seismicity (Parsons, 2005). This helps explain why seismicity can be

induced by fluid production in areas that were previously not associated with seismicity, such

as in the Gazli gas field (Simpson and Leith, 1985), Goose Creek (Yerkes and Castle, 1976), the

Lacq gas field (Segall et al., 1994), and the Western Canada Sedimentary Basin (Baranova et al.,

1999), including Rocky Mountain House (Wetmiller, 1986). Further, most intraplate areas

are characterised by either reverse or strike-slip faulting stress regimes (Zoback et al., 1989)

and many (approximately 40%) of the world’s largest oil fields are found in tectonic settings

which are characterised by reverse and strike-slip faulting (Mann et al., 2001). This makes

the results presented here especially relevant, as stimulation was shown to have the largest

induced seismicity-reducing effect in these two stress regimes.

It is important to recognize that these results do not necessarily mean that reservoir stimula-

tion will result in lower seismicity rates if the reservoir is then produced at a higher rate than

it would have been without the stimulation treatment, as all simulations used the same pro-

ducing mass flow rate. In effect, the simulations ran are equivalent to stimulating a reservoir

for the sole purpose of reducing the seismicity and not in order to increase the production

rate. Additionally, it is important to note that the act of hydraulically fracturing itself has

been known to induce seismicity (e.g. Atkinson et al., 2015; Clarke et al., 2014; Deng et al.,

2016; Wang et al., 2017), although the seismicity associated with hydraulic fracturing is usually

seen to return to a low level shortly (on the order of days - much shorter than the typical

production life of a conventional well) after the hydraulic fracturing treatment (Lei et al., 2017;

Rubinstein et al., 2018). Further, the disposal of waste water either used to perform hydraulic

fracturing treatments or co-produced with the hydrocarbons after stimulation treatments

has also been seen to cause induced seismicity (e.g. Chen et al., 2017; Horton, 2012; Keranen

et al., 2013). These are serious concerns that should be carefully considered before proceeding

with a hydraulic fracturing treatment. Instead, this paper qualitatively highlights the positive

impact a stimulated permeability field could have on depletion-induced seismicity occurring

in and around the production reservoir.

These results could have implications for production wells in reservoirs experiencing depletion-

induced seismicity. However, for large oil fields, multi-well simulations should be performed as

these fields are typically produced with many wells as opposed to the one well example shown

here. Finally, the manipulation of the pore pressure gradient to influence the induced poroe-

lastic stresses and thereby reduce the seismicity is also something that might be achievable in

other ways, such as through manipulating the fluid viscosity in injection scenarios.
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2.1 Chapter Summary

Producing fluid out of subsurface reservoirs causes stress changes that can lead to induced

seismicity. In the fully coupled theory of poroelasticity, these stress changes are caused by the

gradient of pore pressure which acts as an internal force in the momentum balance equation.

This implies that, if a larger pore pressure gradient is required to produce the fluid, larger

stresses will be induced, likely leading to a higher seismicity rate.

Based on Darcy’s Law, the gradient of pore pressure required to achieve a certain fluid produc-

tion rate is inversely proportional to the permeability. The lower the permeability, the larger

the pore pressure gradient required. Consequently, the permeability reductions that are seen

due to compaction during fluid production may be significant in terms of induced seismicity

because this will increase the pore pressure gradient required to produce a certain amount of

fluid.

Therefore, using a poroelastic flow model and an existing seismicity model, it is shown that

compaction-induced permeability loss has the effect of increasing the stress changes asso-

ciated with the production of a certain amount of fluid and thereby indirectly increases the

seismicity rate, even when the compaction remains in the near-elastic range. In the event

that compaction begins occurring inelastically, the permeability decreases and seismicity

rate increase are much more drastic. Finally, it is shown that the optimal orientation for a

horizontal well, if inelastic compaction near the wellbore is to be avoided, is parallel to SHmax .

These results have implications for reservoir management in fluid producing reservoirs.
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2.2 Introduction

Scientists have been aware of the possible earthquake-inducing effect fluid injection at depth

can have since induced events at the Rocky Mountain Arsenal (Healy et al., 1968) and Rangely

(Raleigh et al., 1976). There has been an increased level of interest over the last few years

due to significantly-sized (up to Mw 5.8 (Chen et al., 2017)) earthquakes in the United States

due to wastewater disposal (e.g., Horton (2012); Ellsworth (2013); Keranen et al. (2013, 2014);

Rubinstein et al. (2014); Sumy et al. (2014); McNamara et al. (2015); Yeck et al. (2016); Chen

et al. (2017); Goebel et al. (2017b); Rubinstein et al. (2018)). Although pore pressure increase is

thought to be the primary triggering mechanism of these earthquakes (Keranen et al., 2014), in

some instances poroelastic stresses are thought to play a major role (e.g., Barbour et al. (2016);

Deng et al. (2016); Chen et al. (2017); Goebel et al. (2017b)) and the attempted management

and mitigation of these poroelastic stresses has been investigated (e.g., Segall and Lu (2015);

Chang and Segall (2016a,b, 2017); Postma and Jansen (2018)). In fact, poroelastic stresses

leading to earthquakes is not limited to injection scenarios, and a number of instances of

induced seismicity in production scenarios have been reported.

For example, in the United States the first reported case of depletion-induced seismicity

occurred at Goose Creek, Texas, as oil and gas production caused the edges of the reservoir

to experience normal faulting (Pratt and Johnson, 1926; Yerkes and Castle, 1970, 1976). Ad-

ditionally, further instances have been reported in the country, such as the reverse faulting

which occurred above an oil-producing reservoir at the Wilmington oil field (Yerkes and Castle,

1976), or the reverse faulting which the Buena Vista Hills oil field experienced near the surface,

resulting in damage (Yerkes and Castle, 1970, 1976; Koch, 1933). Additionally, reverse faulting

occurred below a shallow producing oil reservoir in Clinton County, Kentucky (Rutledge et al.,

1998). Normal faulting also appears to have been induced within the reservoir at the War-Wink

gas field in Texas (Zoback and Zinke, 2002).

In the previously aseismic region of northern Germany, a Mw 4.4 earthquake was induced

near three major gas fields near Rotenburg in 2004 (Dahm et al., 2007). The normal faulting

earthquake was at approximately the same depth as the gas producing intervals, occurring at

the edges. Although possibly the most noteworthy, this event does not represent the entirety

of depletion-induced seismicity in Germany. In 2012, a magnitude 2.9 earthquake was felt

by locals near the Völkersen gas field, some of whom reported damage; here normal faulting

occurred on the edge of the gas-producing reservoir, in a region normally deviod of seismic

activity (Bischoff et al., 2013). More recently, in 2016, a ML 3.1 earthquake was registered in

Völkersen; again at approximately the same depth as the gas production, but this time within

the gas field itself (Bischoff et al., 2016). Another ML 3.1 earthquake was felt by locals near the

Emstek gas field in 2014 in a region that was previously seismically quiet (Bischoff et al., 2015).

This instance of normal faulting occurred in the east of the gasfield at a depth slightly below the

producing horizon (although the depth of the gas reservoir lies within the uncertainty of the

depth of the epicenter) (Bischoff et al., 2015). In 2014, gas production near Syke, Germany also

induced seismicity, this time of local magnitude 3.2, in what was previously a seismically quiet

35



Chapter 2. Reservoir compaction’s effect on depletion-induced seismicity

region (Bischoff et al., 2014). Although there was difficulty in determining the epicenter and

focal mechanism precisely, it seems that this was another case of normal faulting occurring

on the edges of a gas-producing reservoir (Bischoff et al., 2014). Although there was poor

seismic coverage at the time of the event, Dahm et al. (2007) also suggest that the 1977 ML

4 earthquake at Soltau was induced by gas production. This earthquake was a strike-slip

earthquake located adjacent to and probably slightly below producing gas fields (Leydecker

et al., 1980; Dahm et al., 2007).

Similarly, in the Netherlands, gas production has also famously led to induced seismicity

(Buijze et al., 2017). Generally, these are cases of normal faulting occurring within produc-

tion reservoirs; for example, most earthquakes in the Groningen gas field (Dost et al., 2012)

and the 1991 earthquake in the Eleveld gas field ML 2.7 (Begeleidingscommissie Onderzoek

Aardbevingen, 1993) had normal faulting mechanisms. However, there are exceptions, such as

the 1986 Assen ML 2.8 and the 1987 Hooghalen ML 2.5 earthquakes, which occurred outside

and above the Eleveld gas field (Begeleidingscommissie Onderzoek Aardbevingen, 1993), the

(sometimes debated) 1997 reverse faulting occurring at Roswinkel ML 3.4 (Dost and Haak,

2007), and the four largest earthquakes occurring at the Bergermeer gas field in 1994 and 2001,

ML ≤ 3.5, which also had reverse faulting mechanisms (KNMI, 1994; Haak et al., 2001). Other

events with less certain focal mechanisms include the 2012 Huizinge earthquake, Mw 3.6,

which occurred inside the Groningen gas field (Dost and Kraaijpoel, 2013).

In France, reverse faulting has been induced by gas production from the Lacq gas field (Segall,

1992; Segall et al., 1994). Most of the earthquakes here were induced above the producing

reservoir (Bardainne et al., 2008).

In the North Sea, depletion of the Ekofisk and Valhall reservoirs has led to microseismicity

primarily in and above the reservoirs (Teufel et al., 1991; Rutledge et al., 1994; Zoback and

Zinke, 2002). Shear failure associated with the Ekofisk is thought to be associated with issues

such as casing failures and gas leak through the cap rock (Zoback and Zinke, 2002).

Instances of depletion-induced seismicity are not limited to the oil and gas industry, however.

The 2011 Mw 5.1 earthquake near Lorca, Spain, which killed nine people, was linked to

groundwater production (González et al., 2012). The earthquake occurred below the producing

reservoir with a reverse and strike-slip faulting mechanism in an area which experienced a

positive Coulomb stress change on the order of 0.01 MPa due to reservoir depletion (González

et al., 2012). Aquifer-depletion induced seismicity in the High Valley of the Aterno River, Italy;

here normal faulting (M = 3.9) at the margin of an aquifer was induced by a destabilization of

a few tenths of a MegaPascal due to a decreasing water level (Bella et al., 1998).

There are further examples of depletion-induced seismicity, such as oil and gas produc-

tion from the Natih and Shuaiba formations in Oman, which induced microseismicity (Sze

et al., 2005). Kuwait also experienced production-induced seismicity, with a magnitude 4.7

earthquake. This time seismicity was induced by high production rates associated with three-

quarters of the field’s wells either being set alight or left gushing by Iraqi forces during the
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first Gulf War (Bou-Rabee and Nur, 2002). Two examples of reverse faulting below a produc-

tion reservoir include the Gazli gas field, Uzbekistan (Simpson and Leith, 1985), and Rocky

Mountain House, Alberta (Wetmiller, 1986). Indeed, the Western Canada Basin in general

has exhibited induced seismicity (Baranova et al., 1999). Hydrocarbon production in North

America also led to seismicity in the Chaveroo Oil Field, New Mexico (Rutledge et al., 1990).

Other instances include faulting occurring in a seismically-quiet region over 3 km below

gas-producing layers in the vicinity of Caviaga, Italy (Caloi et al., 1956), faulting due to ground-

water production in Houston, Texas (Holzer et al., 1983), a M 4.7 earthquake above the large

Starogroznenskoe Oilfield in Russia (Kouznetsov et al., 1994), water extraction in Crimea

(Shtengeolov, 1980), and quite a few other cases as described by Suckale (2009).

This volume of reports is significant when it is considered that depletion-induced seismicity is

likely systematically under-reported: many producing fields are not equipped with seismic

arrays, many producing fields are located in sparsely populated areas, and there is generally

limited motivation for oil companies to report induced seismicity.

With the exception of possibly the Bergermeer and Soltau earthquakes (KNMI, 1994; Haak et al.,

2001; Dahm et al., 2007), all of the earthquakes listed above with known focal mechanisms

and focal depths can be explained by one of two mechanisms.

The first mechanism was described by Segall (1989) using many of the cases listed above in

his development of a model which was able to explain depletion-induced seismicity (Segall,

1985, 1989; Segall and Fitzgerald, 1998). In this model, fluid production increases horizontal

compression above and below the reservoir and decreases horizontal compression at the

margins of the reservoir. These changes result in reverse faulting above and below the reservoir

and normal faulting at the margins.

The second mechanism involves normal faulting earthquakes resulting from a high stress

path within the producing reservoir (Teufel et al., 1991; Chan and Zoback, 2002; Zoback and

Zinke, 2002). These earthquakes have normal faulting focal mechanisms and occur within

or very near the producing reservoir as decreases in pore pressure result in large changes in

horizontal stress, promoting faulting in normal faulting stress regimes (Zoback and Zinke,

2002). Examples of these types of earthquakes include those in the Groningen gas field (Dost

et al., 2012), the Eleveld gas field (Begeleidingscommissie Onderzoek Aardbevingen, 1993),

the Valhall and Ekofisk oil reservoirs (Teufel et al., 1991; Rutledge et al., 1994; Zoback and

Zinke, 2002), the 2016 gas production-induced earthquake in Völkersen (Bischoff et al., 2016),

and potentially those in the War-Wink gas field (Zoback and Zinke, 2002). These stress path

earthquakes will not be discussed further here.

Returning to the model proposed by Segall (1989), the poroelastic stresses induced by deple-

tion are capable of inducing seismicity and dominate over pore pressure changes at large

distances (Segall and Lu, 2015; Chang and Segall, 2016a,b; Deng et al., 2016; Goebel et al.,

2017b). In addition, the induced poroelastic stresses couple with pore pressure changes to

induce compaction, resulting in porosity and often times permeability loss in highly porous
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rock (David et al., 1994; Zhu and Wong, 1996, 1997; Boutéca et al., 2000; Hettema et al., 2000;

Schutjens et al., 2000; Chan and Zoback, 2002; Schutjens et al., 2004; Baxevanis et al., 2006).

Potential compaction-induced permeability loss is significant in that it might reduce the inflow

performance of nearby wells. However, it may also have implications for induced seismicity.

Segall (1985) found that lower values of hydraulic diffusivity (which is directly proportional

to permeability) may cause larger amounts of localized subsidence. This can be explained

by considering that the gradient of pore pressure acts to induce poroelastic stress changes.

These poroelastic stress changes are what induce seismicity in fluid-production scenarios.

However, permeability exhibits a strong control over the pore pressure gradient required to

produce an amount of fluid. Therefore, it is possible that the permeability-reducing effect of

depletion-induced compaction will indirectly lead to higher levels of induced seismicity.

This study will specifically investigate the effect compaction/̄induced permeability loss can

have on depletion-induced seismicity. The aim of this study is not to quantitatively predict the

amount of seismicity increase that would occur for a given permeability decrease nor to link

any instances of depletion-induced seismicity to depletion-induced permeability loss. Rather,

the aim is to show how depletion-induced permeability loss as a mechanism could increase

the stress changes induced by production and thereby qualitatively increase the amount of

induced seismicity. This analysis will be carried out for normal, reverse, and strike-slip faulting

stress regimes by first predicting pore pressure and stress changes due to production with a

sequentially coupled poroelastic finite volume flow and finite element mechanical simulator.

In the case that compaction-induced permeability loss will be included, the permeability loss

model presented by Schutjens et al. (2004) will be used, assuming that the reservoir remains

in the near-elastic domain during the simulation (an assumption which is then verified).

According to Schutjens et al. (2004), the near-elastic domain is where elastic theory accurately

describes rock deformation and where most deformation is reversible; this is as opposed

to the in-elastic domain where deformation is not reversible and where permeability loss is

more significant. Differential stress is generally the primarily determining factor of the type of

deformation. Note that Schutjens et al. (2004) also includes the failure domain, where the rock

is predicted to fail. The seismicity rate will be modelled using Segall and Lu (2015)’s adapted

version of Dieterich (1994)’s seismicity model. In this way, the effect that compaction-induced

permeability loss has on depletion-induced seismicity can be investigated. Further, the results

will provide insight into the optimal horizontal well orientation in each stress regime such that

it is less likely that the compaction leaves the near-elastic domain as described by Schutjens

et al. (2004).

2.3 Methods

2.3.1 Coupled poroelastic flow model

The 2-D plane strain poroelastic flow model computes pressure and stress perturbations due

to fluid production from a poroelastic medium and is based on a finite volume flow model
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which is sequentially coupled to a finite element mechanical model. The coupling is two-way

and the model is plane strain.

Flow model The flow model is based on mass balance for a single phase,

∂
(
φρ

)
∂t

−∇·
(

k

µ
ρ

(∇P −∇(
ρg z

)))= q, (2.1)

where φ is the porosity, k the permeability, µ the dynamic fluid viscosity, ρ the fluid viscosity,

g the acceleration due to gravity, z the depth, and q the fluid mass source terms. The flow

model is solved in a finite volume in space, implicit finite difference in time framework (Aziz

and Settari, 2002). No-flow boundary conditions will be used at all edges, except the surface

which has a constant pressure boundary condition.

Mechanical model The mechanical model is based on the conservation of momentum,

∇·σ′ +∇ (αP ) =− f , (2.2)

where σ
′

is effective stress, α is Biot’s coefficient, and f represents the body forces. The sign

convention is such that extension and tension are negative. The conservation of momentum

is combined with the linear theory of poroelasticity (Biot, 1941; Rice and Cleary, 1976; Wang,

2000),

Si j −αPδi j = E

(1+ν)
εi j + Eν

(1+ν) (1−2ν)
εkkδi j , (2.3)

where S is the total stress, E is the drained Young’s Modulus, ν is the drained Poisson’s ratio,

ε is the strain, and δi j is the Kronecker delta. Equations 2.2 and 2.3 will be discretized and

solved in a finite element framework. Fixed-displacement boundary conditions will be used

at all edges, except at the surface which is free.
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Compaction model In order to model the effect of compaction on the reservoir porosity,

the relationship presented by Schutjens et al. (2004),

∆φ=φ−φ0 =
∆Vp

Vb0

(
α−φ0

)
α+ ∆Vp

Vb0

, (2.4)

is used. Here, φ0 is the initial porosity and
∆Vp

Vb0
is equivalent to the negative volumetric strain.

This change in porosity also acts as the coupling between the mechanical model and the

flow model. The mechanical model responds to pressure gradients by predicting strains;

these strains are then fed back to the flow model to produce porosity changes. When porosity

changes, the fluid density must be adjusted to conserve fluid mass. As the fluid density is

dependent on pressure, this results in a change in pressure. Further, compaction, through

the increase of mean effective stress, is assumed to cause a reduction in the normalized

permeability equivalent to 0.009 1
MPa , found for sandstones with porosities larger than 15%

(Schutjens et al., 2004). Permeability changes in the shales present in the model are not

considered.

Seismicity model It will be assumed that potential seismicity will occur on faults which

are optimally oriented for slip. The seismicity model used to predict the reservoir’s and

surrounding rocks’ response to pore pressure and stress perturbations is based on Dieterich

(1994) and was adapted by Segall and Lu (2015), such that the Coulomb stress, τ, is defined as,

τ= τs −µ f (Sn −P ) . (2.5)

Here, τs is the shear stress acting on the fault, µ f the static coefficient of friction, and Sn

the normal total stress acting on the fault. The ratio of the current seismicity rate to the

background seismicity rate, R, then follows the relationship,

dR

d t
= R

ta

(
τ̇

τ̇0
−R

)
, (2.6)

where ta is the characteristic decay time, τ̇ the stressing rate, and τ̇0 is the background stressing

rate. At each time step, Equation 2.6 is solved for a new value of R using an implicit finite

difference framework. The resulting value for R provides an indication of how the seismicity

rate in a given location responds to the stress and pore pressure changes. For example, an

R value of ten implies that the seismicity rate has increased by an order of magnitude. A
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Figure 2.1 – 2-D plane strain problem set-up

minimum value of 0.01 is set for R . Note that this model does not predict magnitude nor does

it account for source-to-source interactions.

2.3.2 Problem Set-Up

A sandstone reservoir, overlain by a shale cap rock and underlain by another shale, is pene-

trated by a horizontal well and is evaluated as in Figure 2.1. A permeable reservoir bounded

above and below by relatively impermeable layers is typical, for example, of petroleum systems

(Segall, 1992). For the base evaluation, the wells are oriented such that they are parallel to

the minimum principal horizontal stress, Shmi n ; however, wells drilled perpendicular to this

direction, in the direction of SHmax , will be evaluated in Section 2.4.3. The 2-D plane strain

simulator described previously is appropriate to model horizontal wells and will allow for an

analysis of the development of the stresses in all three principal directions (Cheng, 1998).

During the simulation, the assumption of a linear elastic reservoir response is evaluated by

ensuring that the reservoir will always be in a state of pressure and stress such that it remains in

the near-elastic domain (Schutjens et al., 2004). The reservoir is produced through a 750-meter

section of horizontal well at an initial rate of 2000 bbl
d ay , or approximately 1.6e5 kg

year ·m . After a

three-year plateau period, the rate will then decline by 6 % per year. Other parameters used

during the study can be found in Table 2.1.

In order to initialize the stresses found in-situ, a differential stress of 10 MPa was assumed. This

was used, in combination with the assumption that the vertical stress can be found with the

lithostatic gradient, to initialize the stresses in the normal and reverse faulting stress regimes.

In the strike-slip faulting stress regime, the minimum principal stress was first assumed to be

5 MPa less than the vertical stress. The initial stresses in the reservoir have implications for

compaction, as will be discussed in later sections.

The same simulation is run both for the case where compaction-induced permeability loss

is considered and where it is not considered. In this way, the differences in the pressure and
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Table 2.1 – Summary of the parameters used during the study

Name Variable Value

Width - 20000 m
Cap rock height - 1584 m
Reservoir height - 220 m
Underburden height - 1760 m
Fluid compressibilityι - 5e-10 1

Pa
Fluid viscosity µ 1 mPa sec
Shale permeabilityΓ ksh 1e-19 m2

Sandstone permeabilityβ kss 1e-15 m2

Young’s Modulus shaleχ Esh 5e9 Pa
Young’s Modulus sandstoneβ Ess 18e9 Pa
Poisson’s ratio shaleχ νsh 0.25
Poisson’s ratio sandstone νss 0.25
Grain bulk modulus shaleΘ Ksh 6e9 Pa
Grain bulk modulus sandstone Kss 36e9 Pa
Initial porosity shaleΓ φ0,sh 0.23
Initial porosity sandstoneβ φ0,ss 0.25
Shale friction coefficientΓ µ f ,sh 0.35
Sandstone friction coefficientθ µ f ,ss 0.6
Background stressing rateθ τ̇0 1000 Pa

year

Characteristic decay timeθ - 50 years
ι Compressibility of water based on (Osif, 1988)
Γ Values from Opalinus Clay (OPA) Shale (Orellana et al., 2018)
θ From Segall and Lu (2015)
χ Typical for OPA (Favero et al., 2018)
β Reasonable sandstone values (Detournay and Cheng, 1993)
Θ Clay minerals (Vanorio et al., 2003)

stress changes induced by production, as well as the seismicity rates, are readily evaluated.

2.4 Results

During production, the pore pressure within the reservoir decreases and the stress changes

within the reservoir are all tensile, with the stress changes in the horizontal directions both

being larger than those in the vertical direction, in agreement with Segall and Fitzgerald (1998).

Above and below the reservoir, compressive stress changes occur in the horizontal directions,

with the stress changes perpendicular to the direction of the well being larger than those

parallel to it. Pore pressure slightly increases in these locations due to poroelastic effects.

Tensile stress changes are induced in the vertical direction but these stress changes are smaller

in magnitude than those occurring in the horizontal directions.
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Figure 2.2 – Permeability reduction in a reverse faulting stress regime. Note that the perme-
ability reduction in each stress regime is identical because the mean stress changes, which
control permeability loss, are the same in each stress regime.

2.4.1 Compaction’s Effect

The permeability loss during production can be seen for a reverse faulting stress regime in

Figure 2.2. The permeability loss is concentrated around the wellbore where the largest mean

effective stress changes have occurred. This is also representative of the permeability loss in

the other stress regimes.

Normal Faulting Stress Regime (Sz > Sx > Sy ) In a normal faulting stress regime, production

from a horizontal well results in a negative Coulomb stressing rate near the well (due to a

decrease in pore pressure and the fact that the stress path in this particular case is low enough,

≈ 0.44, such that this area is stable (Zoback and Zinke, 2002)) and above and below the well

(due to an increase in the least principal stress, which is horizontal). At the edges of the

reservoir and far from the well, however, the induced stress changes have a more significant

impact than the pore pressure changes (Segall and Lu, 2015; Chang and Segall, 2016a,b; Goebel

et al., 2017b). This results in an increase in Coulomb stressing rate (Figure 2.3a) and ultimately

seismicity rate (Figure 2.3b) in these regions, in agreement with previous models (Segall, 1989).

In the case that the permeability decreases due to compaction during production, a higher

pore pressure gradient is required near the wellbore to produce the fluid and the pore pressure

perturbation travels more slowly to the edges of the reservoir. This results in a higher pore

pressure at the edges of the reservoir, resulting in a higher Coulomb stressing rate (Figure 2.3c).

This effect is mitigated by the fact that less tension is induced in the x and y-directions, an

effect which reduces the Coulomb stressing rate because Sy is the minimum principal stress.

Above and below the reservoir, the stress changes are larger due to the higher pore pressure

gradient required to produce the fluid. As these stresses were stabilizing in this stress regime,

the seismicity model still predicts that these areas will not experience induced seismicity.

Ultimately, this permeability loss moderately increases the resulting seismicity rate in areas

that were already at risk (Figure 2.3d).
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Figure 2.3 – Normal faulting stress regime a) average Coulomb stressing rate over 10 years
due to fluid production without considering the permeability loss due to compaction. b)
the predicted seismicity rate after 10 years without considering the permeability loss due to
compaction. c) the difference in Coulomb stressing rate when permeability loss is considered.
Locations are at the same depth as the well. A value above zero represents the amount stressing
rate has increased between the case when permeability loss is considered and when it is not.
The entirety of Coulomb stressing rate change is not plotted because after a given amount
of time the Coulomb stressing rate in the original case (with no permeability loss) becomes
negative, due to the decrease in pore pressure. Therefore, only times with positive original
Coulomb stressing rate are plotted. d) the ratio of the cumulative seismicity rate between the
case where permeability loss is considered and when it is not at three locations at the same
depth as the well. A ratio higher than one means that the seismicity rate has increased.
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Figure 2.4 – Reverse faulting stress regime a) average Coulomb stressing rate over 10 years
due to fluid production without considering the permeability loss due to compaction. b)
the predicted seismicity rate after 10 years without considering the permeability loss due to
compaction. c) the difference in Coulomb stressing rate when permeability loss is considered
at two locations vertically in-line with the well. A value above zero represents the amount
stressing rate has increased between the case when permeability loss is considered and when
it is not. d) the ratio of the cumulative seismicity rate between the case where permeability
loss is considered and when it is not at two locations vertically in-line with the well. A ratio
higher than one means that the seismicity rate has increased.

Reverse Faulting Stress Regime (Sx > Sy > Sz ) Production from a horizontal well in a reverse

faulting stress regime results in a negative Coulomb stressing rate throughout the reservoir

(Figure 2.4a). This is due to decreases in pore pressure and the maximum principal stress.

Above and below the reservoir, the maximum principal stress increases. This, combined with

a decrease in the vertical stress and a slight increase in pore pressure due to poroelastic effects,

results in an increase in Coulomb stressing rate (Figure 2.4a) and ultimately seismicity rate in

these locations in this stress regime (Figure 2.4b).

When compaction-induced permeability loss is considered, however, the pressure gradients

required to move fluid into the wellbore are larger. These larger pore pressure gradients

result in larger total stress changes being induced, leading to a larger Coulomb stressing rate

(Figure 2.4c), and ultimately a larger seismicity rate (Figure 2.4d) in the already seismically

prone regions above and below the reservoir.

Strike-slip Faulting Stress Regime (Sx > Sz > Sy ) In a strike-slip faulting stress regime, the

decrease in pore pressure acts to stabilize the reservoir. Within the reservoir, the tensile
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Figure 2.5 – Strike-slip faulting stress regime a) average Coulomb stressing over 10 years
due to fluid production without considering the permeability loss due to compaction. b)
the predicted seismicity rate after 10 years without considering the permeability loss due to
compaction. c) the difference in Coulomb stressing rate when permeability loss is considered
at two locations vertically in-line with the well. A value above zero represents the amount
stressing rate has increased between the case when permeability loss is considered and when
it is not. d) the ratio of the cumulative seismicity rate between the case where permeability
loss is considered and when it is not at two locations vertically in-line with the well. A ratio
higher than one means that the seismicity rate has increased.

changes to Sx are larger than those to Sy far from the well, meaning that the stress changes

also result in a decreased Coulomb stressing rate as long as the well is drilled parallel to Shmi n .

Above and below the reservoir, the compressive changes to Sx are larger than those to Sy ,

meaning that Coulomb stressing rate is increased in the case that the well has been drilled

parallel to Shmi n (Figure 2.5a), resulting in an increase in seismicity rate (Figure 2.5b).

By considering compaction-induced permeability loss the stress changes occurring above and

below the reservoir are increased. This results in a larger Coulomb stressing rate (Figure 2.5c)

and ultimately seismicity rate in these locations (Figure 2.5d).

2.4.2 Inelastic Compaction

The previous sections have shown how even the permeability loss associated with near-elastic

compaction is significant enough to influence induced seismicity rates. Here, the strike-

slip faulting stress regime example will be repeated, this time initializing stresses using the

concept of a critically-stressed crust (Brudy et al., 1997; Townend and Zoback, 2000; Zoback
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and Townend, 2001; Zoback et al., 2002), meaning that the frictional strength of supposed

optimally oriented, pre-existing faults limit the differential stress (Zoback and Healy, 1992;

Brudy et al., 1997; Zoback and Harjes, 1997), after assuming that the vertical stress can be

found using the lithostatic gradient. The minimum principal total stress was assumed to be

0.8 times the vertical total stress (Zoback, 2007). This results in a stress state in the reservoir

which is initially on the border between near-elastic and inelastic compaction (Figure 2.6a).

Therefore, when production begins, the reservoir will begin compacting inelastically, allowing

for a comparison between the case where the compaction occurs near-elastically and the

case where the compaction occurs inelastically. The permeability loss in the inelastic domain

is modelled as ten times larger than the permeability loss that would have been seen in the

near-elastic domain, up until a maximum permeability loss of 90%, or one order of magnitude,

agreeing with laboratory data on inelastic compaction-induced permeability loss (David et al.,

1994; Zhu and Wong, 1996; Boutéca et al., 2000; Chan and Zoback, 2002; Fortin et al., 2005;

Baxevanis et al., 2006). Note that the poroelastic mechanical model is still employed, meaning

that strains in the reservoir will be underestimated (Pijnenburg et al., 2018) and the results will

represent a conservative estimate of the effect of inelastic compaction on strains, although

stress changes may be overestimated. In this case the loading path is one directional, as the

reservoir will not be unloading, meaning there is no need for plasticity.

The permeability loss in this simulation for both the near-elastic and inelastic case can be

seen in Figure 2.6b. Note that due to the large permeability loss in the inelastic case, large

drawdowns are needed to maintain the same flow rate as in the near-elastic case. Due to

this large drawdown, the flow rate can not be maintained for the full period of ten years. As

comparing the two simulations at differing flow rates would make a fair comparison difficult,

both simulations were run using the same poroelastic flow model and were stopped after

approximately 1.5 years.

In Figure 2.6c the difference in stressing rate between the near-elastic and inelastic com-

paction cases is shown. It can be seen that, in the case that the permeability loss is inelastic,

the Coulomb stressing rate is over double the stressing rate associated with near-elastic com-

paction shown in Figure 2.5. This increase in stressing rate is then responsible for an increase

in seismicity rate by over a factor of two as shown in Figure 2.6d. Although not shown, similar

results can also be obtained for inelastic permeability loss in a reverse faulting stress regime.

2.4.3 Well Orientation

As shown in Figure 2.6a, differential stress has implications for the type of compaction experi-

enced by a production reservoir. As the stress changes occurring due to fluid production are

not isotropic, the direction that the well is drilled in will have implications for the differen-

tial stress throughout the reservoir/̄caprock/̄underburden system and will ultimately effect

the type of compaction experienced by the reservoir. Because the stress changes occurring

near the wellbore are the largest in magnitude, it is especially important to understand in
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Figure 2.6 – A comparison of the effects of inelastic and near-elastic permeability loss for
a strike-slip faulting case. (a) An example of the change in differential and mean effective
stresses occurring during 10 years of production with near-elastic permeability loss only. The
point represents the initial stress state and the star represents the stress state after 10 years
of production. The bounding lines are based on Schutjens et al. (2004). Below the green
bounding line the compaction is near-elastic. Then, up to the blue line the compaction is
inelastic. Above the blue line is the failure domain. It can be seen that compaction passes
into the inelastic domain during production. Therefore, the simulation is rerun considering
inelastic permeability loss. The rerun simulations consider a period of 1.5 years. (b) The
permeability loss near the wellbore depending on whether or not near-elastic or inelastic
permeability loss is considered. (c) The increase in Coulomb stressing rate when inelastic
permeability loss is considered (as opposed to just near-elastic permeability loss). The two
locations used are vertically in-line with the producing well. A value above zero represents
the amount stressing rate has increased between the case when inelastic permeability loss
is considered and when it is not. It can be seen that inelastic permeability loss results in
a Coulomb stressing rate which is significantly higher than the Coulomb stressing rate in
the near-elastic case. (d) The ratio of the cumulative seismicity rate for the two types of
permeability loss at two locations vertically in-line with the producing well. It can be seen that
inelastic permeability loss results in a seismicity rate which is twice as high.
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which direction the largest stress changes are occurring in this area. To do this, to begin with,

Equation 2.3 can be written out for Sxx and Sy y as

Sxx =αP + E

(1+ν) (1−2ν)
[(1−ν)εxx +νεzz ] (2.7)

and

Sy y =αP + E

(1+ν) (1−2ν)
[νεxx +νεzz ] . (2.8)

The difference between the two total stresses is therefore

Sxx −Sy y = E

(1+ν) (1−2ν)
(1−2ν)εxx . (2.9)

Because Young’s modulus is positive and Poisson’s ratio generally has a value between 0 and

0.5 (Gercek, 2007), changes to Sxx will be more tensile than those to Sy y when εxx is negative

and less tensile when εxx is positive. From Figure 2.7a it can be clearly seen that εxx is positive

near the well and negative far from the well during fluid production. This implies changes to

Sxx will be less tensile near a producing horizontal well and more tensile far from a horizontal

well than changes to Sy y .

Because the largest mean effective stress changes occur near the well, the area closest to the

well is the most likely to experience compaction, especially inelastic compaction, through

mechanisms such as grain sliding and rotation, intragranular cracks, shear band formation,

and cement breakage (Zhu and Wong, 1996; Schutjens et al., 2004). The onset of inelastic

compaction is dependent on differential stress (Zhu and Wong, 1997; Schutjens et al., 2004;

Baxevanis et al., 2006). The fact that production will induce total stress changes which are less

tensile in Sxx than in Sy y near the wellbore therefore has implications for optimal wellbore

orientation if inelastic compaction is to be avoided.

In a normal faulting stress regime, Shmi n is the minimum principal stress. A reduction in the

minimum stress results in an increase in differential stress. Higher differential stresses lead

to more inelastic compaction (Zhu and Wong, 1997; Schutjens et al., 2004; Baxevanis et al.,

2006). For this reason, a horizontal well should be ideally drilled in the direction that reduces

Shmi n by the least amount if inelastic compaction near the well is to be avoided. Based on

the above analysis, this means horizontal wells should be drilled parallel to SHmax (S2) in a

normal faulting stress regime. Indeed, this can be seen to be the case in Figure 2.7b, where the
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initial normal faulting stress regime case from Section 2.4.1 is compared to the case where the

well is drilled parallel to SHmax .

SHmax is the maximum principal stress in a reverse faulting stress regime. A decrease in the

maximum principal stress decreases the differential stress. As mentioned, to avoid inelastic

compaction it is preferable to keep the differential stress low. Therefore, if the goal is to

minimize inelastic compaction near the well, horizontal wells in reverse faulting stress regimes

should be drilled parallel to SHmax (S1) such that SHmax is reduced more than it would have

been with any other orientation of horizontal well. Note that, because there is more tension

induced in the horizontal directions than in the vertical direction during production from a

horizontal well, the differential stress is expected to decrease regardless of the well orientation

during production. This can be seen in Figure 2.7c, where the initial reverse faulting stress

regime case from Section 2.4.1 is compared to the case where the well is drilled parallel to

SHmax .

Finally, in a strike-slip faulting stress regime, SHmax is the maximum principal stress and

Shmi n is the minimum principal stress. In order to keep the differential stress from increasing

such that inelastic compaction can be avoided, a horizontal well should be drilled parallel to

SHmax , as can be seen in Figure 2.7d, where the initial strike-slip faulting stress regime case

from Section 2.4.1 is compared to the case where the well is drilled parallel to SHmax .

2.5 Discussion

The results qualitatively show that compaction associated with depletion has the indirect

effect of increasing the induced poroelastic stresses in areas which are likely to experience

induced seismicity, even when that compaction remains near-elastic. This is caused by the

decrease in permeability in areas experiencing large effective stress increases, such as near

the well, which result in larger required pore pressure gradients which cause larger induced

stress changes and therefore induced seismic activity. This shows the possible positive impact

pressure management, whether that be through fluid injection or other means, could have on

fields experiencing large pressure drops. In fact, limiting pressure drawdown has been shown

to limit the permeability and productivity loss associated with compaction (Raghavan and

Chin, 2002).

The results were shown here for horizontal wells. In reality, many fluid production wells are

vertical. Qualitatively, however, it is likely that permeability loss around vertical wells is also

capable of resulting in increased seismicity rates. The results regarding well orientation and

inelastic compaction are not directly applicable to vertical wells. However, the stress changes

due to production from a vertical well will not be isotropic at any given location away from the

wellbore (e.g., Segall and Lu (2015)). Therefore, it is possible that inelastic permeability loss

may be more likely to occur along an axis in the direction of Shmi n . This is because changes in

stress at a given location are larger in the radial direction than in the tangential direction. A

larger reduction in Shmi n relative to SHmax will result in larger differential stresses for normal
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Figure 2.7 – a) Areas where εxx is positive marked in yellow and negative marked in blue.
A positive εxx means that tensile changes to Sxx will be smaller than those to Sy y . b-d)
Differential stress versus mean effective stress next to the horizontal well for a normal (b),
reverse (c), and strike-slip (d) faulting stress regime. The points represent the initial stress state
and the stars represent the stress state after 10 years of production. The bounding lines are
based on Schutjens et al. (2004). Below the green bounding line the compaction is near-elastic.
Then, up to the blue line the compaction is inelastic. Above the blue line is the failure domain.
It can be seen in each case that drilling parallel to SHmax results in less differential stress in
this area.
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and strike-slip faulting stress regimes. Note that in a normal faulting stress regime in both

directions there will be an increase in differential stress but this reduction will be larger in the

direction of Shmi n . As shown above, larger differential stresses are expected to lead to inelastic

compaction. For reverse faulting stress regimes, the differential stress is expected to reduce in

all directions.

There is thought to be no correlation between static stress changes less than 0.01 MPa and

increased seismicity (Beeler and Lockner, 2003). However, although the Coulomb stress

differences caused by compaction-induced permeability loss are small, even during near-

elastic compaction in this numerical experiment the differences (compared to when no

permeability loss is considered) are larger than the 0.01 MPa stress changes which have

been shown to strongly correlate with the timing of stick-slip events (Stein, 1999), suggesting

that the stress differences caused by compaction-induced permeability loss are significant

enough to lead to an increase in induced seismicity. In depletion-induced seismicity, for

example, Coulomb stress changes on the order of 0.01 MPa were enough to trigger a Mw 5.1

earthquake near Lorca, Spain (González et al., 2012). Further, in Clinton County, Kentucky, a

0.02 MPa stress change induced microseismicity in the Seventy-Six oil field (Rutledge et al.,

1998). Although Coulomb stress changes are not a perfect predictor of seismicity (Beeler and

Lockner, 2003), they do give the indication, at least qualitatively, that the permeability loss

associated with depletion is capable of indirectly inducing seismicity.

Additionally, earthquakes being triggered by small changes in Coulomb stress are further

evidence of a critically-stressed crust. Even intraplate areas, which can frequently be aseismic,

are thought to be critically stressed (Townend and Zoback, 2000). A critically-stressed crust

not only has implications for intraplate and induced seismicity, but also compaction. The

vertical stress can generally be assumed to be fixed by the overburden (Zoback, 2007). This

then means that the coefficient of friction and the presumed hydrostatic pore pressure can be

used in combination with the Mohr-Coulomb failure criteria of an optimally oriented fault to

determine the maximum principal stress in a reverse faulting stress regime and the minimum

principal stress in a normal faulting stress regime. The result of this is that, at a given depth,

the reverse faulting stress regime will be predicted to be supporting more differential stress.

As many authors have found that differential stress is an important determining factor in the

onset of inelastic compaction (e.g., Delage et al. (1996); Zhu and Wong (1997); Hettema et al.

(2000); Chan and Zoback (2002); Schutjens et al. (2004); Baxevanis et al. (2006)), this implies

that rocks in reverse faulting stress regimes are more likely to begin compacting inelastically

than those in normal faulting stress regimes at a given depth.

Usually, induced seismicity is discussed for intraplate regions. This is generally because

induced seismicity is easier to distinguish from natural seismicity in these regions than in

interplate regions. This is in part due to the fact that the smaller stressing rates in these

regions mean less events are needed to detect the effect of industrial activities (Beeler and

Lockner, 2003). Additionally, intraplate regions are generally less prepared for the effects of

induced seismicity as seismicity in these regions is generally not commonplace, meaning any
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anthropogenic earthquakes are likely to gain significant attention.

In this context, the Coulomb stressing rates caused by depletion seen in some of the stress

regimes modelled here are not small. In fact, the Coulomb stressing rate seen in the reverse

faulting stress regime case (in the first year approximately 0.1 MPa/yr and on average over 0.03

MPa/yr, Figure 2.4c) is on the order of magnitude of the stress rates seen in the most active

sections of the San Andreas fault (Smith-Konter and Sandwell, 2009). This shows how even

intraplate areas can experience induced seismicity despite being previously seismically quiet.

Also, the increase in stressing rate seen when near-elastic compaction-induced permeability

loss is included (in this experiment up to 4e-3 MPa/yr) is itself on the order of the smallest

stressing rates seen along the San Andreas Fault System (Smith-Konter and Sandwell, 2009), de-

spite the permeability loss remaining entirely in the near-elastic range during the simulations.

In fact, this permeability loss effect represents a stressing rate increase which is over an order

of magnitude larger than typical stressing rates in intraplate regions, which are generally less

than 1e-4 MPa/yr (Calais et al., 2016), meaning that compaction/̄induced permeability loss’s

effect on stressing rate is large enough (Parsons, 2005) to have significant induced seismicity

implications. Additionally, inelastic compaction-induced permeability loss has been shown

here to be capable of inducing stress changes of over 0.1 MPa/yr, meaning this mechanism is

capable of doubling the stressing rate associated with production, highlighting the importance

of understanding how the reservoir rock compacts and how applied production strategies

affect the nearby pore pressures and stresses.

These results fit well with the combination of notions that lower permeabilities necessitate

larger pore pressure gradients to produce fluids and larger pore pressure gradients induce

larger stress changes. Indeed, there is certainly evidence of larger poroelastic stress changes

being induced for higher pore pressure gradients both numerically (Chang and Segall, 2017)

and in the field (Holzer et al., 1983; Rutledge et al., 1998; Bou-Rabee and Nur, 2002), when

one considers that loading rate is directly proportional to depletion rate, which is generally

proportional to production rate (Lahaie and Grasso, 1999). This is further supported by the

observation that subsidence depends on diffusivity (Segall, 1985).

Fields that would be likely to benefit from pressure management in terms of induced seismicity

are fields which experience significant permeability loss due to an increase in mean effective

stress, especially in fields located in reverse and strike-slip faulting stress regimes. However, it

should be noted that an increase in water saturation, which would be associated with water

injection for pressure maintenance, may actually increase subsidence in certain cases due to

capillary effects, as demonstrated for hydrocarbon production-induced subsidence (Delage

et al., 1996; Simoni et al., 1999; Menin et al., 2008; Santagiuliana et al., 2015). It has also

been shown to be capable of contributing to subsidence by decreasing the reservoir rock

strength (Chin and Nagel, 2004). Additionally, compaction is not necessarily an occurrence

that only has negative consequences as, while reservoir compaction generally decreases the

permeability and, as shown, can increase the chance of inducing seismicity, it can also help to

drive the production of pore fluids through compaction drive (Dake, 1978; Schutjens et al.,

53



Chapter 2. Reservoir compaction’s effect on depletion-induced seismicity

2000).

As previously shown, in certain stress regimes, seismicity can be induced above and below

the producing reservoir. In this model, this means that this seismicity is occurring in shales.

Although shales can exhibit seismic slip, they are generally aseismic in nature (Ikari et al.,

2009). In reality, however, other lithologies which are likely to slip seismically may be present

in these locations. Although the different parameters associated with these lithologies may

change the results slightly, the key finding about the indirect increase in seismicity due to

permeability reduction still holds.

During the first part of this numerical experiment, permeability changes were modelled

based on the assumption that the reservoir remained in the near-elastic domain, meaning

the permeability changes near the well were quite small (≈ 15%). However, in reality, with

continued production, it is probable that the reservoir would begin to deform inelastically,

especially in deeper reservoirs. In this case, the permeability loss would likely be more

extreme (potentially more than an order of magnitude) (David et al., 1994; Zhu and Wong,

1996; Boutéca et al., 2000; Chan and Zoback, 2002; Fortin et al., 2005; Baxevanis et al., 2006),

and induced stress changes at the edges of, above, and below the reservoir would be more

significant, resulting in higher seismicity rates. This was shown to be the case in Section 2.4.2.

Therefore, generally, it is desirable to avoid inelastic compaction as it can not only lead to

large permeability loss in highly porous sandstones (Zhu and Wong, 1996, 1997; Boutéca et al.,

2000; Fortin et al., 2005; Baxevanis et al., 2006), but also the formation of flow barriers in

the form of shear bands (Zhu and Wong, 1996), surface subsidence (Schutjens et al., 2000),

possible casing damage (Schutjens et al., 2000), and sand production (Baxevanis et al., 2006;

Hettema et al., 2006). Certainly, when a critical pressure is reached, the onset of grain crushing

and pore collapse may cause severe permeability loss (Brace, 1978; David et al., 1994) and

subsidence (Hettema et al., 2002) in porous rocks. Indeed, subsidence is generally more severe

in younger, high porosity, poorly cemented rocks (Hettema et al., 2002). Conversely, in some

cases, inelastic compaction may actually result in less permeability reduction (David et al.,

1994) or even entail permeability enhancement in low porosity rocks (Zhu and Wong, 1996;

Boutéca et al., 2000) and high porosity chalks (Teufel et al., 1991), so care should be taken

to evaluate each reservoir thoroughly when compaction effects are being considered. An

example of this type of permeability increase has been seen in the Lacq gas field, Southwestern

France, where depletion caused the reservoir permeability to increase to 20 times its original

value (Rolando et al., 1997).

Many authors agree that elastic compaction-induced permeability reduction is based on

mean effective stress (Zhu and Wong, 1996, 1997; Schutjens et al., 2004; Fortin et al., 2005;

Baxevanis et al., 2006), albeit not always agreeing that this relationship is linear. Whether or

not this compaction is elastic or not, however, is also dependent on differential stress (Delage

et al., 1996; Zhu and Wong, 1997; Hettema et al., 2000; Chan and Zoback, 2002; Schutjens

et al., 2004; Baxevanis et al., 2006). The mean effective stress changes in the reservoir will not

be influenced by the direction of the horizontal well, but the differential stress will be. This
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means that, if the goal is to avoid inelastic deformation, the orientation that horizontal wells

are drilled in is significant. Specifically, because induced poroelastic stress changes near the

wellbore are less tensile perpendicular to the direction of the horizontal well than parallel to

the direction of the horizontal well, wells should be drilled parallel to the maximum horizontal

stress in order to avoid inelastic compaction. It should be noted that this is perpendicular

to the direction horizontal wells are generally drilled in for hydraulic fracturing, based on

the principles outlined by Hubbert and Willis (1957), and, while also optimal in terms of

wellbore stability for reverse and strike-slip faulting stress regimes, this well orientation is

the least stable orientation of a horizontal well in a normal faulting stress regime (Zoback,

2007). Further, this does not mean that these well directions are optimal in terms of induced

seismicity, just that they help to prevent depletion-induced compaction from becoming

inelastic.

Although this work shows how compaction-induced permeability loss could lead to higher

rates of induced seismicity, it does not necessarily imply that compaction-induced perme-

ability loss is the link connecting subsidence and induced seismicity nor that the onset of

permeability loss associated with compaction is required for induced seismicity. Instead, the

stress changes caused by compaction-induced permeability loss show that it is a potential, but

not prerequisite, mechanism for increasing the induced stress changes that lead to induced

seismicity. These results will have implications for producing reservoirs which are likely to

experience induced seismicity, especially those which have already shown the first signs of

compaction.

2.6 Conclusions

Depletion-induced compaction results in permeability loss that is not only detrimental to the

inflow performance of producing wells, it also leads to larger total stress changes caused by

fluid production, which, in turn, lead to a larger chance of failure on faults which are well-

positioned for slip. This previously unconsidered effect of depletion-induced compaction is

therefore another aspect that can be considered while making pressure management decisions

for fluid-producing reservoirs. Additionally, these results have implications for the optimal

orientation of horizontal producing wells, suggesting that they should be drilled parallel to

SHmax to reduce the chance of inelastic compaction occurring in the vicinity of the wellbore, a

mechanism which has been shown here to be capable of further worsening induced seismicity

should it not be avoided.

The results here also highlight the need for depletion-induced seismicity prediction models to

account for permeability loss associated with compaction, especially when this permeability

loss is inelastic. Additional insight could also be obtained with a model capable of accurately

considering inelastic strains.
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3.1 Chapter Summary

It is suggested that fluid injection in normal faulting stress regimes can stabilize a reservoir if

the stress path is high enough. This stabilization is not seen when the reservoir is significantly

cooled as a result of injection. Further, a new strategy is suggested for stimulating reservoirs

in shear with a reduced chance of inducing a large magnitude seismic event. The version of

this methodology presented here is applicable for reverse faulting stress regimes and involves

an initial stress preconditioning stage where the reservoir is cooled and the pressure increase

is limited. This process reduces the horizontal total stress and thereby also the differential

stress. Next, the reservoir is stimulated with a rapid increase in pore pressure, resulting in

shear failure at a lower differential stress than was initially present in the reservoir. Due to the

connection seen between the Gutenberg-Richter b-value and differential stress, it is suggested

that reservoirs stimulated in this fashion will exhibit higher b-values and thereby also have a

reduced chance of hosting a large magnitude event. It is suggested that adaptations of this

methodology are applicable to both normal and strike-slip faulting stress regimes.
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3.2 Introduction

Induced seismicity has become a relevant topic in many different industries in recent years,

especially in fluid injection operations Foulger et al. (2018). Indeed, injection operations

such as Carbon Capture and Store (CCS) (e.g., Zoback and Gorelick (2012)), wastewater injec-

tion (e.g., Ellsworth (2013)), hydraulic fracturing (e.g., Skoumal et al. (2018)), and Enhanced

Geothermal System (EGS) stimulation are all liable to induce seismicity. Induced seismicity

can be of serious public concern and is capable of leading to a failed project purely due to

societal pressure.

Induced seismicity in particular has proven to be a significant issue for EGS, for example.

Hydraulic stimulation famously induced felt seismicity in the city of Basel, Switzerland in late

2006 Häring et al. (2008). This proved to be a major setback to Swiss geothermal ambitions.

More recently, a magnitude 5.4 earthquake was induced in Pohang, South Korea Grigoli et al.

(2018); Kim et al. (2018), to the surprise of many who did not expect such a large magnitude

earthquake due to such a small amount of injected fluid. It is likely that the Pohang event,

like the Basel seismicity before it, will have significant implications for the EGS industry. It is

therefore essential that methodologies are developed that mitigate the seismic risk associated

with EGS and geothermal in general. The same can also be said for wastewater injection and

especially CCS, which, given its fledgeling nature, would also suffer heavily as an industry

from a large induced earthquake.

The primary mechanism thought to be responsible for induced seismicity in these injection-

based industries is an increase of pore pressure associated with injection (e.g., Ellsworth

(2013)). Other mechanisms, such as poroelastic stressing (e.g., Chen et al. (2017)), temperature

effects (e.g., Rutqvist et al. (2016b)), and pore fluid pressure oscillations (e.g., Noël et al.

(2019b)) are also capable of inducing seismicity, however.

Rather counter-intuitively, earthquakes have also been induced in fluid production scenarios

where pore pressure has decreased Suckale (2009). These earthquakes generally occur outside

of the reservoir and are due to the poroelastic stressing associated with the production of fluid

Segall (1989). There are exceptions to this general rule, as earthquakes have also been induced

within the producing reservoir, despite the decrease in pore pressure. Examples include the

Groningen gas field Dost et al. (2012), the Eleveld gas field Begeleidingscommissie Onderzoek

Aardbevingen (1993), the Valhall and Ekofisk oil reservoirs Teufel et al. (1991); Rutledge et al.

(1994); Zoback and Zinke (2002), and the War-Wink gas field Zoback and Zinke (2002). These

earthquakes are a result of a high stress path in a normal faulting stress regime Teufel et al.

(1991); Segall and Fitzgerald (1998); Chan and Zoback (2002); Zoback and Zinke (2002). The

term stress path here corresponds to the ratio of change in horizontal total stress to the change

in pore pressure. As pore pressure decreases, horizontal total stress decreases as a result of

poroelasticity (the vertical total stress remains fairly constant in laterally extensive reservoirs).

In a normal faulting stress regime, the minimum principal stress is horizontal. As such, this

reduction of horizontal total stress results in an increase in differential stress. In the event
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that the horizontal total stress change is larger than 0.67 times the pore pressure changes,

optimally-oriented normal faults will be destabilized despite the decreasing pore pressure for

a standard coefficient of friction Chan and Zoback (2002).

An interesting implication of these high stress path production-induced earthquakes is that,

in these cases, pore pressure increases should increase stability. For this reason, high stress

path reservoirs may be attractive for injection operations. Therefore, this semi-analytical

investigation will concern fluid injection into high stress path reservoirs. Of course, in certain

cases such as geothermal reservoirs and CO2 sequestration, changes of temperature are also

significant and will be included here in a following section.

Conversely, in certain situations fault/fracture shear is unavoidable and some level of seis-

micity will be induced. Indeed, the mechanism by which stimulation occurs in many EGS

stimulations is essentially the same as that in induced earthquakes, shear failure. Recently

there has been an increased focus on soft stimulation (e.g., Hofmann et al. (2018)), whereby an

effort is made to encourage the shear failure required for reservoir stimulation and avoid the

shear failure associated with large magnitude induced seismicity. In this sense, a stimulation

technique which lends itself to the induction of small seismic events and not large ones would

represent a major step forward for the EGS industry.

In the Northwest Geysers EGS Demonstration Project, shear stimulation was performed via

the combined effects of temperature-induced total stress changes and pore pressure increases

Rutqvist et al. (2016b). Specifically, a large period of time (approximately one year) was taken

to allow for a significant temperature drop in the near-wellbore region whilst limiting the

pressure increase in the reservoir Rutqvist et al. (2016b). As mentioned in Rutqvist et al.

(2016b); Vilarrasa (2016) and further discussed in the following sections, the total stress

changes associated with fluid-injection induced temperature changes can be anisotropic. This

is especially true when injection occurs from a horizontal well and even more so when the

reservoir is laterally extensive. Due to this anisotropy, it is suggested here that it is possible to

design a stimulation treatment that begins with a long period of injection-induced temperature

change with the goal of reducing the differential stress in the reservoir, preconditioning

the stress. During this stress-preconditioning phase, as in the above-mentioned Northwest

Geysers EGS Demonstration Project, the pore pressure increase is limited such that shear

failure is avoided. Then, after this period of temperature change, a short period of high-rate

injection occurs with the goal of increasing the pore pressure. This second phase induces

shear failure on the optimally-oriented faults/fractures in the reservoir. Importantly, the shear

failure that occurs on faults/fractures when following this methodology occurs on shear planes

that are supporting less differential stress than they would have been had the reservoir been

stimulated without the first phase of temperature change.

The advantage of maintaining a low differential stress comes from the connection seen be-

tween differential stress and the Gutenberg-Richter b-value Amitrano (2003); Schorlemmer

et al. (2005); Narteau et al. (2009); Gulia and Wiemer (2010); Goebel et al. (2013); Spada et al.

60



3.3. Injection Into High Stress Path Reservoirs

(2013); El-Isa and Eaton (2014); Scholz (2015); Wu et al. (2018). This correlation is well ac-

cepted, albeit poorly constrained Gischig et al. (2014); El-Isa and Eaton (2014). In fact, the

dependence of b-value on state of stress has long been known Scholz (1968). Further evidence

of this relationship can be seen in induced seismicity data sets (e.g., Pearson (1981); Häring

et al. (2008); Goertz-Allmann et al. (2011); Layland-Bachmann et al. (2012); Goertz-Allmann

and Wiemer (2013); Kwiatek et al. (2014); Dohmen et al. (2017)). This connection implies

that, by maintaining a low differential stress, a high b-value will be seen during stimulation. A

high b-value results in more low magnitude seismic events and relatively few large magnitude

events that might pose a nuisance to the public, or even cause damage. In this way, EGS

reservoir stimulation can still be performed, inducing shear failure on pre-existing planes of

weakness, with a lower risk of inducing large events. In this work the potential of this strategy

will also be investigated.

This work will be divided into three parts. First, in Section 3.3.1, the possibility of using high

stress path reservoirs for isothermal fluid injection such that the risk of induced seismicity

is reduced will be evaluated. Next, in Section 3.3.2, a similar investigation will be carried out

except this time including the temperature effects that would be associated with injection into

a geothermal reservoir. Finally, in Section 3.4, the possibility of preconditioning the stress field

of a reservoir by first cooling it will be investigated with the goal of inducing shear failure at a

relatively low differential stress, such that the risk of a large seismic event is reduced. These

investigations will be carried out using poroelastic and thermoelastic solutions for laterally

extensive reservoirs. In Section 3.4, the general relationship between differential stress and

Gutenberg-Richter b-value will also be incorporated.

3.3 Injection Into High Stress Path Reservoirs

3.3.1 Isothermal Injection

As an initial evaluation of the seismic risk associated with injection into high stress path

reservoirs, a semi-analytical approach is taken for a normal faulting stress regime. An example

depth of 4000 m is taken, a reasonable depth for deep geothermal for example. At this depth,

using standard lithostatic and hydrostatic gradients, the vertical total stress, Sv , and pore

pressure, Pp , can be expected to be 92 MPa and 40 MPa respectively. Next, using a standard

coefficient of friction, µ, of 0.6 and the notion of critically stressed crust Brudy et al. (1997);

Townend and Zoback (2000); Zoback and Townend (2001); Zoback et al. (2002), the minimum

principal total stress (Shmi n in this case) can be calculated. This is done through the use of the

Coulomb failure condition (e.g., Zoback (2007)),

(
S1 −Pp

)(
S3 −Pp

) = (
Sv −Pp

)(
Shmi n −Pp

) = (√
µ2 +1+µ

)2

. (3.1)
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Here S1 and S3 designate the maximum and minimum principal total stresses, respectively

Note that it is assumed here that Terzaghi’s effective stress governs shear failure Mandl (2000).

Based on this equation, Shmi n can be found to be 56.7 MPa and the ratio of the effective

stresses is 3.12. This value represents a frictional stability limit; values higher than this predict

failure on optimally-oriented shear planes. Next, assuming an isotropic, porous, elastic

reservoir, that is thin relative to its lateral extensiveness, the change in horizontal total stress

due to a pore pressure change can be found using Segall and Fitzgerald (1998); Chan and

Zoback (2002); Zoback (2007),

∆Shmi n

∆Pp
=α1−2ν

1−ν = A, (3.2)

where α is the Biot coefficient and ν is Poisson’s ratio. A is the stress path. The vertical

total stress in this case can be assumed to remain unchanged during injection due to the

assumption that the reservoir is thin relative to its lateral extensiveness. This implies that the

horizontal strains are negligible and reults in zero vertical total stress change as described by

Segall and Fitzgerald (1998). Note that this is nearly always the case for sedimentary reservoirs

such as those which are commonly exploited in the oil and gas industry (e.g., Segall and

Fitzgerald (1998); Zoback (2007)) and which are likley to be targeted for large-scale injection

(e.g., Rutqvist (2012)). In the event that the Biot coefficient is large and Poisson’s ratio is small,

the stress path (i.e. the ratio between the change in Shmi n and pore pressure) will be large.

Examples of such reservoirs have previously been investigated in terms of production-induced

seismicity Teufel et al. (1991); Segall and Fitzgerald (1998); Chan and Zoback (2002); Zoback

and Zinke (2002); Dempsey and Suckale (2017). In production scenarios with a coefficient

of friction of 0.6, normal faulting is expected for stress paths above 0.67 Chan and Zoback

(2002). In this example, the Biot coefficient will be assumed to be one and Poisson’s ratio will

be taken as 0.15. This yields a stress path of 0.82 and would correspond to a high stress path

reservoir similar to such reservoirs as Alwyn, Valhall Flank, and Eldfisk amongst others Chan

and Zoback (2002).

In this case, as the crust is assumed to be critically stressed, one might expect fluid injection to

immediately lead to induced seismicity. However, with such a large stress path, the reservoir

will actually stabilize as pore pressure increases. To illustrate this, a reservoir pressure increase

of 10 MPa will be assumed. Based on Equation 3.2, this yields an increase of Shmi n of 8.2 MPa.

Then, the Coulomb failure criteria can be re-evaluated. Using Equation 3.1, the ratio between

the effective stresses, which was initially 3.12, has now decreased to 2.81. This stabilization

is illustrated in Figure 3.1a. In Figure 3.1b, this result is compared to the case that Poisson’s

ratio is 0.33 and the resulting stress path is only 0.51. In this case, the change to Shmi n is only

expected to be 5.1 MPa during the pore pressure increase. Using Equation 3.1, the resulting

effective stress ratio for this case is found to be 3.59, a destabilization.
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Figure 3.1 – The result of isothermal fluid injection in a critically stressed crust in a normal
faulting stress regime when (a) the stress path is high (0.82), resulting in stabilization despite
the increasing pore pressure, and when (b) the stress path is low (0.51), resulting in destabi-
lization. Note how in both cases the minimum principal effective stress, which is horizontal, is
reduced less than the maximum principal effective stress, which is vertical. This is due to the
horizontal total stress increases associated with poroelasticity.

It has been previously pointed out that isothermal injection in a normal faulting stress regime

can actually increase stability Vilarrasa (2016); Lavrov (2016); however, through the above

examples it is clear that this is only true for large stress path reservoirs or reservoirs containing

faults characterized by low coefficients of friction. This point will be further addressed in

Section 3.5.2. Of course, this approach does not consider the thermal effects that would be

associated with injection into a geothermal reservoir. However, these results do indicate the

potential important influence that a reservoir’s stress path may have on seismic risk.

3.3.2 Thermally-Coupled Solution

Equation 3.2 can be extended to thermo-elasticity using the solution provided by Cheng

(2016),

∆Shmi n = 1−2ν

1−ν
(
α∆Pp +αd∆T

)
, (3.3)

where αd is the drained thermoelastic effective stress coefficient and ∆T is the change in

temperature throughout the reservoir. As in Equation 3.2, the vertical total stress can be

assumed to remain unchanged due to temperature changes within in the reservoir based on

the assumption of a laterally extensive reservoir Segall and Fitzgerald (1998); Cheng (2016).

A reasonable value for αd in a sandstone can be calculated using a volumetric expansion

coefficient, βd , of 4e−5 1
0C Fjær et al. (2008) and a drained Bulk Modulus of 6.6e9 Pa Hart

and Wang (1995), resulting in a drained thermoelastic effective stress coefficient of 0.26 MPa
0C .

Assuming, as before, a Biot coefficient of one and a Poisson’s ratio of 0.15, the change in Shmi n

is calculated for a pore pressure increase of 10 MPa and a temperature drop of 5 0C . It is
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Figure 3.2 – The result of cold fluid injection in a critically-stressed crust in a normal faulting
stress regime with a high stress path (0.82). The decrease in temperature (5 0C decrease)
results in a larger differential stress and a stress state which is closer to failure than in the
isothermal case, Figure 3.1a. Larger temperature drops would result in predicted failure on
optimally-oriented shear planes in the reservoir.

assumed that the temperature drop is uniform throughout the reservoir. This would be a

first-order approximation because in reality temperature would be lowest near the injection

well and increase away from it. Based on these assumptions, Shmi n increases by 7.15 MPa,

with poroelastic total stress changes accounting for an 8.22 MPa increase in Shmi n and

thermoelastic total stress changes accounting for a 1.07 MPa decrease in Shmi n . For this very

modest temperature decrease the effective stress ratio is 3.04, stabilized compared to the initial

conditions but less stable compared to the isothermal case. For more significant temperature

changes optimally-oriented faults could be brought to failure, implying that even high stress

path reservoirs can not be completely protected from shear failure if significant cooling occurs

during injection. In order to promote stability in a normal faulting stress regime, the change

to Shmi n found via Equation 3.3 still has to result in a large enough stress path, as defined by

Equation 3.2 for the isothermal case.

3.4 Preconditioned Shear Stimulation

Here, the learnings from Section 3.3 will be used to suggest that the stress field in a reservoir

in a reverse faulting stress regime can be preconditioned before stimulation using induced

temperature changes. This is predicted to result in a lower differential stress, which is expected

to reduce the risk of large induced seismic events when stimulation does finally occur. The

manner in which this preconditioning methodology occurs is qualitatively outlined in Fig-

ure 3.3. Initially, it is assumed that the reservoir is critically stressed and small increases in pore

pressure would be enough to stimulate the reservoir, as has seen to be the case for many EGS

reservoirs which were stimulated in shear Evans et al. (2012); Rutqvist et al. (2016b). Then, as

in Rutqvist et al. (2016b), the reservoir is slowly cooled over an extended period of time while

pore pressure increase is limited. This results in a less critically-stressed state and a smaller

differential stress. Finally the reservoir is stimulated with a rapid increase in pore pressure

which results in shear failure and only a slight increase in differential stress. By following this
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Initial state

Cooled “preconditioned” state

Final shearing state

E!ective normal stress

Shear stress τ=µσ

Figure 3.3 – A qualitative schematic of the stress preconditioning process for a reverse faulting
stress regime. The changes in total stress are exaggerated for clarity. Initially (red), the reservoir
is critically stressed with a relatively large differential stress. The reservoir is preconditioned
(blue) using low temperature injection over a long period of time. This reduces the horizontal
total stress resulting in a lower differential stress. The pore pressure increase is limited such
that this phase does not induce shear failure. Finally (green), shear failure is induced by rapid
fluid injection. The differential stress is slightly increased during this phase due to poroelastic
effects. Overall, however, the differential stress at failure using this methodology is less than
the differential stress in the initial state.

methodology, therefore, the reservoir is stimulated at a reduced differential stress.

3.4.1 Gutenberg-Richter b-Value

Seismicity tends to follow a power law relationship known as the Gutenberg-Richter Law

Gutenberg and Richter (1944),

logN = a −bMw , (3.4)

where N represents the cumulative number of earthquakes, a is the activity, Mw is the moment

magnitude of a given event, and the b-value gives an indication of how many large events

there are relative to small events. Higher b-values indicate proportionally more small events

and low b-values indicate proportionally more large events. The b-value has been seen to be

inversely correlated to the differential stress Amitrano (2003); Schorlemmer et al. (2005); Spada

et al. (2013); Scholz (2015), although accurately determining the exact correlation is difficult

Gischig et al. (2014). Here, a linear relationship between b-value and differential stress will be

used, as in Layland-Bachmann et al. (2012) in their simulation of the induced seismicity at the
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EGS in Basel, Switzerland, such that,

db

dσD
=−0.021

1

MPa
. (3.5)

Here, σD represents the differential stress in MPa. The initial state of the reservoir will be

assumed to correspond to a b-value of 1. In order to crudely predict the number of large mag-

nitude events that each case is expected to produce, Equation 3.4 will be used in combination

with a fixed activity (the same for all cases) and each case’s b-value. The activity will be based

on an assumed 10,000 events above a magnitude of completeness, Mw = 0.

3.4.2 Example Reverse Faulting Scenario

To illustrate how the preconditioning would work, an example case is presented. The reservoir

is assumed to be in a reverse faulting stress regime at 4000 m depth. The reservoir is initially

critically stressed, with a differential stress of 108 MPa and an effective stress ratio of 3.12,

Figure 3.4. This differential stress is reasonable for a compressive regime at this depth (e.g.,

Zoback and Harjes (1997)). Reasonable values for Poisson’s ratio (0.2), grain bulk modulus (36

GPa), and the drained bulk modulus (10 GPa) are chosen, resulting in a Biot coefficient of

0.72 and an isothermal stress path of 0.54. The thermal volumetric expansion coefficient is

taken as 4e−5 1
0C . The coefficient of friction is taken as 0.6.

During the preconditioning phase, the reservoir undergoes a temperature decrease of 30
0C and a pressure increase of 2 MPa, reasonable for one year of injection based on the

temperature and pressure changes modelled for the Northwest Geysers EGS Demonstration

Project by Rutqvist et al. (2016b). This results in a differential stress of 100 MPa and an

effective stress ratio of 3.04 (Figure 3.4). The reduced effective stress ratio means that the

reservoir is less critically stressed than it was initially and shear failure is not predicted to have

occurred.

Next, the reservoir is stimulated by increasing pore pressure up to the point of shear failure

(corresponding to an effective stress ratio of 3.12). To accomplish this the pressure is increased

by approximately 1.4 MPa. Temperature is assumed to remain constant during this phase

due to the relatively short time scale of stimulation. The increase in pressure results in an

increase in horizontal total stress of 0.75 MPa, meaning the differential stress at shear failure

is approximately 101 MPa, Figure 3.4.

Due to the relationship between b-value and differential stress, Equation 3.5, the different

phases of this methodology correspond to different expected b-values. The initial state of

differential stress is assumed to correspond to a b-value of 1. The subsequent cooling reduces

the differential stress and therefore increases the expected b-value by 0.17. Then, the slight

change of SHmax during the stimulation phase results in a modest decrease of the predicted
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Figure 3.4 – The effective stress ratio (purple) and the differential stress (orange) at the three
stages of the proposed methodology for a reverse faulting stress regime. The effective stress
ratio which corresponds to shear failure (3.12) is designated by a dotted purple line. Initially,
the reservoir is near shear failure due to the assumed critically-stressed nature of the reservoir.
Due to the temperature-induced stress preconditioning, the differential stress is reduced
because the horizontal total stress is reduced while the total vertical total stress remains
constant. Next, the pressure is rapidly increased to induce shear failure. The differential stress
increases only slightly during this time due to poroelastic effects. The result of the entire
process is that shear failure is induced at a lower differential stress than was originally present.

b-value by 0.02. Ultimately, the entire process has resulted in an expected b-value which is

0.15 higher than the expected b-value would have been, had the preconditioning not been

employed and the reservoir been stimulated in its initial state, Figure 3.5.

Based on the change in b-value and a fixed activity, the expected number of events larger than

Mw 3 can be calculated. This is done by solving Equation 3.4 for N , similar to approaches by

other authors (e.g., Wiemer (2000)). Had the reservoir been stimulated in its initial state, 10

events larger than Mw 3 would have been expected. Using the preconditioning methodology,

however, only 3.5 events larger than this magnitude are expected. In this way, the precondi-

tioning has reduced the chance of a large magnitude event while still allowing for the reservoir

to be stimulated. Note that the assumption of a fixed activity is discussed in Section 3.5.

3.5 Discussion

3.5.1 Limitations and assumptions of approach

The poro- and thermo-elastic solutions used here assume no lateral strain, or lateral extensive-

ness of the reservoir. A laterally extensive reservoir is one with a limited height, presumably

bound by an impermeable layer both above and below it. The setup is common for sedimen-

tary reservoirs and can be frequently seen, for example, in many petroleum systems. It was also

representative of the situation in the Northwest Geysers EGS Demonstration Project Rutqvist

et al. (2016b). This reservoir was stimulated in shear, making it a relevant example of the type

of reservoir that might be targeted for the shear stimulation preconditioning presented in
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Figure 3.5 – The assumed linear relationship between differential stress and b-value (black).
The three phases present in the example are plotted as points along the model line. Note
the increase in predicted b-value occurring as a result of the decreased differential stress
associated with cooling.

Section 3.4. The applicability of this assumption to other reservoirs stimulated in shear, such

as a reservoir comprised of crystalline rock as is common in the EGS industry, is probably less

valid. Additionally, these types of reservoirs frequently have their porosity and permeability

dominated by permeable fault/fracture zones. Indeed, these types of rocks may otherwise

exhibit little matrix porosity/permeability. Indeed, these types of reservoirs may otherwise

exhibit little matrix porosity/permeability. In these cases, the effects of preconditioning would

need to be evaluated using more rigorous numerical techniques (e.g., Jeanne et al. (2017)). It

should be noted that, even if the assumption of lateral extensiveness does not hold for a given

reservoir, the poro/thermo-elastic total stress changes associated with production/injection

from a well are still anisotropic (e.g., Jeanne et al. (2017)), so this methodology would not

necessarily be ineffective in either the presented - or an adapted - form.

Further, the models used here assume uniform pressure and temperature changes occurring

throughout the reservoir. This is generally not the case over short time periods in low perme-

ability reservoirs saturated by liquids. It is especially not the case for temperature changes,

which have a tendancy to be focused near the wellbore (e.g., Rutqvist et al. (2016b)). For

this reason, it is possible that the temperature-induced total stress changes responsible for

the stress preconditioning in Section 3.4 would be focused near the wellbore and only have

limited influence on the far-field induced seismicity where large magnitude events frequently

occur Layland-Bachmann et al. (2012). It should be noted that this is thought to be due to

the shearing of non-optimal planes near the wellbore resulting in high b-values in this area; a

result of the high pore pressure near the wellbore Goertz-Allmann and Wiemer (2013). That

said, the cooling zone, with approximately 30 0C of cooling or more, shown by Rutqvist et al.

(2016b) for a period of 270 days, already had a diameter of a few hundred meters, not so

dissimilar in size to the seismic cloud which occurred at Basel, for example Häring et al. (2008).

Certainly, it is important that the preconditioning phase lasts long enough to affect a large

area around the wellbore, ideally affecting the entire volume that is to be stimulated.

It was assumed in this analysis that pore pressure changes were contained within the reservoir.
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In terms of injection-induced seismicity, this is a large simplification as seismicity is commonly

seen below the injection horizon and is frequently attributed to pore pressure increases (e.g.,

Ellsworth (2013)). In this sense, injection into high stress path reservoirs has only been shown

here to stabilize locations within the reservoir. For this reason, no claim can be made here as

to the effect of the reservoir’s stress path on seismicity occurring outside of the reservoir, such

as is commonly the case in wastewater disposal induced seismicity in the United States.

The methodology used to predict the change in the number of large magnitude events in

Section 3.4 is crude, although similar methodologies for predicting the number of large events

have been employed previously (e.g., Wiemer (2000)). One major difference between this

example scenario and most other field analyses is that the activity, a, is assumed to remain

constant between the two cases here and is not based on monitoring data. The activity

remaining constant implies that the same number of total events occur in each instance. It

is unclear if this would really be the case with two different differential stresses even if the

reservoir were to otherwise be the same. However, it is likely that the reduced differential stress

would still lead to less large magnitude seismicity. Indeed, it has been shown that earthquakes

tend to grow larger in high-stress environments Schorlemmer et al. (2005); Narteau et al.

(2009); Gulia and Wiemer (2010).

The dependence of b-value on differential stress used here represents a moderate value for the

induced seismicity in Basel Layland-Bachmann et al. (2012); Gischig et al. (2014), indicating

that the strength of the dependency used here is not unreasonable. However, it is possible

that the b-value has either a stronger or weaker dependence in many other cases. A weaker

dependence would represent a less efficient preconditioning treatment and would therefore

not reduce the risk of a large earthquake as much as in the example given here.

3.5.2 Avoiding seismicity within the reservoir

The isothermal results from Section 3.3.1 have implications for injection scenarios where the

temperature of the in-situ fluid and injected fluid do not greatly differ. In fact, the results

predict stabilization during injection in high stress path reservoirs in normal faulting stress

regimes due to the reduction of shear stress on the fault associated with the increase in the

horizontal total stress which brings the reservoir to a more isotropic stress state. More precisely,

isothermal injection will lead to stability in normal faulting stress regimes if

A ≥ Sv −Shmi n

Sv −Pp
(3.6)

is satisfied. This particular result has implications for isothermal injection in scenarios such

as certain instances of waste water injection, waterflooding, and potentially certain instances

of CO2 geosequestration. One implication of Equation 3.6 is that, in injection scenarios,
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less critically-stressed reservoirs stabilize even with relatively low stress paths, potentially

indicating that injection can be safely performed in reservoirs with low stress paths as long

as the reservoirs are not critically-stressed initially. It is generally assumed, however, that

the crust is critically stressed Brudy et al. (1997); Townend and Zoback (2000); Zoback and

Townend (2001); Zoback et al. (2002). Although this has also been seen to be the case in most

EGS’s in crystalline rock and even many reservoirs in sedimentary rock, for example (e.g.,

Evans et al. (2012); Zoback (2007)), there has also been evidence of some reservoirs which are

less critically stressed, requiring Coulomb stress changes, a measure of the criticallity of a fault

(e.g., Stein (1999)), of up to 5 MPa, or more, before responding seismically (e.g., Evans et al.

(2012); Dempsey and Suckale (2017); Riffault et al. (2018)).

Conversely, if Equation 3.6 is satisfied for a fluid-producing reservoir in a normal faulting

stress regime, the effective stress ratio can be expected to increase, leading to a less stable

stress state (unless the two terms are exactly equal). In the case that the crust can be assumed

to be critically stressed, Equation 3.6 can be simplified to yield,

A ≥ 1− 1(√
µ2 +1+µ

)2 . (3.7)

One implication of Equation 3.7 is that injection into reservoirs containing faults characterized

by low coefficients of friction in normal faulting stress regimes is more likely to result in fault

stabilization than the case where the faults have high coefficients of friction, Figure 3.6.

In production scenarios, if Equation 3.7 is satisfied, not only will production result in a higher

effective stress ratio, the destabilization of optimally-oriented faults within the reservoir can be

expected, with an onset delay depending on how critically-stressed the reservoir was initially.

Note that in the case that the coefficient of friction is equal to 0.6, Equation 3.7 is satisfied for

values of A larger than 0.68 which is in agreement with the results of Chan and Zoback (2002).

In a similar fashion to injection scenarios, Equation 3.7 suggests that production-induced

seismicity is more likely to be induced within the reservoir in normal faulting stress regimes

when the coefficients of friction that characterize the faults in the reservoir are low, Figure 3.6.

The derivation of Equations 3.6 and 3.7 can be found in Appendix A.1.

Notably, even if the reservoir is being stabilized during injection due to poroelastic stress

changes, this is not necessarily the case outside of the reservoir, and, in certain instances, the

stability of bounding layers can be of great importance. For example, in CO2 sequestration,

the thermal and poroelastic total stress changes that are occurring in the caprock are also

of significance as they may have implications for the stability of the caprock Vilarrasa et al.

(2014); Vilarrasa (2016). Indeed, in the same way that total stress changes associated with fluid

production can induce seismicity above, below, and on the flanks of a producing reservoir

Segall (1989), so too can the total stress changes associated with fluid injection. The difference
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Figure 3.6 – The parameter space, extended from Chan and Zoback, 2002 for various coeffi-
cients of friction, in which isothermal injection would promote stability in a critically-stressed,
laterally-extensive reservoir in a normal faulting stress regime. Stability is promoted for a given
combination of Poisson’s ratio and Biot coefficient when the resulting stress path is above
the dotted line corresponding to the coefficient of friction which characterizes the faults in
the reservoir. This implies that reservoirs with low Poisson’s ratios and high Biot coefficients
are more likely to remain stable during injection in normal faulting stress regimes. Further,
low coefficients of friction are also preferable in terms of promoting stability during injection;
however, in production scenarios it should be noted that the opposite is true, such that faults
with low coefficients of friction are more readily destabilized by a decreasing pore pressure in
normal faulting regimes.

being that fluid injection would induce horizontal tension above and below the reservoir and

compression in the flanks, opposite to the changes caused by production. For this reason,

it can be expected that isothermal poroelastic stressing due to fluid injection is capable of

inducing normal faulting above and below the reservoir and reverse faulting on the flanks,

even with limited or no pore pressure increases in these locations. Whether or not isothermal

poroelastic stressing is capable of inducing strike-slip faulting outside of the reservoir is less

clear; however, it is likely that this is indeed the case Lavrov (2016). Away from the injecting

well, total stress changes are anisotropic, being larger in the radial direction Rudnicki (1986).

For this reason, it is possible that strike-slip faulting can be induced on the flanks of the

reservoir primarily in the direction of SHmax and above and below the reservoir primarily

in the direction of Shmi n . Further study is necessary to confirm this, however. In the case

that the injection procedure can not be considered isothermal, these general trends will

still hold unless the total stress changes induced by temperature effects are negative (i.e.,

correspond to reservoir cooling) and larger in magnitude than the poroelastic total stress

changes. Additionally, it is also possible for hydraulic conduits such as permeable faults and

fractures to lead to pore pressure increases in the layers above and below the reservoir. This

can lead to induced seismicity in the geologic basement, such as has been seen to be the case

in the United States due to wastewater injection Zhang et al. (2013). Due to the possibility of

inducing earthquakes outside of the reservoir, it is preferable to inject into reservoirs bounded

by impermeable aseismic shales.

It is likely that, in most of the relevant types of operations, the injected fluid will either be the
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Table 3.1 – Preferable operating conditions of high stress path, laterally-extensive geothermal
reservoirs in normal and reverse faulting stress regimes in terms of fault stability within the
reservoir.

Stress regime Operating temperature Operating pressure

Normal Close to in-situ Above in-situ
Reverse Below in-situ Below in-situ

same temperature or cooler than the in-situ fluid. This may lead to the cooling of the reservoir

over time. This cooling will result in a reduction of the horizontal total stresses in the reservoir,

which has implications for the stability of faults within the reservoir. Based on these results, it

can be concluded that, in terms of avoiding induced seismicity in a circulating geothermal

doublet system for laterally-extensive reservoirs with high stress paths, it is preferable to:

• Operate high stress path reservoirs in normal faulting stress regime environments at

pressures above the in-situ pressure

• Minimize temperature decrease in reservoirs in normal faulting stress regime environ-

ments

• Operate reservoirs in reverse faulting stress regime environments at a pressure below

the in-situ pressure, or as low a pressure as reasonably possible

• Operate reservoirs in reverse faulting stress regime environments at a temperature below

the in-situ temperature

These preferable operating conditions are summarized in Table 3.1. Note that these preferable

operating conditions are only in terms of induced seismicity within the reservoir. It is likely

that other considerations, such as the possible rate of heat extraction, do not align with these

recommendations.

The reason it is preferable to operate high stress path reservoirs in a normal faulting stress

regime at pressures above the in-situ pressure is that the total stress changes incurred by

injection are compressive and act to stabilize normal faults in the reservoir by increasing the

minimum principal total stress, which is horizontal. This makes high stress path reservoirs in

normal faulting stress regimes attractive because the possibility of elevated injection pressures

allows for more pressure support and ultimately higher circulation rates. It is preferable to

minimize temperature reduction in high stress path reservoirs in a normal faulting stress

regime because temperature decrease reduces the minimum principal total stress, resulting in

a destabilization of normal faults in the reservoir.

The reason it is preferable to operate reservoirs in a reverse faulting stress regime at pressures

below the in-situ pressure is that, not only would a high pore pressure reduce the effective
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principal stresses, but the total stress changes that would be incurred by a pore pressure

increase would result in a higher horizontal total stress, further destabilizing faults in the

reservoir. It is preferable to allow temperature reduction in high stress path reservoirs in a

reverse faulting stress regime because temperature decrease reduces the maximum principal

total stress, resulting in a stabilization of reverse faults in the reservoir.

The simple example in Section 3.3.2 demonstrates the significant influence temperature

changes can have on the stability of faults and fractures, Figure 3.2.

3.5.3 Temperature-induced stress preconditioning

The temperature-induced stress preconditioning presented in Section 3.4 is based on the

connection seen between b-value and differential stress Amitrano (2003); Schorlemmer et al.

(2005); Narteau et al. (2009); Gulia and Wiemer (2010); Goebel et al. (2013); Spada et al. (2013);

El-Isa and Eaton (2014); Scholz (2015); Wu et al. (2018). By reducing the differential stress

in the reservoir, this methodology raises the expected b-value of any induced seismicity,

thereby reducing the risk of a large seismic event. Indeed, seismic events are predicted to

have a smaller chance of growing to larger sizes when the medium exhibits a low differential

stress level Goebel et al. (2013); Norbeck and Horne (2018). In fact, a lower normal stress,

which is another result of this approach, increases the critical nucleation length required

for seismic instability (e.g., Scholz (1998)), implying that the approach described here may

also promote stable slip. Additionally, a lower normal stress results in larger dilatency during

shear motion and therefore a larger increase in permeability Cornet (2019). Further, the

connection seen between b-value and differential stress implies that less critically-stressed

reservoirs and reservoirs with shear planes characterized by lower coefficients of friction are

more likely to exhibit high b-values and a lower risk of large seismic events when stimulated

in shear. Rather counter-intuitively, it may be the case that less critically-stressed reservoirs

are attractive targets for shear stimulation for this reason. It should also be expected that

reservoirs stimulated in shear in reverse faulting stress regimes would exhibit lower b-values

than those in strike-slip faulting stress regimes, which in turn would exhibit lower b-values

than those in normal faulting stress regimes. This is supported by field data collected from

natural earthquakes Schorlemmer et al. (2005); Gulia and Wiemer (2010); El-Isa and Eaton

(2014); Wu et al. (2018) and suggests that shear stimulations performed in normal faulting

stress regimes may generally have a lower risk of inducing a large earthquake than those in

reverse or strike-slip faulting stress regimes.

Reservoir engineering operations have previously been shown to be capable of intentionally

preconditioning the stress field, altering the differential stress, and ultimatley resulting in

a change in the frequency-magnitude distribtion of seismic events induced at a later stage

Dohmen et al. (2017); Eaton (2018). Temperature changes in a reservoir have also previously

been shown to be capable of changing the differential stress Vilarrasa (2016); Zimmerman

(2017); Voake et al. (2017). Further, the ability of temperature changes to influence frequency-
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magnitude distributions fit with the observation of Kwiatek et al. (2015), in a predominantly

normal faulting setting, that the larger seismic events tended to occur close to the injection

wells, an area which would have experienced the largest temperature changes. In a normal

faulting stress regime, cooling is expected to increase the differential stress by reducing Shmi n .

The large events occurring near the well then fit with the model based on the relationship

between differential stress and b-value.

In fact, in many ways the approach outlined here shares many similarities with the reservoir

engineering operation of Microseismic Depletion Delineation (MDD) as described by Dohmen

et al. (2013, 2014); Norbeck and Horne (2015); Dohmen et al. (2017); Eaton (2018). These

similarities are especially evident when viewed graphically as in Figure 3.3. In MDD, the

stress field is also preconditioned, but through production. As in the strategy proposed here,

this production also results in a decreased horizontal total stress; however, MDD is typically

applied to normal faulting stress regimes, so this total stress decrease results in an increase in

differential stress. After production, fluid is injected, quickly raising the pore pressure within

fractures and other potential shear planes. The pore pressure in the matrix remains fairly

constant during this injection due to the short time scale of the injection; this means that

the decreases in the horizontal total stress largely remain during this injection. Due to the

elevated pore pressure, optimally-oriented shear planes slip. Regions that have experienced

the total stress changes due to production tend to exhibit lower b-values due to an elevated

differential stress. The strategy proposed here is quite similar, except temperature changes,

and not production, are proposed to reduce the horizontal total stress, and, because the

strategy proposed here is for reverse and not normal faulting stress regimes, the b-value is

expected to increase due to the preconditioning.

The temperature-induced stress preconditioning presented in Section 3.4 is also similar in

terms of procedure to that of the Northwest Geysers EGS Demonstration Project. There, as

here, a large period of time, approximately one year, was taken to slowly cool the reservoir

while minimizing the pore pressure changes Rutqvist et al. (2016b). However, in the Northwest

Geysers EGS Demonstration Project these temperature changes, in combination with limited

pressure changes (≤ 2 MPa), were used to induce shear failure, with the temperature changes

responsible for significant changes in total stress. In the methodology presented here, the

temperature changes result in a lower differential stress which results in a stabilization of

optimally-oriented shear planes in the reservoir. After this initial stabilization phase, shear

failure is then induced on these optimally-oriented planes by rapidly increasing the pore

pressure, resulting in shear failure at a relatively low differential stress. The time scale of the

pore pressure increase in the reservoir for this second phase is much shorter than that needed

to induce the temperature changes during the first phase. The reason the predicted results

for this methodology were not seen for the Northwest Geysers EGS Demonstration Project is

that this project was not in a reverse faulting stress regime, the stress regime for which this

particular variation of temperature-induced stress preconditioning is suggested.

Regarding other stress regimes, the same methodology would be expected to work in a normal
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faulting stress regime using an initial period of warming instead of cooling. This would result

in an increase of Shmi n and therefore a decrease in the differential stress, allowing for induced

shear failure at a relatively low differential stress. Obviously this is likely to be more difficult

to implement in geothermal reservoirs which exhibit high in-situ temperatures. Normal and

reverse faulting stress regimes lend themselves to this kind of preconditioning due to the

limited changes to the vertical total stress which occur during fluid injection/production. As

the vertical stress is the maximum principal stress in a normal faulting stress regime and the

minimum principal stress in a reverse faulting stress regime, this means that pressure and tem-

perature changes in these stress regimes only affect one of either the maximum or minimum

principal total stresses, resulting in a change in the differential stress. Strike-slip faulting stress

regimes are slightly more difficult, because both the maximum and minimum principal total

stresses are affected by pressure and temperature changes, limiting the change in differential

stress (e.g., Eaton (2018)). However, in the case of a horizontal well, induced total stresses due

to pore pressure and temperature changes are anisotropic with the largest total stress changes

occurring in the direction of the wellbore Vilarrasa (2016). Based on this anisotropy and the

principals outlined above, it may also be possible to design similar earthquake-risk reducing

procedures for strike-slip faulting stress regimes by drilling horizontal wells parallel to Shmi n

and using an initial period of heating. Note that temperature-induced preconditioning in

a strike-slip stress regime would also be possible with cooling if the well is drilled parallel

to SHmax and the reservoir is not critically stressed initially. In fact, in this case the cooling

preconditioning phase will lead to shear stimulation at a certain point, similar to what was

seen in the Northwest Geysers EGS Demonstration Project Rutqvist et al. (2016b). In this way,

the reservoir can be stimulated while reducing the differential stress, Figure 3.7a. This also

implies that drilling the well in the opposite direction would result in an increased differential

stress during stimulation with cool fluids, Figure 3.7b. Unfortunately, shear stimulations in

EGS reservoirs frequently either propagate in the direction of SHmax (e.g., Häring et al. (2008))

or in the direction of strike of optimally-oriented shear planes (e.g., Evans et al. (2005b)),

meaning that drilling a horizontal well parallel to SHmax is at best suboptimal. If the well

is therefore drilled parallel to Shmi n in a strike-slip faulting stress regime, cooling should be

minimized.

All versions of this methodology require the reservoir to be initially at least somewhat per-

meable. Any reservoir that requires shear stimulation in order to be sufficiently productive

is unlikely to be highly permeable. Due to critically-stressed shear planes in the subsurface,

such as the ones frequently targeted for EGS stimulation, the bulk permeability in the upper

crust is thought to generally have permeabilities on the order of at least 10−17 m2 (approx-

imtely 0.01 mD) Zoback and Townend (2001). In the EGS industry, this has been supported

by pre-production tests, which have shown similar, and also significantly larger, effective

permeabilities Evans et al. (2005a); Ladner and Häring (2009). For example, taking the pre-

stimulation transmissivity at Soult-sous-Forêts of 0.7 L
sec·MPa Evans et al. (2005a), for a 2 MPa

perturbation in pore pressure it should be possible to inject over 44 million kilograms of water

in one year. The total represents about 4-5% of what was injected at the Northwestern Geysers
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Initial state

Cooled stimulated state

E�ective normal stress

Shear stress τ=µσ

Initial state

Cooled stimulated state

E�ective normal stress

Shear stress τ=µσ

a) b)

Figure 3.7 – A qualitative schematic of the cooling-induced stimulation for a strike-slip faulting
stress regime from a horizontal well. The changes in stress are exaggerated for clarity. Initially
(red), the reservoir is not critically stressed. The reservoir is cooled until failure (blue). Cooling
induces a larger total stress change in the direction of the well. a) When the well is drilled
parallel to SHmax , the differential stress is reduced because SHmax is reduced more than Shmi n .
b) When the well is drilled parallel to Shmi n , the differential stress is increased because Shmi n

is reduced more than SHmax . In both cases, shear failure still occurs due to the decreasing of
both stresses. The b-value of the induced seismicity in case (a) is expected to be higher than
the b-value of the induced seismicity in case (b) due to the differences in differential stress
resulting from the cooling from different orientation wells. It is likely that more cooling needs
to be induced before shear failure occurs in case (a) than in case (b).

EGS Demonstration Project over the course of one year where large (> 400C ) changes occurred

many hundreds of meters away from the well Rutqvist et al. (2016b)). It is therefore likely that

this strategy is readily applicable in locations with permeability similar to that seen at the

Northwestern Geysers EGS Demonstration (on the order of 10−14 m2 Rutqvist et al. (2016b)),

but it is unclear if this strategy would be applicable in cases where the permeability is closer

to that of Soultz-sous-Forêts (on the order of 10−16 m2 Evans et al. (2005a)). Indeed, it is

possible that low permeabilities will represent a serious challenge for the implementation

of this methodology in many cases, and this is one of the major reasons that such long pre-

stimulation times are thought to be necessary to precondition the stress in the reservoir. This

methodology may not be practically viable in cases of extremely low permeability.

This methodology may not, in itself, be sufficient to adequately reduce the risk of large induced

seismic events during EGS stimulation. It does open the door for further research into other

forms of stress preconditioning, however. Methodologies which precondition the stress field

without inducing large temperature changes would be especially interesting for the geothermal

industry, for example. It may be possible to use the methodology outlined here in combination

with "soft stimulation" approaches to design shear stimulation treatments with acceptably low

risks of large seismic events. Alternatively, the use of multi-stage or multi-well stimulation may

allow for more efficient temperature preconditioning, something that might also be attainable

by beginning the preconditioning phase with a short period of high pressure injection to

stimulate the near wellbore region. Certain variations of this methodology might, upon further
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development, even have applications for shallow natural seismicity on known faults.

3.6 Conclusion

It has been suggested here that high stress path reservoirs in normal faulting stress regimes

become more stable during pore pressure increases and therefore are attractive targets for fluid

injection. However, these reservoirs too can be destabilized if significant cooling takes place

during injection. Further, a new methodology has been proposed to stimulate reverse faulting

reservoirs in shear with a reduced risk of an induced large magnitude event. The premise

behind the methodology is the connection seen between differential stress and Gutenberg-

Richter b-value, which implies that less large magnitude events will occur if the differential

stress is low. As shown in previous field examples, cooling has a significant influence specifi-

cally on the horizontal total stresses, and significant cooling can be induced with limited pore

pressure increase. Therefore, it is possible to precondition the stress field before stimulation

by cooling the reservoir. After this initial phase of preconditioning, the reservoir can be stimu-

lated in shear by increasing the pore pressure. The result is a reservoir stimulated in shear at

a relatively low differential stress, implying that less large magnitude events will be induced.

The proposed preconditioning methodology is suitable for laboratory- and meso-scale testing

and is also applicable to normal and strike-slip faulting stress regimes with adaptations.
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4.1 Chapter Summary

In this work, it is suggested numerically that it is possible to direct shear stimulation treat-

ments in critically-stressed reservoirs. This would aid in the creation of Enhanced Geothermal

Systems by promoting hydraulic connectivity in doublet-well systems. In this case, the stimula-

tion treatment is directed using only the poroelastic stress changes associated with a previous

stimulation treatment to precondition the stress field. This methodology is shown for reverse,

strike-slip, and normal faulting stress regimes.
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4.2 Introduction

Low permeability and inter-well connectivity are common problems preventing Enhanced

Geothermal Systems (EGS) from reaching their potential (Tester et al., 2006; Ziagos et al.,

2013). Indeed, it has previously been pointed out that the optimal distribution of permeable

pathways is critical for the successful development of sufficient productivity for commercial

EGS power generation (Robinson et al., 1971; Ziagos et al., 2013). For this reason, the ability to

guide reservoir stimulation treatments such that specific areas of the reservoir can be targeted

for stimulation would represent a significant development. A further advantage of this kind

of stimulation targeting would be the ability to avoid the reactivation of large faults; either

directly in the case that fault locations are known, or indirectly, in that only the most crucial

parts of a reservoir are stimulated, thus moderating the risk that the stimulation treatment

encounters large faults (e.g., Kim et al. (2018)). This should aid in the mitigation of induced

seismicity. In fact, it is thought that the development of alternate stimulation concepts is

integral to the mitigation of seismic risk from hydraulic stimulation (Häring et al., 2008) and

that the engineering of reservoir connectivity would represent a key development for EGS

(Rybach, 2010).

Directed reservoir stimulation techniques have been investigated before. For example, in

Soultz-sous-Forêts, Baria et al. (2004) showed the positive effect of the contemporaneous

stimulation of two wells in the context of an EGS project in crystalline rock. Their focus was

primarily on the effect that an elevated pore pressure would have on the stimulation of a

second well. However, the idea of altering the stress field in order to benefit a stimulation

treatment has also been suggested as long ago as 1977 when Shuck (1977) filed a patent

which involved injecting fluid to alter the plane of the maximum principal stress for use in

hydraulic fracturing. Bouteca et al. (1983) investigated, both numerically and experimentally,

the possibility of using fluid injection to alter the stress state such that a hydraulic fracturing

treatment would connect two wells. This idea has been expanded upon by, for example,

Warpinski and Branagan (1989), who were able to show stress changes of over 2 MPa due to the

opening of a hydraulic fracture in lenticular reservoirs with the intent of reorienting potential

hydraulic fractures such that they would intersect natural ones. Warpinski and Branagan (1989)

estimated that larger pre-stimulation treatments would be able to induce stress changes of

over 4 MPa, which, in this case, was a stress change large enough swap the directions of

the principal horizontal stresses. Warpinski and Branagan (1989) primarily considered their

results relevant for single-well systems. Certainly, the effect of stress shadowing due to fracture

opening has been widely discussed (e.g., Fisher et al. (2004); Vermylen and Zoback (2011)).

Other relevant works include the effects of poroelastic stress changes due to production on

refracturing (Elbel and Mack, 1993), the work by Minner et al. (2002), which showed that

injection and production can result in poroelastic stress changes that can dramatically alter

fracture geometry on infill wells, and Berchenko and Detournay (1997); Gao et al. (2019) who

used models to analyze the deviation of hydraulic fractures associated with poroelastic stress

changes resulting from production and injection.
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Although there have been numerous examples of EGS in sedimentary rocks (e.g., Evans et al.

(2012)), the focus here will be on EGS in crystalline rocks, which are deeper and therefore

tend to offer higher temperatures. Various configurations exist for EGS wells (e.g., Chen and

Jiang (2015)), but the standard EGS setup employs a doublet well configuration (e.g., Jupe et al.

(1992); Dorbath et al. (2009); Kim et al. (2018)) whereby fluid is circulated between an injection

and a production well, which can either be vertical or directional in nature. Crystalline rock

and high temperatures do pose new challenges for directional drilling, but improvements

are being made (Tester et al., 2006). Certainly, a number of EGS wells have been drilled

directionally (e.g., Tester et al. (2006); Kwiatek et al. (2008); Dorbath et al. (2009); Kwiatek

et al. (2014); Kim et al. (2018); Norbeck et al. (2018); Kwiatek et al. (2019)) and horizontally

drilling in hard, high temperature rock is possible (albeit potentially cost inhibitive) (Shiozawa

and McClure, 2014). In fact, recent publications are beginning to consider the multi-stage

stimulation of horizontal wells for EGS (e.g., Meier et al. (2015); Kumar and Ghassemi (2019)).

It has even been suggested that the multi-stage horizontal well stimulation employed in the

oil and gas industry should act as a model for the EGS industry (Ziagos et al., 2013).

Typically, for EGS in crystalline rock, the reservoirs are primarily thought to be stimulated

in shear (Evans et al., 2005a; Zang et al., 2014). Coulomb faulting theory is a typical way

to assess shear failure potential. From Coulomb faulting theory, it is clear that an increase

in pore pressure reduces the effective stress on a shear plane and brings the shear plane

closer to failure. Indeed, in many instances of shear stimulation in crystalline rock, it is

thought that the increase in pore pressure was the dominant contributor to the induced shear

(Pearson, 1981; Pine and Batchelor, 1984; Jupe et al., 1992; Deichmann and Giardini, 2009).

From Coulomb faulting theory it is clear that it is possible to stimulate EGS reservoirs with

injection pressures below the minimum principal stress. This is a fundamental difference

between EGS stimulation and hydraulic fracturing operations. However, changes in total stress

can also cause shear failure. For example, poroelastic stress changes have been shown to be

significant in induced seismicity, where they have at times played an important role in fluid

production (e.g., Segall (1989)), injection (e.g., Chen et al. (2017)), and hydraulic fracturing (e.g.,

Deng et al. (2016)) operation-induced seismicity. Poroelastic stressing differs from changes

in pore pressure in that it does not necessarily lead to isotropic changes in effective stress.

An increase or decrease in pore pressure will not directly lead to a change in the differential

stress; however, importantly, the resulting poroleastic changes to total stress can be, and

frequently are, anisotropic. This induced anisotropy allows poroelastic stress changes to have

a significant influence on a shear plane’s potential for failure, even when small in magnitude,

as these changes are capable of either increasing or decreasing differential stress.

In this work, the stimulation of an EGS doublet well system will be investigated. Specifically,

an investigation will be made into the possibility of guiding the stimulation from one well to

another, as previously discussed by Baria et al. (2004). Unlike in Baria et al. (2004), however,

this work will consider poroelastic stress changes, which have been shown to be relevant

in EGS stimulations (Jacquey et al., 2018), as well as address the three main stress regimes

in generic scenarios. This investigation will be carried out by first stimulating one of the
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doublet wells according to normal stimulation procedure. The stress changes associated

with this first stimulation treatment will then encourage stimulation in a certain direction,

allowing the stimulation treatment of the second well to be guided toward the stimulated

region surrounding the first well. In this way the stress field is "preconditioned" before the

stimulation of the second well. The advantage of this methodology is that it (1) helps ensure

connectivity between the two doublet wells and (2) reduces the stimulation of less useful

rock mass, which decreases the chance of accidentally inducing a large magnitude event on a

nearby fault. This investigation will be performed with a poroelastic reservoir simulator where

the permeability enhancement is based on the results of field studies. Even if, as mentioned

above, further technological advancement may be necessary to allow horizontal EGS wells to

be readily and cost-effectively drilled, here the investigation will concern the stimulation of

horizontal EGS doublet wells drilled in critically-stressed crystalline rock. This investigation

will also have implications for directionally-drilled wells; however, in these cases the results

would depend on the inclination of the wells.

4.3 Methodology

In order to model the pressure and stress changes resulting from either fluid production or

injection, a sequentially coupled 2-D plane strain poroelastic reservoir simulator is employed.

Although the model is 2-D plane strain, it will be appropriate for modelling 3-D stress changes

due to fluid production and injection activities from horizontal wells (Cheng, 1998). A bulk

approach will be employed, meaning that fractures will not be explicitly modelled. This

approach was taken because the fractured rock mass bulk behaviour is the focus and scale of

the paper.

4.3.1 Flow Model

The combination of the conservation of mass of a single phase and Darcy’s Law,

∂
(
φρ

)
∂t

−∇·
(

k

µ
ρ

(∇P −∇(
ρg z

)))= q, (4.1)

is used as the foundation of the flow model. Here φ is the porosity, ρ the fluid density, k the

permeability, µ the fluid’s dynamic viscosity, P the pore pressure, g the acceleration due to

gravity, z the depth, and q the mass source terms. A fully implicit finite difference in time,

finite volume in space framework (Aziz and Settari, 2002) is used to discretize the equation,

which is then solved for the primary variable of pressure.
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4.3.2 Mechanical Model

The mechanical model is based on the conservation of momentum,

∇·σ′ +∇ (αP ) =− f , (4.2)

whereσ
′

is the effective stress,α the Biot coefficient, and f represents the body forces. The sign

convention is such that tension and extension are negative. This equation is then combined

with the linear theory of poroelasticity (Biot, 1941; Rice and Cleary, 1976; Wang, 2000),

Si j −αPδi j = E

(1+ν)
εi j + Eν

(1+ν) (1−2ν)
εkkδi j , (4.3)

in a finite element framework such that the stresses and strains associated with fluid produc-

tion and injection can be solved for. Here, the total stress is represented by S, the Kronecker

delta by δi j , the drained Young’s Modulus by E , the drained Poisson’s ratio by ν, and the strain

by ε.

4.4 Problem Setup

The horizontal wells in this investigation will penetrate granitic basement rock, all at 4500

m depth, a similar depth to the EGS program of Soultz, France (Dorbath et al., 2009). The

granitic basement rock will be assumed to extend up to 2500 m depth, not unlike Basel EGS,

Switzerland (Ladner and Häring, 2009). The overburden, however, will not be modelled

and will be instead replaced with a constant applied stress based on a reasonable lithostatic

gradient. The model boundaries are chosen such that the wells are far enough away to limit

their effect on the simulations. As shown in Figure 4.1, the entire set-up will be modelled

in 2-D plane strain, an appropriate approach to model horizontal wells (Cheng, 1998). The

investigation of the effects of preconditioning will be investigated for reverse, strike-slip, and

normal stress regimes. In each case, all three wells will be drilled parallel to Shmi n . Note

that there are conflicting results regarding the orientation of reservoir creation during the

stimulation of crystalline rock, with some operations indicating nearly parallel to SHmax

(Häring et al., 2008; Kwiatek et al., 2019) and others indicating an offset such that reservoir

creation occurs in the direction of strike of optimally oriented shear planes (Evans et al., 2005a;

Kim et al., 2017, 2018) with it at times being difficult to determine exactly what happened in

each case. It is further likely that the created reservoir geometry depends on the pre-existing

discontinuities (Häring et al., 2008). For this reason and given observational inconsistencies,

it is difficult to determine the optimum orientation of the wells with respect to the stress field.
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~4500 m

   depth

Horizontal Well 2

Horizontal Well 1

Crystalline Basement

z

y x

Overburden

Figure 4.1 – Schematic of the problem setup for reverse and strike-slip faulting stress regimes.
This represents a side view of two horizontal wells. The plane is normal to the orientation of
the wells. The overburden is not modelled. Not to scale.
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The initial pore pressure and vertical stress are calculated using typical hydrostatic and litho-

static gradients, respectively. The assumption that the crust is critically stressed (Brudy et al.,

1997; Townend and Zoback, 2000; Zoback and Townend, 2001; Zoback et al., 2002) is then

used alongside the notion that the frictional strength of pre-existing faults is what limits the

differential stress in the crust (Zoback and Healy, 1992; Brudy et al., 1997; Zoback and Harjes,

1997). This allows for the direct calculation of the minimum principal stress in the normal

faulting stress regime and the maximum principal stress in the reverse faulting stress regime.

For example, in a normal faulting stress regime, the minimum possible horizontal stress that

could be present on a supposed optimally-oriented fault can be calculated using the vertical

stress, the pore pressure, and the assumed coefficient of friction. This process is repeated

at all depths to calculate the initial minimum principal stress everywhere in the model. In

the strike-slip faulting stress regime, the maximum principal stress is calculated using this

methodology after the minimum principal stress is assumed to be 0.8 times the vertical stress.

The coefficient of friction will be assumed to 0.6, although there have been indications that

the coefficient of friction in granitic rock may be higher (e.g., Blanpied et al. (1995)). It will

be assumed that the frictional coefficient remains constant during stimulation, in agreement

with laboratory studies (e.g., Ishibashi et al. (2018)).

A reasonable value of the intact Young’s Modulus for granite is 36 GPa (Villeneuve et al.,

2018). However, the rock is assumed to be fractured, meaning that, depending on the density

of fractures, it may not be possible to use the intact Young’s Modulus to describe the bulk

behaviour (Villeneuve et al., 2018). Using a moderate fracture density and geological strength

index, the rock mass Young’s Modulus was taken as 50 % of the intact Young’s Modulus based

on findings by Villeneuve et al. (2018). This results in an equivalent Young’s Modulus of 18 GPa.

The Biot coefficient of this fractured granite is taken as 0.76, similar to that found by (Evans

et al., 2003) for a fractured granite. The Poisson’s ratio of the granite rock will be taken as 0.15,

a relatively low value for granite due to its fractured nature (Walsh, 1965). A summary of the

parameters used can be found in Table 4.1.

In order to avoid the compounding effects of thermal strains and to more clearly illustrate the

effects of the stress preconditioning, the production and stimulation phases will be assumed

to be isothermal (i.e., the reservoir will be assumed to be stimulated with water at reservoir

temperature). This is obviously not a realistic scenario for a typical geothermal stimulation,

and the probable effects of the thermal strains will be discussed in a later section.

4.4.1 Initial Bulk Permeability

Granite fractures can be assumed to have a high permeability (on the order of 10−12 m2

(Ishibashi et al., 2018)) compared to granitic matrix, which generally has a permeability on the

order of 10−21 to 10−20 m2 (Morrow et al., 1986). For this reason, the matrix permeability will

be assumed to be negligible compared to the fracture permeability, meaning that flow will be

principally in the fractures, equivlanent to the level B distinction suggested by Cornet (2016),
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Table 4.1 – Model parameters

Variable Value Unit

Fluid reference density, ρ f 1000 kg
m3

Fluid compressibility, c f 5e −10 1
Pa

Fluid dynamic viscosity, µ 0.001 Pa · sec
Granite drained Young Modulus, Eg 18e9 Pa
Granite drained Poisson’s Ratio, νg 0.15 −
Granite initial bulk porosity, φg 0.02 −
Granite Biot coefficient, αs,g 0.76 −
Coefficient of friction, µ f 0.6 −
Cell size, horizontal 43.1 m
Cell size, vertical 49.4 m

where flow is dominated by flow through reactivated fractures. In highly fractured and faulted

crystalline rocks, the permeability of critically-stressed faults is much higher than that of

faults which are poorly oriented for failure in the modern-day stress field (Barton et al., 1995).

Evans et al. (2012) found in a study of European case histories, that all crystalline rock masses

investigated were critically stressed. Therefore, the optimally-oriented faults and fractures in

the granite investigated here will be assumed to be initially at least somewhat permeable, even

if they need further shear stimulation to become economically productive. This is supported

by, for example, the pre-stimulation tests performed in granite in the Soultz HDR site and the

Basel 1 enhanced geothermal system which yielded effective permeabilities of 3 ·10−16 m2

and 10−17 m2 respectively (Evans et al., 2005a; Häring et al., 2008; Ladner and Häring, 2009).

These tests also agree with the findings of Zoback and Townend (2001), who found that bulk

permeability in the upper crust is high (10−17 m2 to 10−16 m2) due to critically-stressed faults.

For this reason a starting value of 10−17 m2 is used for bulk permeability, a value on the low

end of bulk permeabilities seen in the field as mentioned above. The actual initial value of

the permeability seen in the simulation will be lower than this value due its dependence on

pressure and stress addressed in Section 4.4.2.

4.4.2 Shear Stimulation

Although stimulation in Enhanced Geothermal Systems may well be mixed mode between

the creation of new fractures and the shearing of old fractures and faults (McClure and Horne,

2014; Norbeck et al., 2018) (especially with injection pressures above the minimum principal

stress), it is thought that shear failure is the dominant and most promising mechanism of

reservoir creation in hard rock formations in EGS stimulation (Evans et al., 2005a; Ziagos et al.,

2013; Zang et al., 2014). Indeed, it has been previously shown in laboratory (e.g., Chen et al.

(2000); Ishibashi et al. (2018)) and field (e.g., Jupe et al. (1992); Evans et al. (2005a); Ladner

and Häring (2009); Guglielmi et al. (2015)) studies of granitic rock that fracture permeability

increases with shear displacement. In this study specifically, it will be assumed that the
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fractures and faults optimally oriented for shear in the prevailing stress field will be the planes

upon which shear failure occurs, as seen, for example at Soultz (Evans et al., 2005a).

Shear stimulation of granitic reservoirs results in a permeability increase that can vary de-

pending on the site, even varying within in the same well (Evans et al., 2005b). For example,

permeability was increased by three orders of magnitude at the Fjällbacka Hot Dry Rocks

Project, Sweden following stimulation (Jupe et al., 1992), but Soultz, France only saw an in-

crease in tranmissivity of a factor of fifteen when the effect of the stimulation is evaluated

over the entire wellbore (Evans et al., 2005b). Here, stimulation will be assumed to ultimately

result in a permeability increase of a factor of 200, similar to the results of stimulation at Basel

(Ladner and Häring, 2009) and the 1993 stimulation of a 550 m section of hole at Soultz (Evans

et al., 2005b).

The permeability used in the numerical model will be based on the notion of a changing

aperture width with effective normal stress and a stepwise change in permeability occuring

after a failure condition is reached (Miller and Nur, 2000; Miller, 2015). As in Miller (2015),

permeability is assumed to take the form

k = k0e
−σ̄n
σ∗ , (4.4)

where k0 is the initial permeability defined in Section 4.4.1, σ̄n is the effective normal stress

acting on the assumed shear plane, and σ∗ is a normalizing constant taken as 100 MPa. Again

following the model used by Miller (2015), the failure planes (with one assumed orientation for

each reservoir block) will follow a normal distribution with a mean orientation corresponding

to the optimal orientation in the given stress regime and a standard deviation of 0.02 radians.

Note that this model implies, based on the assumed critically-stressed nature of the reservoir,

that minuscule changes in stress or pore pressure could result in shear failure if a given cell

is optimally oriented. In fact, however, it will be assumed that all cells require a Coulomb

stress increase of 0.1 MPa before failure in addition to any stress increase required due to a

non-optimal orientation. A 0.1 MPa Coulomb stress increase is a reasonable valuable for the

initiation of slip (Stein, 1999). Coulomb stress, τ, is defined as

τ= τs −µ f (Sn −P ) , (4.5)

where τs and Sn are the shear stress and normal stress on a potential shear plane (for calcu-

lations of Coulomb stress this plane is assumed to be optimally oriented in the prevailing

stress regime) and µ f is the static coefficient of friction. Generally, the Coulomb stress will

increase when the maximum principal total stress increases, the minimum principal total

stress decreases, or the pore pressure increases.
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Figure 4.2 – The initial permeability field used in the reverse faulting case. The heterogeneity
is due to the randomness associated with the permeability model.

If the Coulomb failure criteria for a given cell is reached, a stepwise change in permeability

will occur (Miller and Nur, 2000; Miller, 2015) such that k0 in Equation 4.4 will be replaced by

k ′
0; where k ′

0 is defined as

k ′
0 = xk0. (4.6)

Here, x is a multiplication factor taken to be equal to 200 based on the reviewed stimulation

treatments mentioned above. This methodology for modelling permeability enhancement

due to shear stimulation implies that permeability enhancement largely remains after high

pressure is stopped. This is representative, for example, of the shear stimulation at the Soultz

HDR site (Evans et al., 2005a). Note that porosity is kept constant throughout the simulation,

reflecting, for example, the methodologies of Miller and Nur (2000) and Baisch et al. (2010).

This means that the coupling between the mechanical model and the flow model is entirely

contained in the change of permeability. An example of the permeability field, Figure 4.2, is

shown for the reverse faulting case. Although the permeability fields of each run will vary

slightly due to the randomness associated with the permeability model, this variation is limited

and the results are repeatable.
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Table 4.2 – Principal stress orientations. The wells are drilled in the y-direction; however, the
orientations of the principal stresses change depending on the stress regime. Note that Sx is
SHmax and Sy is Shmi n in each case.

Regime S1 S2 S3

Normal Faulting Sz Sx Sy

Reverse Faulting Sx Sy Sz

Strike-Slip Faulting Sx Sz Sy

4.5 Results

This section will be subdivided into three subsections, one subsection for each stress regime,

Table 4.2. Beginning with a reverse faulting stress regime, two wells will be stimulated with

the goal of connecting the stimulated regions of each well to create a doublet system. In

the reverse faulting case, the comparison will be made between the case where the first well

is flownback after its stimulation and the case where this first well is not flownback after

stimulation and instead the second well is stimulated immediately. For the remaining stress

regimes, however, the flowback case will not be presented and instead the effect of the first

stimulation treatment on the second will be shown by comparing the average propagation

lengths of the stimulated region outside of the two wells and inside the two wells.

4.5.1 Reverse Faulting

In a reverse faulting stress regime, the maximum principal stress is horizontal and the mini-

mum principal stress is vertical. Therefore, increases in the total horizontal stress (specifically

the maximum horizontal stress, SHmax ) and decreases in the total vertical stress will generally

result in an increase in Coulomb stress.

In this case, the two wells will be located at a depth of 4500m and separated by 1884m, with

the midpoint between the two wells having and X-Distance coordinate of 0m, Figure 4.2.

The stimulation treatment procedure is begun by first stimulating the left-most of the two

wells with an injection rate of 0.014 kg
msec , which corresponds to 7.0 kg

sec for a 500 m long well

length section, over a period of three days. This stimulation treatment would be similar to,

but slightly smaller than, the 2000 stimulation of GPK2 at Soultz-sous-Forêts, for example

(Dorbath et al., 2009). The permeability increases and Coulomb stress changes associated

with this stimulation treatment are shown in Figure 4.3.

Next, the first well is flown back with a rate of 2.33 kg
sec over a period of 9 days, resulting in the

entire fluid mass that was injected with the stimulation treatment being reproduced. Note that

it is probably unlikely that the entire injected mass would be reproduced in reality; however,

the purpose here is simply to illustrate the effect of flowback on the far-field poroelastic

stresses. The permeability above and below the previously stimulated region increases slightly

during this flow back period, Figure 4.4a. This is due to production inducing increased
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Figure 4.3 – The result of the stimulation of well 1 in the reverse faulting stress regime case. (a)
The permeability enhancement associated with the stimulation treatment (t=3 days). (b) The
Coulomb stress changes resulting from the stimulation treatment (t=3 days).

total horizontal stresses and decreased total vertical stresses in this region. The Coulomb

stress changes associated with this flowback period, Figure 4.4b, show the result of these

stress changes with increases above and below the previously stimulated region. This type of

increased Coulomb stress and shear failure occurring above production zones is analogous

to the reverse faulting sometimes seen during hydrocarbon production (e.g., Segall (1989)).

Figure 4.4b also indicates that the Coulomb stress in-between the two wells has decreased

since flowback began, when compared to Figure 4.3b.

At this stage, the second well is stimulated using the same stimulation treatment that was used

in the first well. The Coulomb stress changes, Figure 4.4c, and permeability field enhance-

ments, Figure 4.4d, indicate that the two stimulated zones were not connected in this case,

being still separated by 362m of unstimulated rock mass.

If, instead of flowing back the well, the well is simply shut-in and the second stimulation begun

immediately after the termination of the first, the Coulomb stress changes associated with the

first stimulation will largely remain during the second stimulation. As these Coulomb stress

changes are encouraging failure and are larger closer to the first well, they may potentially

cause the stimulation treatment of the second well to be directed towards the stimulated zone

of the first well.

To test this procedure, the first well is stimulated as before with an injection rate of 7.0 kg
sec over

three days. Following this, the second well is stimulated immediately after the first stimulation

treatment with no flowback period. The stimulation treatment again consists of an injection

rate of 7.0 kg
sec over three days. In this way, the Coulomb stress changes associated with the

first stimulation treatment remain and help to ensure connection between the two wells’

stimulated regions.

At the midpoint between the two wells, the Coulomb stress just before the second stimulation
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Figure 4.4 – For the reverse faulting stress regime case, the result of flowing back the first well
before stimulating the second well. (a) The permeability enhancement at a time immediately
after the flowback period (t=12 days), note the enhancement that has occurred above the
initially stimulated region. (b) The Coulomb stress at a time immediately after the flowback
period of the first well (t=12 days). The Coulomb stresses in-between the two wells has
been reduced since the initial stimulation treatment, when compared to Figure 4.3b. (c) The
Coulomb stresses after the stimulation of the second well (t=15 days). (d) The permeability
enhancement at the end of the entire procedure (t=15 days). The two wells are not connected
with a separation of the two stimulated zones of 362m.
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Figure 4.5 – For the reverse faulting stress regime case, the result of not flowing back the first
well before beginning the stimulation treatment of the second well. (a) The Coulomb stresses
after the stimulation of the second well (t=6 days). (b) The permeability enhancement at the
end of the entire procedure (t=6 days). The stimulated zone of each well extends and average
761m away from the other doublet well and 942m towards it.

had increased by 0.056 MPa, Figure 4.3b. However, at the location of equivalent distance

from well 2 but in the opposite direction (a depth of 4500m and an X-distance of 1884m), the

Coulomb stress just before the second stimulation has only increased by 0.0056 MPa. These

differences in Coulomb stress change are what ultimately cause the stimulation of well 2 to be

directed towards the stimulated region of well 1 as opposed to propagating equal distances

in both directions. In fact, the stimulation treatments of both wells, on average, propagate

761 m away from the other doublet well and 942 m towards it, Figure 4.5b, meaning that the

stimulated zones extend over 20% farther in-between the two wells than they do on the outside

of the two wells. Note that the average stimulation length of each well here is shorter than, for

example, the seismicity cloud resulting from stimulation at Soutlz-sous-Forêts (Evans et al.,

2005a).

Unlike the results shown by Baria et al. (2004), the direction of the stimulation treatment here

is accomplished entirely by changes in stress, not pore pressure. At an X-Distance of 0 (the

center point between the two wells - 942m from each well), the pore pressure change after

the stimulation of the first well is zero. The change in the SHmax , however, is 0.045 MPa, and

results in over half of the Coulomb stress change required for failure.

For the remaining two stress regimes, a flowback case will not be shown. Instead, the average

distances of propagation will be used to demonstrate the degree to which the stimulation

treatment was effectively directed.
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4.5.2 Strike-Slip Faulting

In a strike-slip faulting stress regime, the maximum and minimum principal stresses are

both horizontal. The stress changes induced by injection through a horizontal well will be

anisotropic. For example, during the stimulation of the first well, Figure 4.6a and b, the hori-

zontal stress perpendicular to the first well will be experience greater compressive changes

than the horizontal stress parallel to it at large distances. Assuming the well is drilled par-

allel to the minimum principal stress, this means that the maximum principal stress will

increase (becoming more compressive) more than the minimum principal stress, resulting in

an increase in differential stress and Coulomb stress. These Coulomb stress changes will be

more pronounced near the stimulated region of the first well, meaning that the stimulation

treatment of the second well will be more likely to propagate towards the first well than in the

other direction. In this case, the two wells will be located at a depth of 4500m and separated

by 1450m, with the midpoint between the two wells having and X-Distance coordinate of 0m.

The stimulation treatment procedure is begun by first stimulating the left-most of the two

wells with a stimulation rate of 0.0247 kg
msec , which corresponds to 12.37 kg

sec for a 500 m long

well length section, over a period of three days, Figure 4.6a. This stimulation treatment would

be similar to, but slightly smaller than, the 2000 stimulation of GPK2 at Soultz-sous-Forêts, for

example (Dorbath et al., 2009). Next, injection into the first well is stopped and the second

well is stimulated with exactly the same stimulation treatment. The first well does not undergo

a flowback period before the stimulation of the second well.

At the midpoint between the two wells, the Coulomb stress just before the second stimulation

has increased by 0.042 MPa, Figure 4.6b. However, at the location of equivalent distance

from well 2 but in the opposite direction (a depth of 4500m and an X-distance of 1450m), the

Coulomb stress just before the second stimulation has only increased by 0.004 MPa. These

differences in Coulomb stress change are what ultimately cause the stimulation of well 2 to be

directed towards the stimulated region of well 1 as opposed to propagating equal distances

in both directions. In fact, the stimulation treatments of both wells, on average, propagate

543 m away from the other doublet well and 725 m towards it, Figure 4.6d, meaning that

the stimulated zones extend over 30% farther in-between the two wells than they do on the

outside of the two wells.

This change in Coulomb stress that guides the stimulation treatment of the second well

towards the first well is caused by changes in total stress, not changes in pore pressure. At the

midpoint of the two wells, the change in the maximum horizontal stress just before the second

stimulation is 0.145 MPa whereas the change in the pore pressure is 4e-7 MPa.

4.5.3 Normal Faulting

In a normal faulting scenario, the vertical stress is the maximum principal stress. In the case

that two doublet wells are drilled horizontally in a direction parallel to the minimum principal

94



4.5. Results

-5000 0 5000

X-Distance [m]

3000

4000

5000

6000

D
e
p
th

 [
m

]

-0.5

-0.4

-0.3

-0.2

-0.1

0

 [
M

P
a

]

Well 1

Well 2

-5000 0 5000

X-Distance [m]

3000

4000

5000

6000

D
e
p
th

 [
m

]

-0.5

-0.4

-0.3

-0.2

-0.1

0

 [
M

P
a

]

Well 1

Well 2

-5000 0 5000

X-Distance [m]

3000

4000

5000

6000

D
e
p
th

 [
m

]

0

50

100

150

200

R
a

ti
o

 P
e

rm
e

a
b

ili
ty

 I
n

c
re

a
s
e

 [
-]

Well 1

Well 2

-5000 0 5000

X-Distance [m]

3000

4000

5000

6000

D
e
p
th

 [
m

]

0

50

100

150

200

R
a

ti
o

 P
e

rm
e

a
b

ili
ty

 I
n

c
re

a
s
e

 [
-]

Well 1

Well 2

(a) (b)

(c) (d)

Figure 4.6 – The result of the stimulation treatment in a strike-slip faulting stress regime. (a)
The permeability enhancement associated with the stimulation treatment of the first well (t=3
days). (b) The Coulomb stress changes resulting from the stimulation treatment of the first
well (t=3 days). (c) The Coulomb stresses after the stimulation of the second well (t=6 days). (d)
The permeability enhancement at the end of the entire procedure (t=6 days). The stimulated
zone of each well extends and average 543m away from the other doublet and 725m towards
it.
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stress, the injection-induced poroelastic stress changes caused by the stimulation of the first

well will be expected increase the total vertical stress primarily in locations above and below

the stimulated well. This implies that the poroelastic stress changes will primarily encourage

shear failure in locations which are vertically in-line with the well and not those horizontally

in-line. For this reason, the wells are aligned vertically with a separation of 1000m at depths of

3500m and 4500m.

The stimulation treatment procedure is begun by first stimulating the shallower of the two

wells with a stimulation rate of 0.0125 kg
msec , which corresponds to 6.25 kg

sec for a 500 m long

well length section, over a period of three days, Figure 4.7a. This stimulation treatment would

be similar to, but slightly smaller than, the 2000 stimulation of GPK2 at Soultz-sous-Forêts, for

example (Dorbath et al., 2009). Next, injection into the first well is stopped and the second

well is stimulated with exactly the same stimulation treatment. The first well does not undergo

any flowback period before the stimulation of the second well.

At the midpoint between the two wells (a depth of 4000m and an X-distance of 0m), the

Coulomb stress just before the second stimulation has increased by 0.047 MPa, Figure 4.7b.

However, at the location of equivalent distance from well 2 but in the opposite direction

(a depth of 5000m and an X-distance of 0m), the Coulomb stress just before the second

stimulation has only increased by 0.002 MPa. These differences in Coulomb stress change are

what ultimately cause the stimulation of well 2 to be directed towards the stimulated region of

well 1 as opposed to propagating equal distances in both directions. In fact, the stimulation

treatments of both wells, on average, propagate 400 m away from the other doublet well

and 500 m towards it, Figure 4.7d, meaning that the stimulated zones extend 25% farther

in-between the two wells than they do on the outside of the two wells.

This change in Coulomb stress that guides the stimulation treatment of the second well

towards the first well is caused by changes in total stress, not changes in pore pressure. At the

midpoint of the two wells, the change in the vertical stress just before the second stimulation

is 0.159 MPa whereas the change in the pore pressure is 1.65e-5 MPa.

4.6 Discussion

4.6.1 Assumptions

Isothermal Simulations

The influence of temperature has not been considered in the analyses although temperature-

induced stresses may play a significant role during EGS stimulation (e.g., Ghassemi and Tao

(2016)). This was primarily done to simplify the analyses and more clearly illustrate the effects

of stress preconditioning. In case-specific applications of this methodology, temperature

effects should be considered. In fact, it may even be possible to design a stimulation procedure

such that temperature-change induced stresses further precondition the stress field in a
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Figure 4.7 – The result of the stimulation treatment in a normal faulting stress regime. (a) The
permeability enhancement associated with the stimulation treatment of the first well (t=3
days). (b) The Coulomb stress changes resulting from the stimulation treatment of the first
well (t=3 days). (c) The Coulomb stresses after the stimulation of the second well (t=6 days). (d)
The permeability enhancement at the end of the entire procedure (t=6 days). The stimulated
zone of each well extends and average 400m away from the other doublet and 500m towards
it.
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beneficial manner.

To evaluate the influence of the temperature-change induced stresses such that their neglec-

tion can be justified, the flow model was extended to include the conservation of energy,

∂Hm

∂t
+∇·Γ+∇· ft = qT , (4.7)

where Hm is the enthalpy of the entire medium, Γ is the heat conduction, fT is the convection,

and qT represents the source terms. The equation is discretized and solved fully implicitly

with the mass conservation equation, yielding both pressure and temperature. Equilibrium is

assumed between the fluid and rock temperature in each cell. To simplify the analysis, the

fluid density and viscosity are assumed to remain constant with change in temperature. In the

mechanical model, the thermal strain, εT ,

εT =αT∆T, (4.8)

is added to the mechanical strains before the computation of stress changes. Here, αT is the

coefficient of linear thermal expansion and T is the temperature. A surface temperature of 30
0C and a thermal gradient of 0.035

0C
m are assumed. The thermal conductivity of the water and

granite are assumed to be 0.67 and 2.5 W
mK respectively. The heat capacity of the water and

granite are assumed to be 4183 and 950 J
kg K respectively. The coefficient of linear expansion

of granite is taken as 40 ·10−6 1
0C , and the fluid enters the reservoir at a temperature of 47 0C .

Using this updated model, the reverse faulting case was rerun up to the point just before

the second stimulation. At the midpoint between the two wells, the difference in change in

Coulomb stress in this case and in the case presented previously where temperature effects

were not considered is 0.0002 MPa. Considering that the Coulomb stress change due only to

poroelastic effects was 0.056 MPa, this justifies not including stress changes due to temperature

in the model. These Coulomb stress changes are small due to the small temperature changes

of the system. The small temperature changes are due to the relatively small injection volumes

(approximately 1620 m3 over 500 m of wellbore over 3 days). In order to keep the model as

simple as possible and better illustrate the effects of poroelastic stress changes, the effect of

temperature is therefore not included in the model.

Stress Criticality

In the simulations presented here, the reservoir was assumed to be critically stressed based

on findings by Evans et al. (2012). In reality, however, knowledge of the in situ stress state is

very important for reservoir stimulation activities, and the state of stress should ideally be
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investigated in each case before the start of operations. If the crust is less critically stressed

than in the presented cases, larger pore pressure changes will be needed to stimulate the

reservoir as shear failure would become more pore-pressure dominated. The poroelastic

stresses that guide the second stimulation treatment will make up less of the required changes

for failure. For instance, in this case it was assumed that a Coulomb stress change of 0.1 MPa is

required to induce shear failure. The Coulomb stress change induced by the preconditioning

at the mid-point between the wells was approximately 0.05 MPa, meaning that it made up half

of the required stress change. However, if the required Coulomb stress change was instead 0.5

MPa, this preconditioning stress would only make up ten percent of this value and it would

presumably play a smaller role in directing the second stimulation treatment. Conversely, this

would mean larger pore pressure changes would have been needed to stimulate the first well.

This would result in larger induced poroelastic stress changes.

Stress Redistribution

The model used here does not include stress redistribution associated with shear failure

occurring during stimulation. Previous studies (e.g., Catalli et al. (2013)) have shown that

stress redistribution associated with shear failure during hydraulic stimulation can have a

significant impact on future events. Indeed, stimulation treatments of granitic rock have been

shown to be capable of altering the stress field through aseismic slip occurring within the

stimulated zone (e.g., Cornet and Julien (1989); Schoenball et al. (2014)). Although these stress

changes have been shown to be large (on the order of ten MegaPascals), they are thought to

be largely confined to the stimulated region (Schoenball et al., 2014). It is less clear how to

rigorously account for the stress changes associated with this type of slip for regions outside

of the stimulated zone. However, it is possible to come up with a far-field estimate, if, for

example, the Coulomb stress changes occurring near the location of the second well can

be calculated assuming the energy release equivalent to a dynamic earthquake of Mw 3.0

occurring at the wellbore of the first well. This amount of energy release due to aseismic slip is

approximately equal to that which occurred at the Le Mayet de Montagne granitic test site

(Cornet, 2016). An Mw 3.0 earthquake corresponds to a fault length of approximately 330 m

according to typical earthquake scaling laws (Stein and Wysession, 2003). King et al. (1994)

found unclear correlations between aftershocks and Coulomb stress changes after distances

of about 3 fault lengths, which is less than the separation between the two wells in each of

the three cases presented. Given that correlation between stress changes and aftershocks

was seen for positive Coulomb stress changes of the order of 0.01 MPa (King et al., 1994), the

stress changes associated with aseismic slip in the reservoir at the location of the second

well are most likely not significantly larger than the poroelastic stress changes induced by

the treatment itself (0.05 MPa at the midpoint of the two doublet wells in the reverse faulting

case where the well separation is the largest). Therefore, although it would be unreasonable

to claim that stress changes associated with slip in the stimulated zone of the first well are

negligible for the stimulation of the second well, it can be concluded that the poroelastic stress

changes are significant in their own right. For this reason, the poroelastic stress changes shown
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here may still be significant enough to direct a given stimulation treatment. However, in order

to better evaluate the possibility of directing a stimulation treatment, the effect of the stress

redistribution associated with the events occurring during the first stimulation treatment on

the far-field stresses should be investigated. Regardless of whether this stress preconditioning

methodology is employed or not, stress redistribution associated with shear failure in the

stimulated region of the first well is likely to occur.

Use of an Elastic Model

The mechanical model used here is also entirely elastic. It is probable that a more rigorous

approach would alter the magnitude of the stress changes found. For example, Pijnenburg

et al. (2018) recently showed that the use of an elastic simulator during the modelling of

fluid production in a sandstone likely under-predicts strains and over-predicts total stress

changes in the case that the deformation is inelastic. Essentially, the use of a linear elastic

simulator here corresponds to the assumption that the non-linear responses of the system

remain localized such that the mechanical behaviour of the rock mass as a whole can be well

represented by such a linear elastic model (Cornet, 2016). The plane strain assumption is a

suitable one for horizontal wells (Cheng, 1998).

Further, certain parameters are likely to change throughout the stimulation procedure. For

example, the relatively low Poisson’s ratio chosen due to the fractured nature of the rock is

likely to increase as shear failure occurs (Walsh, 1965). This would have implications for the

magnitude of the changes to each component of the stress tensor. It is also probable in reality

that many of the poroelastic parameters used here vary with effective stress (e.g., Walsh (1965);

Bernabé (1986)). This variation was not accounted for in the analyses performed here.

4.6.2 Implications

Variations on this approach could be imagined. For example, stimulating both wells at the

same time would allow for both wells to benefit from advantageous stress changes. However,

each well would experience less preconditioning Coulomb stress changes than the second

well experienced during these simulations. This is due to the fact that the pore pressures will

not yet have reached their post-stimulation values. Additionally, this approach would require

sufficient pumping power to stimulate two wells at once. Another possibility would be to

use the poroelastic and thermoelastic stress changes associated with an existing doublet-well

system to direct the stimulation treatment of a third well. This would presumably incur larger

stress changes than those used here and would allow for the more efficient direction of the

stimulation of the third well.

It should be noted that one possible drawback to not flowing back the wells is the possibility

of inducing a large seismic event. Frequently these large magnitude events occur after stimu-

lation activities have been stopped (e.g., (Häring et al., 2008; Kim et al., 2018)), and it has even
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been suggested that flowing the wells back could help prevent seismicity (McClure, 2015). De-

spite this, the methodology proposed here is designed to use the built up poroelastic stresses

due to the increased pore pressure associated with injection to facilitate the stimulation of

another well. As shown in Section 4.5.1, flowing the well back makes this process significantly

less effective.

The successful implementation of this methodology would yield a number of advantages.

Engineers would have higher confidence in connecting two wells separated by a given distance

when using this methodology as opposed to the case where the wells are flown back before the

next stimulation. Alternatively, wells could be separated by a larger distance, reducing the risk

of short-circuiting and increasing the contact time of the circulating fluid with the reservoir.

Additionally, because this methodology encourages the second stimulation treatment to

advance towards the first well, it seems less likely that this stimulation treatment will stimulate

a large fault as the total stimulated reservoir volume is reduced for a given well separation

distance. Further, it can be imaged that this type of technique could be implemented in

combination with other similar techniques, such as fluid production, to provide reservoir

engineering solutions for large-scale reservoir creation. Of course, the ability to influence the

direction of a stimulation treatment does not mean that operators have total control over how

the stimulation treatment propagates, simply that the stimulation treatment is guided such

that it is more likely to advance in a certain direction.

4.6.3 Future Outlook

These results potentially have implications for hydraulic fracturing. Although not directly

applicable, it has been shown that poroelastic stress changes during injection are able to

alter the stress field and affect a shear stimulation. Mode I fracturing depends on the pore

pressure overcoming the minimum principal stress. It can therefore be imagined that both

injection and production are capable of altering the minimum stress such that mode I fracture

propagation is either attracted to or repelled from a particular region of a reservoir. In fact,

it has already been shown that hydraulic fracture propagation is affected by pre-existing

injection and production wells (e.g., Berchenko and Detournay (1997); Gao et al. (2019)).

Further investigations should be performed on how to purposefully use these stress changes

to help direct hydraulic fracturing treatments.

The numerical results found here indicate that a shear stimulation treatment can be directed

in a critically-stressed crust. Following this, experiment work should be carried out to try to

achieve these results in a real experimental rock laboratory. Should those experiments be

successful, other methodologies for directing stimulation treatments should be investigated,

especially ones capable of directing stimulation treatments in less critically-stressed reservoirs.
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4.7 Conclusion

In this work, shear stimulation treatments in critically-stressed fractured granitic rock from

horizontal wells have been directed via the stress changes associated with a previous stim-

ulation to preconditioning the stress field for the next stimulation. These stress changes

increase the Coulomb stress primarily in the region between the two wells which results in the

stimulation treatment of the second well preferentially propagating towards the first. These

results have implications for reservoir engineering applications in EGS reservoirs. Further

research should be performed to both confirm the results in meso-scale field demonstrations

and develop methodologies for directing stimulation treatments in less critically-stressed

reservoirs.
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5 The propagation of a planar-3D hy-
draulic fracture across a stress jump

The results of this chapter are being prepared for a potential journal publication.

Contribution of candidate: co-development of scaling analysis, applications to CCS, per-

formed simulations, analysis of results, writing of text.

Contributions not by candidate (B. Lecampion & H. Zia): co-development of scaling anal-

ysis (including teaching the candidate how to perform a scaling analysis), development of

PyFrac simulator, initial idea to perform scaling analysis, set-up/installation of PyFrac, general

guidance.
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5.1 Chapter Summary

In analyzing the problem of the propagation of a planar 3D hydraulic fracture across a stress

jump, a scaling analysis was performed indicating that the breakthrough of the hydraulic

fracture depends on a dimensionless parameter, Gσ, which is specific to the regime of propa-

gation of the hydraulic fracture. By performing numerical simulations with PyFrac, a planar

3D hydraulic fracture simulator (Zia and Lecampion, 2019), this dependence of breakthrough

on Gσ was demonstrated for the viscosity-storage, toughness-storage, viscosity-leak-off, and

toughness-leak-off regimes. It was found that below certain values of Gσ a hydraulic fracture

is not contained. Further, it was found that asymptotic breakthrough, when achieved, is

inversely proportional to that regime’s Gσ. The results for the viscosity-storage regime were

compared against experimental results from Garagash et al. (2008). Additionally, the scaling

behaviour of fracture half-length, fracture width, and pressure in each regime were compared

against known solutions for radial and, where applicable, Perkins-Kern-Nordgren scalings. In

the storage regimes, it was found that the behaviours of fracture half length and fracture width

match well with radial scalings initially, before, in the viscosity-dominated regime, conforming

to Perkins-Kern-Nordgren scalings at late time, after breakthrough. In the leak-off regimes,

less satisfactory results were achieved due largely to the difficulties in achieving leak-off domi-

nated propagation with the simulator. The results were interpreted and applied to suggest

that depleted hydrocarbon reservoirs can be hydraulically fractured and employed for carbon

storage.
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5.2 Introduction

The propagation of hydraulic fractures has been a popular subject of research since at least

the 1950’s (Khristianovic and Zheltov, 1955; Hubbert and Willis, 1957). A variety of models

exist to model the propagation of hydraulic fractures with varying degrees of complexity and

fidelity. For example, the Khristianovic-Geertsma de Klerk (KGD) model (Khristianovic and

Zheltov, 1955; Geertsma and de Klerk, 1969) assumes a large fracture height and is therefore

not appropriate for long, contained hydraulic fractures. Another example includes the Perkins-

Kern-Nordgren (PKN) model (Perkins and Kern, 1961; Nordgren, 1972), applicable to fractures

which are vertically contained and propagate horizontally, with one-dimensional flow. This

type of model is not able to handle layered reservoirs nor does it account for toughness. Simi-

larly, the radial, or penny-shaped, model is also more suitable for homogeneous reservoirs.

A large improvement came to the PKN-type model with the advent of a Pseudo-3D model

(P3D) (Simonson et al., 1978). A P3D model is able to account for different confining stresses

in various layers, but only accounts for homogeneous reservoir properties and struggles with

uncontained fracture growth. Note that while P3D models account for toughness while deter-

mining vertical propagation, they do not account for it while determining lateral propagation.

P3D models also tend to either over- or under-estimate height growth depending on the nature

of the propagation (Bunger and Lecampion, 2017). Planar 3D models (PL3D) (e.g., Siebrits

and Peirce (2002); Peirce and Detournay (2008); Zia and Lecampion (2019)) are more accurate

than PKN or P3D models but are also computationally more expensive. The PL3D model is

better suited to handle uncontained fracture growth and layered reservoirs. A more detailed

discussion of the differences between the various models can be found in Adachi et al. (2007).

It has been found that certain dimensionless groups control the propagation of a hydraulic

fracture (Detournay, 2004). Essentially, if the energy dissipated by viscous flow is small

compared to the energy dissipated by the creation of new fracture area, the fracture is said to

be propagating in the toughness-dominated regime. In the opposite case, the fracture is said

to be propagating in the viscosity-dominated regime. Further, the fracture is said to be either

in the leak-off or storage domain depending on the significance of the leak-off (e.g., Detournay

et al. (2007)). The combination of these two classifications results in four principal asymptotic

regimes, with semi analytical and numerical solutions being provided for each (e.g., Detournay

(2004); Bunger et al. (2005); Detournay et al. (2007); Peirce and Detournay (2008); Hu and

Garagash (2010); Garagash et al. (2011); Moukhtari et al. (2019)): the storage-viscosity, or M ,

asymptote, the storage-toughness, or K , asymptote, the leak-off-viscosity, or M̃ , asymptote,

and the leak-off-toughness, or K̃ , asymptote. Additionally, analytical asymptotic frameworks

have been developed where two physical processes might be dominating at the same time

(Mitchell et al., 2007). All of these types of analyses allow for insight into what governs the

propagation of a hydraulic fracture and can even potentially offer operators a ready-made

solution for making predictions about a given hydraulic fracture in the field. Indeed, most

hydraulic fracture are thought to propagate in the viscosity-dominated regime (Detournay

et al., 2007), making this solution particularly applicable.
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Chapter 5. The propagation of a planar-3D hydraulic fracture across a stress jump

There have also been similar analyses performed for specific cases of hydraulic fractures, such

as those that propagate through a stress jump (e.g., Wu et al. (2008); Adachi et al. (2010)).

Indeed, it has been suggested that stress jumps promote fracture containment (Harrison

et al., 1954; Simonson et al., 1978; Nolte and Smith, 1981; Warpinski et al., 1982a,b; El Rabaa,

1984; Warpinski and Teufel, 1989; Jeffrey and Bunger, 2009), and there have been numerous

examples of stress contrasts causing the termination of hydraulic fractures (van Eekelen, 1982;

Warpinski and Teufel, 1989; Sone and Zoback, 2014). Indeed, some authors have suggested

the artificial creation of a stress contrast induced through production to help ensure the

containment of a hydraulic fracture (van Eekelen, 1982).

Stress jumps can either be naturally occurring or induced by operators. The notion of a

critically-stressed crust (Harrison et al., 1954; Brudy et al., 1997; Townend and Zoback, 2000;

Zoback and Townend, 2001; Zoback et al., 2002) predicts that layers in the subsurface with

a higher coefficient of friction will be able to support larger differential stress. In a normal

faulting stress regime, for example, the vertical stress is generally given by the lithostatic

gradient (Zoback, 2007), implying that larger minimum principal stresses will occur in layers

with a lower coefficient of friction. Differences in coefficients of friction between layers can

therefore lead to stress jumps (e.g., van Eekelen (1982); Alberty and McLean (2001); Gunzburger

and Cornet (2007); Sone and Zoback (2014)). Additionally, stress jumps can be induced (van

Eekelen, 1982; Alberty and McLean, 2001). This is most commonly seen during depletion

scenarios, where poroelasticity is responsible for a decreasing total horizontal stress as pore

pressure is reduced (e.g., Segall and Fitzgerald (1998); Chan and Zoback (2002); Zoback (2007));

however, in principal, similar results can be achieved through pore pressure increases and

thermoelasticity (e.g., Segall and Fitzgerald (1998); Cheng (2016)).

Previous investigations into the effect of a stress jump on the propagation of a hydraulic frac-

ture have included both experimental and numerical analyses on the propagation of a planar

3D hydraulic fracture, where it was found that fracture growth strongly favors propagation into

zones with a lower confining stress (Wu et al., 2008), a finding supported by other numerical

studies (Peirce and Detournay, 2008; Peirce, 2016). Further, Adachi et al. (2010) performed a

scaling analysis on the pseudo-3D model of a hydraulic fracture and were able to determine

explicitly when breakthrough takes place as well as under which conditions breakthrough

becomes unstable, resulting in a runaway hydraulic fracture. These results were in contrast to

Palmer and Carroll (1983) whose parametric analysis indicated that fracture height growth

through a stress contrast was independent of toughness in the case of large stress contrasts.

Additionally, Garagash et al. (2008) matched the result of their scaling analyses to a plane

strain experiment in a viscosity-dominated case with no fluid leak-off. Experimental testing

has also found not only that stress contrasts can contain a fracture, but that these contrasts

are more effective in softer material and in thicker reservoirs reservoirs (El Rabaa, 1984).

The goal of this investigation is to better understand how a fracture breaks through a stress

barrier in viscosity and toughness-dominated conditions with the planar 3-D model for a

propagating hydraulic fracture. The effect of leak-off will also be investigated. By understand-
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h

L

bCaprock

Reservoir

Figure 5.1 – A cross-sectional view of the reservoir-caprock system. The injection well, a point
source marked by a black dot, is located in the middle of the reservoir, equidistant from two
bounding interfaces, such that the problem has a horizontal line of symmetry. The half height
of the reservoir is shown as h. The fracture outline is shown, with it’s half length designated as
L and breakthrough, b. The fracture encounters a compressive confining stress jump when
leaving the reservoir and entering the caprock.

ing which dimensionless parameter(s) control breakthrough, it will be possible to provide

first-order estimates and engineering charts to operators such that breakthrough can be

predicted without the use of a hydraulic fracturing simulator or interpretations of pressure

records, which are difficult to use to predict fracture propagation (Lecampion et al., 2017).

Comparisons using the numerical tool PyFrac (Zia and Lecampion, 2019), a planar 3D hy-

draulic fracturing simulator, will be made to other analyses, both analytical and experimental

in nature. The assumption of a critically-stressed crust will then be used to discuss the global

relevance of stress jumps for the possibility of hydraulic fracturing in potential carbon storage

reservoirs.

5.3 Methodology

In order to evaluate the effect of a stress jump on hydraulic fracture propagation in a PL3D

geometry, a scaling analysis will be compared to simulations using the open source hydraulic

fracture propagation simulator PyFrac (Zia and Lecampion, 2019). While more complete

descriptions can be found in Detournay (2016); Lecampion et al. (2018); Zia and Lecampion

(2019), the governing equations will be briefly restated and described here for completeness.

The dimensionless groups associated with these governing equations will then be provided

for the various regimes.

5.3.1 Governing Equations

Before introducing the governing equations, it is helpful to introduce the setup of the problem,

Figure 5.1. In this image, the geometry of the planar 3-D fracture is shown with the half

height of the reservoir, the half length of the fracture, and the breakthrough of the fracture all

illustrated.
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Elasticity

The momentum balance without inertial terms relates the fracture width, w , to the net pres-

sure, p, such that (Zia and Lecampion (2019) and references therein),

p = p f −σ0
(
x, y

)−∆σ(
x, y

)=− E ′

8π

∫
Ap (t )

w
(
x ′

1, x ′
3, t

)
d Ap

(
x ′

1, x ′
3

)
[(

x ′
1 −x1

)2 + (
x ′

3 −x3
)2

] 3
2

. (5.1)

Here, p f is the fluid pressure, σ0 is the confining total stress, ∆σ is a stress jump, t is time, E ′

is the plane strain Young’s modulus, and Ap is the area of a planar fracture in a homogeneous

isotropic material. Note that terms are generally negligible for hydraulic fractures (Zia and

Lecampion, 2017).

The stress intensity factor is assumed to be equal to the material toughness once the fracture

has initiated and, near the tip, is estimated by (e.g., Lecampion et al. (2017)),

w ∼
√

32

π

K I

E ′
p

R − r , (5.2)

where K I is the stress intensity factor, R is the radius of the fracture, and r is the radial

coordinate. The equation can be simplified by stating that K ′ =
√

32
π K I . Note that while the

radius of the fracture, R, is used here initially, after the fracture reaches the reservoir-caprock

interface, reference will be made to the fracture half length, L.

Fluid flow

The continuity equation for mass balance for a slightly compressible fluid obeying the lubrica-

tion approximation,

δw

δt
+ 1

r

δ

δr

(
r q

)+ C ′
p

t − t0 (r )
=Q, (5.3)

ensures that the mass of fluid is conserved via a volume balance. Here, C ′ = 2C l where C l is

the Carter’s leak-off coefficient, q is the fluid flux within the fracture, and Q is a point source

injection term of constant rate. The lubrication approximation applied to the momentum
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balance of the fluid results in Poiseuille’s law,

q =−w3

µ′
δp f

δr
, (5.4)

where µ′ = 12µ, with µ being the fluid viscosity.

Boundary Conditions

It is assumed there is no fluid lag, a reasonable assumption for most practical applications

(Detournay, 2016). Further, the injection rate is held constant at a value, Q0, and the hydraulic

fracture is assumed to be propagating in quasi-static equilibrium, meaning that the stress

intensity factor along the fracture front is never larger than the rock’s toughness.

5.3.2 Dimensionless formulation

Scaling

The governing equations can be scaled by introducing characteristic parameters for fracture

length, L∗, fracture aperture, W∗, net pressure, P∗, and flow rate, Q∗, such that,

γ= r

L∗
, Ω= w

W∗
, Π= p

P∗
, Ψ= q

Q∗
. (5.5)

These characteristic quantities are then introduced into the governing equations yielding the

following dimensionless groups (Peirce and Detournay, 2008),

Ge = W∗E ′

P∗L∗
, Gm = Q∗µ′

P∗W 3∗
, Gv = Q∗t

W∗L2∗
, Gq = Q0

Q∗
(5.6)

GK = K ′pL∗
E ′W∗

, Gσ = ∆σ
P∗

, GC = C ′L2∗
Q∗

p
t

. (5.7)

These dimensionless groups are ultimately what control the problem. Setting any of these

dimensionless groups to one indicates that that quantity is on the order of one. For example,

setting Gv to one implies that the volume of fluid injected into the hydraulic fracture is

on the order of the volume of hydraulic fracture, guaranteeing that the length scale, L∗ is

representative of the fracture half length (Peirce and Detournay, 2008).
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M scaling: Viscosity dominated, no leak-off

In the case that the problem is controlled by viscosity and storage, the fracture is propagating

in the M regime and a unique set of scalings govern the solution (see Detournay (2004);

Detournay et al. (2007); Mitchell et al. (2007); Garagash et al. (2008); Peirce and Detournay

(2008); Hu and Garagash (2010) for details of viscosity-dominated fractures). In this case, Ge ,

Gv , Gm , and Gq can all be set to one, yielding,

P∗ =
(
µ′E ′2

t

) 1
3

, L∗ =
Q

3
4∗E ′ 1

4 t

µ′ 1
4

 4
9

, W∗ =
(

Q3∗µ′2t

E ′2

) 1
9

, (5.8)

which are valid prior to breakthrough while the fracture is propagating radially. Indeed, these

scalings are the same as those found for a radial hydraulic fracture in the M regime (Detournay,

2004; Detournay et al., 2007; Lecampion et al., 2017).

K scaling: Toughness dominated, no leak-off

In the case that the problem is controlled by toughness and storage, the fracture is propagating

in the K regime and a unique set of scalings govern the solution (see Detournay (2004); Bunger

et al. (2005); Mitchell et al. (2007); Peirce and Detournay (2008); Hu and Garagash (2010);

Moukhtari et al. (2019) for details of toughness-dominated fractures). In this case, Ge , Gv , GK ,

and Gq can all be set to one, which yields,

P∗ =
(

K ′6

Q0E ′t

) 1
5

, L∗ =
(

Q0E ′t
K ′

) 2
5

, W∗ =
(

K ′4Q0t

E ′4

) 1
5

, (5.9)

which are valid prior to breakthrough while the fracture is propagating radially. Indeed, these

scalings are the same as those found for a radial hydraulic fracture in the K regime (Detournay,

2004; Detournay et al., 2007; Peirce and Detournay, 2008; Lecampion et al., 2017).

M̃ scaling: Viscosity dominated with leak-off

In the case that the problem is controlled by viscosity and leak-off, the fracture is propagating

in the M̃ regime and a unique set of scalings govern the solution (see Peirce and Detournay

(2008); Hu and Garagash (2010) for examples of scaling for viscosity-leak-off-dominated
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fractures). In this case, Ge , GC , Gm , and Gq can all be set to one, which yields,

P∗ =
C ′2E ′4µ′ 4

3

Q
2
3∗ t

 3
16

, L∗ =
(

Q2∗t

C ′2

) 1
4

, W∗ =
(

Q6∗µ′4t

C ′2E ′4

) 1
16

, (5.10)

which are valid prior to breakthrough while the fracture is propagating radially. Indeed, these

scalings are the same as those found for a radial hydraulic fracture in the M̃ regime (Peirce

and Detournay, 2008).

K̃ scaling: Toughness dominated with leak-off

In the case that the problem is controlled by viscosity and leak-off, the fracture is propagating

in the K̃ regime and a unique set of scalings govern the solution (see Peirce and Detournay

(2008); Hu and Garagash (2010) for examples of scaling for toughness-leak-off-dominated

fractures). In this case, Ge , GC , GK , and Gq can all be set to one, which yields,

P∗ =
(

K ′8C ′2

Q2∗t

) 1
8

, L∗ =
(

Q2∗t

C ′2

) 1
4

, W∗ =
(

K ′8Q2∗t

E ′8C ′2

) 1
8

, (5.11)

which are valid prior to breakthrough while the fracture is propagating radially. Indeed, these

scalings are the same as those found for a radial hydraulic fracture in the K̃ regime (Peirce and

Detournay, 2008).

5.3.3 Scaling Transition Times

The transition time from one regime to the next can be found by first taking the scalings found

in the initial regime (i.e., the expressions found for P∗, L∗, and W∗) and then setting the value

for G corresponding to the next regime equal to one and then solving for time. For example, if

the problem begins in the storage, viscosity regime (M), and then transitions into the storage,

toughness regime (K ), the time of this transition can be found by taking the expression for L∗
from Equation 5.8 and setting GK equal to one. Given that both of these expressions contain

L∗, this variable can be eliminated and time can be solved for, yielding (Lecampion et al.,

2017),

tMK = Q
3
2
0 µ

′ 5
2 E ′ 13

2

K ′9 . (5.12)
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This value for time represents when toughness will begin playing a significant role in the

fracture’s propagation. Note that it actually takes a significantly longer amount of time before

the fracture is propagating in the toughness regime (Lecampion et al., 2017). The other three

transitions times are,

tM M̃ = Q
6
7
0 µ

′ 4
7

C ′ 18
7 E ′ 4

7

, tK K̃ = K ′ 8
3 Q

2
3
0

C ′ 10
3 E ′ 8

3

, tM̃K̃ = E ′12C ′2µ′4Q2
0

K ′16 . (5.13)

Note that essentially only tM M̃ and tK K̃ are relevant here, because the transition time from

viscosity- to toughness-dominated propagation is either zero or infinite when toughness and

viscosity are set to zero, respectively, as will be the case the simulations presented here.

5.4 Results

5.4.1 Viscosity dominated, no leak-off

Breakthrough time

By setting the L∗ found for this regime equal to h, the height between the injection well and

the reservoir-caprock interface, it is possible to solve for the time until breakthrough, tbtM ,

tbtM =
(

h9µ′

Q3
0E ′

) 1
4

, (5.14)

because when the radius of the fracture equals the distance between the injection well and

the reservoir-caprock interface the fracture begins attempting to breakthrough the caprock.

Stress jump intensity

A value of P∗ at breakthrough can be found, P∗bt , through use of tbtM found in Equation 5.14.

The stress jump intensity can then be found by inputting P∗bt into the definition for Gσ,

yielding,

Gσ = ∆σ
P∗

=
(
∆σ4h3

Q0µ′E ′3

) 1
4

, (5.15)

which serves to represent the intensity of a stress jump encountered in a viscosity-dominated
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Figure 5.2 – Simulation results of breakthrough normalized by half of the reservoir height
against Gσ in the M-scaling regime for a wide range of parameters. Note that the unfilled
points potentially did not converge to an asymptotic value and may still propagate vertically
as injection continues. The error bars represent the height of one cell.

propagation regime with no leak-off. Indeed, Gσ governs the magnitude of the breakthrough,

as shown by the results of many different simulation runs in Figure 5.2. The results indicate

that breakthrough is significantly reduced for large values of Gσ and are consistent enough to

suggest that a value for breakthrough can be predicted when Gσ is known. The trial parameters

used for each simulation are shown in the Appendix, Table A.1.

Note that these results agree with the experimental findings of El Rabaa (1984), where fracture

breakthrough in the presence of a stress contrast was reduced in the event of large stress

contrasts, softer rocks, thicker reservoirs, and low injection rates.

Asymptotic time scale

The scale for the transition time after breakthrough to the asymptotic solution of breakthrough,

TM , can be found by taking this regime’s solution for P∗, setting Gσ = 1, then solving for time,

such that,

TM = E ′2µ′

∆σ3 . (5.16)

This result agrees with the finding of Garagash et al. (2008) found for the viscosity-dominated
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Figure 5.3 – A comparison of a PyFrac simulation (M1 in Table A.1) to the data presented in
Garagash et al. (2008) with M scaling. (a) The breakthrough plotted as a function of time since
breakthrough, where breakthrough occurred after 41 seconds in the numerical simulation.
The error bars represent the height of one cell. (b) The width as a function of the vertical
coordinate after 186.7 seconds. The interface marked is the interface where the stress jump
occurs.

regime. Note that by normalizing TM by tbtM ,

TM

tbtM

=
(

E ′3Q0µ
′

∆σ4h3

) 3
4

=
(

1

Gσ

)3

, (5.17)

we find that this transition time scales as 1
G3
σ

. Physically, this means that, for larger values of

Gσ, the hydraulic fracture is expected to reach the asymptotic value of breakthrough more

quickly.

Comparison to Garagash et al., 2008

By comparing the experimental results presented by Garagash et al. (2008), to the simulation

results from PyFrac, Figure 5.3, it is clear that the simulator is able to match the experimental

results reasonably well. The match is not exact; however, considering the difficulties in

keeping a constant injection rate during experiments and the difficulty in performing viscosity-

dominated hydraulic fracture experiments (Bunger et al., 2005), the match is acceptable. For

example, the shape of the breakthrough curve matches fairly well with experimental results

while being slightly smaller in magnitude, Figure 5.3a. Further, the width profile after 186.7

seconds of injection under-predicts the width above the interface while being a closer match

within the reservoir, Figure 5.3b. Note that a series of verifications for PyFrac, including those

with a stress jump, can be found in Zia and Lecampion (2019).
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Figure 5.4 – From the simulation using the parameters of the Garagash et al. (2008) experiment
(M1 in Table A.1) with M scaling, (a) the horizontal extent of the fracture as a function of time,
log-log scale. The predicted horizontal extent based on both the PKN and radial scalings are
also shown. (b) The width at the wellbore as a function of time, log-log scale. The predicted
width based on both the PKN and radial scalings are also shown.

Further insight can be gained by comparing the results of the simulation to both PKN and

radial scalings. For example, at early time, the half length of the fracture, L, scales with time

as would a radial fracture (e.g., Detournay (2004); Detournay et al. (2007); Lecampion et al.

(2017)); however, at late time the half length scales with time as a PKN fracture (Nordgren,

1972), Figure 5.4a. Similarly, the width of the fracture, wwb , scales as a radial fracture at early

time (e.g., Peirce (2015)) and as a PKN fracture at late time (Nordgren, 1972), Figure 5.4b.

Similar results have been found by Zia and Lecampion (2019) for PL3D height-contained

fractures using PyFrac.

Finally, a similar analysis can be performed for the wellbore pressure, Pwb , highlighting that

the fracture does not scale as either a radial (e.g., Lecampion et al. (2017)) or PKN fracture (e.g.,

Zia and Lecampion (2017)), Figure 5.5.

5.4.2 Toughness dominated, no leak-off

Breakthrough time

By setting the L∗ found for this regime equal to h, it is possible to solve for the time until

breakthrough, tbtK ,

tbtK = h
5
2 K ′

Q0E ′ . (5.18)
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Figure 5.5 – From the simulation using the parameters of the Garagash et al. (2008) experiment
(M1 in Table A.1) with M scaling, (a) the pressure at the wellbore as a function of time, log-log
scale. The predicted pressure based on the radial and PKN scalings are shown.

Stress jump intensity

A value of P∗ at breakthrough can be found, P∗bt , through use of tbtK found in Equation 5.18.

The stress jump intensity can then be found by inputting P∗bt into the definition for Gσ,

yielding,

Gσ = ∆σ
P∗

= ∆σ
p

h

K ′ , (5.19)

which serves to represent the intensity of a stress jump encountered in a toughness-dominated

propagation regime with no leak-off. Indeed, Gσ governs the magnitude of the breakthrough

asymptote, Figure 5.6. The results indicate that breakthrough is significantly reduced for

large values of Gσ and are consistent enough to suggest that a value for breakthrough can be

predicted when Gσ is known. The trial parameters used for each simulation are shown in the

Appendix, Table A.2.

Note that these results agree with the experimental findings of El Rabaa (1984), where fracture

breakthrough in the presence of a stress contrast was reduced in the event of large stress

contrasts, softer rocks, and thicker reservoirs.

Asymptotic time scale

The scale for the transition time after breakthrough to the asymptotic solution of breakthrough,

TK , can be found by taking this regime’s solution for P∗, setting Gσ = 1, then solving for time,

116



5.4. Results

0 0.5 1 1.5

G  [-]

0

0.1

0.2

0.3

0.4

0.5
b
/H

 [
-]

Figure 5.6 – Simulation results of breakthrough normalized by half of the reservoir height
against Gσ in the K-scaling regime for a wide range of parameters. Note that the unfilled
points potentially did not converge to an asymptotic value and may still propagate vertically
as injection continues. The error bars represent the height of one cell.

such that,

TK = K ′6

E ′Q0∆σ5 . (5.20)

Note that by normalizing TK by tbtK ,

TK

tbtK

= K ′5

∆σ5h
5
2

=
(

1

Gσ

)5

, (5.21)

we find that this transition time scales as 1
G5
σ

. Physically, this means that, for larger values of

Gσ, the hydraulic fracture is expected to reach the asymptotic value of breakthrough more

quickly. Notably, the dependency of TK on Gσ is stronger than that of TM . This is also true of

TK ’s dependency on ∆σ, implying that stress jumps encountered while a hydraulic fracture

is propagating in a toughness-dominated regime are more efficient at causing the hydraulic

fracture to reach an asymptotic value of breakthrough than those encountered while the

hydraulic fracture is propagating in the viscosity-dominated regime.
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Figure 5.7 – Results of a toughness-dominated Pyfrac simulation (K21 in Table A.2). (a) The
breakthrough as a function of time. Final breakthrough is equal to 173 mm. (b) The horizontal
extent of the fracture as a function of time, log-log scale. The predicted horizontal extent based
on radial scaling is shown. (c) The width at the wellbore as a function of time, log-log scale.
The predicted width based on radial scaling is shown. (d) Wellbore pressure as a function of
time, log-log scale. The pressure based on radial scaling is shown.

Simulation results

By taking the results of one trial, simulation K21 in Table A.2, it is possible to understand

how key parameters are evolving over the course of the simulation. From Figure 5.7a it is

clear that the breakthrough in this case evolves to an asymptotic value at large time. As was

shown in Figure 5.6, the value of this asymptote depends on Gσ. Further, from Figure 5.7b it

can be seen that, at large time, the length of the fracture does not conform to radial scaling

(e.g., (Detournay, 2004; Detournay et al., 2007; Lecampion et al., 2017)). From Figure 5.7c it is

evident that this type of fracture’s width evolves as a function of time raised to the power of

one-fifth, as would be appropriate for a radial fracture (e.g., Lecampion et al. (2017)). Finally,

the pressure declines with time to a power which is less negative, Figure 5.7d, (i.e. a smaller

magnitude power, closer to t
−1
20 ) than that of a radial fracture (e.g,. Lecampion et al. (2017)).
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5.4.3 Viscosity dominated, with leak-off

Breakthrough time

By setting the L∗ found for this regime equal to h, it is possible to solve for the time until

breakthrough, tbt M̃ ,

tbt M̃ = h4C ′2

Q2∗
. (5.22)

Stress jump intensity

A value of P∗ at breakthrough can be found, P∗bt , through use of tbt M̃ found in Equation 5.22.

The stress jump intensity can then be found by inputting P∗bt into the definition for Gσ,

yielding,

Gσ =
(
∆σ4h3

Q0µ′E ′3

) 1
4

, (5.23)

which serves to represent the intensity of a stress jump encountered in a viscosity-dominated

propagation regime with leak-off. Note that this expression for Gσ does not depend on the

leak-off coefficient and is exactly the same as that found for viscosity-dominated case without

leak-off, Equation 5.15. New simulation cases were ran and plotted against those found for the

viscosity-dominated regime without leak-off, Figure 5.8. The trial parameters used for each

simulation are shown in the Appendix, Table A.3.

Asymptotic time scale

The scale for the transition time after breakthrough to the asymptotic solution of breakthrough,

TM̃ , can be found by taking this regime’s solution for P∗, setting Gσ = 1, then solving for time,

such that,

TM̃ = C ′2E ′4µ′ 4
3

∆σ
16
3 Q

2
3
0

. (5.24)
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Figure 5.8 – Figure 5.2 with simulation results of breakthrough normalized by half of the
reservoir height against Gσ in the M̃-scaling regime added. Note that the unfilled points
potentially did not converge to an asymptotic value and may still propagate vertically as
injection continues. The error bars represent the height of one cell.

Note that by normalizing TM̃ by tbt M̃ ,

TM̃

tbt M̃
=

E ′ 3
4µ′ 1

4 Q
1
4
0

∆σh
3
4


16
3

=
(

1

Gσ

) 16
3

, (5.25)

we find that this transition time scales as 1

G
16
3
σ

. Physically, this means that, for larger values of

Gσ, the hydraulic fracture is expected to reach the asymptotic value of breakthrough more

quickly. Note that while the value for Gσ is the same in the two viscosity-dominated regimes,

the transition time has a larger dependence in the leak-off dominated case.

Simulation results

By taking the results of one trial, simulation M̃5 in Table A.3, it is possible to understand how

key parameters are evolving over the course of the simulation. From Figure 5.9a it is clear that

the breakthrough in this case evolves to an asymptotic value at large time. As was shown in

Figure 5.8, the value of this asymptote depends on Gσ. Further, from Figure 5.9b it can be seen

that the length of the fracture does not conform to radial scaling for the leak-off case. From

Figure 5.9c it is evident that this type of fracture’s width evolution does not conform to radial

scaling. Finally, the pressure declines with time to a power which is less negative, Figure 5.9d

than that of a radial fracture. The possible reasons for the mismatch between the simulation

results and radial scaling power laws are addressed in the discussion, Section 5.5.1.
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Figure 5.9 – Results of a toughness-dominated Pyfrac simulation (M̃5 in Table A.3). (a) The
breakthrough as a function of time. Final breakthrough is equal to 147 mm. (b) The horizontal
extent of the fracture as a function of time, log-log scale. The predicted horizontal extent based
on radial scaling is shown. (c) The width at the wellbore as a function of time, log-log scale.
The predicted width based on radial scaling is shown. (d) Wellbore pressure as a function of
time, log-log scale. The pressure based on radial scaling is shown.
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5.4.4 Toughness dominated, with leak-off

Breakthrough time

By setting the L∗ found for this regime equal to h, it is possible to solve for the time until

breakthrough, tbtK̃ ,

tbtK̃ = h4C ′2

Q2
0

. (5.26)

Stress jump intensity

A value of P∗ at breakthrough can be found, P∗bt , through use of tbtK̃ found in Equation 5.26.

The stress jump intensity can then be found by inputting P∗bt into the definition for Gσ,

yielding,

Gσ = ∆σ
p

h

K ′ , (5.27)

which serves to represent the intensity of a stress jump encountered in a toughness-dominated

propagation regime with leak-off. Note that this expression for Gσ does not depend on the leak-

off coefficient and is exactly the same as that found for toughness-dominated case without

leak-off, Equation 5.19. New simulation cases were ran and plotted against those found for

the toughness-dominated regime without leak-off, Figure 5.10. The trial parameters used for

each simulation are shown in the Appendix, Table A.4.

Asymptotic time scale

The scale for the transition time after breakthrough to the asymptotic solution of breakthrough,

TK̃ , can be found by taking this regime’s solution for P∗, setting Gσ = 1, then solving for time,

such that,

TK̃ = K ′8C ′2

∆σ8Q2
0

. (5.28)
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Figure 5.10 – Figure 5.6 with simulation results of breakthrough normalized by half of the
reservoir height against Gσ in the K̃ -scaling regime added. Note that the unfilled points
potentially did not converge to an asymptotic value and may still propagate vertically as
injection continues. The error bars represent the height of one cell.

Note that by normalizing TK̃ by tbtK̃ ,

TK̃

tbtK̃
=

(
K ′

∆σ
p

h

)8

=
(

1

Gσ

)8

, (5.29)

we find that this transition time scales as 1
G8
σ

. Physically, this means that, for larger values of

Gσ, the hydraulic fracture is expected to reach the asymptotic value of breakthrough more

quickly. Note that while the value for Gσ is the same in the two toughness-dominated regimes,

the transition time has a larger dependence in the leak-off dominated case.

Simulation results

By taking the results of one trial, simulation K̃ 10 in Table A.4, it is possible to understand how

key parameters are evolving over the course of the simulation. From Figure 5.11a it is clear

that the breakthrough in this case evolves to an asymptotic value at large time. As was shown

in Figure 5.10, the value of this asymptote depends on Gσ. Further, from Figure 5.11b it can

be seen that the length of the fracture does not conform to radial scaling for the leak-off case,

except possibly initially. From Figure 5.11c, it is evident that this type of fracture’s width does

not conform to radial scaling. Finally, the pressure declines with time to a power which is less

negative, Figure 5.11d, than that of a radial fracture. The possible reasons for the mismatch

between the simulation results and radial scaling power laws are addressed in the discussion,

Section 5.5.1.
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Figure 5.11 – Results of a toughness-dominated Pyfrac simulation (K̃ 10 in Table A.4). (a) The
breakthrough as a function of time. Final breakthrough is equal to 293 mm. (b) The horizontal
extent of the fracture as a function of time, log-log scale. The predicted horizontal extent based
on radial scaling is shown. (c) The width at the wellbore as a function of time, log-log scale.
The predicted width based on radial scaling is shown. (d) Wellbore pressure as a function of
time, log-log scale. The pressure based on radial scaling is shown.
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5.5 Discussion

It has been shown that breakthrough varies inversely with Gσ. Further, at low values of Gσ it is

possible that the hydraulic fracture will be uncontained, with the stress jump only serving to

slow the propagation in the vertical direction and not halt it. Note therefore that the asymptotic

values for breakthrough shown in Figures 5.2, 5.6, 5.8, and 5.10 are not really asymptotic values

in the case that the fracture is running away, designated by the unfilled circles. The trend

of increasing breakthrough for decreasing values of Gσ in these cases is instead a result of

the time of simulation being fairly constant (fixed by when the fracture leaves the domain

or a set time). Therefore, these breakthrough values are a reflection of the speed of vertical

propagation and not asymptotic breakthrough as in the cases at high values of Gσ where the

fracture is contained. For this reason, the value of breakthrough is of significance for high

values of Gσ where the fractures are contained but not at low values of Gσ where the fractures

are not contained. These data points simply serve to show that the fracture was not contained

at these low values of Gσ. Physically, Gσ can be thought of as a measure of how large the net

pressure is in the reservoir in comparison to the stress jump that it must overcome. Therefore,

cases with Gσ larger than one are always contained, as in this case the confining pressure in

the caprock will not be overcome.

The transition times to asymptotic breakthrough, TM and TK , that were found previously, show

that a stress jump in a toughness-dominated regime is more efficient at causing a hydraulic

fracture to reach an asymptotic value of breakthrough than those encountered while the

hydraulic fracture is propagating in the viscosity-dominated regime. This is due to TK having

a stronger dependence on ∆σ than TM . Indeed, in most cases, a hydraulic fracture will reach

a breakthrough asymptote much more quickly in a toughness-dominated regime than in a

viscosity-dominated one. This can be seen by taking standard field parameters, E ′ = 33 GPa,

K ′ = 5e5 Pa
p

m, µ′ = 0.12 Pa · sec, Q0 = 0.3 m3

sec , and ∆σ = 1 MPa, and solving for the ratio
TM
TK

, which yields a value of 8e7. These transition times also provide some intuition as to

why hydraulic fractures with large values of Gσ are unable to breakthrough. If Gσ is greater

than one in any of the regimes, the transition time to asymptotic breakthrough is smaller

than the breakthrough time, implying that the fracture will immediately be at an asymptotic

breakthrough as soon as it reaches the reservoir-caprock interface.

5.5.1 Discussion of scales

Storage domain

In the two storage regimes, M and K , the half-length of the fractures evolves initially with a

radial scaling, Figures 5.4a and 5.7b. However, at late time, after breakthrough, this scaling

changes, increasing in both cases. After breakthrough, the fracture is either entirely contained,

as in Figure 5.7b, or simply inhibited, as in Figure 5.4a. Either way, since the volumetric

injection rate is constant and the vertical propagation reduced, the scaling of the speed of

propagation in the horizontal direction increases. In the M scaling case, the length then
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evolves with a PKN scaling.

Characteristic width, Figures 5.4b and 5.7c, evolves with radial scaling in both of the storage

regimes initially. After breakthrough in the M scaling case, however, the characteristic width

begins to follow PKN scaling. Radial scaling is maintained throughout in the K scaling case.

The scaling of characteristic pressure, here the wellbore pressure, however, does not match

radial scaling in either case, Figures 5.5 and 5.7d. In both cases, both before and at short time

after breakthrough, the pressure decreases as in radial scaling; however, this decrease does not

match the radial scaling power law. In the M scaling case, the pressure does begin to increase

at late time. Similarly, in PKN scaling, pressure is expected to increase; however, again, these

two power laws do not match in Figure 5.5. While it is possible that the continued fracture

growth in the vertical direction, albeit reduced, could explain the mismatch between the M

scaling and PKN scaling at late time, it is unclear why the early time wellbore pressure does

not match the radial scaling in both the M and K scaling examples.

Leak-off domain

The leak-off scalings presented in Figures 5.9 and 5.11 did not match well with the predicted

scaling presented in Equations 5.10 and 5.11, even before breakthrough. The likely reason for

this is that the fractures were not truly propagating in the leak-off regime. Indeed, many of the

scalings presented in Figures 5.9 and 5.11 match more closely to the storage scalings.

Note that the calculated transition time between the K and K̃ , tK K̃ , in Figure 5.11 is calculated

to be 0.9 seconds, which is significantly lower than the breakthrough time, which is closer to

500 seconds. However, clearly this transition time needs to be reduced further. Unfortunately,

high leak-offs are very taxing for the numerical simulator and lead to very long run times,

if not non-convergence. This further implies that the results presented for breakthrough’s

dependence on Gσ in Figures 5.8 and 5.10 may need to be re-evaluated.

5.5.2 The effect of leak-off

As shown in Sections 5.4.3 and 5.4.4, the value of Gσ is not expected to change for either

viscosity or toughness dominated fractures when leak-off becomes significant. This is reflected

in Figures 5.9 and 5.11. This is further supported by a previous finding that leak-off has no

effect on the amount of breakthrough when a fracture encounters a stress jump (Adachi et al.,

2010). Leak-off does have an effect on the time of breakthrough and the time to transition to

an asymptotic value of breakthrough, however. Essentially, leak-off affects the time it takes for

a fracture to reach an asymptotic value of breakthrough but does not affect the value of that

asymptote. Further simulations in the leak-off dominated domains are required before it is

possible to conclude on the effect of leak-off on the breakthrough of a PL3D hydraulic fracture

through a stress boundary due to the difficulties encountered in ensuring that a fracture is

propagating in a leak-off dominated regime.
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5.5.3 Implications for CCS

The results of this study have some interesting implications for large scale fluid injection,

in particular for Carbon Capture and Storage, CCS or simply carbon storage. According to

the Intergovernmental Panel on Climate Change (IPCC), large scale CO2 sequestration for a

coal-fired power plant is defined as at least 800,000 tons of CO2 per year (IPCC, 2014). Part of

the difficulty with CCS is that, for it to have a significant global impact, it must be implemented

on a massive scale (e.g., Zoback and Gorelick (2012)), requiring large numbers (i.e., 1000’s)

of sites capable of accepting large volumes of CO2 at large rates. Therefore, one of the many

problems that faces CCS is the availability of deep basal aquifers in the vicinity from large CO2

sources that are capable of accepting high rates of CO2 injection.

It is clear from this study that positive stress jumps are capable of inhibiting fracture propaga-

tion, and that, in the case of a sufficient positive stress jump, a hydraulic fracture is predicted

to reach a penetration asymptote in the overlying layer and then propagate exclusively in the

horizontal direction. Hydraulically fracturing the near-wellbore region can greatly increase

the injectivity of a well and, if the fracture remains contained in the reservoir with limited

penetration into the caprock, could represent a method of greatly increasing the number of

reservoirs capable of the kinds of injection rates necessitated by large-scale CCS injection

while posing a limited risk to the reservoir seal. In fact, it has previously been noted that

fractures propagating a small distance into sufficiently large caprocks do not pose risk to

storage (Verdon et al., 2013).

Of course, in order for a hydraulic fracture to be contained, a stress jump has to be present. One

possible source of this stress jump could be reservoir depletion associated with hydrocarbon

production (e.g., van Eekelen (1982); Alberty and McLean (2001)). As pore pressure decreases

over the course of a field’s life, poroelasticity predicts that the total stress within that reservoir

will decrease. In the case of a horizontally-extensive reservoir, typical of hydrocarbon reservoirs

(Segall and Fitzgerald, 1998; Zoback, 2007), it can be assumed that the vertical total stress

remains constant and the horizontal total stress changes depending on the stress path of the

reservoir by (Segall and Fitzgerald, 1998; Chan and Zoback, 2002),

∆Shmi n

∆Pp
=α1−2ν

1−ν = A. (5.30)

Here, A is the stress path, a parameter which is defined by the properties of the reservoir and

which governs the total horizontal stress changes associated with production-induced pore

pressure changes, α is Biot’s coefficient, and ν is Poisson’s ratio. In fact, the horizontal total

stress of the hydraulically-isolated bounding layers is also expected to increase (e.g., Segall

(1989)), further enlarging any resulting stress jump, but this effect will be ignored here.

If an operator were to pick a penetration into the caprock which they deem to be acceptable,
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Figure 5.12 – Given certain injection parameters for a hydraulic fracturing treatment, the
depletion required such that a desired injection rate can be achieved. The depletion required
varies depending on the stress path of the reservoir. The fracture is assumed to be viscosity-
dominated. A typical slickwater fracturing injection rate is given as reference. This analysis is
not valid for reverse faulting stress regimes.

such that the caprock’s height is significantly larger than the penetration of the fracture, a value

for Gσ could be read from Figure 5.2 or 5.6, depending on the assumed propagation regime. In

this example, a value for Gσ of 2.0 will be used, corresponding to a breakthrough equivalent to

10% of the reservoir height for a viscosity-dominated fracture. The fracture will be assumed

to be viscosity-dominated, common for typical hydraulic fractures (Detournay et al., 2007).

Further, Young’s modulus will be taken as 18 GPa, Poisson’s ratio as 0.2, the reservoir height as

20 m, and the viscosity of the fracture fluid as 0.01 Pa sec. At this stage, the amount of pore

pressure depletion in a given reservoir required such that a given pump rate can be safely

achieved can be found for various reservoir stress paths, Figure 5.12.

Based on Figure 5.12 it is clear that somewhere between 5 and 15 MPa of depletion is necessary

to create a sufficient stress jump. The required depletion (in terms of pressure) would be less

in the case that the reservoir were thicker. Additionally, injection with a more viscous fluid

would require more depletion. Note that this approach would only work in stress regimes

where the minimum horizontal stress was also the minimum principal stress, i.e. normal

and strike-slip faulting stress regimes. It could similarly be assumed that the fracture will be

toughness-dominated, with K 1C assumed to be 1e6 Pa
p

m. In this case, Gσ is independent of

injection rate, and the depletion required for a given reservoir can be calculated, Figure 5.13,

assuming that operators will not perform a hydraulic fracturing treatment where Gσ is greater

than 0.5, based on Figure 5.6. Note that while injection associated with the hydraulic fracturing

treatment can raise the pore pressure, generally the time scale of the hydraulic fracture is sig-

nificantly shorter than the time required to significantly alter the matrix pressure (Lecampion

et al., 2018).
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Figure 5.13 – The depletion required for various reservoir thicknesses such that the ensuing
toughness-dominated hydraulic fracturing treatment has a Gσ value not exceeding 0.5. The
resulting required depletion is based on the reservoir’s stress path and an assumed K 1C of 1e6
Pa

p
m. This analysis is not valid for reverse faulting stress regimes.

While the notion of hydraulically fracturing a potential CCS reservoir may seem brazen, as

it undoubtedly is, this idea can be taken further. As hydraulic fractures in the presence of

a sufficient stress jump are expected to reach a penetration asymptote and then propagate

horizontally, a hydraulic fracture under these conditions with a constant injection rate is not

expected to propagate any further vertically, after its initial penetration, even if injection is

maintained continuously over the life of the reservoir. This implies that these reservoirs can

be constantly operated under conditions which keep hydraulic fractures open. The advantage

of this approach would be large gains in injectivity. It should be noted that this approach has

been taken already, albeit probably unintentionally. Indeed, there have been numerous cases

of long-term injection operating under conditions which initiate and maintain open hydraulic

fractures (e.g., Healy et al. (1968); Eltvik et al. (1992); United States Environmental Protection

Agency (1994); Bissell et al. (2011)).

Additionally, it is likely not necessary to exclusively employ depleted reservoirs for either of

these approaches. Based on the notion of a critically-stressed crust (Harrison et al., 1954;

Brudy et al., 1997; Townend and Zoback, 2000; Zoback and Townend, 2001; Zoback et al.,

2002), strata in normal faulting stress regimes with high coefficients of friction are expected

to exhibit lower total horizontal stresses. As shales, typical caprocks, frequently have lower

coefficients of frictions than sandstones (Kohli and Zoback, 2013; Ikari et al., 2009; Saffer and

Marone, 2003), this implies that shales overlying sandstones in normal faulting stress regimes

may have larger total horizontal stresses and a positive stress jump will be present in-situ.

These in-situ stress jumps have been predicted since the 1950’s (Harrison et al., 1954) and

have since been seen in nature (van Eekelen, 1982; Alberty and McLean, 2001; Gunzburger

and Cornet, 2007; Sone and Zoback, 2014). Based on the notion of a critically-stress crust,
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Figure 5.14 – For a normal faulting stress regime and a critically-stress crust, (a) the potential
stress jump between a sandstone and shale versus the depth of their interface. (b) The
allowable injection rate such that Gσ does not exceed 2.0.

an assumed coefficient of friction of 0.5 for a shale caprock, and a coefficient of friction of

0.6 for a sandstone reservoir, a stress jump profile can be created, where the potential stress

jump at the interface between the caprock and reservoir is plotted versus the depth of that

interface, Figure 5.14a. Based on this stress jump profile, an allowable Gσ value of 2.0, again

from Figure 5.2 for a viscosity-dominated fracture, a Young’s modulus of 18 GPa, a Poisson’s

ratio of 0.2, and a viscosity of the injected CO2 of 0.01 Pa sec, the allowable injection rate versus

the depth of the caprock-reservoir interface for various reservoir heights can be solved for,

Figure 5.14b. Note that the larger the reservoir height, the larger the predicted breakthrough

into the caprock as the value for Gσ was chosen based on a breakthrough height normalized

with the reservoir height. A similar set of curves can be developed by picking the exact amount

of allowable breakthrough and solving for the corresponding value of Gσ for each reservoir

height.

Note that, while it is thought that most hydraulic fractures are viscosity-dominated (Detour-

nay et al., 2007), fractures become increasingly toughness dominated with increasing time.

Therefore, given that the proposed scenario involves long-term injection it is probably more

appropriate to use a toughness-dominated scaling. In this way, the minimum reservoir height

for a given interface depth can be found for various values of K 1C such that Gσ does not

exceed 0.5 for a toughness-dominated fracture, Figure 5.15. Note that in this case there is no

dependence on injection rate. For this case, the coefficients of friction were again taken as 0.5

and 0.6 for shale and sandstone, respectively.

In these simple analyses the poroelastic stress increase associated with injection, which might

be particularly relevant for the long term fracturing strategy, were neglected. These stress

changes would be compressive and would act to reduce the stress jump. Also neglected,

however, were the thermo-elastic stress changes associated with the injection of the cooler

CO2. These stress changes would be tensile in nature and would therefore act to increase
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Figure 5.15 – Assuming a critically-stress crust and a normal faulting stress regime, the mini-
mum reservoir height required such that a toughness-dominated hydraulic fracture will not
exceed a Gσ value of 0.5.

the stress jump present between the caprock and reservoir. These effects are only relevant at

very large times, but may be relevant in the case that a CO2 storage reservoir is continuously

fractured.

Note that, although these approaches would allow for a significantly increased injectivity, po-

tentially allowing CCS to be implemented on a large enough global scale to make a significant

dent in global emissions, this kind of massive injection would still result in an increase in

pore pressure far from the well, as pointed out by other authors (e.g., Zoback and Gorelick

(2012)). Indeed, it should be noted that the IPCC cut-off for "large-scale" CCS is higher than

the kinds of waste water injection rates that have been seen to induce significant levels of

induced seismicity (Ellsworth, 2013; IEAGHG, 2013; Keranen et al., 2013) and so caution should

be employed when considering such large-scale injection. Of course, these findings have

implications for other areas of study such as hydraulic fractures in the petroleum industry and

in the interpretation of geological sills.

5.6 Conclusion

Stress jumps are capable of halting the vertical propagation of a planar 3D hydraulic fracture,

causing the total breakthrough to reach an asymptotic value which is based on a dimensionless

parameter derived from scaling analyses, Gσ, readily determined from reservoir and oper-

ational parameters. This parameter can also be used to determine if the hydraulic fracture

will runaway, being only hindered and not halted in the vertical direction. The specific form

of Gσ depends on the whether the hydraulic fracture is propagating in the toughness- or

viscosity-dominated regime, with leak-off only affecting the time that is required to arrive

at an asymptotic value for breakthrough. The predictions from the scaling analyses are sup-
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ported by numerical simulations, with more computing power potentially required to achieve

a sufficient number of satisfactory leak-off dominated data points. These findings imply that

the number of reservoirs suitable for carbon storage can be greatly increased through the

contained hydraulic fracturing of depleted hydrocarbon reservoirs, or even virgin reservoirs in

normal faulting stress regimes, where stress jumps are expected in-situ based on the notion of

a critically-stressed crust.
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6 Discussion and Conclusion

This thesis has been built on three fundamental ideas. Namely that:

1. The stress state has an important influence on certain subsurface industrial operations.

2. It has been previously shown that certain subsurface industrial operations are capable

of influencing the stress state.

3. In certain cases operators have intentionally altered the stress state for their own benefit.

The combination of these facts has to led here to the notion that the stress state, at least in

some cases, is something that can be managed by operators and is not simply an unchangeable

parameter, for example, like a reservoir’s depth or distance from a population center. Here this

notion was built upon with the development of a series of novel ideas all of which attempt to

manage the stress state in some capacity.

6.1 Key findings and summary

As the thesis was divided into distinct chapters, the key findings of each chapter will be

summarized individually here.

The first chapter dealt with depletion-induced seismicity and the mitigating effect that reser-

voir stimulation can have on it. This chapter was based on the premise that the gradient of

pore pressure is what determines the magnitudes of the stress changes occurring outside of

the reservoir. Reservoir stimulation reduces the pore pressure gradient required to produce

at a certain flow rate, thereby reducing the magnitudes of the stress changes induced. This

essentially reduces the stressing rates that occur on nearby faults during production, reducing

the rate of induced seismicity. As such, the key finding here is that hydraulic fracturing may be

able to reduce production-induced seismicity. Also included in this chapter were a discussion

of optimal wellbore orientation such that stressing rate is reduced and a discussion on the

133



Chapter 6. Discussion and Conclusion

distance from the wellbore after which poroelastic total stress changes dominate over pore

pressure changes.

The second chapter also dealt with depletion-induced seismicity, but this time focusing on the

effect that compaction-induced permeability loss has on the seismicity rate. Unsurprisingly, it

was found that compaction-induced permeability loss increases the pore pressure gradient

required to produce fluid at a certain flow rate, increasing the stressing rate occurring outside

of the reservoir and with it the seismicity rate. This effect was seen to be heightened in the

event that compaction began occurring inelastically. Whether or not compaction occurs

inelastically is known to depend on differential stress. Therefore, it was possible to show here

that wellbore orientation has a significant influence on whether near-wellbore compaction

occurs inelastically, therefore again implying that wellbore orientation has an influence on

depletion-induced seismicity.

The third chapter dealt with two ideas, both based on the anisotropy of total stress changes

due to pore pressure and temperature changes in a reservoir. First, it has previously been

shown that production from high-stress-path reservoirs in a normal faulting stress regime

can lead to induced seismicity within the pore-pressure depleted zone of a reservoir due

to changes in the horizontal total stress. It was therefore suggested here that high-stress-

path reservoirs in normal faulting stress regimes should be attractive targets for large-scale

injection, as these reservoirs can counter intuitively be expected to stabilize with increasing

pore pressure. The cut-off criterion for determining whether a reservoir has a suitably high

stress path was extended based on the notion of a critically-stressed crust. This has significant

implications for large-scale injection such as might be employed for carbon storage. Second,

it was suggested that the stress state of an EGS reservoir can be preconditioned in reverse

faulting stress regimes by slowly injecting cold fluid, reducing the horizontal - and thereby the

differential - stress. Then, when the reservoir is stimulated with high pore pressure, the lower

differential stress is predicted to result in less large-magnitude events. This suggestion can be

divided into two parts: the suggestion that a reservoir’s stress can be preconditioned, reducing

the risk of a large earthquake, and the suggestion that this preconditioning can be achieved

by slowly injecting cold fluid. A discussion on how this might be possible in strike-slip and

normal faulting stress regimes was also presented. This work has implications for push in

EGS to have only small shearing events during stimulation and can be readily extended and

adapted.

The fourth chapter again dealt with stress preconditioning. In this case, the stress changes

associated with one stimulation treatment of an EGS well were used to guide the stimulation

treatment of another EGS well. This was shown for normal, strike-slip, and reverse faulting

stress regimes. This chapter provides further support to the idea that the stress of a reservoir

can be preconditioned.

The fifth chapter investigated the effect of a stress jump on a Planar 3D hydraulic fracture. A

scaling analysis was performed for four primary propagation regimes determined by whether
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or not the fracture is toughness or viscosity dominated and whether or not leak-off is a

dominant mechanism. The result was a dimensionless quantity that predicts the magnitude

of hydraulic fracture breakthrough. The predictions of the scaling analysis were compared

against numerical simulations for a wide range of parameters and found to be consistent.

These results were then used to discuss the possibility of hydraulically fracturing depleted

hydrocarbon reservoirs for use in carbon storage, implying that it may be possible to safely

fracture depleted reservoirs such that large volumes of carbon can be easily injected.

6.2 Future outlook

There are almost certainly many more examples of how stress should be managed, or at least

considered, in the planning of subsurface operations. While the management of stress was

presented here primarily in a few particular contexts, this approach to stress should be applied

in any operation in which stress is an important factor. Other operations not considered here,

such as reservoir impoundment, mining, hydrogen and natural gas storage, and methane

creation, may also be relevant. For example, in the case of gas storage there are generally both

high and low pressure limits which limit the amount of gas that can be stored (Crotogino, 2016).

Specifically regarding the upper limit, operators may ask themselves if this limit may change if

the gas were injected at a different temperature such that it cools the surrounding rock. While

the answer to this question is not answered in this thesis, the idea behind this thesis would be

that this is now a question worth answering as the initial stress state is something that can be

changed in certain cases.

The following subsections contain an number examples of how what we know about the stress

field and our influence on it can be used to benefit other types of operations. These will be

the immediate extensions of this thesis; however, other potential strategies can be readily

proposed through the combination of the principles presented at the start of this chapter.

Temperature-induced stimulation’s shut in potential

As previously mentioned, EGS stimulation treatments generally rely on high pore pressures

to stimulate rock and this has been known to induce seismicity in certain cases. Other forms

of stimulation exist for EGS reservoirs, however. For example, there have been numerous

instances of acid stimulation in EGS reservoirs, although these reservoirs are primarily sedi-

mentary in nature (Evans et al., 2012). Further, the Northwest Geysers EGS Demonstration

Project in California was actually stimulated via the injection of cold fluid (Rutqvist et al.,

2016b).

Both high pressure and low temperature stimulation treatments operate on the principal of

inducing shear on well-oriented fracture planes as seen in Coulomb faulting theory. Unfortu-

nately, this means that both treatments are capable of inducing shear failure on major faults,

meaning they may potentially produce large-magnitude seismicity. One major difference
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between the two forms of stimulation, however, is the speed of propagation of the temperature

and pressure waves. Pore pressure changes propagate through a reservoir much more quickly

than temperature changes. This can be seen by the difference in time scales required to

stimulate reservoirs using high pore pressure (hours-days) and low temperature (months -

years) injections. This also at least partially explains why producing fluid out of the well after

the end of the stimulation treatment cannot guarantee the end of seismicity; the high pore

pressure wave will continue to propagate and the low pore pressure wave will generally be

unable to catch it meaning shear failure may still occur in the far-field.

Here, a shut-in technique is proposed which is predicted to quickly reduce the Coulomb

stress in the reservoir after shut-in and result in a reduced risk of a large magnitude event

post shut-in. The proposed methodology involves the reservoir being stimulated due to low

temperature fluid injection. When the treatment is to be stopped and the well shut in, fluid

is instead produced from the well at a high rate, resulting in a low pore pressure wave in the

reservoir. As the pore pressure wave is predicted to travel faster than the temperature wave,

the reduced pore pressure region will engulf the low temperature region, resulting in predicted

stability according to Coulomb faulting theory.

The further development of temperature-induced stress preconditioning

The temperature preconditioning proposed in this thesis can be further expanded upon.

Specifically, the focus of chapter 3 was on temperature preconditioning in reverse faulting

stress regimes, while an idea was given of how a similar strategy might be applicable to strike-

slip faulting stress regimes by making use of the anisotropy of stress changes from a horizontal

well. This idea can be further expanded upon and ideally combined with the notion of multi-

stage stimulation. As the stress changes in a strike-slip faulting stress regime will likely alter

differential stress less than they would in either of the other two stress regimes, it may be

necessary to make use of stimulated stages in a horizontal well to cause large temperature

changes that would then affect the next stage. Essentially, beginning with one stimulated stage,

the high permeability in this stage allows for large injection rates. These large injection rates

more quickly result in large temperature and therefore stress changes. Then, a neighbouring

stage can be stimulated with a significantly reduced differential stress as a result of these large

stress changes.

The preconditioning of fault gouges to promote aseismic slip

It has previously been suggested that the repeated loading of a specimen may reduce the

peak strength of that specimen, such that when shear failure occurs the amount of energy

released is reduced (Cornet, 2019). What is essentially being suggested by this author is the

preconditioning of the rock, by decreasing the shear modulus of the rock mass the kinetic

energy that may be released through unstable slip is also reduced (Cornet 2019, personal

communication). From rate and state friction, however, one would imagine that a reduced
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shear modulus might actually promote seismic slip (Scholz, 1998). Indeed, mixed results

have been achieved with cyclic stimulation up to this point (e.g., Zang et al. (2013); Noël et al.

(2019b,a)). A potential avenue for future research might be to first understand from literature

what the effect of altering either the matrix or fault properties is on seismicity, specifically in

terms of seismic/aseismic behaviour, and then propose an approach for achieving this change

prior to EGS stimulation.

Temperature-induced stress preconditioning to alter failure mode

The proposed investigation involves the suggestion that it may be possible to alter the stress

state of a reservoir such that reservoirs that would normally have failed along a pre-existing,

well-oriented crack instead fail primarily in mode I upon stimulation with high pore pres-

sure. This would involve reducing the differential stress before stimulation. Again, the most

probable approach would involve using temperature changes. Regarding the relevance of

this suggestion, it may be beneficial in certain instances to fail in mode I as opposed to shear

(or vice-versa), and it should be noted that there are instances of operators who would only

consider "hard" stimulation in the case that differential stress is low (e.g., Veldkamp, H. and

Boxem, T. (2015)).

6.3 Conclusion

A variety of engineering solutions to problems such as production-induced seismicity, induced

seismicity related to EGS stimulation, induced seismicity related to large-scale fluid injection,

connectivity in EGS reservoir stimulation, and hydraulic fracturing for carbon storage have

been presented here. All of these solutions are in some way related to the management, or

at the very least consideration, of the stress field and the changes that it will undergo during

the proposed operation. Indeed, the underlying theme of this thesis has been that the stress

state of a reservoir and the changes that that reservoir and its surroundings will undergo are

not some unchangeable givens that operators simply have to accept. These stress fields are

something that can be changed, or at the very least influenced, such that these operations are

exposed to less risk. It is the opinion of the author that this line of thought should be continued

and expanded to other applications, with a few possible avenues of research having been

provided. Additionally, the solutions presented here are all numerical and/or semi-analytical.

Before these proposed solutions can be applied in their respective domains, experiment and

testing must surely be performed.
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A Appendix

A.1 Derivation of stress path equations

In order for the stress ratio to not increase, the updated stress ratio must be less than or equal

to the original stress ratio,

Sv +∆Sv −Pp −∆Pp

Shmi n +∆Shmi n −Pp −∆Pp
≤ Sv −Pp

Shmi n −Pp
. (A.1)

The vertical total stress is assumed to remain constant and the change to Shmi n is given by

Equation 3.2 such that,

Sv −Pp −∆Pp

Shmi n + A∆Pp −Pp −∆Pp
≤ Sv −Pp

Shmi n −Pp
. (A.2)

This equation can be simplified to

∆Pp
Sv −Shmi n

Sv −Pp
≤ A∆Pp . (A.3)

In injection scenarios ∆Pp is positive and the resulting expression is,

Sv −Shmi n

Sv −Pp
≤ A, (A.4)
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which is equivalent to Equation 3.6. In production cases, however, ∆Pp is negative and

Equation A.3 simplifies to

Sv −Shmi n

Sv −Pp
≥ A. (A.5)

When Equation A.5 is satisfied, production is not expected to result in the destabilization of

optimally-oriented faults. If the crust can be assumed to be critically stressed, Shmi n can be

found using Equation 3.1, resulting in

Shmi n = Pp + Sv −Pp(√
µ2 +1+µ

)2 . (A.6)

By combining Equation A.6 with Equation A.4, Equation 3.7 can be obtained.

170



A.2. PyFrac Simulation Data

A.2 PyFrac Simulation Data

Table A.1 – Summary of the parameters used during M scaling analysis; b indicates the result
of the trial. K1C was set to zero for each trial. An * on the value for b indicates that the fracture
had not stopped propagating.

Name ∆σ [MPa] H [m] E’ [GPa] Q0 [ m3

sec ] µ [Pa sec] ∆z [m] b [m]

M1 4.3 0.025 3.93 1.7 x 10−9 30.2 0.00125 0.01023*
M2 3.5 0.025 3.93 1.7 x 10−9 30.2 0.00125 0.01275*
M3 8.0 0.025 3.93 1.7 x 10−9 30.2 0.00125 0.00520
M4 15.0 0.025 3.93 1.7 x 10−9 30.2 0.00125 0.00017
M5 6.0 0.025 3.93 1.7 x 10−9 30.2 0.00125 0.00646*
M6 10.0 0.025 3.93 1.7 x 10−9 30.2 0.00125 0.00143
M7 12.0 0.025 3.93 1.7 x 10−9 30.2 0.00125 0.01023
M8 6.0 0.040 3.93 1.7 x 10−9 30.2 0.00125 0.00404
M9 6.0 0.045 3.93 1.7 x 10−9 30.2 0.00125 0.00408
M10 3.5 0.025 3.93 1.7 x 10−9 15.0 0.00125 0.01023*
M11 3.5 0.025 3.93 1.7 x 10−9 1.0 0.00125 0.00394
M12 15.0 0.025 8.33 1.7 x 10−9 30.2 0.00125 0.00394
M13 15.0 0.025 16.70 1.7 x 10−9 30.2 0.00125 0.00772*
M14 12.0 0.025 3.93 1.0 x 10−9 30.2 0.00125 0.00268
M15 12.0 0.025 3.93 5.0 x 10−10 30.2 0.00125 0.00017
M16 5.0 10 41.7 3.0 x 10−5 30.2 0.5 2.58*
M17 5.0 10 41.7 5.0 x 10−5 30.2 0.5 3.09*
M18 3.0 10 41.7 3.0 x 10−5 30.2 0.5 4.60*
M19 5.0 10 41.7 3.0 x 10−5 15.0 0.5 1.58
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Table A.2 – Summary of the parameters used during K scaling analysis; b indicates the result of
the trial. Viscosity was zero for each trial. An * on the value for b indicates that the fracture
had not stopped propagating.

Name ∆σ [MPa] H [m] E’ [GPa] Q0 [ m3

sec ] K 1C [Pa
p

m] ∆z [m] b [m]

K1 4.0 0.146 165 3 x 10−7 1 x 106 0.00365 0.0122
K2 8.0 0.146 165 3 x 10−7 1 x 106 0.00365 0.0086
K3 8.0 0.146 165 3 x 10−7 2 x 106 0.00365 0.0122
K4 4.0 0.146 165 3 x 10−7 2 x 106 0.00365 0.0196
K5 6.0 0.146 165 3 x 10−7 2 x 106 0.00365 0.0122
K6 3.0 0.146 165 3 x 10−7 3 x 106 0.00365 0.0638*
K7 12.0 0.146 165 3 x 10−7 1 x 106 0.00365 0.0086
K8 5.0 0.146 165 3 x 10−7 2 x 106 0.00365 0.0159
K9 3.0 0.146 165 3 x 10−7 2 x 106 0.00365 0.0306*
K10 5.0 0.146 165 3 x 10−7 3 x 106 0.00365 0.0638*
K11 6.0 0.146 165 3 x 10−7 1 x 106 0.00365 0.0086
K12 3.5 0.146 165 3 x 10−7 3 x 106 0.00365 0.0490*
K13 4.0 0.1825 165 3 x 10−7 3 x 106 0.00365 0.0309*
K14 4.0 0.1095 165 3 x 10−7 2 x 106 0.00365 0.0451*
K15 5.0 0.1095 165 3 x 10−7 2 x 106 0.00365 0.0451*
K16 3.6 0.146 165 5 x 10−7 3 x 106 0.00365 0.0490*
K17 3.6 0.146 250 3 x 10−7 3 x 106 0.00365 .0454*
K18 1.0 5.0 165 1 x 10−4 3 x 106 0.125 0.545
K19 2.0 5.0 165 1 x 10−4 3 x 106 0.125 0.293
K20 1.0 5.0 165 1 x 10−4 4 x 106 0.125 0.671*
K21 1.75 5.0 25 1 x 10−4 1 x 106 0.125 0.293
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Table A.3 – Summary of the parameters used during M̃ scaling analysis; b indicates the result
of the trial. K1C was set to zero for each trial. An * on the value for b indicates that the fracture
had not stopped propagating.

Name ∆σ [MPa] H [m] E’ [GPa] Q0 [ m3

sec ] µ [Pa sec] C’ [ mp
sec

] ∆z [m] b [m]

M̃1 6.00 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.020
M̃2 2.50 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.210
M̃3 3.50 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.147
M̃4 5.00 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.020
M̃5 4.50 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.147
M̃6 2.00 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.125 0.273*
M̃7 4.00 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.147
M̃8 4.00 2.5 41.7 3 x 10−5 30.2 2.5 x 10−5 0.0625 0.020
M̃9 3.00 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.210
M̃10 1.50 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.273*
M̃11 2.25 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.210*
M̃12 2.75 2.5 41.7 3 x 10−5 30.2 2.0 x 10−5 0.0625 0.210
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Table A.4 – Summary of the parameters used during K̃ scaling analysis; b indicates the result
of the trial. Viscosity was zero for each trial. An * on the value for b indicates that the fracture
had not stopped propagating.

Name ∆σ [MPa] H [m] E’ [GPa] Q0 [ m3

sec ] K 1C [Pa
p

m] C’ [ mp
sec

] ∆z [m] b [m]

K̃ 1 0.10 5 41.7 1 x 10−5 3 x 105 1 x 10−5 0.125 0.671*
K̃ 2 0.05 5 41.7 1 x 10−5 2 x 105 1 x 10−5 0.125 1.175*
K̃ 3 0.20 5 41.7 1 x 10−5 2 x 105 1 x 10−5 0.125 0.293
K̃ 4 0.10 5 41.7 1 x 10−5 2 x 105 1 x 10−5 0.125 0.419
K̃ 5 0.40 5 41.7 1 x 10−5 2 x 105 2 x 10−5 0.125 0.293
K̃ 6 0.04 5 41.7 1 x 10−5 1 x 105 2 x 10−5 0.125 0.545
K̃ 7 0.035 5 41.7 1 x 10−5 1 x 105 2 x 10−5 0.125 0.671*
K̃ 8 0.11 5 41.7 1 x 10−5 3 x 105 2 x 10−5 0.125 0.545*
K̃ 9 0.13 5 41.7 1 x 10−5 3 x 105 2 x 10−5 0.125 0.419
K̃ 10 0.22 5 41.7 1 x 10−5 3 x 105 2 x 10−5 0.125 0.293
K̃ 11 0.05 5 41.7 1 x 10−5 3 x 105 2 x 10−5 0.125 1.175*
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A.3 Core concepts

While this section gives an overview of some core concepts used in this thesis, many of the

larger topics are not covered here in detail. Instead, appropriate references for poroelasticity

(Biot, 1941; Rice and Cleary, 1976; Wang, 2000; Verruijt, 2013; Cheng, 2016), hydraulic frac-

turing (Economides and Nolte, 2000), petroleum engineering (Peaceman, 1977; Dake, 1978;

Lake, 1989; Aziz and Settari, 2002), and reservoir geomechanics (Zoback, 2007), and induced

earthquakes (Foulger et al., 2018) are provided.

A.3.1 Anisotropic stress changes

Anisotropic stress changes simply means that the magnitude of the stress changes to each of

the principal stress directions is not the same. It does not really make sense to distinguish

between total or effective stresses for this definition because pore pressure is a scalar.

A.3.2 Aseismic slip

Aseismic slip, or creep, is when shear failure occurs stably. This is as opposed to seismic

slip where shear failure is unstable. Aseismic can be thought of as slow propagation without

measurable seismic activity. Felt earthquakes are by nature seismic. For more information on

what might promote aseismic slip see Section A.3.22, as well as such articles as (Scholz, 1998;

Cappa et al., 2018; Cornet, 2019).

A.3.3 (Geologic) basement

The geologic basement just refers to the rocks below the sedimentary cover. These rocks are

either metamorphic or igneous in nature. Frequently, the top of the geologic basement is an

unconformity, such that that location may have previously been eroded down to the basement

(and further) and then later deposits build up the current sedimentary cover. The basement is

frequently harder rock than the sedimentary cover, and characterized by higher coefficients of

friction (see Blanpied et al. (1995); Saffer and Marone (2003); Ikari et al. (2011) for examples

of coefficients of friction for granite, shale, and sandstone, respectively). This often means

it has a higher differential stress (e.g., (McGarr, 1980; Connor et al., 2009). As discussed in

Section A.3.14, this means that it is also capable of producing larger earthquakes. Further, given

its age, it is also common for the basement rock to be more highly faulted than the sedimentary

cover. These two aspects may be behind why large magnitude induced events are frequently

in the basement despite the operation being in the sedimentary cover (see Section A.3.32 for

examples). Some studies that deal with the basement seismicity include (Zhang et al., 2013;

Chang and Segall, 2016a,b, 2017; Urpi et al., 2016). Of course some operations, such as many

EGSs, occur in basement rock, making a discussion on the differences between basement rock

and sedimentary cover less interesting.
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A.3.4 Carbon storage (CCS)

Mankind is emitting anthropogenic CO2 at a rate of approximately 50 Gigatonnes per year

(IPCC, 2014). It is thought that, in order to remain below a 2oC temperature increase by 2100

relative to 1880, we can only emit a total of 2900 Gt of anthropogenic CO2 (of which we have

already emitted about 1900 Gt) (IPCC, 2014). Clearly, we need to start implementing solutions

quickly.

One such solution is Carbon Capture (Utilization) and Storage, or CCS. CCS will likely involve

the storage of CO2 in the subsurface, likely in deep saline aquifers as they are capable of

accommodating large volumes of CO2 and are potentially well distributed with respect to

likely sources of CO2 (Zoback and Gorelick, 2012). The large-scale storage of CO2 is said

to take place at injection rates of at least 800,000 tonnes per year of CO2 at any given site

(Global-CCS-Institute, 2017). At these injection rates, waste water injection into deep basal

aquifers has been seen to be capable of causing significant seismicity (e.g. (Ellsworth, 2013)

(Keranen et al., 2013) (IEAGHG, 2013)).

Indeed, even in the handful of CCS projects that are currently underway, there have been

instances of seismicity. Injection sites such as In Salah (Oye et al., 2013) (Goertz-Allmann et al.,

2014) (Stork et al., 2015), Weyburn (Verdon et al., 2011), and Decatur (Goertz-Allmann et al.,

2017a) (Goertz-Allmann et al., 2017b) have all been shown to be associated with microseismic

events. Although none of the induced events have been large enough to have been felt at

the surface or even cause damage, the risk of a large seismic event during CO2 injection is

certainly large enough to warrant some extra attention.

Further, it should be noted that despite over twenty years of large international conferences

organized by the IEAGHG, there are essentially no large scale CCS projects that are not set up

as either (a) a solution for large amounts of CO2 that are produced alongside hydrocarbon, (b)

part of an Enhanced Oil Recovery (EOR) operation (under certain conditions CO2 is miscible

with hydrocarbon such that residual oil is not left behind in reservoirs) to increase hydrocarbon

production. Indeed, note that operators even produce CO2 out of CO2 reservoirs such as the

Jackson Dome, Mississippi in order to increase the amount of CO2 available for EOR operations

(Denbury Resources produced over 12 million tonnes of CO2 from Jackson Dome in 2008

(Denbury Resources Inc., 2008)). From the author’s personal experience it can be said that

the flaring of CO2 does occur in these fields and that significant leaks (typically associated

with poorly abandoned old wells whose whereabouts are frequently unknown to operators)

also occur (e.g., (Ernst, 2013)). Also, the similarities in exploration for a CCS reservoir and

hydrocarbon pose the question as to whether or not hydrocarbon reservoirs are sometimes

accidentally found during exploration for CCS, such as could be imaged to be the case during

the large-scale seismic surveys occurring of the eastern coast of Australia in the Gippsland

Basin (Geoscience Australia, 2019), which is also one of Australia’s most prolific hydrocarbon

provinces (Victoria State Government, 2019).

Those who wish to learn more about CCS can attend IEAGHG’s next edition of GHGT, GHGT-15,
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which will be held in Abu Dhabi. It has not yet been announced if BHP, ExxonMobil, and Total

will be again amongst the list of gold-level sponsors, as was the case for GHGT-14.

A.3.5 Compaction

The topic of compaction is covered in Chapter 2 both in the text itself and through the ref-

erences provided. Broadly speaking though, as mean effective stress increases pore space is

reduced. This results in loss of both porosity and permeability. Note that the reduction of

pore pressure causes an increase in mean effective stress, so compaction is expected to some

degree during fluid production. Compaction may begin as a small, elastic effect, but it can

begin to occur inelastically resulting in large changes to porosity and permeability (Schutjens

et al., 2004). Compaction also occurs naturally through burial. It is for this reason that deeper

reservoirs tend to have less attractive properties. Note that the severity of the compaction

also depends on the type of rock, so certain rocks will compact more than others for a given

change in stress.

A.3.6 Confining stress

Confining stress refers the minimum principal total stress (see Section A.3.11). This term

is used in hydraulic fracturing as the fluid pressure has to overcome the stress in order to

propagate.

A.3.7 Coulomb stress

The concept of Coulomb stress (e.g., Stein (1999) and references therein) is that it characterizes

how close a given fault is to failure as well as if a given set of pore pressure and stress changes

brought a fault closer to or farther from failure. In this way, a positive change in Coulomb

stress means the fault is now closer to failure whereas a negative one stabilizes the fault. This

makes Coulomb stress a convenient way to characterize the effect of a given event of the

seismicity of an area and spatial plots can be made illustrating how the stress changes in that

area have increased or decreased the chance of failure of a potential fault. Coulomb stress is

used in Chapters 1, 2, and 3 to illustrate the effect of a given action.

A.3.8 Critically-stressed crust

The notion of a critically-stressed crust (Harrison et al., 1954; Brudy et al., 1997; Townend

and Zoback, 2000; Zoback and Townend, 2001; Zoback et al., 2002) implies that the crust is

a constant state of failure equilibrium, and small changes in stress are capable of causing

earthquakes. Evidence of this state of failure equilibrium includes seismicity caused by small

changes in fluid pressure, earthquakes triggered by other earthquakes, and in-situ measure-

ments in deep boreholes (see Zoback et al. (2002) for further discussion and references).

177



Appendix A. Appendix

One of the implications of a critically-stressed crust is that reverse faulting stress regimes

are likely to exhibit larger differential stresses than strike-slip faulting regimes, which, in

turn, are expected to exhibit larger differential stresses than normal faulting stress regimes.

This is supported by natural earthquake data, when on considers the previously mentioned

relationship between differential stress and earthquake size distribution (Schorlemmer et al.,

2005; Gulia and Wiemer, 2010).

Further, a critically-stressed crust implies that rocks which are more likely to contain faults

with lower coefficients of friction are also likely to exhibit lower differential stresses, and that a

stress jump may occur between two layers which are characterized by different coefficients of

frictions. This feature has been seen in the field (Alberty and McLean, 2001; Gunzburger and

Cornet, 2007; Sone and Zoback, 2014). Conveniently for hydraulic fracturing, this implies that

shale cap rocks are likely to have a higher minimum principal stress than a typical conventional

sandstone/limestone reservoir in normal faulting stress regimes. Therefore, as minimum

principal stress exhibits a strong control on hydraulic fracture propagation (Warpinski et al.,

1982a,b; van Eekelen, 1982; Warpinski and Teufel, 1989; Sone and Zoback, 2014), it is likely that

this stress jump results in a natural fracture barrier in normal faulting stress regimes, helping

to contain hydraulic fractures within the target reservoir. However, in reverse faulting stress

regimes, no minimum stress jump is expected. Interestingly, in reverse faulting stress regimes,

a lower maximum principal stress should be expected in the cap rock than in the reservoir;

however, this has not, to my knowledge, been shown in the field and would probably be of

limited interest for hydraulic fracturing operations. The implications for a strike-slip faulting

stress regime are less clear. The containment of hydraulic fractures due to stress jumps is the

focus of Chapter 5.

However, probably the largest implication of a critically-stressed crust is that associated with

the notion that even intraplate areas, which can frequently be quiet seismically, are thought

to be critically-stressed (Townend and Zoback, 2000). Intraplate areas are seismically quiet

due to low strain rates (Zoback, 2007; Zoback and Zinke, 2002), but this does not mean that

they are incapable of hosting earthquakes. Over long periods of time many intraplate areas do

experience significant levels of seismicity, including many large (Mw > 7) events (Zoback and

Gorelick, 2012; Talwani, 2014). In fact, the deadliest earthquake in human history occurred in

an intraplate region (Talwani, 2014). As intraplate regions are quiet due to a low stressing rate,

any action that results in a significant change in stress in the subsurface may be capable of

producing an earthquake. In fact, if the stressing rate is low, even small stress changes may

produce significant changes in the seismic behaviour of a region (Parsons, 2005). Certain

industrial activities are capable of inducing such stress changes and have been seen to be

capable of inducing earthquakes, even (or possibly especially) in intraplate areas.
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A.3.9 Depletion-induced seismicity

Depletion-induced seismicity refers to seismicity induced by the production of fluids. This

can be water production although usually this is in the context of hydrocarbon (both oil

and gas) production. The standard model for depletion-induced seismicity comes from

poroelasticity and was proposed by (Segall, 1989). What this model essentially says is that pore

pressure reduction in the depleted zone causes a contraction of the reservoir (specifically, the

gradient of pore pressure acts as an internal force in the momentum balance equation). This

contraction is opposed by surrounding layers, inducing stresses in them. The total stress above

and below the reservoir increases in the horizontal direction. The stress next to the reservoir

decreases in the horizontal direction. Based on the different faulting types, Section A.3.13, and

these stress changes we can predict which types of faulting we expect to see in each location.

Reverse faulting is expected to occur above and below the reservoir because the horizontal

stress, which is the maximum principal stress in a reverse faulting stress regime, increases in

these areas. Normal faulting is expected to occur next to the reservoir because the horizontal

stress, which is the minimum principal stress in a normal faulting stress regime, decreases in

these areas. Examples seen in practice agree quite well with this theory (see the introduction

of Chapter 2). Note that this theory is less clear about when to expect strike-slip faulting, but

keep in mind that these stress changes are anisotropic in the horizontal direction (discussed

in Chapter 2), so some predictions can be made.

Another type of depletion-induced seismicity occurs within the pore pressure depleted zone of

the reservoir in high stress path reservoirs. This is explained in Section A.3.15. A large number

of examples of depletion induced seismicity (including from water production) are given in

Chapters 1 and especially 2. Further examples can be found in (Suckale, 2009, 2010).

A.3.10 Differential stress

The differential stress is simply the difference between the maximum and minimum principal

stresses. The primary relevance for this thesis of differential stress is its effective on compaction

(see Chapter 2) and its effect on the frequency magnitude distribution of earthquakes (see

Section A.3.14).

A.3.11 Effective stress

The effective stress has a number of definitions. The two that will be used here are Terzaghi’s

effective stress and the Biot effective stress. Terzaghi’s effective stress is the total stress minus

the pore pressure, without the Biot coefficient. Terzaghi’s effective stress is the effective stress

used to evaluate shear failure such as on Mohr Coulomb plots for example (Mandl, 2000).

The Biot effective stress is the same as the Terzaghi effective stress except pore pressure is

multiplied by a Biot coefficient, which has a value between zero and one. The Biot effective

stress is used in calculations of stress change in poroelasticity and is therefore the effective
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stress used in the poroelastic reservoir simulator used in many parts of the thesis.

A.3.12 Enhanced Geothermal Systems (EGSs)

An EGS is a geothermal reservoir that is not economically viable initially and must be somehow

improved such that it can produce geothermal heat at an acceptable rate. Although EGS can

be sedimentary rocks and require acid stimulations (e.g., (Evans et al., 2012)), in this thesis I

refer exclusively to EGSs in basement rocks, such as granites. These reservoirs are typically

stimulated in shear, although in the United States especially sometimes they are hydraulically

fractured with injection pressures above the minimum principal stress (e.g., McClure and

Horne (2014)). The typical set up is to stimulate two wells, also called doublet wells, such that

cold fluid can be injected in one and produced from the other.

EGS faces a few major problems. It is very expensive, it is difficult to achieve the injection/pro-

duction rates required to make it economical (injection especially is an issue), and it has

caused fairly large magnitude induced seismicity on a number of occasions (Basel and Pohang

in particular Häring et al. (2008); Grigoli et al. (2018); Kim et al. (2018)). To my knowledge,

there is only one truly successful EGS project in the world, Soultz-sous-Forêts (Evans et al.,

2005a,b; Evans, 2005). Regarding induced seismicity, the crux of the problem is that the mech-

anism for stimulation (shear failure) is the same as that of an earthquake. Obviously that is

a simple way of looking at things but that is essentially the problem. For this reason, a lot of

research is focused on how to have aseismic shear stimulation without incurring large seismic

earthquakes (see Section A.3.26). Indeed, achieving this kind of stimulation reliably would

be the "holy grain" for EGS stimulation. This was the focus of a large part of Chapter 3 in the

thesis. Regardless of whether one agrees with the ideas put forward in that chapter or not, I

think a push needs to be made towards thinking about what we know about rock mechanics

and designing stimulation treatments in this way, as sometimes the current approaches feel a

little more like guesswork, stimulating a body of rock and just waiting to see what happens.

A.3.13 Faulting types

In the early 1900’s Anderson described three types of faulting, normal, strike-slip, and reverse.

Essentially, which type of faulting occurs depends on the orientation of the fault as well as the

prevailing stress regimes. If the maximum principal stress is vertical, optimally-oriented faults

fail such that the hanging wall is lowered compared to the footwall and normal faulting is said

to have occurred. If the minimum principal stress is vertical, optimally-oriented faults fail

such that the hanging wall is raised compared to the footwall and reverse faulting is said to

have occurred. If the vertical stress is intermediate, strike-slip faulting occurs. An optimally

oriented fault strikes approximately 30 degrees from the maximum principal stress, depending

on the coefficient of friction. Note that intermediate faulting types can also occur and that

more than one type of faulting may be seen in a given earthquake sequence. More information

on faulting types can be found in Simpson (1997); Zoback (2007).
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A.3.14 Gutenberg-Richter

The Gutenberg-Richter power law (Gutenberg and Richter, 1944) essentially a rule in seismicity

says that, if there are a given number of events larger than a certain magnitude, there will be

ten times less events that are larger than a magnitude which is one higher. In practice, this

factor is not always ten and is quantified by the b-value. A higher b-value means relatively

more small events and a lower b-value means relatively more large events. A b-value of 1

corresponds to the standard case where there is a factor of ten between event sizes as described

previously. The relationship is further defined by an activity, or a, value. This is the intercept

of the relation and quantifies the total number of all events above a magnitude of zero. The

magnitude of completeness, Mc , which does not feature in the relationship explicitly, is the

magnitude above which operators are confident they have recorded all the events. Most

seismology textbooks will discuss Gutenberg-Richter to some extent.

Heavy focus has been placed by authors on the relationship between b-value and differential

stress (Amitrano, 2003; Schorlemmer et al., 2005; Narteau et al., 2009; Gulia and Wiemer, 2010;

Goebel et al., 2013; Spada et al., 2013; El-Isa and Eaton, 2014; Scholz, 2015; Wu et al., 2018;

Pearson, 1981; Häring et al., 2008; Goertz-Allmann et al., 2011; Layland-Bachmann et al., 2012;

Goertz-Allmann and Wiemer, 2013; Kwiatek et al., 2014; Dohmen et al., 2017). Indeed, I have

done the same in Chapter 3. This relationship makes sense intuitively, as earthquakes have

the tendency to be larger in high stress environments (Schorlemmer et al., 2005; Narteau et al.,

2009; Gulia and Wiemer, 2010). This relationship with differential stress can be combined

with the idea of a critically-stressed crust to explain why b-values are lowest in reverse faulting

stress regimes and highest in normal faulting stress regimes (Schorlemmer et al., 2005; Gulia

and Wiemer, 2010; El-Isa and Eaton, 2014; Wu et al., 2018).

A.3.15 High stress path reservoirs

A stress path of a reservoir is simply how much the total horizontal stress changes for a given

pore pressure change based off of poroelasticity (Chan and Zoback, 2002). A high stress path

reservoir, a definition defined around normal faulting stress regimes, means that the total

horizontal stress changes are so large during production, where pore pressure and total stress

changes are negative (tensile), that the cause instability despite the decreasing pore pressure.

One can imagine that the decreasing horizontal total stress (which is the minimum principal

stress in normal faulting stress regimes) results in an increased differential stress and a more

unstable stress situation. A high stress path means that this aspect in a sense overrides the

increased stability associated with the lower pore pressure. See Chapters 1 and 2 for examples

of high stress path reservoirs and especially Chapter 3 for a further discussion of high stress

path reservoirs. Examples of literature discussing the stress path include Segall and Fitzgerald

(1998); Chan and Zoback (2002); Zoback (2007). Note that this concept is really only applicable

in cases where the vertical total stress remains constant. This is the case for laterally-extensive

reservoirs which are typical in sedimentary layers commonly used in industry.
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A.3.16 Hydraulic fracturing

Hydraulic fracturing is the mode I (tensile failure) opening of a subsurface reservoir through

the use of pressurized fluids. This fluid can either be water (slickwater frac) or viscous through

the use of gels. These gels allow the fluid to support proppant (sand) which acts to hold the

fractures open after pressure is reduced. The propped pathways then allow for increased

fluid production due to increased permeability and more favorable flow regimes. Hydraulic

fractures generally open in a plane normal to the minimum principal stress, which is why

horizontal wells are drilled parallel to the minimum principal stress. Hydraulic fracturing has

been around since at least the 1950’s (Khristianovic and Zheltov, 1955) but has come to the

attention of many recently due to the shale gas boom. Due to the ability to drill horizontal

wells and hydraulic fracture the well in stages, hydraulic fracturing in shale (source) rocks

has become economical. Hydraulic fracturing has received much negative attention and

is even banned in many countries, primarily due to concerns over the contamination of

fresh water aquifers, indeed the premise of Chapter 5 is the vertical propagation of hydraulic

fractures, something that does not even consider the potential for fracture fluids to leak up a

wellbore annulus. Note that hydraulic fracturing has also been seen to induce seismicity on a

number of occasions (Atkinson et al., 2015; Clarke et al., 2014; Deng et al., 2016; Wang et al.,

2017). Hydraulic fracturing represents a large body of literature that can not be adequately

covered here. See Chapter 5 for more references and a discussion of models used in hydraulic

fracturing, as well as Economides and Nolte (2000); Lecampion et al. (2018) and many other

references for further information.

Frac-hits

A frac-hit is essentially a term used when a hydraulic fracture propagates towards a previously

depleted zone. This is not ideal for operators because it doesn’t give them optimal reservoir

coverage with their fractures, as a previously depleted zone is obviously less attractive than the

fresh reservoir that they try to target. As pointed out by Jin and Zoback (2019) and presumably

others, frac-hits occur because of changes in total stress associated with depletion. Depletion

will reduce the horizontal stresses primarily which, in a normal faulting scenario, means the

minimum principal stress will decrease. As has been shown by Wu et al. (2008), for example,

hydraulic fractures tend to grow into zones of low confining stress.

Microseismic depletion delineation (MDD)

When a hydraulic fracturing job is performed in stages, it can happen that some stages either

are not correctly fractured or simply do not produce as well as other stages. In the case of

hydraulic fracturing of shales, the matrix permeability is so low that it takes a significant

amount of time for the matrix pressure to change significantly as the result of either injection

or production. By producing from the well over a significant period of time, stages that were

well fractured achieve a reduction in pore pressure but those that were not well fractured do
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not. From poroelasticity we know that changes in pore pressure result in changes in stress.

In normal faulting stress regimes, the poroelastic total stress changes will result in larger

differential stresses. As pore pressure is low, shear failure does not occur, however.

When operators wish to see which stages produced well, they then inject fluid. This causes

pore pressure to increase, in cases which have a large differential stress, the result is seismicity

with a low b-value. Note that this injection is not long term enough to significantly affect the

matrix pressure, meaning the stress changes are not undone by this injection. By using this

methodology, proposed in a series of a papers by Dohmen et al. (2013, 2014); Norbeck and

Horne (2015); Dohmen et al. (2017), operators can then see which stages need refracturing.

A.3.17 In-situ stress state

The in-situ stress state is the virgin state of stress at a given location in the subsurface. Opera-

tors have not influenced the stress state at this stage.

A.3.18 Mean (effective) stress

The mean stress is the average value of the three principal total stresses. The mean effective

stress is the mean stress minus the value of pore pressure. This can be done either with or with-

out the inclusion of the Biot coefficient. Indeed, there are some examples of inconsistencies

(Schutjens et al., 2004). In this thesis, when mean effective stress is used, the Biot coefficient is

not included.

A.3.19 Normal (effective) stress

The normal stress is the stress that is normal to a (fault) plane. For a fault, this is the stress that

is holding the fault shut, applied normal to the plane of the fault. Normal stress is sometimes

seen definition of Mohr-Coulomb failure and also has implications for the potential of a fault

to slip aseismically (see Section A.3.22). The normal effective stress is the normal stress minus

pore pressure. If normal effective stress is used in this thesis, it is without the Biot coefficient

because normal effective stress is generally used in the context of shear failure where the Biot

coefficient is not included (see Mandl (2000) and Section A.3.11).

A.3.20 Poroelasticity

While an in-depth look at poroelasticity will not be given here, it may be useful to colloquially

introduce what poroelasticity essentially says. Given a porous structure, it can be imagined

that by increasing the stress on the structure the structure can be made to deform resulting in

a reduced pore space. If there is fluid in that pore space, the reduced volume available to it

results in an increase in pore fluid pressure. Conversely, by increasing pore fluid pressure it

can be imagined that the structure is pushed against and deformation is induced resulting
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in increased pore space, or increased stress if the structure is confined. Poroelasticity, which

is essentially Hooke’s Law which uses effective stress in the place of general stress, says that

this relationship is elastic. The effect of pore pressure changes on structural strain and the

effect of structural strain on pore pressure represent the coupling that is frequently present in

poroelastic models. This coupling can be one or two ways, depending on the application. For

example, there are certain cases where the solid to fluid coupling can be ignored (Wang, 2000).

Further details on poroelasticity can be found in Biot (1941); Rice and Cleary (1976); Wang

(2000); Verruijt (2013); Cheng (2016).

A.3.21 Principal stresses

Within an object/material/the subsurface it is possible to make a cube of any orientation and

measure the normal and shear stresses on that cube. The maximum and minimum principal

stresses are the maximum and minimum normal stresses possible from any orientation of

cube. They both exist on the same cube. No shear stresses are present on any plane making

up this cube. The maximum and minimum principal stresses are in directions which are

normal to one another and therefore form a plane. The third principal stress is in the direction

normal to the plane made up by the maximum and minimum principal stresses. By defining

these three principal stresses and their directions, we completely characterize the stress in any

direction at that location.

Generally in the subsurface, one principal stress is vertical (Zoback, 2007). This is because

fluids cannot support shear stress, so the surface, which is in contact with a fluid - air, cannot

support shear stress. This means that at the surface one principal stress has to be vertical.

That one principal stress holds pretty well in most applications. Exceptions to this can occur

around faults or other heterogeneities. Salt (which acts quite a bit like a fluid) is also capable of

causing unusual stress orientations. In the case that one minimum principal stress is vertical,

it is generally referred to as Sv . The horizontal stresses are referred to as Shmi n and SHmax for

the minimum and maximum horizontal stress respectively.

The differential stress refers the difference between the maximum and minimum principal

stress. The minimum principal stress can usually be characterized by a mini frac test. Source

mechanisms from earthquakes can also help characterize the stress state. In fact, these

approaches, and others, have been used to create a world stress map (Zoback et al., 1989;

Zoback, 1992; Heidbach et al., 2007, 2010, 2018). This body of literature also discusses the

different methods of determining the stress state and their fidelity.

A.3.22 Rate and state friction

When a fault slips, the associated slip rate increase causes an increase in friction, known as the

direct velocity effect (Scholz, 1998) and represented by the a value. After the initial increase,

the friction of the fault decreases to a new steady-state value over a characteristic slip distance
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(Scholz, 1998). The characteristic slip distance corresponds to the sliding distance required to

renew the asperity contacts (Scholz, 1998). This decrease after the initial increase in friction is

given by the b value (these are not the same a and b as in Section A.3.14).

The term a-b governs the slip behaviour of the fault. If a-b is positive, the fault exhibits velocity

strengthening behaviour and the fault is always stable (Scholz, 1998). If a-b is negative, the

fault is either unstable or conditionally stable (Scholz, 1998). In the case of a negative a-b, the

fault will be unstable if the effective normal stress is larger than a critical value, given by

σ̄c = k ·L

− (a −b)
, (A.7)

where k is stiffness, L is the critical slip distance, and σ̄c is the critical normal stress (Scholz,

1998). After the slip rate is reduced, the coefficient of friction will appear to drop slightly; this

is due again to the direct velocity effect. After this, the coefficient of friction recovers with the

log of time (Scholz, 1998).

In a sense, a-b determines if the given fault has the potential to slip seismically. In fact, it is

reasonable to assume that recordable earthquakes will nucleate in any region with a negative

a-b value regardless of how small it is (Marone and Saffer, 2007). In reality there is a lot of

uncertainty regarding many of the a-b values found from laboratory studies (e.g., (Lockner, D.

and Byerlee, J., 1986)).

A.3.23 Scaling analyses

From Barenblatt (2003), "the term scaling describes a seemingly very simple situation: the

existence of a power-law relationship between certain variables". A scaling analysis can be

performed on a complex mathematics equation, or multiple equations, with many terms.

By gathering terms of an equation into dimensionless groups, typical values can be input

into the variables making up these dimensionless groups to see which terms are governing

the equation. Alternatively, it can be decided which groups must be important for a given

problem, and the values that these variables must be have can be approximated. Note that for

this approach it is helpful to introduce the idea of an order of approximation. A zeroth order

of approximation is equivalent to saying that the answer is within one order of magnitude to

the given number. For example, stating a few thousand when the correct answer is 3,914. A

first-order of approximation is done by giving one number exactly, so stating that the answer

is 4,000. A scaling analysis’ goal is to give the answer to order one precision.

In chapter 5, a scaling analysis was performed for hydraulic fracturing. There, dimensionless

quantities were introduced, and the dimensioned variables in the equations were replaced by

them. Then, terms were gathered into dimensionless groups, which were then defined as the

G’s. Each G represented a phenomenon of the problem of a propagating hydraulic fracture.
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For example, GK represented fracture toughness, or the energy being expended to break new

rock. If GK was set to one, as was done for the toughness-dominated regime, it was essentially

like saying that the energy being used to break the rock was significant and needed to be

included. By setting GK to zero, we were saying that the energy to do this was negligible, and

the process was not dominant. There was also a Ge which represented elasticity, Gm , which

represented viscous flow, GC which represented leak-off, Gv which represented storage, and

Gσ which represented the stress jump. By assigning Ge , one of either Gm or GK , and one of

either Gv or GC to one, we could come up with four main regimes where three processes were

dominant. Of course, it is also possible to be in between two regimes, where say both viscous

flow and toughness are important, but we were primarily interested in the end members.

Based on these three G ’s being one, we could solve for expressions for the characteristic length,

L∗, the characteristic width, W∗, and the characteristic pressure, P∗. Time was present in these

expressions, so it was possible to see the scaling of these parameters in time. In this way, it was

possible to see how fracture half-length/radius, width, and pressure evolved in time (recall

that base equations and therefore also the G’s change depending on the fracture geometry

used); these are the scalings.

Gσ was given by stress jump divided by the characteristic pressure. It is intuitive to think

that if the stress jump is much larger than the characteristic pressure, the fracture will not

breakthrough because a fracture needs to overcome the minimum principal stress; this case

would give a large value for Gσ. An expression for Gσ in terms of known quantities was found

by replacing the characteristic pressure with the value of the characteristic pressure at the

time of breakthrough. Therefore, the value of Gσ can be known from given parameters about

the reservoir/injection, and, as breakthrough is inversely related to breakthrough, it can be

qualitatively stated whether a given case will have a large breakthrough. This qualitative result

was then made quantitative by matching it to results from a simulator.

More examples of scaling analyses in hydraulic fracturing are given in Chapter 5, and two

useful references for scaling analyses in general are Barenblatt (1996, 2003).

A.3.24 Seismicity models

Explicitly modelling faults allows researchers to account for the mechanics of fault behaviour

(e.g. (Vilarrasa et al., 2017; Rutqvist et al., 2017; Rinaldi et al., 2016, 2014a,b; Zbinden et al.,

2017; Urpi et al., 2016; Cueto-Felgueroso et al., 2017)). However, the highly faulted nature

many basement rocks (where induced seismicity frequently occurs) have due to their long

tectonic history, the difficulties faced at recognizing faults in the basement rock (Zoback and

Gorelick, 2012; Goertz-Allmann et al., 2017a; Walsh III and Zoback, 2016) (as evidenced by the

number of large earthquakes occurring on unrecognised faults due to waste water injection

(Horton, 2012; Chen et al., 2017; Rubinstein et al., 2014; Rubinstein and Babaie Mahani, 2015;

Alt II and Zoback, 2017)), the size of the risk zone, and the general uncertainty surrounding

the subsurface mean that the explicit modelling of faults for risk assessment is fraught with
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uncertainty and is likely to under predict seismicity. This is worrying for prospects of obtaining

and maintaining a social license-to-operate, as even relatively small earthquakes below a

moment magnitude of 4, like those seen in Basel in 2006, can be enough to cause public

concern to rise to levels that could spell an end to an operation (Evans et al., 2012) (Pawar et al.,

2015; Rutqvist, 2012), even if events this size might not be enough to jeopardize the sealing

potential of the caprock (Rutqvist et al., 2016a). Microseismicity with moment magnitudes

between 2 and 4 can occur on faults less than 1 km in length which can be difficult to detect

using geophysical surveys (Vilarrasa et al., 2014; Evans et al., 2012). For this reason, we cannot

assume that operators will be aware of all potentially dangerous faults before the start of

operations (Pawar et al., 2015). In fact, even if operators were aware of all faults in the area,

over long time periods, say 50 years, injection-induced pressure plumes in CCS, for example,

(0.1 MPa or more) may exceed tens of kilometers (Vilarrasa et al., 2016). Over these kinds of

areas, it may not even be possible to avoid all faults (Rutqvist, 2012; Rutqvist et al., 2016a)

Instead, stochastic models or even better hybrid models which still honor field data and

incorporate various mechanisms important for seismicity (e.g., (Layland-Bachmann et al.,

2012; Shapiro et al., 2010; Bourne et al., 2014; Gischig and Wiemer, 2013; Gischig et al., 2014;

Király et al., 2014, 2016, 2017; Dempsey and Suckale, 2017)) seem like a practical compromise

to incorporate mechanical behaviour and still respect the large uncertainties of the problem

at hand.

A.3.25 Shear failure

Shear failure, which can either be mode II or mode II depending on its specific nature (this

difference is not important for us here), refers to when the two sides of a fracture or shear

plane move horizontally to one another. This is the type of failure in an earthquake and is also

the method of stimulation in EGS stimulation (see Section A.3.12). There is a large body of

literature on shear failure which will not be covered here. See Scholz (1998) and many other

references for more information.

A.3.26 "Soft" stimulation

Soft stimulation is a response to the induced seismicity that has been seen to occur in EGS

stimulation (see Section A.3.12 and Chapter 3). The goal is to stimulate the reservoir in shear

such that permeability is enhanced through either aseismic or low magnitude event slip

without any large seismic events being induced. In my view, when author’s mention soft

stimulation, they are usually referring to cyclic stimulation. In cyclic stimulation, the injection

pressure is held high for a period of time, then reduced. Then it is increased and subsequently

decreased again. This process is repeated for as many times as the operator chooses. This

is as opposed to the classic version of stimulation where injection pressure is simply held

high for a period of time. Numerous studies have focused on soft and cyclic stimulation (e.g.,

Zimmermann et al. (2010); Zang et al. (2013); Zimmermann et al. (2015); Hofmann et al. (2018,
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2019); Noël et al. (2019b,a); Cornet (2019) and others), with mixed results. The idea is that

less seismic energy is radiated during cyclic stimulation and therefore smaller earthquakes

should take place. This has been interpreted to be the case numerically (Zang et al., 2013);

however, experiments have not supported these findings (Noël et al., 2019b,a). Additionally,

a truly fair comparison of a soft stimulation treatment to a classical one is quite difficult to

accomplish in the field, and it is my view that there aren’t strong enough arguments for why soft

stimulation should work based on what we know about rock mechanics for numerical results

to be accepted. Not to mention that the only large-scale application cyclic soft stimulation

was in Pohang, the site of the largest shear stimulation induced earthquake to date (Hofmann

et al., 2019). Of course, I am open to being convinced.

Other authors have suggested that cyclic stimulation fatigues the rock thereby reducing the

shear modulus of the rock mass (Cornet, 2019). However, it seems to me that from rate and

state friction (Scholz, 1998), a decrease in shear modulus should shorten the critical length

for a fault and therefore make it more likely to slip seismically. However, I admit that this is

an area of research that interests me and is one that I am actively following. It could be that

specifically by weakening the fault in this way it is possible to achieve results. Personally, I

am not ready to dismiss this idea based solely on the argument I just gave about the shear

modulus. However, I do feel that currently the approach to soft stimulation is a little bit too

imprecise and unclear and I would like to see some solid arguments based on what we know

about rock mechanics as to why it should work.

A.3.27 Stress regime

The a way of describing the prevailing state of stress. A normal faulting stress regime implies

that the stresses at that location are conducive to normal faulting. A stress state which is

conducive to normal faulting is one where largest principal stress as vertical and the minimum

principal stress is horizontal. A reverse faulting stress regime is conducive to reverse faulting

such that the minimum principal stress is vertical. Finally, a strike-slip faulting stress regime

is conducive to strike-slip faulting and one where the vertical stress is intermediary. See

Section A.3.13 for more information on faulting types and Section A.3.21 for more information

on principal stresses.

A.3.28 Tensile failure

Tensile, or mode I, failure, is the opening of a two sides of a fracture plane in a direction

normal to the plane, with no horizontal movement. In order to achieve tensile failure, the pore

pressure must be larger than the minimum principal total stress. Tensile failure is the method

of stimulation in hydraulic fracturing.
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A.3.29 Thermoelasticity

Thermoelasticity simply describes the way the strain of a structure responds to changes

in temperature and the way temperature responds to strain. Similar to poroelasticity, this

coupling can be two-way; however, it is common to neglect the strain-temperature coupling.

Much more detail is provided in (Cheng, 2016), including details on when it is appropriate

to move to one-way coupling. Thermoelasticity is not widely used in this thesis, with the

exceptions being Chapters 3 and 4.

A.3.30 Total stress

The total stress is the stress on an object from external sources. In porous media, pore pressure

is not included in this definition of stress because it is internal. For example, the total vertical

stress is generally taken as the weight of the (rock) overburden, and does not in any way

include the effect of any fluids, neither through their weight nor the pressure they exhibit.

A.3.31 Traffic light systems

Traffic light systems are a way of managing seismic hazard and are fairly widely used in

EGS stimulation, being first used by Bommer et al. (2006). They operate with three levels,

which are of course green, yellow, and red. The level that an operation finds itself at is

determined by the seismicity that has been induced so far. The cutoffs can be determined

by operators/government/etc. as deemed appropriate for that area. An area with a high

population density might have low magnitude cutoffs, for example. When the level passes

from green (the initial state) to yellow, usually some kind of precaution is taken, such as

lowering the injection rate. At red, the operation is generally shut in.

There are a number of problems with traffic light systems. One major being that many of

the largest induced events have occurred after shut-in, and some of the largest failures in

geothermal have occurred despite the use of a traffic light system. Both Basel and Pohang

made use of traffic light systems (e.g., Layland-Bachmann et al. (2011); Hofmann et al. (2018)).

Traffic light systems are being improved through the addition of hybrid modelling and are

now sometimes called adaptive traffic light systems (e.g., Karvounis and Wiemer (2015);

Mignan et al. (2017); Hofmann et al. (2018)). Examples of these hybrid models are given in

Section A.3.24.

A.3.32 Wastewater injection

In the United States where the conversation around wastewater is most relevant, large volumes

of untreatable water are produced out of hydrocarbon wells and injected into deep subsurface

aquifers (most famously into the Arbuckle Formation). Recently, large volumes of injection
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have led to induced seismicity. This seismicity is occurring mostly in the basement. Examples

of large seismic events (here Mw 5+) associated with wastewater injection include: Chongqing,

China 1997 (Lei et al., 2008), Arkansas 2011 (Mw 4.7) (Horton, 2012), Cushing, Oklahoma 2014

(McNamara et al., 2015) Trinidad, Colorado 2011 (Rubinstein et al., 2014), Prague, Oklahoma

2011 (Keranen et al., 2013) (Sumy et al., 2014), Pawnee, Oklahoma 2016 (Chen et al., 2017),

Fairview, Oklahoma 2016 (Goebel et al., 2017c) (Yeck et al., 2016). Of these documented cases,

only in Keranen et al. (2013) (Prague, Oklahoma) did the seismicity occur on a previously

identified fault.

Within the topic of wasterwater induced seismicity, a large discussion occurs around the topic

of hydraulic fracturing. It is true that there is a degree of misconception here as most of the

water is not flowback from hydraulic fracturing. The earthquakes are also not caused by the

process of hydraulic fracturing itself (although there are examples of this, see Section A.3.16).

However, the hydraulic fracturing/shale boom that has occurred in the US has led to huge

increases in production rates (of both hydrocarbon and water). It is this produced water that

is being injected in waste water wells and causing the induced seismicity. So, it is a mistake to

say that hydraulic fracturing is directly causing the induced seismicity; however, it is dishonest

to say that the two are not connected. See Zhang et al. (2013); Ellsworth (2013); Keranen et al.

(2013, 2014) and many others for overviews.

A.4 Details of Mechanical Model

A.4.1 Derivation of Main Equations

Momentum balance

By performing a force balance (so assuming no acceleration) on the 2D body we get that

−σxx Ax +
(
σxx + ∂σxx

∂x
∆x

)
Ax −σy x Ay +

(
σy x +

∂σy x

∂y
∆y

)
Ay +Sx = 0 (A.8)

and

−σy y Ay +
(
σy y +

∂σy y

∂y
∆y

)
Ay −σx y Ax +

(
σx y +

∂σx y

∂x
∆x

)
Ax +Sy = 0. (A.9)

Note that, for example, Ax is the area of the face in the y-z plane. Its normal is in the x-direction.
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Here, S is the internal force. By cancelling out some like terms we have

∂σxx

∂x
∆x Ax +

∂σy x

∂y
∆y Ay +Sx = 0 (A.10)

and

∂σy y

∂y
∆y Ay +

∂σx y

∂x
∆x Ax +Sy = 0. (A.11)

Next, if we assume that we have a cube as a control volume, ∆y Ay and ∆x Ax are both equiv-

alent to V . S then becomes f , which represents the force per unit volume in that direction.

Also, the shear stresses can be written with τ.

∂σxx

∂x
+ ∂τx y

∂y
+ fx = 0 (A.12)

∂τx y

∂x
+ ∂σy y

∂y
+ fy = 0, (A.13)

or

∇·σ=− f (A.14)

These equations, when written in matrix form are

[
∂
∂x 0 ∂

∂y

0 ∂
∂y

∂
∂x

]σxx

σy y

τx y

=−
[

fx

fy

]
(A.15)
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or simply

B Tσ=− f . (A.16)

It is assumed that displacements are sufficiently small that equilibrium conditions that were

established for the initial geometry remain valid. Note that the stresses here are total stresses.

In the case where we have pore pressure, we replace total stress with the definition of effective

stress, such that our equation becomes

∇·
(
σ

′ +p
)
=− f . (A.17)

This results in

∇·σ′ +∇p =− f , (A.18)

or

B Tσ
′ +∇p =− f , (A.19)

Hooke’s Law

Hooke’s Law reads,

σ
′
i j =λεkkδi j +2µεi j , (A.20)

where σ
′

is an effective stress. λ= Eν
(1+ν)(1−2ν) , so

σ
′
i j =

Eν

(1+ν) (1−2ν)
εkkδi j +2µεi j , (A.21)
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and µ= E
2(1+ν) , so

σ
′
i j =

Eν

(1+ν) (1−2ν)
εkkδi j + E

(1+ν)
εi j . (A.22)

Since εkk = εxx +εy y in Cartesian coordinates for plane strain in the x-y plane,

σ
′
xx = E

(1+ν) (1−2ν)

(
(1−ν)εxx +νεy y

)
, (A.23)

σ
′
y y =

E

(1+ν) (1−2ν)

(
(1−ν)εy y +νεxx

)
, (A.24)

and

τx y = E

(1+ν) (1−2ν)

1−2ν

2
γx y . (A.25)

Note that the shear strain here is the engineering shear strain, such that γx y = 2εx y . These

equations can be written in matrix form as:

σ
′
xx

σ
′
y y

τx y

= E

(1+ν) (1−2ν)

1−ν v 0

v 1−ν 0

0 0 1−2v
2


εxx

εy y

γx y

 (A.26)

Note that σzz is not necessarily zero and in some cases we will solve for it. When we couple

to the flow model we need volumetric strain, but note that strain is zero in the z-direction

(because we are plane strain). However, currently, this was the case of no pore pressure. For the

case of a fluid pore pressure, the analogous law to Hooke’s Law reads (Segall, 2010) (Detournay

and Cheng, 1993),

2µεi j =σi j − ν

1+νσkkδi j − (1−2ν)α

1+ν pδi j , (A.27)

where σ is the total stress, positive in compression. The poroelastic constants used are for a
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drained material because when p = 0 the equation reduces to the original Hooke’s Law (Segall,

2010). Note that this equation is exactly the same as the original Hooke’s Law if the stresses are

assumed to be effective in the original (as we did here). By writing out Equation A.27, we can

retrieve Equation A.26. The effective stress is related to the total stress by

σ
′
i j =σi j −αpδi j . (A.28)

This can then be written for stresses (Detournay and Cheng, 1993), by first making the following

replacement (with a sign switch due this derivation being positive in compression) (Segall,

2010)

σkk = 3K εkk +3αP, (A.29)

such that,

2µεi j =σi j − ν

1+ν
(
3K εkk +3αp

)
δi j − (1−2ν)α

1+ν pδi j . (A.30)

Then, the bulk modulus, K , can be replaced,

K = E

3(1−2ν)
, (A.31)

yielding,

2µεi j =σi j − ν

1+ν
(

E

1−2ν
εkk +3αp

)
δi j − (1−2ν)α

1+ν pδi j . (A.32)

This can be rearranged and simplified such that,

σi j = 2µεi j + Eν

(1+ν) (1−2ν)
εkkδi j + 3ν

1+ναpδi j + (1−2ν)α

1+ν pδi j . (A.33)
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The pressure terms then simplify

σi j = 2µεi j + Eν

(1+ν) (1−2ν)
εkkδi j +αpδi j . (A.34)

By then replacing the shear modulus we get that,

σi j −αpδi j = E

(1+ν)
εi j + Eν

(1+ν) (1−2ν)
εkkδi j . (A.35)

This is the same as the original Hooke’s Law presented in Equation A.22 when we consider

the relationship between total and effective stress (and using engineering shear strain again).

Meaning we can use

σ
′
xx

σ
′
y y

τx y

= E

(1+ν) (1−2ν)

1−ν v 0

v 1−ν 0

0 0 1−2v
2


εxx

εy y

γx y

 (A.36)

which can also be written as

σ
′ = Dε (A.37)

Rewriting the Strains

The definition for ε under the assumption of small strains is

ε= ∆L

L
. (A.38)

The limit as the length of our system goes to zero causes

lim
L→0

∆L

L
= du

d x
. (A.39)
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This can be done for both directions such that

εxx = ∂ux

∂x
(A.40)

and

εy y =
∂uy

∂y
. (A.41)

The engineering shear strain, γi j , for small displacement gradients is given by

γx y = ∂ux

∂y
+ ∂uy

∂x
. (A.42)

These equations can then be written in matrix form yielding

εxx

εy y

γx y

=−


∂
∂x 0

0 ∂
∂y

∂
∂y

∂
∂x

[
ux

uy

]
(A.43)

or simply

ε̃=−Bũ (A.44)

and also

ε=−Bu (A.45)

Terms with a tilde are continuous whereas when displacement and strain are written without

a tilde it means that they are nodal values.
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Setting Up The System Of Equations

By combining Equations A.19, A.37, and A.45 we get

B T DBũ = f +∇p (A.46)

Basis Functions

The displacement, ũ, can be found at any point in the element through the use of the values at

the nodes and basis functions such that

ũ = N1u1 +N2u2 +N3u3 +N4u4 (A.47)

for an element with four points or, more generally in matrix form,

ũ = Nu. (A.48)

Here, N represents the basis functions and u represents the value of displacement (in both x

and y) at the nodes. For an element with four nodes, this looks like

ũ =
[

N1 0 N2 0 N3 0 N4 0

0 N1 0 N2 0 N3 0 N4

]


ux1

uy1

ux2

uy2

ux3

uy3

ux4

uy4


(A.49)

For a square element with linear basis functions with the node numbering beginning in the

upper left and moving horizontally before vertically, the basis functions are

N1 =
(
1− x

a

)(
1− y

b

)
(A.50)
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N2 = x

a

(
1− y

b

)
(A.51)

N3 =
(
1− x

a

) y

b
(A.52)

N4 = x

a

y

b
(A.53)

Here, a is the length of the element in the x direction and b is the length of the element in the

y direction. Now, Equation A.46, which we had previously, is written like

B T DB Nu = f +∇p. (A.54)

Including Body Forces and Pore Pressures

Multiplying the above result by the transpose of the basis functions yields:

N T B T DB Nu = N T f +N T ∇p (A.55)

Recall that f is a stress per length. This multiplied by the basis functions is a stress per length

in a given direction at a given location. The integral of this over x and y is the force per

length (where the length is into the plane) at any given location (matching the location of

the displacement which will be at the nodes). The basis function for pore pressure is just

one everywhere because the pore pressure is constant in each element. Pore pressure is also

turned into a distributed load, then multiplied by the length of the element side along which it

is applied. This yields a force per length (recalling that we are in plane strain and the length is

into the plane).

∫ a

0

∫ b

0
N T B T DB Nu∂ξ∂η=

∫ a

0

∫ b

0
N T f ∂ξ∂η+

∫ a

0

∫ b

0
N T ∇p∂ξ∂η (A.56)
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∫ a

0

∫ b

0
N T B T DB Nu∂ξ∂η= F +P (A.57)

Here, P is basically the pressure of each element times the length of the side of the element in

the direction in which the force is being applied times the Biot coefficient. F is similar. As an

example, see Figure A.1.

The force due to pore pressure, P Ax , on node A in the x-direction would then be given by

P Ax =αd y

2
(P1 +P3 −P2 −P4) (A.58)

The same principle is applied for adding distributed loads. Body forces (which again in plane

strain are actually a force per length where the length is going into the plane) are simply

applied as a two single values, one for the x and one for the y directions.

Setting Up The Final Equation

Also recall that this has been done for one element. These integrals can now be performed for

an element by evaluating a stiffness matrix, km which is defined as

km =
∫ a

0

∫ b

0
N T B T DB N∂ξ∂η (A.59)

This will yield an 8x8 matrix (for quadrilateral elements). The definitions of N , B , and D (for

plane strain) are listed below and the values of each element of the resulting matrix are shown

in the table (for quadrilateral elements and linear basis functions). This can also be done with

Gauss Integration.

D = E

(1+ν) (1−2ν)

1−ν v 0

v 1−ν 0

0 0 1−2v
2

 (A.60)

B N =


∂N1
∂x 0 ∂N2

∂x 0 ∂N3
∂x 0 ∂N4

∂x 0

0 ∂N1
∂y 0 ∂N2

∂y 0 ∂N3
∂y 0 ∂N4

∂y
∂N1
∂y

∂N1
∂x

∂N2
∂y

∂N2
∂x

∂N3
∂y

∂N3
∂x

∂N4
∂y

∂N4
∂x

 (A.61)
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Figure A.1 – How pore pressures are applied for the x-force
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Realize that N T B T = (B N )T . Now, for example, km (1,1) can be found as:

km (1,1) = E

(1+ν) (1−2ν)

∫ a

0

∫ b

0

[
(1−ν)

(
∂N1

∂x

)2

+ 1−2ν

2

(
∂N1

∂y

)2]
∂ξ∂η (A.62)

where the basis functions can be directly plugged in and integrated. This can usually not

be done analytically and typically Gauss quadrature is used to solve the integrals and build

the stiffness matrix. It is possible to take each derivative manually and fill up the local (and

ultimately the global) stiffness matrix in this way. Note that the displacements weren’t involved

in the integral because these are displacements at the node locations and these values are

only at the nodes. Their integral over an area is therefore a constant.

Now the equation looks like

kmu = (F +P ) (A.63)

and can be solved for displacements

u = k−1
m (F +P ) (A.64)

Solving For Strains

Recall that

ε=−Bu. (A.65)

However, what we actually do is

ε= B Nu. (A.66)

so that we can solve for strains at any location in the element by plugging in different values of

the shape functions into the shape functions.

So, to solve for strains all we need to do is build a B matrix. This can be done by solving for the
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Jacobian, which is shown below:

J =
[
∂x
∂ξ

∂y
∂ξ

∂x
∂η

∂y
∂η

]
. (A.67)

These values can be found by averaging the difference in x-locations between nodes (i.e., the

x distances along the lines connecting the nodes) and dividing by the the length of the local

coordinate.

Next, the derivatives required for the B matrix are found my taking the inverse of the Jacobian

and multiplying by the derivative of the shape functions in the local coordinates. For example,

∂N1

∂x
= ∂N1

∂ξ

∂ξ

∂x
. (A.68)

Then, the B N matrix is creating by placing the correct derivatives in the correct place such

that

B N =


∂N1
∂x 0 ∂N2

∂x 0 ∂N3
∂x 0 ∂N4

∂x 0

0 ∂N1
∂y 0 ∂N2

∂y 0 ∂N3
∂y 0 ∂N4

∂y
∂N1
∂y

∂N1
∂x

∂N2
∂y

∂N2
∂x

∂N3
∂y

∂N3
∂x

∂N4
∂y

∂N4
∂x

 . (A.69)

Finally, the strains can be solved for using

ε= B Nu. (A.70)

Again, the strains are evaluated at the location corresponding to the local coordinates used in

N .

Solving For Stresses

The stresses can then simply be solved for in the following manner:

σ
′ = Dε (A.71)
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and total stress can be found with

σ=σ′ +αp (A.72)

A.4.2 Coding

The full details of the coding will not be provided here, and instead a general overview will be

given.

Stiffness matrix

It is recommended to build the stiffness matrix before starting the simulation. The disadvan-

tage of this is that the mechanical properties can therefore not change during the course of

the simulation. It is possible to perform all double integrals of the basis functions manually

(there are 64 in the case of quadratic elements) and add them one by one into the stiffness

matrix if this is easier.

Adding forces

Each time the elastic simulator is called, the force vector needs to be made. This should

consist of body forces and pore pressures. Pore pressures are applied to each of the four nodes

touching their cell. Be sure to include the Biot coefficient. The forces should be in the x and y

directions as we are 2-D. An example of a force applied in the x-direction on a node would be,

Fx =αP ∆y
2 .

Boundary conditions

Fixed displacement boundary conditions are applied by setting the corresponding row in the

stiffness matrix to zero (except for a one in the diagonal) and also setting the force on that

node to zero. This results in a displacement of 0 when the displacements are solved for.

Solving for displacements

Displacements are simply solved for by performing u = K −1
m F . Depending on how you wrote

the code, the top of the vector of displacements corresponds to x-displacements and the

bottom to y-displacements.
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Solving for strains

First build two matrices, E ′, which is the size of [Ne,4] in the case of quadratic elements. One

matrix is for the x-displacements, the other for the y-displacements. For each element (each

row) add the displacements of each node in that element. I placed the bottom left in column

one, bottom right in column 2, top left in column 3, and top right in column 4.

Next make two more matrices, Loc, that are exactly the same as the E ′s except they contain

the exact original locations of all the nodes.

Start a for loop over all elements. Now build the elasticity matrix, given in Equation A.36. Do

this within the for loop. Next build a 4x2 martrix, coor d , which takes the x and y locations of

the nodes in this element. Build a 1x8 matrix, di sp, which contains the displacements of the

nodes in this element.

Now build the basis function matrix, d N , which is a 2x4 matrix. Each node is a column. For

example,

d N (1,1) =−1

4

(
1−η)

, (A.73)

and

d N (2,1) =−1

4
(1−ξ) , (A.74)

note that here, η and ξ are taken as zero throughout. These are the local coordinates.

Next, build the Jacobian by J = d N ∗ coor d . The derivatives for the B matrix are then der i v =
Jac−1d N . Now, build the B N matrix. This matrix is 3x8 and can be found in Equation A.69.

Finally, solve for strains via ε=−B ∗di sp ′. This matrix is 3xNe. Note that if you want to solve

for σzz as well, simply add a row of strains under εy y and make them all zeros; this is εzz .

Solving for effective stresses

Effective stress changes can be found by performing σ′ = DEε.

Solving for total stresses

To solve for total stress changes simply take the effective stresses and add back the pore

pressure times the Biot coefficient.
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Mass In Mass Out

x x + ∆x

q

Mass Of Control Volume

Figure A.2 – Control volume defined to develop mass balance equation.

Solving for volumetric strain

The volumetric strain is simply the sum of εxx and εy y . Recall εzz is zero because we are plane

strain.

A.5 Details of Flow + Temperature Model

A.5.1 Deriving the Continuity Equation

Beginning with a control volume, Figure A.2, it is possible to derive a continuity equation for

mass balance.

Because mass can neither be created or destroyed, the mass conservation for this control

volume can be described as

Mass Final−Mass Initial︸ ︷︷ ︸
Accumulation

= Mass In−Mass Out︸ ︷︷ ︸
Convection

+Generation︸ ︷︷ ︸
Source

, (A.75)

which can be stated as

m ·V
∣∣∣

t+∆t
−m ·V

∣∣∣
t︸ ︷︷ ︸

Accumulation

= F ·∆t · A
∣∣∣

x
−F ·∆t · A

∣∣∣
x+∆x︸ ︷︷ ︸

Convection

+q ·∆t ·V︸ ︷︷ ︸
Source

. (A.76)

Here, m is the mass density of the control volume, F is the mass flux (convection), V is the

volume of the control volume, ∆t is the change in time, and A is the cross-sectional area
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orthogonal to the direction of ∆x. By dividing this equation by the ∆t and V , one obtains

m

∆t

∣∣∣
t+∆t

− m

∆t

∣∣∣
t
= F

∆x

∣∣∣
x
− F

∆x

∣∣∣
x+∆x

+q , (A.77)

which can be reformulated as

m
∣∣∣

t+∆t
−m

∣∣∣
t

∆t
=

F
∣∣∣

x
−F

∣∣∣
x+∆x

∆x
+q . (A.78)

Next, the limit is taken as ∆t and ∆x go to zero, i.e.,

lim
∆t→0
∆x→0

m
∣∣∣

t+∆t
−m

∣∣∣
t

∆t
=

F
∣∣∣

x
−F

∣∣∣
x+∆x

∆x
+q

 , (A.79)

resulting in

∂m

∂t
=−∂F

∂x
+q. (A.80)

Note that this equation, representing the conservation of total mass, is also called the Conti-

nuity Equation. In general form, the equation can be stated as

∂m

∂t
=−∇·F +q. (A.81)

The m (mass density of fluid) of the left term can be replaced like

∂
(
φρ

)
∂t

=−∇·F +q. (A.82)
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The F (mass flux in units of kg
m3

m
sec ) can be replaced like

∂
(
φρ

)
∂t

=−∇· (ρ ·u
)+q. (A.83)

Next, by assuming that velocity is entirely governed by advection and can be described by

Darcy’s Law, the continuity equation is given by

∂
(
φρ

)
∂t

−∇·
(

k

µ
ρ (∇P )

)
= q. (A.84)

A.5.2 Solution strategy

Basically, this begins with the continuity equation from mass balance:

∂
(
φρ

)
∂t

−∇·
(

k

µ
ρ (∇P )

)
= q (A.85)

Assuming an incompressible matrix, the equation is then discretized in a finite volume frame-

work in space and a finite difference framework in time such that in 1-D,

Viφi

(
ρνi −ρn

i

)
∆t

+ Ai

[(
kρ

µ

)ν
i+ 1

2

·
(Pν

i −Pν
i+1

∆x

)
−

(
kρ

µ

)ν
i− 1

2

·
(Pν

i−1 −Pν
i

∆x

)]
=Qν

i . (A.86)

Note that all interface properties are upstreamed. Then, this equation is set up in a residual

framework,

r νi =Viφi

(
ρνi −ρn

i

)
∆t

+ Ai

[(
kρ

µ

)ν
i+ 1

2

·
(Pν

i −Pν
i+1

∆x

)
−

(
kρ

µ

)ν
i− 1

2

·
(Pν

i−1 −Pν
i

∆x

)]
−Qν

i , (A.87)

and then solved fully implicitly like,

r n+1 = r ν+1 ≈ r ν+ ∂r

∂P

ν

∆Pν+1 = 0 (A.88)
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∂r

∂P

ν

∆Pν+1 =−r ν (A.89)

The update to pressure can then be found. This process is repeated until convergence. The

permeability used between two cells is harmonically averaged. The fluid properties at the

interfaces (ρ, µ and their derivatives) are upstreamed. They are also upstreamed at the wells.

A.5.3 Two-phase flow

The continuity equation presented in Equation A.84, and repeated here,

∂
(
φρ

)
∂t

−∇·
(

k

µ
ρ (∇P )

)
= q, (A.90)

can be extended to two phase flow such that it reads,

∂
(
φραSα

)
∂t

−∇·
(

kkrα

µα
ρα (∇P )

)
= qα. (A.91)

Here, α represents the phase. Note that this formulation is immiscible with no state changes

and therefore phase conservation is valid. The relative permeability is found using Corey

functions; viscosities are considered to remain constant. This continuity equation is repeated

for each phase as each phase is conserved in this formulation.

The equations are then discretized in a similar fashion to the single phase continuity equation

and then solved for pressure and one saturation with

∂r

∂P

ν

∆Pν+1 +
Nα−1∑
α=1

∂r

∂Sα

ν

∆Sν+1
α =−r ν, (A.92)

where Nα is the number of phases. The final saturation is found through unity, i.e.,

Nα∑
α=1

S = 1. (A.93)
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Together the two mass balance equations form a system of equations that can be written as

ν︷ ︸︸ ︷
∂r1
∂P

∂r1
∂S1

∂r2
∂P

∂r2
∂S1


︸ ︷︷ ︸

2N ×2N

ν+1︷ ︸︸ ︷ ∆P

∆S1


︸ ︷︷ ︸

2N ×1

=−

ν︷ ︸︸ ︷ r1

r2


︸ ︷︷ ︸

2N ×1

.

A.5.4 Dual-Porosity model

A dual porosity model for ubiquitos fractures in a porous media is defined. As in Khalili and

Valliappan (1996); Wang et al. (2018), the continuity equation for mass balance is defined both

for the matrix,

∂
(
φmρm

)
∂t

−∇·
(

km

µ
ρm

(∇Pm −∇(
ρm g z

)))= q f m , (A.94)

and the fracture,

∂
(
φ f ρ f

)
∂t

−∇·
(

k f

µ
ρ f

(∇P f −∇(
ρ f g z

)))= q −q f m , (A.95)

where φ is the porosity, k the permeability, ρ the fluid density, µ the fluid viscosity, P the

fluid pressure, g the acceleration due to gravity, z the depth, q the mass source term due to

injection/production, and q f m the flow between the fracture and the matrix. The subscripts m

and f designate whether the property is defined for the matrix or for the fracture, respectively.

In order to calculate the flow between the fracture and the matrix, q f m is then defined as

(Khalili and Valliappan, 1996; Wang et al., 2018)

q f m = γρ (
P f −Pm

)
, (A.96)

where γ is the leakage parameter and ρ is the upstreamed fluid density. The leakage parameter
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is defined as (Wang et al., 2018)

γ= π2

s2

km

µ
, (A.97)

where s is the fracture spacing, here taken as the the stage length. Before the fracture has

opened, γ is set to a very large number to ensure equilibrium between the fracture and matrix

systems. Equations A.94 and A.95 are discretized in a fully implicit finite volume framework

and solved for two primary variables, the two pressures.

A.5.5 Energy Balance

In order to model temperature changes, a new equation has to be added. This is the energy

balance based on (Li and Laloui, 2016),

∂Hm

∂t
+∇·Γ+∇· ft = 0, (A.98)

where Hm is the enthalpy of the entire medium, Γ is the heat conduction, and fT is the

convection. Together, Γ and fT make up the heat transfer whereas the first term is the heat

storage. The thermal conduction is given by

Γ=−
(

Nα∑
α=1

(
φSαλα

)+ (
1−φ)

λs

)
∇T, (A.99)

where α denotes the phase and λ is the thermal conductivity. Note that here fluid properties

are upstreamed on the basis of temperature and not flow potential. The thermal convection is

given by

fT =
Nα∑
α=1

cp,α (T −T0)ραqα, (A.100)
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where cp is the specific heat capacity. Finally, the enthalpy of the entire medium is given by

H = (
1−φ)

ρscp,s (T −T0)+φ
Nα∑
α=1

cp,α (T −T0)Sαρα. (A.101)

Thermal equilibrium of the mixture is assumed. For simplicity, it is said that a change in

temperature only affects T and µ (neglecting compressibility in the solid and liquid with

respect to temperature). However, this equation itself is dependent on pressure (q , ρ, φ) and

saturation (S), meaning the Jacobian of this equation will contain derivatives for all three

primary variables (with temperature now being a primary variable as well).

The conservation of enthalpy equation is then discretized in a finite volume in space and finite

difference in time framework and written in residual form such that

r ν3 =V
Hν

m −H n
m

∆t
+V ∇·Γν+V ∇· f νt , (A.102)

This conservation of enthalpy equation is the used in combination with two (in the case of two

phases) mass balance equations presented earlier such each conservation equation’s update

is calculated as

∂r

∂P

ν

∆Pν+1 +
Nα−1∑
α=1

∂r

∂Sα

ν

∆Sν+1
α + ∂r

∂T

ν

∆T ν+1 =−r ν. (A.103)

This ultimately leads to the full system of equations being written as

ν︷ ︸︸ ︷

∂r1
∂P

∂r1
∂S1

∂r1
∂T

∂r2
∂P

∂r2
∂S1

∂r2
∂T

∂r3
∂P

∂r3
∂S1

∂r3
∂T


︸ ︷︷ ︸

3N ×3N

ν+1︷ ︸︸ ︷
∆P

∆S1

∆T


︸ ︷︷ ︸

3N ×1

=−

ν︷ ︸︸ ︷
r1

r2

r3


︸ ︷︷ ︸

3N ×1

,

where r1 and r2 are given by the residuals of components 1 and 2 respectively whereas r3 is
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given by the residual of the conservation of enthalpy equation. i.e.,

r ν1 =V

(
φνρν1Sν1 −φnρn

1 Sn
1

)
∆t

+V ∇·
(

kkνr,1

µν1
ρν1

(∇Pν−∇(
ρν1 g z

)))−Qν
1 , (A.104)

and

r ν3 =V
Hν

m −H n
m

∆t
+V ∇·Γν+V ∇· f νt , (A.105)

Viscosity’s dependence on temperature is given by (Likhachev, 2003),

µ=µ0eaP+ E−bP
R(T−θ−cP ) , (A.106)

where, for water, a = 4.42 ·10−9
[ 1

Pa

]
, b = 9.565 ·10−6

[
J

molPa

]
, c = 1.24 ·10−7

[ K
Pa

]
, E = 4753[

J
mol

]
, θ = 139.7 [K ], and R is the molar gas constant.

A.5.6 Details

Boundary conditions

Boundary conditions here are always no-flow (Neumann). This is done by setting the trans-

missibility of the interfaces at the boundaries equal to be zero. Constant pressure boundaries

can also be used in the simulator’s current state; however, this is done simply by placing a well

in the cell closest to the desired border. The injectivity of the well is then set to a very high

value, effectively fixing the pressure of the cell to be the well pressure.

Density

The definition of isothermal fluid compressibility is

c f =
1

ρ

(
∂ρ

∂P

)
T

. (A.107)
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This can be rearranged such that

c f ∂P = ∂ρ

ρ
. (A.108)

Assuming a constant, small compressibility, this can then be integrated from a reference

pressure and density to the pressure of interest such that

∫ P

P0

c f ∂P =
∫ ρ

ρ0

∂ρ

ρ
. (A.109)

Which the solves as

c f (P −P0) = ln

(
ρ

ρ0

)
. (A.110)

This then in turn reduces to,

ρ = ρ0 ·e[c f (P−P0)], (A.111)

which is the density formulation used in the simulators.

Gravity

Gravity can be included in the convection term, changing the continuity equation to

∂
(
φραSα

)
∂t

−∇·
(

kkrα

µα
ρα

(∇P −∇(
ραg z

)))= qα. (A.112)

The density used in the gravity term is taken as the average as the densities of the two cells

forming each interface. Derivatives are taken according to this convention as well.
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Initialization

Pressure and saturation both need to be initialized. Ideally, this is done by assigning reasonable

in-situ values, which for saturation is fairly straight forward, but requires a little bit of math for

pressure (in the case of a compressible fluid with gravity). By starting with the equation for

hydrostatic pressure,

∂P = ρg∂z, (A.113)

we can then separate variables and integrate from the surface (z = 0) to each depth in the

reservoir to find the pressure, i.e.,

∫ P

P=Psur f

∂P

ρ
=

∫ z=z

z=0
g∂z. (A.114)

It will be assumed that the surface pressure, Psur f , is equal to zero such that pressure is the

gauge pressure. Then, we can substitute in the relationship for density presented earlier,

∫ P

P=0

∂P

ρ0e[c f (P−P0)]
=

∫ z=z

z=0
g∂z. (A.115)

From here, we have that

− 1

ρ0c f
e[−c f (P−P0)]

∣∣∣∣P

P=0

= g z, (A.116)

which yields,

P = P0 − 1

c f
ln

[
1− g zρ0c f

]
. (A.117)

Note that generally after this has been performed the model is further initialized by setting the

permeability to very large values and allowing the simulation to run for a while with no wells.
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Wells

Constant pressure wells are modelled with the Peaceman well model (Peaceman, 1978),

Qα =W I · (Pw f −P
) ·λα ·ρα, (A.118)

where W I is the well index, which determines how productive the well is, and Pw f is the well

bore flowing pressure, which is assigned for each well. All fluid properties are upstreamed in

this calculation.

For constant flow rate wells, the flow rate into or out of the cell is simply assigned for injectors.

For producers, the total flow rate can be assigned but then fractional flow must be used to

determine how much of each fluid is produced. Care should be taken when handling the

derivatives of the flow rate with respect to pressure and saturation as these two cases are

handled differently in this regard. For injectors, these derivatives are zero.

Mechanics coupling

Poroelastic coupling can be ignored in the case that (Cheng, 2016)

αBsk ¿ 1, (A.119)

where Bsk is the Skempton coefficient; however, this is generally not the case. Here, the

mechanics coupling is performed using the definition of porosity from Coussy (2007), which is

φ=−εkkα+ P
(
α−φ0

)
ks

+φ0. (A.120)

Here, εkk is the volumetric strain, positive in extension, α is the Biot coefficient, φ is the

current porosity, φ0 is the reference porosity at zero pressure and strain, P is the pore pressure,

and ks is the grain bulk modulus. The volumetric strain is simply a sum of the axial strains.

I initialize by first assigning a fixed value of porosity to perform the pressure initialization

(such that I can achieve hydrostatic pressure for compressible flow). Then, I assume a typical

lithostatic gradient (usually 2.3 times hydrostatic) to calculate the predicted vertical stress.

This is then multiplied by the Young’s Modulus of each layer to get a predicted vertical strain.

The vertical strain is then taken as the initial volumetric strain and this is then used in the

equation above to calculate porosity. The initial volumetric strain is then stored and applied
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each time porosity is calculated (because the mechanics simulator subtracts the forces applied

by the initial hydrostatic stress field so that it can calculate stress changes from the initial

condition). In this way porosity can be seen to be decreasing with depth (assuming a high

enough bulk modulus for the grains). Note that it is important to assign the same initial

reference porosity within each layer so that porosity’s gradient with respect to pressure is

constant within that layer.

The flow and mechanics model are iterated each time step until convergence (determined

by change in pressure) before moving on to the next time step. At the beginning of the time

step, the new volumetric strain is applied. This changes the porosity, so the pressure has to be

adjusted such that the mass of each phase is conserved.

Thermoelastic coupling

Here, the thermoelastic coupling can ignored in certain cases(i.e. heat does not cause solids

to deform and the solid deformation does not generate heat). This is generally the case for

most geomaterials (Cheng, 2016) and is the case for geomaterials where

Kβ2
d

md
¿ 1. (A.121)

In the case that one-way flow to solid coupling is to be included, the thermal strain, εT ,

εT =αT∆T, (A.122)

is added to the mechanical strains before the computation of stress changes. Here, αT is the

coefficient of linear thermal expansion and T is the temperature.

Dual-Porosity mechanical model

The mechanical model begins with the conservation of momentum,

∇·σ′ +∇(
α1Pm +α2P f

)=− fb , (A.123)

where σ
′

is the effective stress and fb the body forces. As defined by Khalili and Valliappan

(1996), α1 and α2 are the effective stress parameters for the matrix and fracture pressures
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respectively and are equivalent to

α1 =
cp

c
− cs

c
, α2 = 1− cp

c
. (A.124)

Here, cs is the compressibility of the solid grains, cp is the compressibility of the porous blocks,

and c is the compressibility of the fissured porous medium. The conservation of momentum

equation is then combined with the linear theory of poroelasticity extended for a dual porosity

system (Biot, 1941; Rice and Cleary, 1976; Khalili and Valliappan, 1996; Wang, 2000),

Si j −α1Pmδi j −α2P f δi j = E

(1+ν)
εi j + Eν

(1+ν) (1−2ν)
εkkδi j , (A.125)

where S is defined as the total stress, E is the drained Young’s Modulus, ν is the drained

Poisson’s Ratio, ε is the strain, and δi j is the Kronecker delta. The combination of these

equations is then discretized in a finite element framework.

Dual-Porosity coupling

The poroelastic coupling between the mechanical model and matrix flow model can be

performed using (Coussy, 2007),

φm =−εkkα1 +
Pm

(
α1 −φm,0

)
Ks

+φm,0. (A.126)

where φm,0 represents the reference matrix porosity and Ks is the grain bulk modulus. For

simplicity, the fracture porosity is assumed to have a constant value of one. However, the

permeability of the fractures is assumed to permanently increase when the pore pressure

exceeds the minimum principal stress during stimulation, an approach used in numerical

fracture models (e.g., Wang et al. (2018)) and seen in field studies (e.g., Warpinski et al. (1982a)).

An opened fracture is assumed to have a permeability that is three orders of magnitude larger

than that of the matrix. The coupling from the flow model to the mechanical model occurs via

the inclusion of pore pressures as internal forces in the momentum balance equation.
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A.5.7 An alternate approach, the Pressure Diffusion Equation

Starting with the continuity equation of mass balance for a single phase:

∂
(
φρ

)
∂t

−∇·
(

k

µ
ρ (∇P )

)
= q (A.127)

Note that, as mentioned above, the diffusion of mass in this equation has already been

neglected (because velocity was replaced by Darcy’s Law which does not account for diffusion).

To account for the diffusion of mass something like Fick’s Law must be used in combination.

Therefore, when using Darcy’s Law the convection term is simply made up of advection.

Assuming that k and µ are constant:

∂
(
φρ

)
∂t

− k

µ
∇· (ρ (∇P )

)= q (A.128)

Then using the chain rule on the left-hand side.

ρ
∂
(
φ

)
∂t

+φ∂
(
ρ
)

∂t
− k

µ
∇· (ρ (∇P )

)= q (A.129)

Next, using the definition of isothermal fluid compressibility, which is

c f =
1

ρ

(
∂ρ

∂P

)
T

, (A.130)

and the chain rule, which yields

∂ρ

∂t
= ∂ρ

∂P

∂P

∂t
= c f ·ρ

∂P

∂t
, (A.131)

we find that

ρ
∂
(
φ

)
∂t

+φ · c f ·ρ
∂P

∂t
− k

µ
∇· (ρ (∇P )

)= q (A.132)
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Next, given that rock compressibility is defined as

cr = 1

φ

(
∂φ

∂P

)
T

(A.133)

and using that

∂φ

∂t
= ∂φ

∂P

∂P

∂t
= cr ·φ∂P

∂t
, (A.134)

we can also write

ρ · cr ·φ∂P

∂t
+φ · c f ·ρ

∂P

∂t
− k

µ
∇· (ρ (∇P )

)= q (A.135)

or

ρ ·φ(
cr + c f

) ∂P

∂t
− k

µ
∇· (ρ (∇P )

)= q (A.136)

Now we can expand the second term:

ρ ·φ(
cr + c f

) ∂P

∂t
− k

µ

(
ρ∇2P +∇P ·∇ρ)= q (A.137)

The second term within the second term can be replaced with

∇P ·∇ρ = c f ·ρ ·∇2P (A.138)

The reason for this can be most easily seen in a 1D example:

∂P

∂x

∂ρ

∂x
= ∂P

∂x

∂ρ

∂P

∂P

∂x
= ∂ρ

∂P

(
∂P

∂x

)2

= c f ·ρ ·
(
∂P

∂x

)2

(A.139)
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Anyway, this term is usually neglected (because c f ·ρ is much smaller than ρ) leaving us with:

ρ ·φ(
cr + c f

) ∂P

∂t
− k

µ
ρ∇2P = q (A.140)

The compressibilities can be combined to yield a total compressibility ct .

ρ ·φ · ct
∂P

∂t
− k

µ
ρ∇2P = q (A.141)

The equation be divided by the terms in front of the derivative in the left-most term,

∂P

∂t
− k

µ

1

φ · ct
∇2P = q

ρ ·φ · ct
(A.142)

These terms can be lumped together. This yields the final version of the pressure diffusion

equation,

∂P

∂t
−D∇2P =Q, (A.143)

where

D = k

µφct
. (A.144)

Note that although the pressure term in the diffusion equation is Laplacian and therefore

a diffusive term, it is important to note that the fundamental process behind this is not

diffusion. What I mean here is that this equation comes from the continuity equation for mass

balance with Darcy’s Law, which describes advection (see derivation). That equation does

not, therefore, describe the diffusion of mass it describes the advection of mass. Pressure is

diffusive here, mass is not, and the diffusion equation comes from mass balance.
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A.6 Validation

A.6.1 Validation of flow model

Pressure validation

To solve the heat equation,

∂2ν

∂x2 − 1

κ

∂ν

∂t
=−Q (A.145)

Carslaw and Jaeger (1959) derived the following equation

ν= V x

l
+ 2V

π

∞∑
n=1

(−1)n

n
e−

k·n2 ·π2 ·t
l2 si n

(nπx

l

)
(A.146)

for a finite region 0 < x < l with zero initial temperature, no flow of heat at x = 0 and x = l

maintained at temperature V , which is constant at t > 0. The equation is valid for small values

of time. Note that it is not important how the Q in the first equation is actually defined for my

purposes, just that it supplies the right amount of mass/heat to maintain the constant value at

the boundary.

One important point to note is that the locations of the boundary conditions can be switched

by removing the negative sign from the −1 just after the summation. This will be done in our

case when we have an injector on the left-hand side.

The first equation has the same form as the mass balance equation,

∂
(
φρ

)
∂t

−∇·
(

k

µ
ρ (∇P )

)
= q, (A.147)

when it is written as the pressure diffusion equation (see Section A.5.7),

∂P

∂t
−D∇2P =Q. (A.148)

Note the big differences between the two is that the pressure diffusion equation assumes

constant k and µ. Also, the density formulation that I typically use for the other one is different.
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Regardless, this new equation has the same form as the heat equation when it is written as

∂2P

∂x2 − 1

D

∂P

∂t
=−Q. (A.149)

in 1-D. This means the analytical solution from Carslaw and Jaeger still holds. However, in this

case κ= D and V equals the new Dirichlet boundary condition. Finally, the equation has been

scaled up to an initial pressure Pi , i.e.

P = Pi + (PR −Pi )
x

l
+ (PR −Pi )

2

π

∞∑
n=1

(−1)n

n
e−

D·n2 ·π2 ·t
l 2 si n

(nπx

l

)
(A.150)

If you would like the higher pressure boundary to be on the left-hand side the equation reads,

P = Pi + (Pi −PR )
x

l
+ (Pi −PR )

2

π

∞∑
n=1

1

n
e−

D·n2 ·π2 ·t
l2 si n

(nπx

l

)
(A.151)

This second equation is the one that was used for my validation. I assigned a constant pressure

well in the left-most cell and gave the well a very high well index, effectively making the cell a

constant pressure. The results are as shown in Figure A.3.

At late times it is clear there is a large difference. This is because Carlaw and Jaeger’s result

is for small times only. As soon as the pressure reaches the boundary it is not valid. There

are also smaller differences among curves before that point. I feel these differences are small

enough considering also that I am using a different density formulation, i.e.

ρ = ρ0ec f (P−P0) (A.152)

which is valid for slightly compressible fluids.
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Figure A.3 – Pressure solution on 30x30 grid cells

Validation of two phase flow

Buckley-Leverett (BL) theory begins with the continuity equation for the mass balance of

water,

∂
(
φρSw

)
∂t

− ∂

∂x
·
(

k ·kr

µ
ρ (∇P )

)
= 0. (A.153)

Since one of the assumption of BL theory is incompressible fluids, density can be removed

from the partial derivatives,

ρ
∂
(
φSw

)
∂t

−ρ ∂

∂x
·
(

k ·kr

µ
(∇P )

)
= 0. (A.154)

It can then be cancelled out,

∂
(
φSw

)
∂t

− ∂

∂x
·
(

k ·kr

µ
(∇P )

)
= 0. (A.155)

Reversing the implementation of Darcy’s Law such that we are using velocity and not pressure
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gradient yields

∂
(
φSw

)
∂t

− ∂

∂x
· (uw ) = 0. (A.156)

This velocity can be replaced with the total velocity multiplied by the fractional flow of water,

uw = qt

A
· fw . (A.157)

By substituting this relation in we have,

∂
(
φSw

)
∂t

− ∂

∂x
·
( qt

A
· fw

)
= 0. (A.158)

Because flow is incompressible, volume flow rate is constant throughout the system. Addition-

ally, the porosity is assumed to remain constant, yielding

φ
∂ (Sw )

∂t
− qt

A

∂

∂x
· ( fw

)= 0. (A.159)

Rearrangement yields,

∂Sw

∂t
= qt

A ·φ
∂ fw

∂x
. (A.160)

Now use chain rule,

dSw =
(
∂Sw

∂t

)
x

d t +
(
∂Sw

∂x

)
t

d x. (A.161)

For constant saturation we have

0 =
(
∂Sw

∂t

)
x

d t +
(
∂Sw

∂x

)
t

d x. (A.162)
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This yields through rearrangement

(
d x

d t

)
Sw

=−

(
∂Sw
∂t

)
x(

∂Sw
∂x

)
t

. (A.163)

Combining the above equation with Equation A.160

(
d x

d t

)
Sw

= qt

A ·φ
∂ fw

∂x

1(
∂Sw
∂x

)
t

(A.164)

This reduces to

(
d x

d t

)
Sw

= qt

A ·φ
∂ fw

∂Sw
. (A.165)

Now this equation can be made dimensionless by recognizing that

xD = x

L
(A.166)

and

tD = q · t

A ·φ ·L
(A.167)

leaving us with

xD (Sw ) = ∂ fw

∂Sw

∣∣∣
Sw

tD . (A.168)

225



Appendix A. Appendix

The definition of fraction flow is

fw (Sw ) = λw

λw +λnw
. (A.169)

Here, mobility is defined as

λw = krw

µw
. (A.170)

Therefore, we can solve Equation A.165 (rewritten in a different form here) using the relations

for fractional flow and mobility to find the velocity of each value of saturation,

uw (Sw ) = Q

Aφ

d fw

dSw
. (A.171)

Additionally, Equation A.168 can be used to solve for the locations of all of the values of

saturation at various times. Care should be taken to ignore the invalid results caused by the

shock front. Effectively, the highest values of water saturation will have lower velocities than

some of the lower values of water saturation. For non-water injection into an initially water

saturated reservoir this is not physical. Therefore these values of water saturation should be

ignored and replaced by the shock front. This approach can be used to validate the two phase

flow of a system, but as two phase flow was not used for any of the projects in the thesis, we

will not perform the validation here.

A.6.2 Validation of mechanical model
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Figure A.4 – Validation Against Flamant Analytical Solution Setup

Validation using Flamant

Flamant presented analytical solutions for point loads. Helwany (2007) used these solutions

for the validation of an FEM simulator. One such problem he presented is below.

The analytical Flamant solution for plane strain due to a line load is:

∆σz = 2qz3

π
(
x2 + z2

)2 (A.172)
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Figure A.5 – Validation Against Flamant Analytical Solution

which reduces to

∆σz = 2q

π · z
(A.173)

if we set x to be equal to zero and just look at how stress changes with depth, Figure A.4. This

was then compared against my FEM solution and the results are shown in Figure A.5.

Validation using definition of plane strain

By applying a load across the top of a block of −1000
[ N

m

]
(which corresponds to placing a

force of −1000 · Lx
Nx

[N ] on each node in the middle of the system and half this force on the

edge nodes), Figure A.6, we expect a vertical stress of −1000[Pa] throughout the system. The

horizontal and shear stresses should be zero. This is what we find, Figures A.7 and A.8.

Next, if we take a look at the plane strain formulation,

σxx

σy y

τx y

= −E

(1+ν) (1−2ν)

1−ν v 0

v 1−ν 0

0 0 1−2v
2


εxx

εy y

γx y

 , (A.174)
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x-direction stresses
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Figure A.7 – X-Stresses, equal to zero everywhere

we can plug in values for a given problem. For example, if the force was applied such that the

stress equals −1000[Pa], Young’s Modulus equals 1×109 [Pa], and Poisson’s ratio equals 0.3,

we get the following system of equations:

 0

−1000

0

= −1×109

(1.3)(0.4)

0.7 .3 0

0.3 0.7 0

0 0 0.2


εxx

εy y

γx y

 , (A.175)

or

0 =−1.9231×109 (
0.7 ·εxx +0.3εy y

)
(A.176)

−1000 =−1.9231×109 (
0.3 ·εxx +0.7εy y

)
(A.177)

0 =−1.9231×109 ·0.2 ·εx y . (A.178)
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y-direction stresses
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Figure A.8 – Y-Stresses, equal to -1000 Pa everywhere

We could, in theory, solve for the expected strains. Alternatively, we could run the problem

in our simulator and simply plug in our values of strain and see if they satisfy the equations.

This is what I did. I found that εxx = 3.9×10−7, Figure A.9, and εy y =−9.1×10−7, Figure A.10.

These values satisfy the equations.

Also we can note that the maximum displacement in the y-direction (occurring where the

forces are applied) is equal to the strain multiplied by the length in the y-direction, Figure A.11.

The same check holds for the x-displacement at the right-hand edge, Figure A.12.

Validation using ABAQUS

Next, the problem depicted in Figure A.13 was run both in ABAQUS and my simulator. As it

is difficult to depict the results in a comparative manner in 2-D, a cut was made along the

red dashed line, as seen in Figure A.13, and stresses were analyzed along this line for both the

ABAQUS results and mine, Figures A.14, A.15, and A.16.

A.6.3 Validation of poroelastic model

Terzaghi

Terzaghi’s consolidation problem consists of a confined sample (on three sides) filled with

water. The sample is assumed to be in plane strain conditions. A distributed load, q , in [Pa]

is applied to the top of the sample. Unlike Terzaghi’s original work, the analytical solutions

taken from Verruijt (2013) and Cheng (2016) will be compressible. A constant pressure of zero
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Figure A.9 – X-Strains
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Figure A.10 – Y-Strains
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y-direction displacement
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Figure A.11 – Y-Displacements, maximum value of the strain times the length of the side
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Figure A.12 – X-Displacements, maximum value of the strain times the length of the side
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Figure A.13 – FEM Setup for ABAQUS validation
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Figure A.15 – Comparison of σy y

0 5 10 15 20 25 30

x-distance [m]

-40

-20

0

20

40

60

80

100

120

140

160

S
tr

e
ss

 [
P

a
]

Sigma
xy

ABAQUS

My Simulator

Figure A.16 – Comparison of σx y
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Figure A.17 – Terzaghi experiment setup

(atmospheric) is assumed at the top of the sample; no flow boundaries are defined for the

other three edges. Additionally, these edges are assumed to be fixed and are defined in my

model to have zero displacement. The top edge is allowed to move freely. A schematic can be

seen in Figure A.17.

The significant parameters defined in my model are the drained Poisson’s ratio, ν, the drained

Young’s Modulus, E , the bulk modulus of the grains, Ks , the initial porosity, φ, the fluid

compressibility, c f , the permeability, k, and the fluid viscosity, µ f .

To begin the analytical calculation for pore pressure from Verruijt (2013), first the compress-

ibility of the solid material is calculated

Cs = 1

Ks
(A.179)

along with the shear modulus,

G = E

2(1+ν)
. (A.180)
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This is then used to calculate the drained bulk modulus,

K = 2G (ν+1)

3(1−2ν)
(A.181)

which is in turn used to calculate the compressibility of the porous medium

Cm = 1

K
. (A.182)

Then, the Biot Coefficient can be calculated,

α= 1− Cs

Cm
. (A.183)

This allows for the calculation of the storativity,

S =φc f +
(
α−φ)

Cs (A.184)

which can be used in combination with the confined compressibility of the porous medium,

mv = 1

K + 4
3G

(A.185)

to calculate the consolidation coefficient,

cv = k f

γ f
(
S +α2mv

) . (A.186)

At this point, the initial pressure increase seen everywhere in the sample at the application of

the load can be calculated,

p0 = αmv

S +α2mv
q. (A.187)
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Figure A.18 – Comparison of Pp with an analytical solution for Terzaghi’s problem

Finally, the dimensionless pressure throughout the sample at a given time and location can be

found,

p

p0
= 4

π

∞∑
k=1

(−1)k−1

2k −1
cos

[
(2k −1)

π

2

z

h

]
exp

[
− (2k −1)2 π

2

4

cv t

h2

]
(A.188)

The comparison between this analytical solution and my simulator’s results can be seen in

Figure A.18 for various times.

To calculate the displacements analytically, we will follow (Cheng, 2016). To begin the Biot

Modulus must be calculated using Castelletto et al. (2015),

M =
(
α−φ0

Ks
+ φ

K f

)−1

. (A.189)

Then, the Skempton coefficient can be calculated (Castelletto et al., 2015),

B = αM

K +α2M
(A.190)
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This can be used to calculate the undrained Poissons ratio (Castelletto et al., 2015),

νu = 3ν+αB (1−2ν)

3−αB (1−2ν)
(A.191)

Together with the hydraulic conductivity (kh = k
µ f

), the Terzaghi consolidation coefficient can

be calculated (Cheng, 2016),

c = ckhG (1−ν) (νu −ν)

α2 (1−2ν)2 (1−νu)
. (A.192)

Next, Cheng (2016) defines z∗ = z
L and t∗ = cT

4L2 before presenting the equation for the vertical

displacement

uz (z, t ) = qL (1−2νu)

2G (1−νu)

(
1− z∗)+ qL (νu −ν)

2G (1−νu) (1−ν)
F2

(
z∗, t∗

)
, (A.193)

where

F2
(
z∗, t∗

)= ∞∑
m=1,3,···

8

m2π2 cos

(
mπz∗

2

)(
1−exp

[−m2π2t∗
])

. (A.194)

The comparison of the analytical results and the results from my simulator can be seen in

Figure A.19.

Mandel

Mandel’s problem is a sample confined on two sides (top and bottom) by an impermeable

membrane. The sides are left open and at atmospheric pressure. A force is applied on the top

and bottom members which is equally distributed and equal to 2F . This is a force per unit

length in the z-direction (into the plane in this plane strain problem). Because of the symmetry

of the problem, only the top right quadrant needs to be simulated. Then, the bottom and

left boundaries are no-flow no-displacement. The fluid and grains are compressible. The

schematic of the setup can be seen in Figure A.20.

Here, a similar process is adopted as in Terzaghi’s problem. First, the shear modulus, drained

bulk modulus, Biot’s coefficient, the fluid bulk modulus, Biot’s modulus, and the Skempton
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Figure A.19 – Comparison of uz with an analytical solution for Terzaghi’s problem

Figure A.20 – Mandel experiment setup
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coefficient are all calculated in that order. Next, the undrained Poisson’s ratio is calculated

(Castelletto et al., 2015),

νu = 3ν+αB (1−2ν)

3−αB (1−2ν)
. (A.195)

Then, the uniaxial drained bulk modulus is found (Castelletto et al., 2015),

Kv = 2G (1−ν)

(1−2ν)
. (A.196)

Next, the fluid diffusivity coefficient is calculated (Castelletto et al., 2015),

cv = kh M
Kv

Kv +α2M
. (A.197)

Next, an auxiliary elastic constant is calculated using (Castelletto et al., 2015)

ξ= 1−ν
νu −ν . (A.198)

This is used to find all of the positive roots, βn , that satisfy (Castelletto et al., 2015),

tan
(
βn

)= ξβn (A.199)

Dimensionless pore pressure can the be found using (Castelletto et al., 2015)

p

p0
= 2

∞∑
n=1

sin
(
βn

)
βn − sin

(
βn

)
cos

(
βn

) (
cos

(
βn x

a

)
cos

(
βn

))
exp

(
−β

2
ncv t

a2

)
, (A.200)

with (Castelletto et al., 2015)

p0 = B

3a
(1+νu)F. (A.201)
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Figure A.21 – Comparison of pressure with an analytical solution for Mandel’s problem

This matches well with my simulator, Figure A.21.

Next, the displacement in the y-direction can be calculated using (Castelletto et al., 2015),

uy =
[
−F (1−ν)

2Ga
+ F (1−νu)

Ga

∞∑
n=1

sin
(
βn

)
cos

(
βn

)
βn − sin

(
βn

)
cos

(
βn

)exp

(
−β

2
ncv t

a2

)]
y. (A.202)

It can be seen that this matches well with my simulator, Figure A.22.
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Figure A.22 – Comparison of uy with an analytical solution for Mandel’s problem
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