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Abstract
Hybrid organometallic halide perovskites have been intensively investigated in the past years

as highly efficient light harvesters for various optoelectronic applications for both sensing and

emitting light. However, many open questions remain regarding the crystallization process,

environmental impact and implementation of the material into electrical circuits.

The central theme of this PhD dissertation is the structural characterization of hybrid organic-

inorganic perovskites and device fabrication based on these materials. The focus is on methy-

lammonium lead iodide, CH3NH3PbI3 as one of the most efficient photovoltaic materials.

External factors such as temperature, pressure, humidity, etc. affect the materials properties.

Thus, it is crucial to study their influence for further applications. In this thesis, it will be

shown, that under high pressure (20 GPa) inert gases as Ar and Ne form high-pressure-induced

compounds with CH3NH3PbI3. For Ne pressure transmitting media such high-pressure trans-

formation is reversible and the Ne-incorporated compound is even stable at ambient conditions

after decompression.

We show that when the material undergoes repeated phase transitions during thermal cycling

around both 330 and 160 K, CH3NH3PbI3 does not return to the initial state. Instead, at 330

K, the crystal stabilizes an incommensurately modulated tetragonal phase with successive

transitions. On the other hand, performing thermal cycling around 160 K generates an increase

in the concentration of domains of different phases.

In addition, we studied the influence of thermal treatment on the crystal structure in the ab-

sence of any phase transition. For that reason, the lower dimensional compound of

NH3CH2CH2NH3PbI4 was synthesized and characterized before and after annealing process.

We observe and discuss a correlation between photoconductivity and increased disorder.

In this work a novel approach of aerosol jet printing deposition of CH3NH3PbI3 has been devel-

oped. Making use of intermediate phases of the crystallization process, this deposition method

enables the creation of 3D structures of organic-inorganic perovskites on various surfaces. This

technique was successfully used in the fabrication of heterostructures based on CH3NH3PbI3

and graphene. Due to large trap-assisted photogain, these heterostructures are very promising

for photoconductors. Taking into account the strong X-ray stopping power of the high atomic

number Pb and I, devices based on CH3NH3PbI3/graphene heterostructures are excellent for

X-ray detection. Such X-ray detectors demonstrate a record high sensitivity value of 2.2× 108

µC Gy−1cm−2.

Keywords: Hybrid organometallic halide perovskite, methylammonium lead iodide, XRD, X-ray

detector, photodetectors, nanowire, solution growth, thermal cycling, aerosol jet printing, 3D

printing.
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Résumé
Les pérovskites aux halogénures organométalliques hybrides ont fait l’objet d’une recherche

intense au cours des dernières années en tant que collecteurs de lumière hautement efficaces

pour diverses applications optoélectroniques, à la fois pour la détection et l’émission de lumière.

Cependant, de nombreuses questions restent ouvertes concernant le processus de cristallisa-

tion, l’impact environnemental et la mise en œuvre du matériau dans les circuits électroniques.

Le thème central de cette thèse est la caractérisation structurale des pérovskites hybrides

organiques-inorganiques et la fabrication des dispositifs basés sur ces matériaux. Le sujet

principal est l’iodure de plomb méthylammonium, CH3NH3PbI3 qui est un des matériaux

photovoltaïques les plus efficaces.

Des facteurs externes tels que la température, la pression, l’humidité, etc. affectent les pro-

priétés de ces matériaux. Ainsi, il est important d’étudier l’influence de ces paramètres sur la

structure cristalline. Dans cette thèse, il sera montré que sous haute pression (20 GPa) des gaz

inertes comme Ar et Ne forment des composants induits par haute pression avec CH3NH3PbI3.

En utilisant le Ne comme moyen de transfert de pression, cette transformation à haute pression

est réversible et les atomes de Ne incorporés dans la structure rendent le composant stable aux

conditions ambiantes après décomposition.

Nous montrons que lors de l’application de plusieurs transitions de phases répétées pendant

des cycles thermiques autour de 330 et autour de 160 K, CH3NH3PbI3 ne revient pas à l’état

initial. Plutôt, à 330 K, le cristal stabilise dans une phase tétragonale modulée de façon in-

commensurable après plusieurs transitions successives. Dans le cas ou on effectue un cycle

thermique autour de 160 K on génère une augmentation de la concentration des domaines de

phases différentes.

De plus, nous avons étudié l’influence du traitement thermique sur la structure cristalline dans

l’absence de transition de phase. Pour cette raison, le composant 2D NH3CH2CH2NH3PbI4 a

été synthétisé et caractérisé avant et après le processus de recuit. Nous observons et discutons

une corrélation entre la photoconductivité et l’augmentation du désordre.

Dans ce travail, une nouvelle technique de dépôt : l’impression par jet d’aérosol du CH3NH3PbI3

a été développée. Utilisant des phases intermédiaires du processus de cristallisation, cette mé-

thode de dépôt permet la création des structures 3D des pérovskites organiques-inorganiques

sur différentes substrats. Nous avons utilisée cette technique utilisée avec succès dans la

fabrication d’hétérostructures à base de CH3NH3PbI3 et de graphène. Grâce à la grande pho-

togain assistée par les défauts, ces hétérostructures sont très prometteuses pour les photo-

conducteurs. En plus, le fort pouvoir d’arrêt des rayons X, lié au nombre atomique élevé du

Pb et du I, les hétérostructures CH3NH3PbI3/graphène sont excellentes pour la détection

des rayons X. Ces détecteurs à rayons X ont une sensibilité record de 2.2 × 108 µC Gy −1

cm−2.

Mots clés : Perovskite halogénure organométallique hybride, iodure de plomb méthylammo-
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nium, DRX, détecteur de rayons X, photodétecteurs, nanofil, cristallisation depuis une solution,

cyclage thermique, impression par jet d’aérosol, impression 3D.
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Introduction

After two centuries of vast energy consumption and greenhouse gas emissions, our society

faces several serious challenges to maintain our quality of life in a sustainable way. In order to

fulfill the ever-growing energy demands for electricity, transport, heating, cooling, etc., we need

to continue developing new technologies.

Another challenge of perpetual importance is health. Science should help the population to

have a better healthcare with new concepts for better devices, for example, X-ray machines

using less harmful X-rays for medical imaging.

This thesis work contributes to a technical solution for both of these challenges.

Today, more than half of the world’s energy comes from fossil fuels extracted from the ground.

The amount of released carbon dioxide due to burning of coal, oil and gas is the leading con-

tributor to climate change [1]. Therefore, we have to develop electrical energy production

forms which drastically reduce CO2 emission, with renewable energy sources like solar, wind,

geothermal etc. Of these, sunlight has an enormous weight, since Earth receives more energy

from the Sun in one hour than the world uses in one year [2]. We have to convert just a fraction

of it into electricity!

Solar cells provide exactly this conversion. They use the photovoltaic (PV) effect, which converts

light into electric energy. In a semiconductor, which is used as the active material in a solar cell,

electrons do not move easily, they are bound to the atoms. In order to make them propagate in

the material, electrons need some external energy input to leave the nuclei. In a solar cell, this

is provided by the sunlight, which can be described as light particles, called photons, that carry

different, but well-defined energy. The minimum energy to knock electrons free varies from

one material to another, and is called the bandgap. Upon illumination, photons, with energies

higher than the bandgap, free electrons, which will allow a current to flow in the material,

towards the contacts and to the electric circuit. How easily the electrons flow in the semicon-

ducting material, what current density could they produce, in other words what is the efficiency

of the photon to produce a flowing electron, depends on many things: on the structure of the

material, defects, impurities, etc. For example, in the most popular Si-based solar cells, the

improvement of the material was progressing from the mid-seventies to nowadays steadily,

and the efficiency (η), how well the photon energy could be transformed into electrical current,

reached the record value of 26% [3] (see Figure 1). This is the case for Si single crystal, a "perfect"

material, but when in the amorphous form, so the Si atoms are not ordered (which is the case

for the cheaper commercial solar panels), η is only in the 16-17% range.

There is a strong drive among scientists to find novel materials which have high efficiency, while

being easy and cheap to produce. In 2012, perovskites brought a lot of excitement, since η

of methylammonium lead iodide ( CH3NH+
3 PbI3, abbreviated as MAPbI3) was above 10%, a

1



Introduction

Figure 1 – The development . The improvement of the Si and CH3NH3PbI3-based solar cells
efficiency with years. Its increase is due to the improvement of the material quality and of the
architecture of the device. The combination of the two in one device, called tandem cell, reached
29.1 % (selected part of the National Renewable Energy Laboratory (NREL) Efficiency chart).

Figure 2 – Schematic illustration of the
crystal structure for a perovskite, AMX3.
In this thesis the main subject is methy-
lammonium lead iodide: A = CH3NH3, M
= Pb, X = I.

very good starting point for further improvement [4]. The chemical formula of hybrid organic-

inorganic perovskites is AMX3, the sketch of its structure is in Figure 2. It can be represented

as an organic cation in an inorganic framework. Since then, perovskite-based solar cells have

made a rapid progress in terms of efficiency, up to 25.2% [5] (see Figure 1). In tandem with Si

solar cells, ηup to 30% can be obtained. As such cells are fabricated by simple solution-based

methods, there is no need in a high-tech approaches (as my supervisor says, it is the technology

of Robinson Crusoe), and despite this simplicity, it shows such an amazing efficiency.

There are many open questions regarding this material: i) where does this high performance

come from; ii) how can one extract electrons so well from this material; iii) what is the effect

of disorder; iv) how exactly does MAPbI3 crystallize and how can one control this process; v)

can one make a similarly highly efficient material without lead, because Pb is poisonous for

the human body; and last but not least vi) can one fabricate other devices than solar cells from

this material, like an X-ray detector, which uses much less X-ray flux for imaging?

I tried to contribute to all these questions, with my skills: structural studies and microfabrica-

tion which are described in this dissertation. The study of the crystallization was investigated
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Figure 3 – (a) Optical photograph of a bulk
crystal of MAPbI3. (b) Scanning Electron
Microscopy (SEM) image of nanowires
of the same material. Both forms were
studied in this PhD work.

at the European Synchrotron Radiation Facility in Grenoble, while the microfabrication was

performed at CMI center of EPFL. For my work it was also very important, that I had the chance

to work with a chemist with a lot of expertise in my laboratory, who provided the necessary

crystals for my investigations. These crystals were ranging from bulk, big crystals, to nanometer

sized ones (Figure 3).

Chapter 1 is devoted to the general presentation of the perovskite material and the intermediate

phases, which lead to the formation of wire-shaped MAPbI3. In Chapter 2, I analyze the crystal

structure upon multiple thermal cycling. Since a real device, like a solar panel, is warmed up

and cooled down on a daily basis, it is important to investigate the changes in the material

properties and device performance under different conditions. When performing thermal

cycling around a phase transition temperature, phase stabilization is observed.

Not only temperature, but also high pressure affects the structure. Our study gave spectacular

results. When using inert pressure transmitting media, such as Neon an Argon, usually no

chemical reaction occurs. However, we observed that these noble gases are incorporated in

MAPbI3 under high pressure. This high-pressure study is described in Chapter 3.

Chapter 4 investigates the influence of crystal structure on efficiency. This was addressed

through the study of a related compound, the ethylenediammonium lead iodide. I show that

depending on the disorder of the ethylenediammonium cation, which varies by the thermal

treatment, the photon-to-electron conversion changes.

What is fascinating about this material is that applications are not limited to solar cells. For

instance, they show a great potential for light-emitting diodes [6], lasers [7], gas sensors [8], and

photodetectors [9]. In the case of photodetectors, the direct conversion of illumination into an

electrical signal in halide perovskites enables higher spatial and intensity resolution compared

to scintillator-based detectors [10] and reduced device cost. Along these lines, I was involved

in the elaboration of an X-ray detector module with record-high sensitivity, by using an original

deposition technique, given in Chapter 5.

MAPbI3 is especially appealing for X-ray detection, as the atomic numbers of lead and iodide

are high, giving the material sufficient stopping power [11, 12]. MAPbI3 also exhibits long-term

stability to high radiation doses [13, 10], which makes it a promising material in operationally

stable X-ray detectors. Our laboratory has developed a novel aerosol jet printing (AJP) tech-

nology in collaboration with the Swiss Center for Electronics and Microtechnology (CSEM

3
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Figure 4 – Optical and SEM images
of MAPbI3 deposited by an Aerosol
Jet Printing technique elaborated
by my group in collaboration with
CSEM. This method allows fabrica-
tion of versatile structures in opto-
electronic applications, enabling
the design of an X-ray imaging mod-
ule with outstanding sensitivity.

Figure 5 – (a) Sketch of the heterostructure for a basic element of the X-ray detector, MAPbI3

deposited by APJ on graphene which amplifies the signal. (b) SEM with a top view on the
structure. (c) X-ray detector modules wire-bonded for testing.

SA) in Neuchatel, enabling the creation of three dimensional (3D) structures of MAPbX3 on a

variety of substrates. This technique gives a large freedom in creating various architectures,

even 3D ones (see Figure 4). This is feasible, because during the deposition, the solution of the

material, undergoes a sequence of structural transformations upon solvent evaporation, which

are described in Chapter 1.

Beyond the novelty of the AJP method, we made another step further in Chapter 6: the MAPbI3

was printed on graphene sheet, which could tremendously amplify the sensitivity of the X-ray

detection. This heterostructure is shown in Figure 5a, b and the X-ray module in Figure 5c.

This structure demonstrated record-high sensitivity values, which could lead to a new gener-

ation of X-ray detectors for medical imaging, using a thousand times less radiation doses than

conventional X-ray machines, strongly reducing the health hazard.

In Part 2 of this thesis (Chapters 5 and 6) everything comes together:

■ material science: to elaborate a novel deposition technique by AJP;

4
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■ fundamental research:

ä the structural transformation of the material during the flight from the reservoir to

the substrate, which prevents the spreading of the droplet;

ä understanding how graphene could improve the sensitivity of the device;

■ applied research: the design of an X-ray detector unit;

■ the task of an engineer: to test the device in real conditions, calculate, estimate the dose,

the sensitivity, etc.

■ last but not least, this device could have a noble outcome: better protection of the patients

during X-ray imaging.

I learnt all these during my PhD, and it considerably helped me to appreciate the full spectrum

of my profession as a physicist.
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Part IHybrid organic-inorganic
perovskites and relative compounds
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1 Methylammonium lead halide com-
pounds

1.1 Crystal structure

1.1.1 General perovskite structure

Perovskites have a structure with general formula AMX3. In this structure, the A- and M-site are

occupied by two cations of different sizes, and X is an anion that binds to both. The A cations

fill the space between MX6 octahedra, balancing the charge of the entire network, as sketched

in Figure 1.1. The perovskite crystal structure can accommodate a wide variety of cations,

which allows the development of many materials. The Goldschmidt’s tolerance factor, t , and an

octahedral factor,µo , are used to determine the level of distortion in the system from a perfectly

packed perovskite [14, 15].

t = RA+RXp
2(RM +RX )

µo = RM

RX

where RA , RM and RX are the ionic radii of A, M and X, respectively. A stable cubic perovskite

structure can be formed, when t is in the range of 0.8-1.0 andµo is between 0.44 and 0.9 [15].

In case of lower t values the compound is yielding a tetragonal or orthorhombic system of lower

symmetry.

Furthermore, the dimensionality can be tuned depending on the characteristics of the organic

cation A. The [MX6]4− octahedra can form chains, layers or 3D networks. For instance, if the

Figure 1.1 – Schematic crystal structure of
the perovskite, AMX3.
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Chapter 1. Methylammonium lead halide compounds

Temperature (K) Crystal System Space group Lattice parameters (Å)

> 327.4 Cubic Pm3̄m a = 6.3285
162.2-327.4 Tetragonal I422 a = 8.855, c = 12.659

< 162.2 Orthorhombic Pna21 a = 8.886, b = 8.858, c = 12.62

Table 1.1 – Temperature dependent crystallographic characteristic of MAPbI3.

cation radius, RA , is bigger than 2.6 Å, low-dimensional perovskite can be obtained.

The central subject of this thesis is methylammonium lead iodide, CH3NH3PbI3 (hereafter,

MAPbI3). This compound is promising for a variety of applications due to the high light har-

vesting properties.

1.1.2 Structural transition

The structure of an organic-inorganic perovskite strongly depends on the temperature [16].

At low temperature, MAPbI3 has an orthorhombic structure, but transforms into a tetragonal

and cubic structure with temperature increase. These phase transitions are both driven by

the organic cation positional disorder, which increases upon heating from 100 to 350 K [17].

The types of disorders can be classified by the behavior of the C–N axis of the MA. At high

temperatures, the tetrahedrally coordinated C and N atoms show random distribution. In

this case, the symmetry of the structure requires to have eight identical positions. Therefore,

MAPbI3 has a cubic symmetry above 330 K.

The transition to the tetragonal phase is accompanied by a slight distortion of the PbI6 octa-

hedra around their c-axis. The MA cation cannot be fixed there, either.

Finally, at low temperatures the disorder of MA is reduced and the system has an orthorhombic

symmetry.

A detailed study of the phase transitions is described in Chapter 2; their crystallographic char-

acteristics are shown in Table 1.1 [16].

1.2 Electronic structure

Organic compounds (carbon-based materials, like fullerene, anthracene, pentacene) offer a

number of useful properties, including structural diversity, ease of processing, and efficient

luminescence. On the other hand, inorganic materials (Si, GaAs, GaN) have a distinct set of

advantages, including good electronic mobility, bandgap tunability (enabling tuning of the

absorption and emission), mechanical, chemical and thermal stability. Organic–inorganic

hybrids offer an important opportunity to combine useful properties of both.
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1.2. Electronic structure

Figure 1.2 – The optical absorption coeffi-
cient at room temperature of a MAPbI3 thin
film compared with other typical photo-
voltaic materials. The plot is reproduced
from publication [19].

1.2.1 Electronic bandgap

There is a fundamental limit for the maximum theoretical solar conversion efficiency of a single

absorbing layer [18]. This efficiency is related to the bandgap (Eg ) of the semiconductor.

If Eg is very narrow then the material absorbs all light of the spectrum, generating high current.

However, it will not generate high voltage, as all generated carriers relax to the bandgap energy.

On the other hand, if Eg is as wide as 3 eV, then only UV wavelength is absorbed. This leads

to optimal values of the bandgap between 1.3- 1.5 eV, which results in the maximum of 30 %

efficiency [18].

The absorption coefficient of a MAPbI3 thin film compared with other typical photovoltaic

materials, including GaAs and crystalline silicon (c-Si), is presented in Figure 1.2. It can be

seen that MAPbI3 exhibits a remarkably steep absorption onset at a photon energy of ~1.5 eV,

with a rising absorption until a sharp shoulder appears at a photon energy near its reported

bandgap, following which it saturates for photon energies above ~2.45 eV. The small Urbach

tail and energy (16 meV) reflects the low density of sub-bandgap states near the band edge and

therefore a high material quality [19].

MAPbI3-based devices have a remarkably high open-circuit photovoltage, VOC (up to 1.13 V)

compared with the bandgap of the absorber layer [20]. Besides the nature (amorphous vs.

crystalline) and purity of a material, the VOC also depends on the type of bandgap (direct vs.

indirect), the absorber thickness. The bandgap increase, by mixing wider-bandgap materials,

MAPbBr3−x Clx , leads to even higher values of the VOC (over 1.5 V) [21]. The high values of VOC

also points out that the non-radiative recombination rate in the material is low [19].

1.2.2 Charge carriers

At the core of any optoelectronic device lies electronic charge transport. First of all, it needs

to be determined whether the primary photoexcited species are bound excitons or free carriers
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Figure 1.3 – Temperature dependence
of the absorption spectra of a MAPbI3.
The plot is reproduced from the
publication [25].

(e− and h+). In order to answer this question, the exciton binding energy, EB , should be found.

The absorption onset in the materials is quantified by the optical gap, which is defined as the

lowest photon energy needed to create e-h pair, known as an exciton [22]. The photogenerated

electrons and holes attract each other electrostatically, and the resulting EB renders the opti-

cal gap smaller than the fundamental bandgap. For efficient charge carrier separation in the

material, EB must be small, compared to kB T . At room temperature, the linear absorption spec-

trum of MAPbI3 shows two absorption peaks located at 760 nm and 480 nm [23]. Whereas the

low-energy peak is attributed to the direct bandgap transition [24]. In Figure 1.3 the absorption

spectra around this peak of a polycrystalline MAPbI3 film in temperature is shown. A sharp

peak at 765 nm emerges at low temperatures (< 40 K) is attributed to an excitonic transition.

At 170 K, a second excitonic peak emerges at 740 nm. Upon further temperature increase, the

latter peak gains strength in intensity and monotonically shifts to longer wavelengths, whereas

the first peak disappears due to the low-temperature phase transition of MAPbI3.

The exciton binding energy in the tetragonal phase has been theoretically determined to be

bellow 50 meV. And in the orthorhombic phase the lowest-energy exciton in MAPbI3 has 37-50

meV binding energy [26]. However, these calculations assume a dielectric constant of 6.5, but

the effective dielectric constant is much larger, due to screening effect of the Coulomb inter-

action between electrons and holes by optical phonons and collective rotational motion of the

organic cations [27, 24]. This leads to exciton binding energies to be as low as 1-10 meV in the

room-temperature phase, yielding free carriers [4]. At low temperatures the effective dielectric

constant is larger due to screening induced by vibrations. In case of an effective dielectric

constant equal to 11, the binding energy drops down to 18-24 meV at 5 K [24]. Nevertheless,

even for the upper bound of ~50 meV, free charges are generated spontaneously following

light absorption, as opposed to a large population of bound excitons. Ultrafast spectroscopy

indicates that exciton dissociation occurs on a timescale of 2 ps after photoexcitation [28].
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1.2.3 Carrier mobility and lifetime

Transport of charge carriers in semiconductors is directly related to the electronic band struc-

ture. The electron and hole effective masses m∗
e,h are inversely proportional to the curvature

( d 2E
dk2 ) of the relevant bands in the electronic band structure.

The carrier diffusion length, LD , is a measure of how far carriers diffuse on average before

recombining. MAPbI3 has high diffusion length, in the single crystal LD > 175 µm for both

electrons and holes [29]. In case of the polycrystalline form, LD is on the order of 100 nm [23].

The electron–hole diffusion length of a material is directly determined by the mobility,µ, and

lifetime, τr , of the charge carriers: LD =
√

kB Tµτr

e .

The carrier lifetime of MAPbI3 can be as long as 100 ns for polycrystalline films and even more

than 1 µs for a single crystal. These results indicate the lack of non-radiative recombination

centers and trap states in the single crystals [22].

The carrier mobility is ambiguous for a determination. Depending on the assumptions and

measuring technique values vary from 1 cm2V−1s−1 (field-effect transistor measurements

[30]) to 66 cm2V−1s−1 (Hall-effect measurements [31]). At room temperature, values ofµ≈ 30

cm2V−1s−1 are typically found [32].

A good agreement between theoretical and experimental values can be achieved if spin-orbit

coupling (Rashba effect) associated with the presence of heavy atoms in MAPbI3 is included

in the picture [33]. The inorganic atoms’ spin and orbit degrees of freedom are coupled with

the electric field generated by organic cation. This results in the electronic band splitting for

different spins and leads to an effectively indirect bandgap and prolonged lifetime. The spin-

orbit coupling reduces the bandgap by 1 eV [34]. In this case, the density functional theory

calculations give the values for the effective masses of photogenerated electrons and holes in

MAPbI3 m∗
e = 0.23 m0 and m∗

h = 0.29 m0, which are smaller than without spin-orbit coupling,

i.e. m∗
e = 0.32 m0, m∗

h = 0.36 m0 [33].

Within the Drude model, the free charge carrier motion is characterized by the scattering time,

τ, and the effective mass: µ=eτ/m∗ [35]. As the effective mass is low, then the modest mobility

values must be due to scattering. The scattering time is limited primarily by phonon scattering,

and thus depends on temperature.

Taking into account the Rashba effect, the carrier mobility below 100 K followsµ∝T −1, limited

by the acoustic-phonon scattering [36]. Between 130 and 300 K optical phonon scattering is

dominant andµ∝T −1.5.

Traps are critical to the carrier lifetime in the material. The polycrystalline film MAPbI3 has

significant trap-density values, 2×1015 cm−3, while for the single crystal this value is extremely

low at 3.6×1010 cm−3 [29]. The suppressed trap density results in the increased diffusion length

for the single crystal as discussed above.
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1.2.4 Ionic transport

Diffusion of intrinsic ionic defects in MAPbX3 has important implications in terms of the

long-term stability and performance of devices. As discussed in the previous section, the e-h

transport properties indicate moderate carrier mobility and long diffusion lengths. Due to ion

migration, hysteresis is observed during a photocurrent–voltage scan on the device. The mobile

ionic species in the solid state are associated with some type of vacancy or interstitial defect.

It was shown that ionic conductivity in MAPbI3 is mainly due to iodine vacancies [37]. An

increase of iodine partial pressure leads to the decrease of the ionic conductivity, while elec-

tronic conductivity increases. This identifies the mobile ionic defect as iodine vacancies, whose

concentration decreases due to I2 incorporation from the gas phase [37].

The activation energy (EA) characterizes how easily an ion migrates in the material and de-

fines the migration rate as∝e
− E A

kB T [38]. In case of iodine EA is the lowest, 0.58 eV, suggesting

favourable vacancy-assisted diffusion of iodide ions. A higher activation energy of 0.84 eV

is found for MA+ migration, which involves motion through the unit cell face or bottleneck

comprising four I− ions. Pb2+ vacancy migration has a high energy barrier (2.31 eV), resulting

in an immobile Pb sublattice. At 320 K, the diffusion coefficient is 10−12 cm2s−1 for I− ions,

which is four orders of magnitude higher than the value of 10−16 cm2s−1 for MA+, suggesting

negligible diffusion of MA+ ions.

The diffusion length of an iodide vacancy on the timescale of a photocurrent relaxation at room

temperature (around 10 s) is of the order of 30 nm.

Therefore, hybrid halide perovskites are mixed ionic–electronic conductors with iodide ions

as the majority ionic carriers.

1.2.5 Tuning the electronic properties by chemical engineering

The structure of the organic-inorganic perovskite offers the possibility to tune the electronic

properties of the material (e.g. bandgap or carrier mobility) by varying cationic and anionic

components.

Halide and metal substitution

In an ionic material, the valence band (VB) is dominated by electronic states of the anion, while

the conduction band (CB) is dominated by the electronic states of the cation. In accordance

to this, the band structure of hybrid perovskites, AMX3, is strongly depended on its inorganic

components, M and X [39]. It was shown that for MAPbI3 the VB consists mostly of I states

with some admixture of Pb states (I p-states and antibonding I p- and Pb p-states) and the CB

consists primarily of Pb states (p-states) [40].

With a halide as the X anion, the metal (M) is generally expected to be a divalent cation that

can adopt an octahedral coordination (e.g. Cu2+, Mn2+, Co2+, Cd2+, Ge2+, Sn2+, Pb2+ or Eu2+)
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Compound Bandgap (eV)

MAPbI3 1.51
MAPbBr3 2.22
MAPbCl3 2.94

Table 1.2 – Bandgap of MAPbX3 systems, X = Cl ,Br, I [46].

[41].The angle between the metal cation and the halide anions (X–M–X) has been attributed

to have the greatest impact on tuning the bandgap of the material [42]. In the case of AMI3,

where M = Ge, Sn, Pb, as the bridging angles decreases (Ge(166.27°) > Sn(159.61°) > Pb(155.19°)),

so does the covalent character of the M–X bond, because the difference in electron-negativity

between M and X increases [43]. As a consequence, the bandgap follow the trend of Eg (AGeI3)

< Eg (ASnI3) < Eg (APbI3) [44].

With anion substitution in MAPbX3 systems, with X = Cl , Br, I, bigger anions (Cl < Br < I) have

lower electron-negativity, resulting in an increase of the covalent character of the Pb-X bond

[45]. Therefore, the compound with the biggest anion, MAPbI3 has the smallest bandgap (Table

1.2), resulting in a red-shift of the optical absorption edge.

The incorporation of iodide with bromide or bromide with chloride allows continuous tuning of

the bandgap and the optical absorption in order to cover almost the entire visible (VIS) spectrum

[44]. Even if there is no obvious change in the bandgap by mixing iodide with chloride, small

addition of chloride ions to MAPbI3 results in a increase in both electron and hole diffusion

lengths up to 1µm [47].

Organic cation substitution

The size variation of an organic cation causes the MX6 octahedron network deformation. This

results in changes of the M–X bond length, which is an important factor in the determination of

the bandgap [42]. A shorter M-X-M will directly increase the bandgap. Indeed, the size and po-

larity of the organic cation is capable of changing the M-X-M angles, and it has been theoretically

shown that the bandgap of APbI3 can be altered between 1.1-1.9 eV when organic molecules

of different sizes are placed in the octahedral cavity [48]. There is a relatively small size range

allowed for the organic cation to fit between the corner-sharing metal halide octahedra. If it is

too large, the 3D perovskite structure is unfavourable and lower-dimensional perovskites will be

formed [41]. By lowering the dimensionality of PbI6 networks from 3D to 0D isolated octahedra,

binding energy and bandgap increase, and charge transport becomes limited [26]. For instance,

the binding energy of an exciton can be enhanced up to four times if it is confined in 2D [26].

In order to maintain cubic symmetry in APbI3, the organic cation’s radius should be smaller

than 2.6 Å [44]. Therefore, small monovalent cations, like formanidinium FA+ (CHNH3), MA+,

Cs+, K+ and Rb+ can form a 3D framework with the PbI6 network [49, 50]. In Figure 1.4a the

structures of three cations are presented. As the A cation decreases its effective ionic radius
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Figure 1.4 – Tuning perovskite bandgap by re-
placing the A cation. (a) The atomic structure
of the three cations. (b) UV-VIS spectra for
the APbI3 perovskites formed, where A cation
is either caesium (Cs), methylammonium
(MA) or formamidinium (FA). The figure is
reproduced from [51].

(FAPbI3 > MAPbI3 > CsPbI3) the structural symmetry is reduced because the Pb–I–Pb bridging

angles gradually deviate from the ideal linear conformation, resulting in an increase in orbital

overlap of Pb–I. This corresponds to a widening of the bandgap, Figure 1.4b [31].

Therefore, by mixing FA+ and MA+, the optical-absorption onset of MAx FA1−x PbI3 can be

red-shifted compared to that of MAPbI3 [51].

Although the organic group is not directly involved in the formation of the band structure, the

cation influences it by interacting with the inorganic PbI6 octahedron through the rotational

degrees of freedom [52]. Therefore, the behavior of the cation also influences the electrical

properties of the material in temperature.

1.2.6 Stability

There are four key factors causing decomposition of the perovskite into PbI2: oxygen, moisture,

solution processing and thermal effects [53]. These factors all lead to rapid device degradation.

In case of solution processing the reaction is

CH3NH3I + PbI2 ↔CH3NH3PbI3,

which can go in the positive direction for the synthesis of MAPbI3. However, if the reaction is

in the negative direction, MAPbI3 is decomposed.

Decomposition can also happen either when PbI2 and/or MAI combines with other com-

ponents (then the chemical equilibrium can drive reaction in the negative direction) or the

perovskite can directly degrade into other chemicals under certain conditions [53].
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As the degradation of organic–inorganic halide perovskite is quite sensitive to moisture and

oxygen. MAPbI3 started to decompose at a humidity of 55%, which could be observed by a

remarkable color change from dark brown to yellow [42]. It was shown, that upon moisture

ingress the strong absorption onset of the material shifts from ~1.6 to almost 2.4 eV, where the

shape of the absorptance spectrum demonstrates a compositional change of the deposited

material [19]. This indicates that HI and MA are soluble in water [54].

The stability can be improved by modification of the MAPbI3 surface to avoid contact of the

perovskite with ambient air and prevent leakage of volatile products from the perovskite. For

instance, the spin-coated phosphoric acid ammonium additive acts as crosslink between

neighbouring grains in the perovskite structure, creating passivating and moisture protection

layer [55]. Or through ionic compositional engineering - "cation cascade" can be build [56]. The

small and oxidation-stable rubidium cation (Rb+) can be embedded into APbI3 (A = MA, FA, Cs).

Exposure to elevated temperatures also causes the conversion of MAPbI3 into PbI2. After an-

nealing at 373 K for 30 min under vacuum, no diffraction peaks indicating Pb2 were present,

however, annealing at 413 and 433 K caused the decomposition to PbI2 [57].

1.3 Crystallization process

MAPbX3 can be prepared in a single crystal or a polycrystalline form (the details of the syntheses

are in the Appendix B.1).

A common method to grow a single crystal involves the dissolution of a precursor salt into an

acid (HI, HBr or HCl). A solution is held for several hours and then slowly cooled, at a rate of

around 1 - 2 K/hr. Crystals precipitate out of solution and can be harvested, or placed in a fresh

solution as seed crystals and grown to larger sizes.

Methods of hybrid perovskite film fabrication include one-step precursor solution deposition

[58], two-step sequential deposition [59], dual-source vapor deposition [60] and vapor-assisted

solution process [61]. Additionally, for perovskite nanoparticles fabrication template-assisted

[62] and template-free [63] methods have been developed.

A major advantage for perovskite films is the ability to be processed from solution in more

cost-effective ways.

One-step precursor deposition

One-step precursor solution deposition is the most popular method for producing a perovskite

film [64]. It is carried out by dissolving the organic and inorganic species into an organic solvent

and depositing onto the substrate. More precisely, the precursor solution is prepared by mixing

the powder of an organic halide salt, RX (R: methyl, formamidine) and a metal salt PbX2 (X: I,

Br, Cl) at 1:1 (stoichiometric) or 3:1 (non-stoichiometric) mole ratio (mol %) in high boiling

point polar aprotic solvents (typically dimethylacetamide (DMA), dimethylformamide (DMF),

dimethyl sulfoxide (DMSO), and γ-butyrolactone (GBL)). This solution is then used for the

in-situ formation of organometal halide perovskite by spin-coating or drop-casting [65]. Af-
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Figure 1.5 – SEM images
of the crystallized MAPbI3

from (a) DMF, (b) DMA, (c)
DMSO, (d) GBL solvents.

terwards, an annealing process is needed for the complete transformation of the precursor to

the crystalline perovskite film.

Sequential deposition and other methods

In a typical two-step processing [66] the metal halide salt (PbI2) is first spin-coated from solution

in DMF, followed by dipping into a solution of MAI [67]. As in the one-step method during

the annealing step MAPbI3 is formed. In many cases a downside of the sequential deposition

approach is incomplete conversion of PbI2 to MAPbI3.

The crystallization process from solvated precursors determines most of the physical and elec-

tronic properties of the polycrystalline film. Crystallized wire-shaped MAPbI3 causes pinholes

in perovskite films. Vapor deposition provides uniform thin films, however this process is quite

energy-intensive and limited in substrate choice. For obtaining homogeneous layers with the

solution-based approaches the amount of MAI in DMF solutions of MAPbI3 could be increased

[68]. An other approach is the introduction of supramolecules to enhance PbI2 solubility [69] or

the low-temperature gas-solid crystallization method in which the intermediates, which lead

to wire-shaped crystals are avoided [70].

1.3.1 Intermediate phases

The Scanning Electron Microscope (SEM) images of the polycrystallized films after one-step

deposition of the 30%w saturated solution of DMF, DMSO, DMA and GBL with MAI and PbI2 (1:1

mol %) are presented in Figure 1.5. As can be seen from these images, the choice of the solvent

strongly influences the process of the crystallization. The composition and crystal structures

of the adducts depend on the coordination and binding ability of the solvents and the ratio of

the precursors [71].

In 2014 Horvath et al.[9] showed that some solvents induce highly anisotropic crystallization
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Figure 1.6 – SEM image of the MAPbI3

nanowire in the channel.

of MAPbI3. Upon the fast solvent (for instance, DMF) evaporation yellow micron-long wires

appear first. This phase is relatively stable in air and converts slowly to black MAPbI3 upon

further DMF evaporation, Figure 1.5a. The resulting perovskite film inherits the morphol-

ogy of intermediate adduct phases that the crystal went through. Similar to MAPbI3·DMF,

MAPbI3·DMA and MAPbI3·DMSO solution result in the black wire-shaped crystals, Figure 1.5b,

c. Meanwhile, the film from MAPbI3·GBL consists of only cube-shaped clusters, Figure 1.5d [72].

This difference in the morphology can be explained by the analysis of the intermediate phases.

In case of PbI2 excessive adduct (MA)2(solvent)2Pb3I8 is formed. For solutions with DMF and

DMSO it was identified that (MA)2(DMSO)2Pb3I8 and (MA)2(DMF)2Pb3I8 [73] are one of the

intermediate phases, While MAPbI3 does not form such adducts with GBL under the same

conditions. In contrast to DMSO and DMF, GBL weakly interacts with lead ions and can not split

a layered lattice of PbI2 [71], which is one of the reasons for the difference in final crystal shape.

Moreover, the wire-shaped MAPbI3 is not only an interesting subject for research. By guiding

the high aspect-ratio perovskite nanowires growth a precise control over the physical properties

and their location are gained. When the MAPbI3·DMF solution is applied in the fabricated

channel, the nanowires follow the solvent evaporation-induced crystallization [74] and fill the

channel. The crystal growth of existing nuclei continue until all the solute is consumed. One

of the approaches is to fabricate a channel in a resist layer or PDMS mold [74, 75]. It also can

be done with etched trenches in an SiO2 substrate. By narrowing the channel down to 300 nm,

there is a higher probability that there are less nucleation centers created in the channel. Thus,

a single crystallite can be separated from the rest of the polycrystalline nanowire net. When

an optimized curvature radius the nanorwire can be bended, as can be seen in Figure 1.6. An

ability to bend the nanowires gives an opportunity to use them in flexible optical sensors and

wearable electronic devices [75].

1.3.2 Structure refinement

To understand the crystallization process of the wire-shaped MAPbI3 in depth, the MAPbI3·DMF

solution was applied on a glass capillary and XRD data were recorded during evaporation of

the solvent (conditions are described in Appendix A.2).
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Chapter 1. Methylammonium lead halide compounds

Figure 1.7 – The XRD experimental
patterns recorded during crystallization.
The reflections related to MAPbI3 and
not to any of the intermediate phases are
indicated by red dots.

Structure Space group Lattice parameters (Å)

MAPbI3 I422 a = 8.88375(18), c = 12.7010(3)
(MA)(DMF)PbI3 P21/c a = 4.5647(9), b = 25.446(5), c = 12.119(2)

(MA)(DMF)Pb3I8 Pnnm a = 17.165(4), b = 21.955(4), c = 4.5549(9)

Table 1.3 – MAPbI3, (MA)(DMF)PbI3 and (MA)2(DMF)2Pb3I8 crystal structure details.

The profile analysis in PXRD gives a lot of information about the material. For instance, the peak

position tells us about the number of phases and the metrics of their unit cells if they mix. The

intensity of the peaks gives information on the phase ratio and on the unit cell content for each

of them. More information about structural refinement could be found in the Appendix A.1.

The XRD profiles in Figure 1.7 show the formation process of the MAPbI3 from the (MA)(DMF)PbI3.

Initially, in solution, a soft framework of the inorganic species is developed, surrounded by the

organic ions. As there is no periodicity in the mixture (amorphous structure) the XRD profile

consists of the background only. With the solvent evaporation intermediate phases with a

distinctive character of a low angle (2θ < 10°) reflections appear [70]. In Figure 1.7, it can be seen

how the MAPbI3 structure (indicated on the bottom profiles) emerges and grow with time from

the mixture of two intermediate phases - (MA)(DMF)PbI3 and (MA)2(DMF)2Pb3I8.

Reference XRD patterns and information for MAPbI3 and the corresponding intermediate

phases, with and without preferable orientation, are given in Figure 1.8 and Table 1.3. The

first intermediate phase, (MA)(DMF)PbI3, has a double-chain motif, where the inorganic PbI3
−

chain is surrounded by the MA+ cations, which are strongly H-bonded to a DMF molecule [70].

The second intermediate phase is (MA)2(DMF)2Pb3I8, which is an PbI2-excessive adduct, this

structure consists of triple-chains of edge-sharing lead iodide octahedra [76].

During the fast crystallization, (MA)(DMF)PbI3 is the main intermediate phase for the forma-

tion of the wire-shaped MAPbI3. This can be concluded from Figure 1.9, as the (MA)(DMF)PbI3

contribution is decreasing with simultaneously increased MAPbI3 fraction (Appendix A.9).
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1.3. Crystallization process

Figure 1.8 – XRD profiles of MAPbI3 and intermediate phases. (a-c) Calculated standard XRD pro-
files of MAPbI3 and (MA)(DMF)PbI3, (MA)2(DMF)2Pb3I8 intermediate phases. (d) XRD profile
of (MA)(DMF)PbI3 calculated with the preferable grain orientation normal to the (011) planes.

Figure 1.9 – Phase contributions in time of
crystallization during heating.

Therefore, resulting wire-shaped MAPbI3 inherited its morphology from the (MA)(DMF)PbI3

intermediate phase [76, 77].

A strongly dominant single reflection at 2θ = 3.7 °, observed at the first stage of the crystallization

in Figure 1.7, univocally indicates the direction of an elongation of the wire-shaped grains of

(MA)(DMF)PbI3. This reflection, indexed as (011) for the (MA)(DMF)PbI3 phase, signifies a
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Chapter 1. Methylammonium lead halide compounds

Figure 1.10 – (a) Simulation of the XRD pattern applying preferable growing of (MA)(DMF)PbI3

in the direction normal to (011). The bottom ticks indicate positions of the Bragg reflections.
(b) Evolution of the relative intensity of (011) reflection and the mean size of grains for the
intermediate phase (MA)(DMF)PbI3 in the direction of the grain elongation. Black-colored
peaks correspond to room temperature measurements, while blue-colored data was recorded
during a gradual temperature increase up to 337 K.

preferred growth of the wire-shaped grains in the direction normal to the stack of (011) planes,

as shown in Figure 1.10a (the time has been set to zero at the moment of MAPbI3 formation).

During the crystallization, the (011) reflection changes its relative intensity and width over time.

The peak width tells us about the crystallite size (Appendix A.1.3). It is possible to estimate

the mean size of the wire-shaped grains in the direction of their elongation using Scherrer’s

equation [78]: p = Kλ
Γcosθ , where p is the mean size of ordered domains, K is a shape factor,

Γ - width of the diffraction peak (corrected for instrumental broadening), given in radians.

The estimation of the normalized intensity and the mean size is depicted in Figure 1.10b. The

intensity of the reflection represents the quantity of the wire-shaped grains, while its width

defines the mean size of the grains in the indicated direction. The increase of both the reflection

intensity and the mean size of the wire-shaped grains at room temperature, confirms their

progressive formation and growth.

After stabilization of the intermediate phases at room temperature, the sample was heated to

337 K, during which the intensity of the (011) reflection and the mean size of the wire-shaped

grains decreases. Both effects are associated with the transformation of the (MA)(DMF)PbI3

phase into MAPbI3 within the wire-shaped grains as it has been described by Guo et al.[77].

The possible way of the transformation (MA)(DMF)PbI3 into MAPbI3 is presented in Figure 1.11.

Under DMF evaporation (Step 1) PbI6-octahedra change their connection from shared edges

to shared vertices (Step 2). Following further DMF release the structure condenses into MAPbI3

(Step 3). However, depending on the DMF diffusion kinetics, the transformation starts on the

22



1.3. Crystallization process

Figure 1.11 – Possible ways of converting intermediate phase to wire-shaped MAPbI3. (a)
Formation of the single crystal MAPbI3 under slow solvent evaporation. (b) Formation of the
polycrystalline MAPbI3 under fast solvent evaporation.

surface or in the core of the (MA)(DMF)PbI3 single-crystal grain. Under the rapid crystallization

conditions, the MAPbI3 formation is faster than migration of DMF molecules from the core

of the intermediate phase to the surface, Figure 1.11b. Therefore, the solvent can be trapped

in the crystal. And to release the solvent from the system the temperature should be further

elevated. Additionally, this scheme could explain the difference in the formation of the MAPbI3

single-crystal and polycrystalline structure depending on the evaporation rate of the solvent.

For these experiments to exclude the concern of the structure modification due to the long

X-ray exposure time, the data from two spots on the sample was probed after the measurements.

Comparing profiles of the spot, which was exposed for half an hour, and an unexposed one

on the sample, Figure 1.12 demonstrates the absence of radiation damage. The crystallized

MAPbI3 phases from both spots have the same structure. This demonstrates that the X-ray

radiation does not influence the crystallization process or cause any damage.
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Chapter 1. Methylammonium lead halide compounds

Figure 1.12 – XRD profiles of the MAPbI3

nanowire from the measured and unex-
posed spots.
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2 Effect of thermal cycling on structural
evolution

2.1 Structural transformations of MAPbX3 in temperature

Working perovskite devices are exposed to various conditions at ambient temperatures. There-

fore, exploring the propeties of hybrid organic-inorganic perovskites over a wide range of

temperature is not only of fundamental interest but also aims to identify the practical appli-

cations of the devices based on these perovskites.

It is shown that the temperature profoundly affects the optoelectronic properties of MAPbI3

across both the orthorhombic-tetragonal phase transition (160 K) and the tetragonal-cubic

phase transition (330 K) [79]. For instance, below 80 K the transport behavior deviates a lot from

ideal Drude, pointing to the charge-carrier localization and it is consistent with the emergence

of excitonic effects at temperatures below the phase transition [79]. In Figure 2.1a it can be

seen that the charge-carrier mobility decreases with increasing temperature. Carrier mobility is

defined by charge interaction with the lattice (phonons) and material imperfections (lattice dis-

order, impurities). And in Figure 2.1b, the diffusion length decreases with increased temperature

mostly due to the domination of the charge trapping term in the recombination dynamics [79].

Regarding the optical properties, for conventional semiconductors (Si, GaAs, etc.) the bandgap

decreases with increasing temperature. However, the bandgap of MAPbI3 increases with lattice

temperature around 160 K and 300 K, as illustrated in Figure 2.2. This unusual behaviour was

suggested to be explained by phonon modes and electron-phonon coupling (polarons) [80, 81].

Figure 2.1 – (a) Mobility determined from optical-pump-THz probe measurements. The red
dash is T −3/2 dependence. (b) Diffusion lengths at possible cell working temperatures. The
plot is reproduced from [79].
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Chapter 2. Effect of thermal cycling on structural evolution

Figure 2.2 – Absorption band-edge wave-
length (energy) as a function of temper-
ature. The plot is reproduced from [79].

An increased electron scattering on the lattice vibrations leads to the decrease in mobility. The

phonon mode population is assigned to the Pb-I-Pb angular bending vibration. And as the

position of CB and VB in a semiconductor is governed by phonon populations, it defines the

bandgap of the material.

While most research concentrates on a single sweep across the temperature range, MAPbI3

in a well-encapsulated solar panel can easily reach temperatures over 360 K under operating

conditions [82]. Consequently crossing the high-temperature phase transition at least twice a

day. Thus, a detailed investigation of the MAPbI3 transformations while repeatedly crossing the

phase transition temperature is needed. In this Chapter, it is shown that after thermal cycling

around either phase transition temperature, MAPbI3 does not return to the initial state. Instead,

the material approaches an equilibrium state with specific electronic properties for each phase

transition.

2.2 The low-temperature tetragonal to orthorhombic phase transi-

tion

First, we will take a look at MAPbI3 at low temperatures. Below 130 K, MAPbI3 is in the or-

thorhombic phase. In this phase the organic cations are fully ordered, the orientation of the

C–N axis of MA+ relative to the principal orthorhombic axes is restricted to two directions. This

restriction is due to hydrogen bonds between the NH3 group and the nearest I atoms, which also

prevents the axial rotation of MA+ [83]. Upon heating, above 130 K, the cation starts to adopt

90°-separated orientations. From 130 K up to 160 K the tetragonal and orthorhombic phases

coexist [84]. By the temperature of 181 K, all four equivalent directions of the tetragonal unit cell

become equally preferred. The organic cation remains in this disordered state with four possible

alignments up to room temperature. In the tetragonal phase, the organic cation and the PbI6

octahedra are rotated around the c-axis in an alternating manner. Such MA order–disorder

transformation induces a transition from tilted to non-tilted PbI6 octahedron [85].
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2.2. The low-temperature tetragonal to orthorhombic phase transition

Figure 2.3 – Temperature-dependent XRD profiles recorded upon (a) cooling during the first
and (b) heating during the fourth thermal cycles around 160 K. (c) A part of the XRD profile
for the two-phase state at 140.9 K in the first thermal cycle. (d) A part of the XRD profile for
the three-phase state at 141.6 K in the fourth thermal cycle (full XRD profile, Appendix Figure
A.11). The blue, red, and green ticks below the profiles mark reflections of Tetr, Ort-1, and
Ort-2 phases, respectively. The black lines below the ticks refer to the difference between the
observed and calculated profiles.

2.2.1 X-ray data

The effect of thermal cycling between 180 and 140 K on the MAPbI3 structure was examined

by powder XRD (PXRD) experiment (see Appendix A.2 for details). The XRD profiles obtained

during the first thermal cycle upon cooling down and the fourth cycle upon warming up are

shown in Figure 2.3. The data recorded over four thermal cycles enabled the identification of

three distinct crystal structures: one tetragonal and two orthorhombic phases. Furthermore,

the quantitative analysis of the phase composition at a given temperature showed an evolution

of the amounts of the different phases in the sample with the number of cycles. For the first and

fourth cycles, the temperature dependence of the calculated contribution of the phases and

their unit cell volumes are shown in Figure 2.4, and changes in the unit cell parameters of each

phase are presented in Figure 2.5.

First cycle

Upon cooling from 180 to 140 K, only a tetragonal (Tetr) phase is present down to a temperature

of 157 K, below which the orthorhombic (Ort-1) phase appears, as can be seen from the peak

appearance and splitting in Figure 2.3a. The result that Tetr and Ort-1 phases coexist down

to 140 K is in accordance with previous reports [86, 87]. Their coexistence can be seen in the
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Figure 2.4 – Temperature
dependence of the phase
composition and the unit
cell volume of MAPbI3 in
the first and fourth thermal
cycles around 160 K. (a, b)
The coefficients k1, k2, and
k3 define the contribution of
Tetr, Ort-1, and Ort-2 phases
at each temperature. (c, d)
The average unit cell volume,
V(avr), was calculated using
these coefficients.

Figure 2.5 – Temperature
dependence of the unit
cell parameters of the Tetr,
Ort-1, and Ort-2 phases
revealed in the first and
fourth thermal cycle around
160 K. The directions of the
temperature sweeps are
indicated by arrows between
dots in the plots.

XRD profile at 140.9 K in Figure 2.3c. From structural refinement at each temperature the phase

contribution can be found, Figure 2.4a, (with the coefficients k1 for the Tetr and k2 for the Ort-1

phase). From the plot, we can see the coexistence region and also notice that upon heating and

cooling the transition to pure tetragonal phase shifts.

Fourth cycle
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2.2. The low-temperature tetragonal to orthorhombic phase transition

Figure 2.6 – Crystal structure of (a) the modulated tetragonal, (b) the orthorhombic boundary
phase and (c) the orthorhombic phase at 141.6 K in the fourth thermal cycle around 160 K.

Figure 2.7 – Stacking of the modulated tetragonal (Tetr) and orthorhombic (Ort-1) phase
through a boundary phase (Ort-2) at 141.6 K in the fourth thermal cycle around 160 K.

The XRD data plotted in Figure 2.3b indicate a more complex system in the fourth thermal

cycle. A different orthorhombic phase, Ort-2, is now present over the full temperature range of

140–180 K. The numerous weak diffraction peaks, shown in Figure 2.3d, point to a modulation

of the tetragonal phase, which is accounted for in the structure refinement process (the fitted

PXRD profile is in Appendix, Figure A.11).

The modulated Tetr structure, represented in Figure 2.3d, accommodates a slight rotation of

the PbI6 octahedra around the fourfold axis.

Figure 2.5b shows that independent of the temperature the two unit cell parameters of the

Ort-2 (a ≈ c) phase are close to the parameters of the Tetr phase (a = b). This fact suggests an

epitaxial intergrowth between the Tetr and Ort-2 phases. Indeed, the coefficients of the phase

contribution, k1 6= 0 for Tetr and k3 6= 0 for Ort-2 in Figure 2.4b, indicate the coexistence of the

Ort-2 and Tetr phases at all temperatures between 140 and 180 K. In addition, Ort-1 and Ort-2

phases, as shown in Figure 2.3d and Figure 2.6, are topologically similar and differ only by the

orientations of the MA+ cations. Hence, the Ort-2 phase can be considered as a boundary phase

linking the Tetr and Ort-1 domains, as sketched in Figure 2.7.
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Similarly to the observation during the first cycle, the hysteresis in the contributions of the

phases Tetr (k1) and Ort-1 (k2) in Figure 2.4b confirms the first-order nature of the phase tran-

sition [87]. However, a comparison of Figure 2.4c and d shows a significant smoothing of the

hysteresis, leading to the average unit cell volume, V(avr), as a result of thermal cycling. This

smoothing is due to the presence of the boundary phase Ort-2. It can be expected that the

hysteresis of V(avr) would disappear with more thermal cycles. From Figure 2.4d can be seen

that the unit cell volumes of the Ort-1 and Ort-2 phases are practically identical, making them

thermodynamically equivalent. Consequently, it suggests that with thermal cycling, the Ort-1

phase could be partially or completely replaced by the Ort-2, thus bringing the system to a

state of thermodynamic equilibrium characterized by the coexistence of only two mutually

intergrown phases, Tetr and Ort-2.

To summarize the structural refinement for the thermal cycling of MAPbI3 between 140 and

180 K, the results indicate that the first-order phase transition, accompanied by the coexistence

of the Tetr and Ort-1 phases, gives rise to domain formation [88, 89]. In addition, repeatedly

crossing the phase transition leads to a gradual reduction and smoothing of the jump in the av-

erage unit cell volume V(avr), which is thermodynamically favorable. The changes throughout

the thermal cycling occur due to the formation of the Ort-2 phase — a boundary state between

the Tetr and Ort-1 phases.

2.2.2 Resistivity measurements

The contribution of the Tetr phase at the lower end of the explored temperature range (140 K)

remains constant throughout the whole experiment (Figure 2.4a, b), and the boundary phase

Ort-2, which is absent in the first sweep, comes from the Ort-1-Ort-2 transformation as a result

of thermal cycling. Given that the contribution of Ort-2 scales up with the number of cycles

(k3 = 0 in the first thermal cycle and k3 = 0.25± 0.05 during the fourth thermal cycle), a growth

of the number of domains is expected. This statement is supported by the electrical resistance

of MAPbI3 single crystal (Figure 2.8, Appendix B.3), which shows at a given temperature, there

is a continuous increase over the six successive thermal cycles. The complex temperature

dependence of the resistivity has previously been discussed by Pisoni et al.,[90], where the peak

in the resistivity at 160 K is explained by the enhanced scattering of electrons due to increasing

number of domain boundaries.

It has been pointed out that the efficiency of the charge-carrier trapping sharply decreases

in the vicinity of the boundary phase [88]. The apparent transition temperature fluctuates

slightly throughout multiple cycles because it is strongly dependent on the local properties

of the material and, in particular, on the type and density of structural and chemical defects.

Indeed, the Ort-1 and Tetr phases have different symmetries, and the actual symmetry of the

defects can encourage the formation of either structures; hence, the transition temperature

can increase or decrease.
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2.2. The low-temperature tetragonal to orthorhombic phase transition

Figure 2.8 – Tempera-
ture dependence of the
electrical resistance of
MAPbI3 during thermal
cycling around 160 K.

2.2.3 Heat capacity measurements

Measurements of heat capacity at a constant pressure, Cp , were carried out on single crystals

of MAPbI3 using the thermal relaxation technique (Appendix B.6).

The heat capacity data of MAPbI3 single crystal for the low-temperature transition shown in

Figure 2.9 (calculated entropy change is in Appendix, Figure B.6) substantiate the XRD results

and suggest a jump in the structural order parameter. The structural transition is reflected in

the heat capacity data as a sharp peak. In agreement with the resistivity measurements, the

existence of a hysteresis indicates that the transition is first order [89]. Also, the decrease of

the heat capacity peak value with thermal cycling reflects the substitution of Ort-1 phase for

Ort-2. At 330 K transition preserves the disordered character of the MA+ cation and at 160

K an orthorhombic symmetry reduces the disordering MA occupation. The transition from

tetragonal to orthorhombic symmetry reveals an important fact because in all cases there is

a transition from centrosymmetric to non centrosymmetric space group which enables the

Figure 2.9 – Temperature dependence
of the heat capacity of MAPbI3 during
thermal cycling around 160 K. Cycles
2 and 4 have been omitted for clarity.
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ferroelectric or antiferroelectric phenomena in the material [91].

2.3 The high-temperature tetragonal to cubic phase transition

As the crystal is warmed up toward and past room temperature, the hydrogen bond between MA

and iodine in the tetragonal phase of MAPbI3 is progressively weakened. Thus, the cation starts

to tumble inside the inorganic framework [92]. The rotation angle of the octahedra in the tetrago-

nal phase decreases monotonically with increasing temperature, and simultaneously, the lattice

constants c and a become equal, resulting in the high-temperature cubic phase above 330 K [93].

It has been suggested that the structural change is accompanied by a ferroelectric to para-

electric transition [94], which is plausible, given that the tetragonal (space group I422) and

cubic (Pm3̄m) phases, respectively, lack and possess an inversion symmetry [95]. The high-

temperature transition results in the reduction of the unit cell in the c-direction and could be

driven by an instability of the crystal with respect to the emergence of a particular phonon mode.

This hypothesis is supported by the theoretical work of Saidi and Choi [96], in which the stabi-

lization of the cubic phase is explained through vibrational energy and entropy considerations.

2.3.1 X-ray data

In-situ powder XRD experiments were conducted on grounded MAPbI3 crystals during six ther-

mal cycles between 310 and 350 K. The lattice structure and the unit cell parameters were refined

across the explored temperature range for the first and sixth cycles. The XRD profiles shown

in Figure 2.10a indicate a gradual transition between the tetragonal and cubic phases in the first

cycle, whereas those in Figure 2.10b imply the occurrence of an incommensurately modulated

phase in the sixth cycle. Incommensurately modulated crystals are often encountered at phase

transitions [97], however here it stabilized with thermal cycling. In Appendix A.1.4 more informa-

tion on the incommensurately modulated structure definition and understanding is provided.

All the structural changes upon thermal cycling around 330 K are described in terms of a single

tetragonal (3 + 3)-dimensional superspace group generated from the space group P4/mmm

[98], which is applied to the pseudocubic unit cell with a≈ c ≈ 6.3 Å. The modulation vectors are

q1 =αa* +αb*, q2 = -αa* +αb*, and q3 = γc*, whereα = (0.5 -∆1) and γ = (0.5 -∆2) can be either

rational if the parameters∆1 and/or∆2 are 0, or irrational otherwise. If∆1 =∆2 = 0.5, thenα = γ

= 0 and the space group describes the 3D pseudocubic structure. In the a = c case, the structure

acquires the cubic symmetry of the Pm3̄m supergroup. Using this structural representation,

only three atoms, located in fixed positions (Pb: 1a (000); I1: 1b (00½); I2: 2f (½00)), define the

inorganic framework. The lattice parameters a and c were refined using only the main diffrac-

tion reflections indexed with only a*, b*, and c* in the reciprocal lattice. Figure 2.11 shows these

parameters as a function of temperature for the first and sixth thermal cycles. The coefficients

α and γ of the modulation vectors were refined using the whole set of reflections, including the

significantly weaker satellites that can be indexed only ifα andγdiffer from 0. Figure 2.11 shows

32



2.3. The high-temperature tetragonal to cubic phase transition

Figure 2.10 – Temperature-dependent XRD profiles recorded upon (a) heating during the first
and (b) cooling during the sixth thermal cycles around 330 K. (c) The (bc) projection of a portion
of the incommensurately modulated tetragonal structure in the first thermal cycle at 320.2
K. (d) The projection of a portion of the incommensurately modulated tetragonal structure
in the sixth thermal cycle at 321.3 K.

Figure 2.11 – Temperature dependence of the crystallographic characteristics for the incom-
mensurately modulated structure of MAPbI3 in the first and sixth thermal cycles around
330 K. (a) The integrated intensity of the strongest satellite. (b) Coefficients of the indicated
modulation vectors. In the sixth thermal cycle, the weak temperature dependence of the
quantities indicates the stabilization of the modulated phase, whereas an increase in the
intensity of the satellite indicates the evolution of this phase toward an amplification of
displacements of atoms from their average position.
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Figure 2.12 – Temperature-dependent XRD data obtained from 310 K to 350 K during (a) the
third, (b) fourth and (c) fifth thermal cycles. Changes in the unit cell parameters and the
increased intensity of the satellite reflections can be seen from the third to fifth thermal cycles.

the temperature dependence of their integrated intensity as well as the change in theα andγ co-

efficients for the modulation vectors. The existence of the satellites (highlighted in Figure 2.12)

indicates the presence of modulation waves of atomic displacements. The stronger intensities of

satellites and the larger displacements are expected. Consequently, the absence of satellites de-

notes a primitive, non-modulated structure with the unit cell parameters mentioned above and

atomic positions in accordance with the tetragonal space group P4/mmm. The Pm3̄m super-

group, which is characteristic of the cubic phase, requires identity of a and c lattice parameters.

First cycle

On the first heating stage, in Figure 2.11a, the intensity of the strongest satellite decreases to zero

above 346 K, indicating that at this temperature only the cubic phase is expected [96]. However,

in conformity with Tyson et al. [99], a pseudocubic unit cell in the whole 310–350 K range is

observed. Another degenerate case, when α = γ = 0.5, was observed below 315 K during the

first thermal cycle heating stage. These rational values correspond to the room temperature

tetragonal unit cell. Indeed, the vectors q1 = 0.5a* + 0.5b* and q2 = -0.5a* + 0.5b* define the

tetragonal basis of the cell as atetr = a + b and btetr = -a + b (atetr = btetr = a
p

2≈ 8.9 Å), and the

vector q3 = 0.5c* defines the doubling of the c parameter, ctetr = 2c (ctetr = 2c ≈ 12.6 Å). The

clear changes in the unit cell parameters, modulation vectors, and intensity of the strongest

satellite reflections indicate that the structural transformation from the room temperature

tetragonal phase directly into the pseudocubic phase occurs only in the first thermal cycle. In

accordance with a previous report [99],the presence of an intermediate phase is confirmed, in

the temperature range of 315–346 K between tetragonal and cubic phases.

The crystal structure of the intermediate phase has been refined by the Rietveld method for

320.2 K (Appendix Figure A.12, section A.1.2). The I atoms are primarily displaced due to the

structural modulations.

A portion of the structure shown in Figure 2.10c shows that these displacements result in a

wave of tilted PbI6 octahedra around the a and b axes, whereas one would rather expect a

rotation around the c-axis, which is typical for the tetragonal phase. This “tilt wave” results

in the crystal spatially alternating between the two types of regions: without (pseudocubic)
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2.3. The high-temperature tetragonal to cubic phase transition

Figure 2.13 – Ordering in the distribution of the PbI6 octahedra in the intermediate structure
of MAPbI3 at 320.16 K in the first thermal cycle. (a) Alternation of the non-tilted (pseudo-cubic)
and the wave-tilted domains along the c-axis. (b) No rotation of the PbI6 octahedra around
the tetragonal c-axis is observed in the structure projection along the tetragonal c-axis.

and with periodically modulated tilt of the octahedra along the c-axis (see Figure 2.13). Figure

2.11a shows that the intensity of the strongest satellite continuously decreases with increasing

temperature and is completely suppressed when the pseudocubic phase sets in. This behavior

indicates that the average size of the pseudocubic region grows, and the mean magnitude of

the displacements of I atoms becomes smaller.

Sixth cycle

In the sixth thermal cycle, a single stable phase is present. It is characterized by the irrational

temperature-independent modulation coefficientsγ≈ 0.473 andα≈ 0.490 (Figure 2.11), which

point to an aperiodicity of the crystal along the c-axis as well as in the (ab) plane. The unit cell

parameters change linearly with temperature, as shown in Figure 2.14. Their values for both

the warm-up and cool-down are now identical, suggesting that the system has settled into a

thermodynamically stable state. A crystal structure estimation for the phases present in the

sixth thermal cycle at 350.2, 321.3, and 310.2 K (Rietveld refinements in Figure A.13, Appendix

A.1.2) shows that the “tilt wave” occurs along lattice axes in agreement with irrational values

of theα and γ components in the modulation vectors (Figure 2.11). The Figure 2.10d shows

the variation of the tilt of the octahedral.

Despite the fact that each octahedron is tilted, the degree of tilt varies within a coherent area.

Less tilted octahedra form pseudocubic structure regions, which smoothly turn into tetragonal,

consisting of more tilted octahedra. With such a change from one unit cell to another, only

an approximate boundary between these regions and, accordingly, an approximate size of

the pseudocubic regions can be discussed. Due to incommensurability in three axes (three

independent q-vectors of modulation), even the approximate size of the regions is varied de-
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Chapter 2. Effect of thermal cycling on structural evolution

Figure 2.14 – Temperature-
dependent variation of (a, b)
the tetragonal unit cell volume
and (c, d) its a and c parameters
in the first and sixth thermal
cycle around 330 K. In the sixth
thermal cycle, the phase has
been stabilized with respect to
the plotted parameters.

pending on a portion taken from the aperiodic structure. However, the reconstruction of an

identical portion of the structure taken at different temperatures can illustrate the temperature

dependence of the size. Such illustration and details of the reconstruction are given in Figure

2.15 for a structure portion of 14a×14b×5c (10× 10× 3 nm). Temperature dependence of the

incommensurately modulated structure, appearing as a result of thermal cycling around 330 K.

The main and expected temperature dependence concerns the approximate size of pseudo-

cubic regions, which increases with increasing temperature from 310.2 to 350.2 K. The estima-

tion of their exact size is quite a challenging task because of the following reasons. First, it is

necessary to define “pseudo-cubic” regions, i.e. to define limits of deviations from the “cubic” ar-

rangement. Some deviations are always present in the incommensurate structure owing to the

structure modulation. A magnitude of the deviations is generally defined by a sum of the whole

set of satellite reflection intensities, which is a complicated task to estimate. Second, owing to

incommensurability in three axes (three q-vectors of the incommensurability, two of them are

in the (a*b*)-plane and the third is along c* axes), even the approximate region size is varied

depending on a portion taken from the aperiodic structure. However, using an opportunity to

reconstruct an identical portion of the structure taken at different temperatures with the same

parameters (numbers of average unit cells and the (t0, v0, u0) origin of the modulation waves), it

is possible to illustrate the temperature dependence of the size, Figure 2.15. After the size (14a×
14b× 5c) of the portion has been selected, the origin for the modulation waves have been fixed

as t0 = 0, v0 = 0, u0 = 0. Then positions of all atoms (Pb and I) within the selected area have been

calculated as in the unit cell defined by the selected area with P1 symmetry. In the selected area,

the approximate size of pseudocubic regions increases with increasing temperature from 310.2

to 350.2 K, indicating a transformation from “mainly tetragonal” to “mainly pseudocubic”.

Any dynamic distortion in a crystal can be described in terms of a complete set of normal

36



2.3. The high-temperature tetragonal to cubic phase transition

Figure 2.15 – A portion of the tetragonal modulated structure in the sixth thermal cycle at
different temperatures. The (xy) projection is shown for a portion of 14a × 14b × 5c unit cells.
Cyan background indicates the approximated part of the structure, which is similar to the cubic
phase. The size of this part decreases with lowering temperature indicating an evolution of
the structure toward the tetragonal phase.

Figure 2.16 – XRD pattern of a single crystal
taken in the (0.5 k l) plane after the sixth
thermal cycle at 340 K.

vibrational modes. When a solid undergoes a structural phase transition, the process is often

described in terms of anomalous behavior of a single mode, characterized by its displacement

eigenvector, frequency, and wavelength. For the phase transitions the formation of the incom-

mensurately modulated phase is also frequently driven by a soft phonon mode showing up at

high temperature that condenses at the modulation wavevector [100]. If the space group of

one phase is a subgroup of that of the other phase, the transition may proceed via a continuous

distortion of the unit cell, i.e., the transition is of second order [101].

Within this framework, as the high-temperature pseudocubic phase is approached, the fre-

quency of a particular low-energy phonon mode grows. In Figure 2.16, one can see the diffuse

scattering in the diffraction pattern. In case of modulation in the crystal the pattern consists

of the main and satellite reflections. Static and dynamic disorder in the system are seen on
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the XRD patterns as the diffuse scattering. In this study a disorder diffuse scattering is present,

as the diffuse lines around the Bragg reflection gradually increased with thermal cycling.The

disorder diffuse scattering covers effects due to static occupational or displacive alterations of

the crystal structure that are present only on a local scale [102], which corresponds to the final

system. For the broad diffuse maxima, the periodicity of superspace must be disrupted [102].

This can be done with an enhancement of the vibrational energy of the lattice. The existence of

transverse and longitudinal acoustic phonon modes as well as one transverse optical branch in

the inorganic framework at 350 K has been shown by Beecher et al. [103]. Due to the low-energy

modes associated with the inorganic lattice, phonons provide a major contribution to stabilize

the cubic phase at a high temperature. From the structural refinement, we see the “tilt wave”;

however, a proper mapping of the phonon modes to the structure modulations will require an

additional study.

To summarize, the structural refinements for the thermal cycling around the high-temperature

tetragonal–cubic phase transition show that the sharp change of the unit cell parameters at 330

K occurs only in the first thermal cycle. During the same initial pair of temperature sweeps, the

change in the mobility of the PbI6 octahedra from rotation to tilt relative to the tetragonal c-axis

underlies the 315 K second-order phase transition, and the first-order phase transition accom-

panied by a (3 + 3)-dimensional symmetry transformation into a 3D symmetry is observed at

345 K. Thermal cycling results in the occurrence of a (3 + 3)-dimensional incommensurately

modulated phase, which consists of pseudocubic and pseudotetragonal regions as a result of

the “tilt-wave” modulation of the octahedra orientations.

2.3.2 Resistivity measurements

To further explore the effect of thermal cycling around the high-temperature transition on the

electronic properties of MAPbI3 the resistance of a single crystal between 310 and 350 K was

measured. It can be seen from Figure 2.17 that in contrast to what was observed around the

low-temperature transition, here the resistivity peak, just below 330 K, disappears after multiple

thermal cycles. This supports the detected structural transformations.

Indeed, the change in sample resistance observed between the third and fifth cycles can be

attributed to the stabilization of the incommensurately modulated phase that contains both

the cubic-like and the tetragonal-like regions. The more progressive variation in the sample

resistance during the fifth and seventh thermal cycles can be associated with the evolution of

the incommensurate phase, which is inferred from the increased intensity of satellite reflections

presented in Figure 2.11 and Figure 2.12.
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2.3. The high-temperature tetragonal to cubic phase transition

Figure 2.17 – Temperature
dependence of the electrical
resistance of MAPbI3 during
thermal cycling around 330
K. Cycles 2, 4, and 5 have
been omitted for clarity.

2.3.3 Heat capacity measurements

Both the high- and low-temperature phase transitions of MAPbI3 are technically of first order.

However, the high-temperature transition is close to being of second order [104]. In addition

to the fact that both the tetragonal and the pseudocubic phases can be described by one super-

space group, the heat capacity data shown in Figure 2.18 (consistent with those in the literature

[99]) support this statement. There is no apparent hysteresis, and the broad peak more closely

resembles a power law divergence rather than a delta function. Changes in entropy (∆S) are

shown in Figure B.7, Appendix B.6. The jump in entropy is smoother for the high-temperature

transition than for the low-temperature one (Appendix Figure B.6).

What stands out from the data in Figure 2.18 is the fact that the heat capacity value is higher

Figure 2.18 – Temperature de-
pendence of the heat capacity of
MAPbI3 during thermal cycling
around 330 K. Cycles 2, 4, and 5
have been omitted for clarity.
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below the transition than above it. Onoda-Yamamuro et al. [104] attributed an excess heat

capacity in the region below the transition to the associated latent heat smeared out toward the

low-temperature side. Moreover, the results indicate that the phase transition exists even after

six thermal cycles. The structural characteristics of the crystal can explain the behavior of the

heat capacity during the thermal cycling. At the start of the first cycle, the strongest diffraction

peak indicating the tetragonal phase (Satellite-1 in Figure 2.10a) continuously vanishes with

increasing temperature. The highest rate of this disappearance (Figure 2.11a) coincides with the

sharp rise in heat capacity (Figure 2.18) around 330 K. Starting from 335 K, both the intensity and

the heat capacity value fall more smoothly. Therefore, the observed changes in the heat capacity

are attributed to the cubic–tetragonal transition. This transformation is clearly a characteristic

of the first thermal cycle. As discussed in Section 2.3.1 (Figure 2.15), a similar transformation is

observed in the sixth thermal cycle, however, within the evolution of a single incommensurately

modulated phase from “mainly cubic” to “mainly tetragonal”.

2.4 Conclusions

To investigate the effect of thermal cycling through the low- and high-temperature structural

transitions on the crystal structure and electronic properties of MAPbI3 crystals XRD, electrical

resistivity, and heat capacity measurements were performed at temperatures covering each

phase transition.

In case of the tetragonal–orthorhombic phase transition (160 K):

■ Repeatedly crossing the phase transition generates an increase in the concentration of

the domains of different phases.

■ After four cycles, the new orthorhombic phase is present above and below the transition

and acts as a boundary phase, which with temperature sweeps progressively replaces the

low-temperature orthorhombic phase.

■ This change correlates with the reduction in photoconductance as a result of thermal

cycling [105].

In case of the tetragonal–cubic phase transition (330 K):

■ An incommensurately modulated tetragonal phase emerges, which stabilizes the struc-

ture with successive transitions. This suggests that there is no boundary phase between

the cubic and tetragonal regions, as both belong to the same incommensurately mod-

ulated structure.

■ Series of phase transformations are described within the single (3 + 3)-dimension super-

space group generated from the space group P4/mmm and applied to the pseudocubic

tetragonal unit cell with a ≈ c ≈ 6.3 Å.
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2.4. Conclusions

■ The coefficientsα and γ of the modulation vectors q1 =αa* +αb*, q2 = -α a* +αb*, and

q3 = γc* determine the temperature- and the cycling-dependent state of the structure.
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3 Pressure-induced transformation of
CH3NH3PbI3

Pressure variation adds a new dimension to crystal-structure analyses. Pressure is highly ef-

ficient for generating phase transitions, new phases and chemical reactions in soft material as

MAPbI3 [106].

The high-pressure set-up consists of two opposed-diamond-anvils cell (DAC), an example

of which is shown in Figure 3.1a. Diamond is the most suitable material for high-pressure

XRD measurements due to the material’s hardness and low absorption of short wavelengths.

Synchrotron X-ray beams can be collimated down to a few micrometres, reducing the problem

of the beam shadowing by the gasket [106]. However, the data for the low-symmetry samples

can be incomplete due to the limited window opening, as illustrated in Figure 3.1b. As can be

concluded from this issue, in case of a high-pressure XRD experiment, additional corrections to

the limited data should be applied, which complicates the crystallographic calculation overall.

The MAPbI3 crystal structure is flexible due to a large space inside the inorganic framework

(the void volume is ≈ 211 Å3), where the small (≈ 36 Å3) cation is located. The strength and

conformation of the hydrogen bonds between the PbI6 octahedra and the organic cation can

be influenced by external factors, for instance, pressure or temperature.

There are two major pressure-induced structural transformations in MAPbI3: a phase transition

and amorphization. In DAC with helium pressure-transmitting medium (PTM) the applied pres-

sure induces octahedral rotations and bond compression in the inorganic layers of MAPbI3 [107].

The material undergoes a phase transition at 0.3 GPa and amorphization at pressures above 2.7

GPa. It was shown that the resistivity of MAPbI3 decreases by 3 orders of magnitude between

30 and 51 GPa [107]. Reduction of the activation energy for conduction down to 13 meV under

Figure 3.1 – (a) Photograph of the
diamond-anvil cells mounted on go-
niometer head. (b) The effective access
to the sample for XRD measurements, the
crown facets of the anvil are supported on
the edges of the window in the steel back-
ing plate. The pictures are reproduced
from [106].
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Chapter 3. Pressure-induced transformation of CH3NH3PbI3

Figure 3.2 – Overview of the MAPbI3 pressure-induced transformation at room temperature.
Top panel: influence of the PTM on the transformation. Bottom panel: the relations between the
unit cells of different phases - the primitive perovskite cubic cell (green line), the tetragonal body-
centred cell (blue), the body-centred (pseudo)cubic cell (red) and amorphous phases. The data
are reproduced from: He [108, 107], no PTM (None) [109, 110], silicon oil (Si-oil) [110], propanol
[111]. Data corresponding to Ar and Ne (highlighted in yellow) are from the present study.

Cubic apr ≈ 6.4 Å ambient conditions

Tetragonal a = b≈ apr
p

2≈ 8.8 Å ambient conditions
c ≈ 2apr ≈ 12.7 Å

Pseudocubic a ≈ b≈ c ≈ 2apr ≈ 12.3 Å high pressure

Table 3.1 – The unit cell parameters of different MAPbI3 phases under ambient and
high-pressure conditions.

high pressure, suggested that the perovskite is approaching a metallic state at 51 GPa [107].

In Figure 3.2 a pressure-induced transformation of MAPbI3 in different PTM is presented. At

low pressures (0.1–0.3 GPa), a first-order phase transition from the tetragonal body-centred

to the body-centred (pseudo) cubic unit cell takes place (Figure 3.2, blue to red lines, Table

3.1). The amorphization of the compound occurs at higher pressure after the structural phase

transition (Figure 3.2, black line).

It can be seen, that in different experiments the amorphization has been observed under

different pressures. The PTM could be considered as one of the major factors affecting the

pressure-induced transformation of MAPbI3.
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3.1. Single-crystal XRD experiments

Figure 3.3 – The XRD patterns during the pressure-induced transformation of MAPbI3 with
(a) Ne and (b) Ar as PTM. Sections of the reciprocal space are shown for l = 0. The axes h and k,
which are specific for the tetragonal (pseudocubic) modification are emphasized in blue (red).

pristine 1 atm released 1 atm 0.69 GPa 20.27 GPa

∆ρ without MA and Ne, eÅ−3 -0.20 - 1.41 -0.32 - 1.58 -1.44 - 1.97 -1.13 - 1.86
∆ρ with MA and Ne, eÅ−3 -0.3 - 0.51 -0.27 - 0.23 -1.06 - 1.07 -0.54 - 0.56

Table 3.2 – The residual electron density calculated for two structure models at indicated
pressures.

3.1 Single-crystal XRD experiments

The XRD data were collected at room temperature (293 K) under high pressure (up to 20.27

GPa). DACs were used with rhenium gaskets and Ne or Ar gases as the PTM. These noble gases

have distinct atomic radii: 0.38 Å for Ne and 0.71 Å for Ar. Experimental details of the XRD

measurements under pressure and release are illustrated in Figure 3.3.

From the XRD profiles it can be seen that under high pressure both Ar and Ne were incorporated

into the structure. In the case of a Ne medium, the pressure-induced phase of Ne0.97MAPbI3

remained stable and highly crystalline after decompression.

The general scheme of the structure determination of the Ne incorporation is illustrated in

Figure 3.4. The starting (pristine) and the released (after exposure to 20.27 GPa) crystals are
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Chapter 3. Pressure-induced transformation of CH3NH3PbI3

Figure 3.4 – Determination of the MA and Ne positions in the MAPbI3 crystal structure.
Projections of the relevant fragments of the structure onto the (ac) plane are in (a) and (c).
Purple dots indicate I atoms in the plane of the difference electron density (∆ρ) maps in (b)
and (d) with positive (red) and negative (blue) areas. (b) The residual electron density maps
calculated using only Pb and I atoms. The maxima of ∆ρ are identified with MA cations
(dark-blue circles) and Ne atoms (cyan circles). (d) The residual electron density maps
calculated using all atoms of the structure.

shown next to each other for comparison. After the refinement of the Pb and I atomic positions,

Figure 3.4a, the difference electron density (∆ρ) maps were calculated for each case, Figure 3.4b.

As can be seen from Table 3.2,∆ρ varies from -0.32 to 1.58 eÅ−3 for the released crystal at 1 atm

pressure and from -0.20 to 1.41 eÅ−3 at 1 atm for the pristine crystal. In the pristine crystal the

maxima of∆ρ indicate the MA positions, it is represented by the dark-blue circles in Figure 3.4b.

It is important to note, that these maxima are also perfectly identified at 0.69 GPa and for the

released crystal, but they are absent at 20.27 GPa.

These strong and more localized maxima (shown as cyan circles in Figure 3.4b) are clearly visible
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3.1. Single-crystal XRD experiments

for each pressure, with the exception of the initial (pristine) case. By placing Ne atoms in these

additional maxima the model is dramatically enhanced. The schematic diagrams of the crystal

structure for each pressure value after including MA and Ne in the refined structure are shown

in Figure 3.4c.

As can be seen in Figure 3.4d and Table 3.2, when all atoms are involved in the calculation

maxima essentially decrease from 1.58 to 0.23 eÅ−3 for the released crystal and from 1.41 to 0.51

eÅ−3 for the pristine crystal at 1 atm. Within this model also∆ρ values at 0.69 GPa and 20.27

improved. At 20.27 GPa, the usual MA positions show nearly zero electron density and only the

Ne-attributed maxima are observable. The residual electron density maps calculated included

Ne atoms have values close to zero (Figure 3.4d), supporting the Ne-incorporation model.

A similar procedure for the structure determination was used for Ar PTM. The Ne and Ar inclu-

sion in the structure has a varying effect on the symmetry and the bulk modulus at different

pressures. The resulting structures made it possible to determine the interatomic distances,

and consequently the nature and hierarchy of interactions between various components of

each structure. The basic crystallographic information with Ne and Ar as the PTM at different

pressures is provided in the Appendix (Tables A.4 and A.5) and is visualized in Figure 3.5.

It should be noted that, despite the reflections-to-parameters ratio (5.6 and 4.1 for the Ne-

containing crystal at 16.43 and 20.27 GPa, respectively), the criteria R,wR = 0.051, 0.057 for

16.43 GPa and 0.043, 0.064 for 20.27 GPa, and the residual electron density ρmax , ρmi n = 0.58,

-0.60 eÅ−1 for 16.43 GPa and 0.56, -0.54 eÅ−1 for 20.27 GPa shows that the corresponding struc-

ture solutions are valid. These structures obtained at the highest pressures are essential for

understanding the Ne intercalation, which is also confirmed by the presence of Ne in the

released crystal under ambient conditions.

3.1.1 The high-pressure NeMAPbI3 compounds

The crystal structure at room temperature was determined for 0.69, 1.5, 2.69, 4.56, 7.4, 16.43

and 20.27 GPa pressure values and for ambient pressure after decompression (Table A.4). In

case of Ne PTM above 4 GPa an amorphous phase appears, coexisting with the crystalline one.

This amorphous contribution slowly grows upon further increase of pressure and completely

disappears after the pressure is released. The XRD data obtained at 0.11 GPa indicate the coexis-

tence of two phases: a tetragonal phase, characteristic of ambient pressure, and a pseudo-cubic

phase, which is typical for higher pressures. This is consistent with the first-order phase tran-

sition, which was reported for MAPbI3 between 0.3 GPa and 0.4 GPa [108, 111]. However, for the

pseudo-cubic phase, the space group is R3̄, which differs from the cubic Im3̄ and orthorhombic

Imm2 reported previously by [111] and [108], respectively.

Between 2.69 and 4.56 GPa the second phase transformation appears, which is in a good agree-

ment with the literature value of 2.5 GPa [111] and 2.7 GPa [112]. In contrast to the reported

space group Im3̄ [111], only its orthorhombic subgroup, Im2m, was found to describe the

symmetry of the phase above 4.56 GPa.
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Chapter 3. Pressure-induced transformation of CH3NH3PbI3

Figure 3.5 – Evolution of crystallographic characteristics of MAPbI3 under pressure with (a)
Ne and (b) Ar PTM. (i) The symmetry transformation of the unit cell. Unit cells are shown in
different colours for different crystallographic systems in relation to a primitive perovskite
cube (green line). (ii) The pressure-dependence of the unit-cell volume and crystal density.
The points in the diagrams are coloured according to the symmetries in panels (i). Green and
black points correspond to the pristine and released crystals, respectively.

Furthermore, the third transformation is observed, from the orthorhombic to a tetragonal

phase (space group I4/mmm), between 7.4 GPa and 16.43 GPa. The unit cells and space groups

corresponding to each phase are shown in Figure 3.5a(i).

This difference in the symmetry, the presence of a third phase transition and the lack of amor-

phization up to 20 GPa can be explained by the intercalation of Ne atoms at high pressure.

Figure 3.6 illustrates the evolution of the NeMAPbI3 structure under compression. With an

increase in the pressure Ne content in the compound composition grows, while MA is gradually

disappearing from its position (i.e. period over a long range), Figure 3.6b.

The intercalated Ne atoms are located in the voids of the inorganic framework, more precisely at

the faces of the primitive perovskite cube (surrounded by the four neighboring I atoms, Figure

3.6a), with a gradual increase in the occupancy of these sites upon compression (Figure 3.6d).

The average occupancy of Ne sites starts at≈1/3 in the low-pressure phases and goes up with

pressure, eventually approaching 1 when Ne atoms sit at each face. At 20.27 GPa, Ne sites are fully

occupied at four faces and the remaining two are half occupied. Therefore, one can expect that

higher pressure is required in order to achieve the full occupancy of all faces. The corresponding
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3.1. Single-crystal XRD experiments

Figure 3.6 – NeMAPbI3 structure evolution under compression and after the release.(a) The
arrangement of Ne atoms at the faces (cyan squares) of the primitive perovskite cubic unit
cell. Depending on pressure, some of the Ne sites can be empty or partially occupied. (b)
Pressure-induced change of the crystal composition. In the chemical formula, y and (1 - y) refer
to MA at the long-range-ordered and the non-localized (non-periodic) positions, respectively.
(c) The shortest interatomic distances for Ne–I, Ne–MA and I–MA under different pressures.
(d) Main trend of the pressure-induced structure evolution, a gradual increase in the number
and occupancy of Ne sites, indicated in (a).

composition, Ne3PbI3(MA), reflects the maximum possible Ne content in the structure.

A reversible transformation, which restores all the long-range ordered positions of MA in the

released crystal at ambient pressure (Figure 3.4), indicates that this cation can be in two dif-

ferent states in the high-pressure crystal: the long-range ordered state (i.e. periodic) and the

randomly distributed one (i.e. non-periodic). In order to emphasize these two states of MA, the

Nex MAy PbI3(MA)1–y designation for the chemical formula, where indices y and (1 - y) denote

the relative quantities of the long-range-ordered and randomly distributed MA, respectively.

The presence of two states for the MA cation is a direct confirmation that the long-range order-

ing of MA is violated under high pressure, which was proposed before [109, 108, 111].

According to this assumption, a lack of long-range ordering of MA leads to the destruction of

the inorganic framework, which is kept by the I–MA periodic interactions. Indeed, a decrease in

the amount for long-range-ordered MA leads to a huge increase in ADP for I atoms (Figure 3.7),

which is a sign of the inorganic framework destruction. Destruction of the inorganic framework

leads to compound amorphization. However, in the Ne PTM the crystal structure is still periodic

up to 20 GPa. The reasons of this can be understood from the analysis of the Ne–I, Ne–MA
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Chapter 3. Pressure-induced transformation of CH3NH3PbI3

Figure 3.7 – Pressure-dependent ADP of I atoms of the inorganic framework. (a) The fragment
under three pressure values with the long-range-ordered MA cation. (b) The fragment under
two pressure values with the partially long-range ordered MA cation. (c) The fragment
corresponding to the absence of the long-range-ordered MA cation. The ADP ellipsoids are
shown with 50% probability for each pressure.

and I–MA interatomic distances found for the long-range-ordered MA cation (Figure 3.6c).

The short distances MA—Ne of ≈ 1.9 Å indicating the corresponding interaction at pressure

below 3 GPa can be recognized as unstable with respect to pressure, since the content of the

long-range-ordered MA rapidly reduces from 0.5 (at 4.56 GPa) to 0.25 (at 7.4 GPa) per chemical

formula, and the long-range-ordered MA is no longer observed for pressure above 16.3 GPa.

As the expected rapid amorphization does not appear, it means the (Pb,I)-framework is stabi-

lized by Ne atoms. Indeed, for pressures above 4 GPa, the loss of the long-range order for more

than 50% of MA switches the shortest interatomic distance (i.e. the strongest interaction of Ne)

from Ne—MA to Ne—I, as shown in Figure 3.6c.

Consequently, the Ne—I interactions can be considered as the cause of the framework stabi-

lization, preventing the amorphization.

The stabilizing role of Ne under high pressure is also confirmed by the distortions observed in

the (Pb,I)-framework. The minimal distortions (the I—Pb—I angle 88.4–90.3° instead of the

ideal 90° and the Pb—I—Pb angle 178–180° instead of the ideal 180°) were found in tetragonal

structures at the highest pressure, when the long-range MA order is lost and the content of Ne is

maximal. Thus, the progressive intercalation of Ne is the general trend in the pressure evolution

of the NeMAPbI3. The phenomenon is driven by the Ne—I interaction, which is substantially

enhanced above 4 GPa.

Surprisingly, the occupation of Ne sites in all directions is preserved in the released structure
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3.1. Single-crystal XRD experiments

under ambient pressure, but with a much smaller probability of≈1/3 (Figure 3.6d). The mean

Ne–MA and Ne–I distances in the released structure are very similar, 2.83 Å and 2.78 Å, respec-

tively (Figure 3.6c). The minimum Ne–MA distance (≈ 2.3 Å) in the released crystal can be

responsible for this stabilization. However, this is the distance between partially occupied Ne

and MA sites, thus it is difficult to know for sure whether such separation is indeed realized.

In the 0–20 GPa pressure range the bulk modulus B0, calculated using the Birch-Murnaghan

model [113], varies from 5.3 GPa at the lowest to 10.6 GPa at the highest pressure. These numbers

fall within the spread of values in the literature [108, 107].

3.1.2 The high-pressure ArMAPbI3 compounds

The structure was determined at pressures of 0.18, 0.49, 0.98, 1.34, 2.1, and 2.39 GPa at room

temperature (details in Table A.5). Above 1.34 GPa an amorphous phase appears, coexisting

with the crystalline one. The amorphous contribution grows rapidly with increasing pressure

until no crystalline phase can be observed above 3.6 GPa. This amorphization is irreversible

in the experiments.

The tetragonal unit-cell parameters for the ambient conditions are identified in the ArMAPbI3

structure up to 1 GPa (Table A.5 and Figure 3.5b(i)). The space group P42bc is the best fit in the

0.18–0.98 GPa pressure range. Only one transformation of this unit cell is detected for ArMAPbI3,

occurring between 1 GPa and 1.3 GPa. The pseudo-cubic orthorhombic unit cell (Figure 3.5b(i))

and the Immm space group are characteristic for the lattice for pressure above 1 GPa (Table A.5).

No distortion in the long-range order is detected for the MA cation. In comparison to NeMAPbI3,

an Ar-content increase as a function of pressure is 5.5 times larger, reaching the composi-

tion Ar1.4MAPbI3 at 1.34 GPa. In the case of Ne PTM, the nearly equivalent composition,

Ne1.41MA0.25PbI3(MA)0.75, occurs at 7.4 GPa (Tables A.4 and A.5). This result indicates stronger

interaction between MAPbI3 and Ar than with Ne.

The pressure-induced structural evolution of ArMAPbI3 (Figure 3.8) is associated with a gradual

growth in the Ar content. As can be seen in Figure 3.8c, this process is accompanied by the

contraction of the Ar–I and Ar–MA distances. For pressure below 1 GPa, the MA cations, Ar and I

atoms are arranged into chains, which polymerize in two dimensions upon further compression,

Figure 3.9. Influence of the lattice contraction on the chain geometry is illustrated in Figure 3.10.

The shortest interatomic distances of ≈2 Å found for Ar–I and Ar–N (MA) at pressures above

2 GPa. The value for the Ar–N separation of 1.84 Å was theoretically predicted for ambient

pressure [114]. Such values can be considered as a reasonable approximation if ADP are taken

into account. Large and prolate ADP ellipsoids of the I atoms imply an anharmonic character.

Therefore, the actual Ar–I distances are longer than the centers of the ellipsoids.

Nevertheless, the dramatic reduction of the minimum Ar–MA and Ar–I distances at pressures

above 2 GPa (circled in red, Figure 3.8c) is considered as a trigger for the complete and irre-

versible structure amorphization. In fact, a crystalline state at the time of its destruction was

recorded.
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Chapter 3. Pressure-induced transformation of CH3NH3PbI3

Figure 3.8 – Pressure-induced transformation of the tetragonal ArMAPbI3 phase. (a) Ar location
in the (Pb,I)-framework. (b, c) Deformation of the group configuration and its connection to
I atoms. Violet-coloured segments indicate the occupancies of the Ar sites.

Figure 3.9 – Pressure-induced transformation of Arx MAPbI3 from tetragonal to orthorhombic
phase.

Thus, the pressure-induced formation of the stable I–Ar–MA–Ar– chains and their polymeriza-

tion (Figure 3.9) is at the origin of the structural evolution and amorphization of ArMAPbI3.

3.2 Impact of Ne and Ar pressure transmitting medium

The present results show that both Ne and Ar interact with MAPbI3, but in different ways.

Interactions between Ne and I atoms stabilize the inorganic framework up to 20 GPa and sup-

press amorphization of the crystal, despite the vanishing of the long-range ordering of MA.

Therefore, Ne serves as a structural stabilizer instead of MA for pressures higher than 4 GPa.
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3.2. Impact of Ne and Ar pressure transmitting medium

Figure 3.10 – Pressure-induced transformation of the tetragonal ArMAPbI3 phase. (a) Position
of the I–Ar–MA–Ar– group within the (Pb,I)-framework. (b) Deformation of the group config-
uration and its connection to I atoms. The MA–Ar and Ar–I interatomic distances are given in Å.

Unlike Ne PTM, Ar interacts with both I and MA even under low pressure of 0.18 GPa. These

interactions accelerate the irreversible amorphization, which starts at 2 GPa.

The difference between the influences of Ne and Ar PTM is clearly related to the difference in

their chemical activities, which are defined by their electronic configurations, i.e. their atomic

radii being 0.38 Å for Ne and 0.71 Å for Ar.

3.2.1 Influence of Ne and Ar on the MA cation mobility

The role of the mobility of the MA cation in the structural transformation of MAPbI3 is often

discussed [115, 109, 108, 111]. And the high-pressure amorphization is also directly linked to

this phenomenon.

According to previous reports [109, 108, 111], the strong pressure-induced interaction between

the MA cations and I atoms is considered as a template for the (Pb,I)-framework stability. Fol-

lowing this interpretation, the results support the following scenarios of the influence of Ne

and Ar on the MA cation behaviour.

In both cases, Ne–MA and Ar–MA interactions minimize the MA mobility by fixing the position

of the MA dumbbell (the long-range-ordered form of MA). In particular, this explains the ab-

sence of cubic symmetry for the high-pressure phases.

In the case of Ne–PTM, up to ≈3 GPa, MA interacts with both Ne and I, which stabilizes its

long-range ordering. For pressure above 3 GPa, intensifying interaction between MA and 12
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Chapter 3. Pressure-induced transformation of CH3NH3PbI3

neighboring I atoms forces the organic cation to lose its long-range periodicity, first partially

(for 3 GPa < P < 8 GPa) and then completely (for P > 8 GPa). However, the Ne–I interaction

becomes sufficiently strong to stabilize the (Pb,I)-framework. This prevents amorphization

and maintains the crystalline state up to 20.27 GPa. Such pressure-induced Ne–I interactions

remain even after decompression of the crystal.

In the case of Ar PTM, MA cations interact with Ar to form –I–Ar–MA–Ar– chains as Ar enters

the crystal. Formation of the chains prevents strong interaction between MA and I and, con-

sequently, stabilizes the long-range periodicity of MA. At 1.34 GPa, a part of the cations still

exist outside of the chains, they stimulate additional absorption of Ar by the crystal. All MA

cations are involved in the polymerized chains at 2.39 GPa, but some of the Ar–MA and Ar–I

distances are too short. On the one hand, it points to strong MA–Ar interactions, which benefit

from the competition with the MA–I. On the other hand, the I–Ar–MA–Ar– chains get dense in

the restricted space between the PbI6 octahedra and destroy the structure.

This scenario can explain both the small observed contribution of the crystalline phase at 2.39

GPa and the rapid irreversible amorphization upon further pressure increase.

3.3 Conclusions

Using single-crystal synchrotron diffraction data, the crystal structure of MAPbI3 was studied

under high pressure with Ne and Ar gases as pressure transmitting media.

The following main conclusions have been drawn from the study:

■ In the case of MAPbI3 compression up to 20.3 GPa, the noble gas atoms of the pres-

sure transmitting media are not inert, but rather they form NeMAPbI3 and ArMAPbI3

high-pressure-induced compounds.

■ Ne mainly interacts with I atoms, preventing amorphization and stabilizing the high-

pressure crystalline state up to 20.27 GPa, despite the migration of MA cations to non-

periodic positions. This means a loss of the long-range ordering of MA within the crystal

lattice. Such high-pressure transformation is reversible and the Ne0.97MAPbI3 compound

is stable at ambient conditions after decompression.

■ Ar interacts with both MA and I, thus forming chains and driving their pressure-induced

polymerization up to P = 2.39 GPa. Compression of the (Pb, I)-framework destroys the

polymerized structure and the framework itself, initiating the irreversible and rapid

amorphization of the compound.

■ The difference between the pressure-induced impacts of Ne and Ar is related to the dif-

ference in their atomic radii and, consequently, their propensity towards interatomic

interactions in the restricted space between the PbI6 octahedra.
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4 Influence of the cation disorder on
the crystal properties

The bandgap, optical and magnetic properties of MAPbI3, are mainly determined by the inor-

ganic framework [116], as was already discussed in Section 1.2. The organic cation orientation

on the other hand, influences the long carrier lifetime in MAPbI3, the formation of large po-

larons, Rashba effect, ferroelectric domains [117]. For instance, it was shown that the screening

of band-edge charge carriers by organic cation rotation can have a major contribution to the

prolonged carrier lifetime [117]. As the recombination of the photoexcited electrons and holes

is suppressed by the screening, leading to the formation of polarons and thereby extending the

lifetime.

Another interesting study regarding the cation influence is the comparison of MAPbI3 and

FAPbI3. The most important difference between these compounds is in the electrical mo-

ments of the organic cations. The MA+ cation has a strong electric dipole moment (0.48 eÅ)

and a weaker quadrupole moment (-0.37, -0.37, 0.75) eÅ2, while the FA+ cation has a strong

quadrupole moment (-3.8, 2.58, 1.21) eÅ2 and a weak dipole moment (0.05 eÅ) [117]. This results

in different interaction with the inorganic framework and phase transitions. As described in

Chapter 2, upon cooling, MAPbI3 undergoes cubic-tetragonal-orthorhombic transitions. While

the FAPbI3 phase transitions are different and depend on the cooling process [117]. If FAPbI3 is

cooled from RT, the structure becomes hexagonal, and if it is cooled from the high-temperature

cubic phase the hexagonal structures are entirely avoided.

Because of their different electrical moments, MAPbI3 and FAPbI3 have different molecular ro-

tational entropy. As MA has preferential orientations and FA has non-preferential orientations,

the FA cation has a much higher rotational entropy [117]. The band-edge carrier lifetimes in

both FAPbI3 and MAPbI3 increase when the systems enter from a structural phase with lower

rotational entropy to another phase with higher entropy. For instance, the lifetime in FAPbI3

dramatically changes from 30 to 300 ns as, upon heating, the system enters into its cubic phase

with high rotational entropy. The photoexcited charge carriers are screened by cations, resulting

in formation of large polarons that prolongs the charge carrier lifetime.

The choice of the cation defines the interactions between the inorganic and organic constituents,

determining the dimensionality of the structure [118, 119].

In the interaction between inorganic framework and organic cation the weak hydrogen bond

play the most important role. It appears that the cation rotation in 3D perovskites changes

the bandgap from direct to indirect affecting the lifetime of charge carriers (i.e. diffusion and

absorption lengths) [115]. Duan et al. reported that the orientation disorder of the organic
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Chapter 4. Influence of the cation disorder on the crystal properties

Figure 4.1 – EDPbI4

crystals. (a) Vial with
two phases: (b, d) flake-
shaped phase and (c, e)
cube-shaped phase.

cation strongly influences the dielectric and emission features [120].

Such cation disorder characteristic is directly related to the ADP, which can be found from a

precise crystal structure determination. Therefore, the combination of the PV characteristic

measurements with a precise crystal structure determination of two compounds differing by

only the state of the organic cation is a challenging study, which is presented in this Chapter.

Ethylenediammonium lead iodide (NH3CH2CH2NH3)PbI4 (EDPbI4) has been obtained in its

pristine and thermally treated (1 hour at 423 K followed by cooling) state. The thermal treatment

results in stabilization of additional N–H •• I hydrogen bonds. These bonds facilitate both

the splitting of the ethylenediammonium (ED) cation and increased mobility of the carbon

atoms. In turn, the current density–voltage characteristics (J–V curves) of the both pristine

and thermally treated crystals mean that the increase of the ED leads to an improvement of the

photoconductivity in the thermally treated crystal.

4.1 Crystallization of ethylenediammonium lead iodide

Ethylenediammonium lead tetraiodide, EDPbI4, crystals were synthesized by solution growth

method, 3.3 mmol lead (II) acetate trihydrate (PbI2-x-3H2O, >99.9%) was reacted with a 6 ml

saturated HI solution (57 wt% HI in H2O). The solution of PbI2 at 278 K reacts with the respective

amount of the ethylenediamine solution (3.30 mmol). Small, submillimetre-sized crystals are

immediately precipitated and recrystallized to larger millimetre and centimetre sized crystals

at 323 K for 7 days. After harvesting, the crystals are wiped with laboratory wipes and dried at

room temperature. As can be seen in Figure 4.1a there are two distinct types of crystals in the

vial. At the colder part of the vial flake-shaped, translucent colour crystals are grown (Figure

4.1b), while at the warmer part of the solution large bright yellow cube-shaped crystals are

grown (Figure 4.1c). PXRD patterns confirm their difference (Figure 4.1d, e and full profile in

the Appendix, Figure A.14).

In this Chapter, the detailed analysis of the cube-shaped crystals with different post-heat treat-
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4.1. Crystallization of ethylenediammonium lead iodide

Figure 4.2 – EDX spectra of the
flake- and cube-shaped phases of
EDPbI4 crystal. The atomic ratio
for both phases is the same.

ment is presented. All EDPbI4 crystals were annealed at 323 K for one hour in air, these ones

will be noted as the pristine, and a part of the crystals, which were further heated at 423 K for

one more hour in air, are thermally treated crystals.

4.1.1 Chemical composition

One of the techniques for the chemical characterization of the crystal is energy dispersive X-ray

(EDX) spectroscopy. By the stimulated emission of characteristic X-rays (from the exited to the

ground state) of a specimen the amount of the elements in the crystal can be restored. In the EDX

spectra in Figure 4.2, the ratio Pb : I = 1 : 4 confirms of PbI4 for both phases. Further confirmation

of the ED cation presence has been done by the single-crystal structure determination.

4.1.2 Thermogravimetry

To get more information on the physical and chemical characteristics, thermogravimetric analy-

sis (TGA) is done (details on the equipment are in the Appendix B.5). By monitoring the mass of

the sample over the time as the temperature changes phase transitions, absorption or thermal

decomposition can be observed. For this TGA analyses, EDPbI4 was investigated in the temper-

ature range from 313 to 573 K. The TGA curves of both shapes of EDPbI4 are shown in Figure 4.3.
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Chapter 4. Influence of the cation disorder on the crystal properties

Figure 4.3 – TGA of the flake- and
cube-shaped phases in comparison
with TGA of well-studied MAPbI3,
MAPbBr3, MAPbCl3 crystals.

It has been reasoned that the thermal stability of 3D organic–inorganic lead halide perovskites

is similar to the perovskites containing shorter chain amines, e.g. MA or FA cation [121]. As can

be concluded, regardless of the shape, EDPbI4 crystal behaves the same to MAPbBr3 compound

in TGA measurements. These hybrid perovskites start to lose the organic components (EDI2,

MAI, MABr, MACl) under 573 K and continues on at the isothermal 573 K.

4.2 Single crystal XRD

The main details on the experimental data and crystallographic characteristics of pristine and

thermally treated EDPbI4 crystals are given in Table 4.1. The further experimental details are

available as a CIF file by CSD-numbers 434179 and 434178 in the database.

4.2.1 Structure solution and refinement

The arrangement of the PbI6-octahedra is found in the space group R3̄c and is identical for

the pristine and thermally treated crystals. Superposition of the pristine and thermally treated

crystal structures is shown in two projections in Figure 4.4.

Within the R3̄c space group, 57 and 63 independent reflections with I > 3σ(I ) violate the c-glide

plane for the pristine and thermally treated crystals, respectively. Correspondingly, the space

groups R32, R3̄ and R3 have been tested. The best results of the structure determination and re-

finement have been obtained in R3̄ for both types of crystals. Further lowering of the symmetry

to R3 decreases the reliability index from 3.14 and 3.98 down to 2.9 and 3.7%, respectively, for

the pristine and thermally treated crystal. However, this decrease is associated with the essential

increase of a number of refined parameters and does not influence the main observations,

which concern the atomic displacements in the ED cation.

Hence, the R3̄ space group is used for both the pristine and thermally treated crystals. Positions
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4.2. Single crystal XRD

Pristine crystal Thermally treated crystal

Chemical formula I4Pb·C2H10N2O0.042(4) I4Pb·C2H10N2O0.042(5)

Formula weight 777.60 777.60
Space group Trigonal, R3̄ Trigonal, R3̄

Temperature (K) 293 293
a, c (Å) 14.5906(1), 32.7775(5) 14.5645(1), 32.7195(4)
V (Å3) 6043.00(14) 6010.75(13)

Z 18 18
Wavelength (Å) 0.7129 0.7129

Crystal size 0.03 × 0.02 × 0.003 0.03 × 0.02 × 0.003
Ri nt 4.2 3.8

No. of measured, 21 957 12 312
independent 3078 2998

and observed reflections 2372 2450
(sin θ/λ)min(Å−1) 0.676 0.677

R[F 2>2σ(F 2)], wR, S 0.032, 0.038, 1.49 0.040, 0.049, 1.89

Table 4.1 – Crystallographic data of EDPbI4 crystal.

Figure 4.4 – Crystal struc-
ture of EDPbI4. The ther-
mally treated crystal is
drawn with the 50% opac-
ity. Topology of the crys-
tal structures is identical.
The difference mainly
concerns atomic dis-
placement parameters
of N and C in the organic
cation, here, is shown for
the dynamic model of the
C and N atoms disorder.
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Figure 4.5 – ED organic cation localization with the difference electron density mapping in
the pristine and thermally treated crystals. (a) The starting positions of the N and C atoms are
determined from the maps calculated after the refinement of Pb and I atoms. (b) Two projections
of the cation obtained after refinement of Pb, I, N and C atoms. ADP ellipsoids for the split
cations are shown with 100% and 50% opacity. (c) The maps obtained after refinement of Pb, I,
N and C atoms. The residual electron density is indifferently low in all three models of the cation
disordering in the thermally treated crystal. In (a) and (c), the solid dashed and striped lines
correspond to positive, negative and zero contours, respectively, drawn with a step of 0.2 e Å−1.

of N and C atoms are found from the difference electron density calculated after localization

of Pb and I atoms (Figure 4.5a). For every atom there are three coordinates (x, y, z) and one

(isotropic) or six (anisotropic) displacement parameters. It is reasonable to assume that atoms

move anisotropically, i.e. with different amplitudes in different directions. Therefore, instead

of describing an atom as a sphere, it is described as an ellipsoid. The elements of the matrix

describing the ellipsoid are called ADP. The size of the ellipsoids is chosen so that the ellipsoid

includes 50% electron density of the atom type in the model.

Three models of the cation disorder in the thermally treated crystal are considered:

Dynamic model

In this model, the positions of N and C atoms are fixed and ADP parameters are refined. Within

this model, it is assumed that the atoms have a large oscillation amplitude. Refinement of Pb,
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4.2. Single crystal XRD

Thermally treated

Pristine Dynamic model Split model Split C1 & C2 model
N1-C1 dist.(Å) 1.432(15) 1.51(2) 1.41(4) 1.48(3) &1.49(3)
C1–C2 dist.(Å) 1.449(13) 1.29(2) 1.43(5) 1.40(7) & 1.50(5)
C2–N2 dist.(Å) 1.508(16) 1.43(2) 1.52(4) 1.60(7) & 1.39(7)
∆C1 dist.(Å) — — 0.90(9) 0.86(3)
∆C2 dist.(Å) — — 0.51(9) 0.77(3)
∆N1 dist.(Å) — — 0.25(7) —
∆N2 dist.(Å) — — 0.34(9) —
N1–C1–C2 (°) 114.4(10) 120.5(18) 110(3) 113(3) & 108(3)
C1–C2–N2 (°) 111.3(9) 119.3(17) 116(3) 108(4) & 117(3)
Deviation of C2 0.13(3) 0.03(5) 0.15(9) (i) N1C1aN2:
from the C2a – 0.15(5),
N1C1N2 cation (ii) C2b – 0.45(4);
plane (Å) (ii) N1C1bN2:

(ii) C2a – 0.52(2),
C2b – 0.18(3)

Table 4.2 – Geometry characteristics of the ED cation.

I, N and C atoms reveals unusually elongated ADP ellipsoids for N and C in the structure of the

thermally treated crystal (Figure 4.4 and dynamic model in Figure 4.5b).

Split cation model

The split cation model is describing the static disorder of the cation. Instead of big dynamic,

there are two equivalent positions of N and C atoms in the crystal. Two ED positions of 0.5 oc-

cupancy are refined along with atomic parameters of all atoms, N1, N2, C1 and C2, constituted

the cation (split cation in Figure 4.5b).

Split C1 and C2 model

The last model is splitting of only for C-positions. This is considered due small splitting of

N-atoms (0.2 Å) in the split cation model (split C1 & C2 in Figure 4.5b).

The residual electron density is indifferently low in all three models of the cation disordering in

the thermally treated crystal (Figure 4.5c). Positions of hydrogen atoms are in the 1.2 Å vicinity

of the carbon and nitrogen atoms and then constructed according to expected geometry of

the cation, NH3CH2CH2NH3. The hydrogen positions are restricted to 0.96 Å distance and to

a tetrahedron configuration relative to the corresponding carbon and nitrogen atoms, while

taking torsion angles into account. The structure refinement details appear very similar for all

three models.

Geometry characteristics of the ED are listed in Table 4.2 for the pristine and three models of

the thermally treated crystal. Characteristics of atomic positions and interatomic geometry
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Chapter 4. Influence of the cation disorder on the crystal properties

are available from the CIF files and in the Appendix, Tables A.6 and A.7. Based on consideration

of the cation geometry in Table 4.1 split cation model is presented as preferable.

After refinement of both crystals, the calculated residual electron density shows additional weak

maxima of about 1 eÅ−3. These maxima are associated with the presence of a small amount

of water. Placing the corresponding oxygen position gives about 13(2)% occupation for both

crystals. This occupation corresponds to 0.042(4) and 0.042(5) H2O per a chemical formula of

the pristine crystal and thermally treated crystal, respectively (Table 4.1).

4.3 Photocurrent measurements

In order to characterize the photoconductivity response of the EDPbI4 single crystals, two-point

electrical resistivity measurements (current density vs. voltage, J–V) are performed in the dark

and under UV light illumination (see Methods in the Appendix B.4).

All measurements were performed under ambient conditions at room temperature. Gold wires

connected with Dupont 4929 silver epoxy are used as electrical leads. The photocurrent char-

acteristics were obtained under illumination from a UV light source (365 nm) with an intensity

of 0.055 mW mm−2. The voltage was swept from 0 V to +10 V/-10 V and back with a scanning

speed of 1 V s−1. All measurements were performed with crystalline samples of approximately

equivalent size. Recalculation from current flow to current density are done by measuring the

geometric factor of the sample and considering the absorption depth of the photon with an

energy of 4 eV in the material [122].

4.4 Influence of the organic cation disorder on photoconductivity

As shown in Figure 4.4, the crystal structure of the cube-shaped EDPbI4 is topologically identical

for the pristine and thermally treated crystals. The PbI6-octahedra share a common face to form

three-octahedra segments of a chain along the hexagonal c-axis. The segments are separated

from each other by a distance of about 8.2 Å between the Pb atoms along the chain and about

8.4 Å between their axes. The trigonal prismatic cavity separating two segments of octahedra

is not completely empty. A small amount of H2O (about 13% occupation in both crystals) is

found in the three-fold axis closer to the face of one of the octahedra (O–I≈ 3.2 and 3.7 Å). The

ED cations are distributed between the PbI6 chains, as can be seen in Figure 4.4.

Each organic cation is connected by N–H••I hydrogen bonds to I− anions forming PbI6 octa-

hedra. These H-bonds are different in pristine and thermally treated crystals.

In the thermally treated crystal, hydrogen bonds are calculated according to a model of the

atomic ordering in the ED cation (Figure 4.6 and Appendix Table A.7). The selection of the

correct model needs a special discussion, which is in the following section.
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Figure 4.6 – Comparison of the N–H••I
interactions in the pristine and thermally
treated crystals of EDPbI4. The ED
cation, H3N1–C1H2–C2H2–N2H3, and
surrounding I atoms are shown in the
identical perspective projection for each
model. The distances N–H < 2.85 Å are
emphasized: (top panel) by red for the
pristine crystal; (bottom panel) by red and
pink split positions of the ED cation in the
thermally treated crystal are indicated.

4.4.1 Disorder of the organic cation in the thermally treated crystal

Criteria of the quality of structure refinement cannot help to select the preferable model of the

ED cation disorder among three of them described as dynamic, split cation and split C atoms

(Figure 4.5). Each of the models is characterized by the identically low R-factors of 0.04 and

reasonably low residual electron density of -2.5 <∆ρ < 1.4, which is located at about 1 Å from

the Pb atoms.

Therefore, the geometry of the ED cation (Table 4.2) and ADP of C and N atoms constituting

this structural unit (Figure 4.7) are considered to resolve this question.

From Table 4.2, it can be seen that in the dynamic model the distance C1-C2 = 1.29 Å is too short,

while angles N–C–C of about 120° instead of the expected 108° are too large. Additionally, in

Figure 4.7 ADP ellipsoids of both C1 and C2 are flattened. These factors show that the dynamic

model with thermal atomic vibrations is not suitable.

On the other hand, the minimum deviation of the N and C atoms from their common plane

(0.03(5) Å, Table 4.2) appears to be represented exactly in the dynamic model of disorder. This
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Figure 4.7 – Comparison of the displacement parameters of C and N atoms of ED cation in the
pristine crystal and three models of the thermally treated crystal. The values of the principal
axes of ADP ellipsoid and Ueq are displayed for each atom in each indicated model. The Ueq

values are systematically lower in the pristine crystal.

means the improved geometry of ED cation causes deviations from the plane. Which is exactly

observed in both the split cation and split C atoms models.

They are characterized by an essentially better geometry of the cation (N–C = 1.4-1.6, C–C =

1.4-1.5 Å, angles N–C–C = 108–117°, Table 4.2) with the cost of 0.15(5)–0.18(3) Å deviation of

C2 from the N1N2C1 plane. The deviation of C atoms from the ED plane can be regarded as

the reason for their “pedal-like” [123] oscillations around positions inside the plane. Note that

the deviation of 0.13(3) Å from the plane is also observed for C2 in the pristine crystal structure,

which is characterized by a good geometry of the ED cation (Table 4.2). This can be a reason for

the stabilization of the thermally treated crystal under the ambient conditions: heating creates

the oscillation in the unstable state of the pristine crystal.

It can be seen that in both split models, the virtually undistorted ADP ellipsoid of C1 (Figure

4.6 and 4.7) can be adopted in both static and dynamic types. However, the strongly enlarged

ellipsoid of C2 (Figure 4.6 and 4.7) unambiguously indicates the contribution of the dynamic

type. Considering possible N–H••I interactions in two split models (Figure 4.6), one can say

that two split positions of ED cation are perfectly bonded to the same I atoms.

This means that static and dynamic disorder types of ED cation can be stabilized by the very

similar N–H••I hydrogen bond interactions. Taken into account the more reasonable distances

and angles within ED cation (Table 4.2), the split cation model is considered as the best approx-

imation. However, some contribution of the “pedal-like” oscillation of carbon atoms cannot

be completely excluded [123].

Summarizing this analysis, it can be concluded that despite the selection of the atomic disorder

model in ED cation, the organic cation is certainly disordered in the thermally treated crystal.

It is important to note that, in average, the Ueq atomic displacement parameters of C and N

atoms are systematically larger in comparison to the pristine crystal (Figure 4.7). Thus, disorder

of ED increases in the thermally treated crystal.

64



4.4. Influence of the organic cation disorder on photoconductivity

Figure 4.8 – The current density–voltage curves of EDPbI4 crystal. (a) Comparison of the freshly
prepared pristine and thermally treated crystals. (b) Comparison of the freshly prepared and
aged pristine crystal. (c) Comparison of the aged crystal before and after thermal treatment,
current density increased by 36%.

4.4.2 Correlation between the organic cation disorder and photoconductivity

In general, lower dimensional lead iodide structures display wider optical bandgaps [124].

Accordingly, the J–V curves (Figure 4.8a) show that the photocurrent is more than one order of

magnitude weaker than in the commonly used MAPbX3 material (for comparison in Appendix

Figure B.4 shows J–V for MAPbCl3 [125]) for both the pristine and thermally treated crystals.

One of the benefits of low-dimensional perovskites is reduced ion migration, as can be seen

from the J-V curves, the hysteresis is negligible. This is assumed to be due to the discontinuous

PbI6 chains, as iodine is the main migrating ion.

Despite the identical amount of water both in crystals (Table 4.1), the thermally treated crystal

shows higher photoconductivity.

As discussed above, the main difference between these two types of treatment of the crystals

concerns the ED cation disorder. It has been reported that for MAPbI3 the CB minimum and VB

maximum are mainly created by lead and iodine states and the contribution of the organic part

does not affect the bands directly [126]. However, an interaction between the organic cation and

the inorganic components of the structure plays an important role. Through the hydrogen bond-

ing, the dynamic of the organic cation can change the bandgap [122]. Therefore, the organic

cation position and mobility changes of the electron band structure and might be the origin

for the increase of the carrier diffusion length and, consequently, better photoconductivity of

the crystal with higher mobility of ED cation [115, 127].

4.4.3 Stability of crystals against moisture

The PV properties of the pristine crystal were studied once again ten months after it was syn-

thesized. The crystal had been held at ambient conditions throughout this period. In Figure

4.8b is shown that the current density of this aged crystal decreased by 40% in comparison to its

fresh state. The J-V curves were measured at 293 K in the dark and under UV light illumination

(365 nm).
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Next, the crystal was annealed for 10 minutes at 423 K. After 30 minutes of cooling, the mea-

surements were repeated for this thermally treated aged crystal was measured.

Comparison of the measurements before and after heating of the aged crystal (Figure 4.8c)

demonstrates almost identical increase of the current density induced by the thermal treat-

ment. However, the aged crystal has degraded and its photoconductivity decreased by 40% in

comparison to the freshly prepared pristine crystal (Figure 4.8b). Therefore, the degradation

is mainly associated with incorporation of water that is typical for other lead iodide perovskite

related compounds [95].

4.5 Conclusions

In this chapter NH3CH2CH2NH3PbI4 compound was synthesized with different post heat

treatments. The results of the structural studies and electrical measurements are:

■ After thermal treatment ethylenediammonium lead iodide, NH3CH2CH2NH3PbI4, crys-

tals possessing an arrangement of the PbI6 octahedra identical to the pristine crystals,

but increased ethylenediammonium cation disorder.

■ A link between the increased disorder of ethylenediammonium cation in the thermally

treated crystal and its photoconductivity is observed.

■ Measurements of the current–voltage curves revealed that after the thermal treatment

the photoconductivity of the material improves by 36%.

These results highlight the fragility and delicate structural–property of NH3CH2CH2NH3PbI4

to thermal treatment, which might be a general characteristic of all organic–inorganic low-

dimensional halide perovskites-related compounds.
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5 3D Aerosol jet printing of hybrid
halide perovskites

As mentioned in the Introduction, there are different deposition methods to synthesize MAPbI3

(for instance, solution or vapor based). Integration of the material in electrical circuits and

miniaturization down to chip-scale is an important requirement for device application. There-

fore, the capability to deposit PV material on a wide range of substrates with good spatial control

is highly desirable.

In the prevalent patterning methods for MAPbI3, mask fabrication is compulsory. For instance,

for vertical growth of the MAPbI3 in nanopillars, a nanoimprinting crystallization technique has

been developed [128]. In this method, the solution is pressed with prefabricated mold, shaping

the crystallization process in the desired direction.

However, using the direct writing the pattern could be altered without excessive fabrication

steps. One of the most used direct writing methods is ink-jet printing, which found applications

in a variety of fields (such as photonics, medicine and biology [129, 130, 131]). The introduction

of the ink-jet printing technique led to low-cost production of sensing electronics [132].

Many functional materials can be deposited with this method simply by varying the composi-

tion of the ink [133], including perovskites. Wei et al. developed the two-step process to pattern

MAPbI3 by ink-jet printing MAI on a spin-coated lead iodide (PbI2) layer [134]. This approach

gives a good resolution, but the full coverage of the surface in PbI2 is definitely a disadvantage

for many applications.

This Chapter provides an overview of a new approach based on aerosol jet printing (AJP) for

MAPbX3 integration into electric circuits. AJP enables the precise patterning and unlimited

layering of a functional material, with the possibility to create arrays of elements on various

substrates. The success of this technique in writing well-defined 3D structures is linked to the

formation of the intermediate phases of MAPbX3 during deposition.

5.1 Aerosol jet printing deposition

AJP has introduced new possibilities for direct writing through its use of a focused aerosol

stream [135]. An overview of the AJP system is presented in Figure 5.1.

An aerosol is generated using either an ultrasonic or a pneumatic atomiser. The interplay

between the surface tension, viscosity, volatility, and density of the solution for aerosolization

presents challenges in the process development.
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Chapter 5. 3D Aerosol jet printing of hybrid halide perovskites

Figure 5.1 – Schematic of the AJP
system. During the time-of-flight
intermediate MAPbX3 is formed.
By the time the solution reaches
the substrate, the solvent is almost
completely evaporated.

An advantage of the AJP method is an ability to work with viscous solutions, depending on the

atomisation method, it is possible to generate an aerosol from inks with viscosities ranging from

1 to 1000 cP [136]. This presents opportunities beyond competing ink-jet technologies, which

are often limited to viscosities below 20 cP. Ultrasonication also produces aerosols from low-

viscosity (1–10 cP) solutions. While the pneumatic approach has a wider range of viscosities, it

enables the atomisation of materials with a viscosity up to 1000 cP, but sacrifices the uniformity.

Ultrasonic atomiser

An ultrasonic transducer produces highly uniform aerosols. The transducer is submerged

within a transfer medium (water), where it oscillates at high frequency (> MHz). This pressure

wave propagates through the transfer medium to a vial with the solution suspended above the

transducer. Within the vial, a standing wave is formed on the surface and the superposition of

consecutive waves results in the formation of large peaks. Local shear at the top of these peaks

produces small droplets which are ejected from the rest of the solution. Aerosols generated using

this technique are typically of low dispersity, with droplet sizes ranging from 2 to 5µm [135].

Pneumatic atomiser

To generate aerosol the carrier gas collides with the ink surface, creating a sheared series of

droplets. If within this stream the droplet is large, then due to high inertia, it is impacted on the

side wall of the reservoir and returns to the rest of the ink. While lower inertia droplets remain

as an aerosol and are transported further in the system.

In out system the aerosol is generated using a pneumatic atomiser.

After a suitable aerosol is produced, a carrier gas (N2) transports it to the nozzle. With the N2

jet and physical narrowing of the nozzle the aerosol is focused and deposited on the substrate.

In the zoom in Figure 5.1 the shaping of the deposition with the secondary N2 flow is illustrated.

This sheath flow gives unique characteristics to the AJP method, that is the collimation of the
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Figure 5.2 – Printing and 3D printing conditions. Time-lapse images illustrating typical (a)
non-optimal and (b) optimal conditions of AJP.

aerosol flow and consistent deposition at a fixed distance [136].

Finally, AJP is a promising approach to make use of MAPbI3 intermediate phases [9] as they

crystallize during the aerosol transfer. With this crystallization process it is possible to create

3D structures of MAPbI3.

5.2 Solution preparation and 3D printing

During the ink preparation, MAPbI3 and MAPbBr3 crystals are stabilized as soluble complexes

in DMF (see Methods in Appendix B.1). These solutions of MAPbI3 and MAPbBr3 (10 ml) are

loaded in the vial. Aerosol jet printing was performed using a commercial Aerosol Jet Printer,

Optomec AJ-300.

AJP requires control over numerous parameters, including the flow rate of the carrier and

sheath gases, temperature and speed of the stage. The distance between the nozzle tip (150µm

diameter) and the substrate was kept constant at 0.92 mm. The speed stage was 1 mm/s. The

sheath gas flow was fixed at 693.7 sccm, while the carrier gas flow was varied.

During the flight, the solvent starts to evaporate, leading to the homogenous nucleation and

crystallization of perovskite intermediate phases already in the nozzle. Exactly this process of

crystallization under fast-solvent evaporation conditions is described in Chapter 1.3 (the first

observable phases is presented in Appendix Figure A.10). When the droplet reaches the sub-

strate, the solvent is mostly evaporated, thus reducing the spatter of the solution and improving

spatial precision, as demonstrated in Figure 5.2.

At a carrier gas flow rate of 29.4 sccm and stage temperature at 19.6 °C, the intermediate phases
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Figure 5.3 – SEM and optical images of 3D MAPbI3 aerosol-jet-printed patterns.

were not formed during the time-of-flight of AJP micro-droplets, the carrier gas induces sig-

nificant spreading of the MAPbI3·DMF solution on the substrate’s surface, as shown in Figure

5.2a. This points out that the solution lands on the substrate in a liquid state. And under

optimized conditions (the carrier gas flow rate - 59.4 sccm and stage temperature at 45°C),

when the homogenous nucleation of intermediate phase crystallization is achieved during the

time-of-flight, no spreading of the MAPbI3·DMF solution on the surface is observed, Figure

5.2b. The solution droplets land on the substrate as a crystalline solid (solvatomorph phase).

Moreover, preventing dissolution of the previously-deposited layers allows the creation of 3D

patterns. For example, layer by layer deposition of high-aspect-ratio pillars and other features

as illustrated in Figure 5.3a-f. Printed patterns are created by translating the deposition head

with respect to the substrate in XY directions using a path generated from a CAD file. An average

optimized spot size of 48.7± 2.8µm is attained, substantially bellow the previously-achieved

minimal spot size from MAPbI3 ink of 75µm, demonstrated by Mathies et al. [137].

As can be seen from SEM images at high magnification, in AJP MAPbI3 the number of grain

boundaries is large. More boundaries in the material results in the increase of charge trapping.

This leads to the trap-induced photoconducting gain effect, which helps in obtaining higher

detector sensitivity [138], as we will see in the next Chapter.

The saturated solution was deposited on the substrate with the help of an N2 jet and aligned the

position by placing a nozzle at the location of interest. Over the multiple passes of the nozzle,

the spread of the material around the 3D feature is growing. After 40 repetitions, a line with a

width of 45µm is broadened to 250µm. After 120 repetitions the width is increased to 585µm.

Thus, the minimum achievable width of a feature increases with the number of passes required

for printing. Nevertheless more optimization could be done to decrease the spread, which was

outside the scope of this thesis work.
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Figure 5.4 – SEM images of aerosol-jet-printed MAPbI3 and MAPbBr3. (a, b) AJP MAPbI3 and
MAPbBr3 sports on the metal pads with the zoom (c) and (d), respectively. (e, f) AJP MAPbI3

and MAPbBr3 pillars with the zoom (g) and (h), respectively.

Figure 5.5 – Fluorescence of aerosol-jet printed (a-d, g, i) MAPbBr3 and (e, f, h) MAPbI3, their
(c, f) SEM and (i) optical microscope images.

5.2.1 Fluorescence

Excellent morphology and uniformity of the polycrystalline AJP-deposited MAPbX3 are crucial

for a final device performance. The morphology strongly depends on the solution saturation

and the substrate temperature during the deposition process [139]. The AJP spots and pil-

lars of MAPbI3 and MAPbBr3 have distinguished morphologies, as only MAPbI3 is forming

wire-shaped intermediates, Figure 5.4.

Arrays of MAPbBr3 emitters with diameters of 93µm and 48µm have been deposited and exam-

ined by fluorescence imaging and SEM (Figure 5.5). The homogeneous fluorescence emission

intensity indicates a good optical quality and structural reproducibility of the deposits.
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6 Characterization of aerosol-jet-
printed MAPbI3 photodetectors

A photodetector is a device that converts light into an electrical signal. This can be achieved

by separation of photogenerated charge carriers in a photoconductor under an external bias

voltage (VD ), as shown in Figure 6.1. When a photon with energy E > Eg is absorbed, an e-h pair

is generated in the semiconductor. If an electric field strong enough to split the two charges

is applied to the material, the charge carriers can contribute to the current of the device.

Depending on the application, there are different requirements to the device regarding spectral

response, sensitivity, response time, stability, etc.

6.1 X-ray imaging

X-rays with high photon energies have a short wavelength between 0.03 and 0.2 nm, that is

similar to the size of atoms, which allows to use them for crystal structure determination (see

Appendix A.1).

On the other hand, due to the low absorption of X-rays in many materials, they are widely used

to image the inside of objects. Most notably in medical imaging, X-ray techniques enable the

detection and characterization of cancers, cardiovascular diseases, osteoporosis, bone fracture,

neurological diseases and many others. In this market, Computed Tomography (CT) remains

highly popular as it is cheap, fast and robust in comparison to MRI [140, 141, 142]. However,

Figure 6.1 – Sketch of the photocon-
ductor and its energy band diagram.
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X-ray photons carry enough energy to ionize atoms and disrupt molecular bonds. Therefore,

such radiation exposure is harmful to the human body and remains a major concern and a

crucial limitation of CT’s utility. The medical imaging industry is seeking new ways to reduce

a radiation dose in CT as a key opportunity for growth. A typical CT scan exposes the patient

to 2-16 mGy, which is the equivalent of one to eight years of background radiation [143, 144].

It is estimated that these radiation levels contribute to 1-3% of cancers [145] due to mutations

induced by X-ray photons, hence the strong motivation to search for novel, more efficient

photosensitive materials which can retain good image quality at a much lower photon flux.

Today’s most common X-ray detectors are based on an indirect approach, where scintillating

phosphors converts X-ray into visible photons, which can be detected by silicon photodiodes

[146, 147]. The light emitted from the scintillator propagates isotropically from the point of

generation. This causes optical cross-talk between adjacent pixels and results in a low resolu-

tion. Additionally, the detectors resolution is also limited by pixel size and electrical cross-talk

[148].

A better approach is to convert X-ray radiation directly into an electrical signal. Direct-conversion

detectors consist of a semiconductor material which provides a high intrinsic X-ray absorp-

tion coefficient [149]. Because charges are generated directly inside the semiconductor, these

photodetectors have almost no optical cross-talk.

Photodetectors are a good example how AJP can integrate functional materials such as MAPbX3

in device fabrication. For X-ray applications, a key material characteristics is the stopping power

of photogenerated carriers, expressed as the energy loss per unit distance. Several processes

determine the stopping power. A collision (ionization) term represents the interaction between

charged particles and atomic orbital electrons and is proportional to the atomic number, Z. A ra-

diative term stems from the interaction of charged particles with atomic nuclei,∝Z2. Due to the

high atomic numbers of Pb, I and Br, lead halide perovskites have a suitable stopping power for X-

rays [11, 12]. Additionally, it was shown that MAPbI3 exhibits long-term stability even to high ra-

diation doses [13, 150], making it a promising material for operationally-stable X-ray detectors.

Therefore, it is promising to implement the AJP deposition method for fabrication of a MAPbX3-

based photodetector.

6.2 Photocurrent measurements under VIS

MAPbI3 of different geometries (dots and pillars) was printed on electrodes (process flow is

explained in Appendix C). Then the device response was tested under visible-light illumination.

The photocurrent is composed of the photogenerated e-h pairs and is defined as Iph = Il i g ht

- Id ar k , where Il i g ht is the total current thought the device under illumination and Id ar k is the

value in the dark.

The 3D printed geometry (pillar shape) showed an increased charge carrier collection compared

to its 2D counterpart (dot shape, Figure 6.2a), as illustrated in Figure 6.3. As visible light is ab-

76
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Figure 6.2 – MAPbI3 aerosol-jet printed dot on the electrodes: (a) SEM image and (b) photocur-
rent dependence on the illumination intensity. The detection is possible down to 31.4µW/cm2.

Figure 6.3 – Comparison of the pillar vs.
dot device photocurrent under VIS light
illumination.

sorbed near the surface, the difference in photocurrent could be explained by the larger volume

and bigger surface area of the pillar compared to the dot pattern. Hence, the 3D geometry

generates more carriers and gives a higher photocurrent.

As many organic-inorganic perovskites, MAPbI3 experiences ion migration, which results in

current-voltage hysteresis. Both 2D and 3D geometries enabled detection of low light intensities,

down to 31.4µW/cm2 under continuous wave (CW) illumination (λ = 650 nm, Figure 6.2b).

6.3 Heterostructures based on aerosol-jet-printed MAPbX3

6.3.1 Graphene

Graphene consists of a single layer of hexagonally bonded carbon atoms. In the layer each

carbon atom possesses three electrons which form a bond with the nearest-neighbor atom

and the fourth electron is delocalized over the whole graphene sheet, allowing the conduction

of an electrical current. This results in one of the most interesting aspect about graphene, its

electronic properties, it has a particularly high electron mobility at room temperature [151],
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Figure 6.4 – Band structure sketch of
different type of materials.

which can reach 170000 cm2 V−1 s−1 on hBN [152].

In Figure 6.4 the difference between the band structures of metals, insulators and semiconduc-

tors is illustrated.

In a semiconductor, the conduction and valence bands are separated by a band gap, Eg , which

is small enough so thermal excitations or dopants can create electrons in the CB or holes in the

VB. In the other case, the material is considered an insulator. Metals have a Fermi level in the

middle of a band, resulting in occupied and available states in close proximity, and hence an

easy electric conduction.

When the electron energy is plotted as a function of the momentum, the bands can be described

as E = p2

2m∗ and presented as parabolas near the band edge extremum. In the case of graphene,

the energy dispersion of electrons is linear and represented as two cones touching at the tips.

As there is no gap, the behavior is unlike the insulators, and as there is no-partially filled band as

in metals, this zero-gap semiconductor obtains unique properties. Due to this band structure,

the electrons in graphene have the same velocity and no inertia E =v p, as if they would have

no mass. Which mimics relativistic particles traveling at the speed of light E =cp.

Relativistic particles in the limit of zero-rest mass follow the Dirac equation, therefore charge

carriers in graphene are called massless Dirac fermions. Graphene exhibits an astonishing

electronic quality. Its electrons can cover submicrometer distances without scattering, even

in samples placed on an atomically rough substrate at room temperature.

6.3.2 MAPbX3-graphene interface

To further increase charge collection of halide perovskite light sensors, photodetectors based

on AJP MAPbI3 and graphene were fabricated. The process flow for the samples with etched

graphene sheet and thermally evaporated contacts is described in Appendix C.
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Figure 6.5 – Different configurations of AJP MAPbI3 pillars. (a-c) Schematic of the devices:
(a) resistor, (b) diode and (c) heterojunction types. (d-f) False-colored SEM images of AJP
MAPbI3 (purple) on the graphene layer (blue) with electrodes (yellow): (e) diode-like and
(f) heterojunction configurations. (g, h) Transient photoresponse on-off characteristics
of the photodetector under white light illumination for the three device arhitectures, (h)
measurements of (a, b) types at 5 V bias, while for (c) device only 10 mV bias was applied.

Graphene has a low light absorption of 2.3%[153], so by itself is not ideal for photodetection. But

due to its band structure (the zero band-gap character [154]) it can amplify the effect of photo-

electrons created in MAPbX3 in the following way. The light-induced excitons in the perovskite

have low binding energy [4], and due to the difference in chemical potential and bias voltage

they are transferred through the interface to graphene. It is likely that the remaining electrons in

the perovskite exercise field-effect gating on the graphene, further amplifying the output [155].

It was shown in the visible range that the MAPbI3-based photodetector exhibits responsivities

as high as 3.5 A/W with ITO/PET, which can be increased up to 180 A/W when graphene is

used [156, 157]. The responsivity is enhanced even further, up to 2.6×106 A/W when a hybrid

structure with wire-shaped MAPbI3 and graphene is used [155].

This increase in charge collection is explained in Section 6.4.

6.3.3 Photodetector architecture

In order to determine the optimal pixel design and sensing configuration, several possible ar-

chitectures and operation modes have been tested (resistor, Au/MAPbI3/Graphene diode-like,

and heterostructure, as illustrated in Figure 6.5a-c). The measurement details are provided in

Appendix B.4. The best performance was found for MAPbI3 pillars printed on a graphene layer

79



Chapter 6. Characterization of aerosol-jet-printed MAPbI3 photodetectors

Figure 6.6 – Cross-talk measurements
of neighboring pixels under white
light illumination. Photocurrent
measurements under 10 mV.

covering the whole distance between the gold electrodes (Figure 6.5c, f). In the case of resis-

tor and diode-like configuration, the current is conducted through a highly resistant MAPbI3

material, whereas in heterostructure, the current is governed by graphene, and MAPbI3 plays

a role of dopant in the system. This results in the increased photocurrent signal at significantly

lower bias voltages.

As the device demonstrated good detection characteristics even for low bias voltages, it makes

it compatible with low-power electronics (Figure 6.5g). This structural unit represents one pixel

in the detector.

An alternative design for an X-ray detector consists of a non-microstructured graphene below

the microelectrodes, and 3D printed lead halide perovskite. In order to assess, whether or

not the non-microstructured graphene sheet is suitable for imaging purposes, the degree of

cross-talk, of neighboring pixels should be characterized.

The cross-talk measurement was performed under white light illumination, Figure 6.6.

For this kind of measurements, the whole surface of the integrated chip is exposed. A voltage

of 10 mV is applied to pixel 1 in time, while turning the light on and off. After two on-off cycles,

the same bias voltage is applied to the neighboring pixel, no. 2, simultaneously. Two additional

on-off cycles are recorded. Lastly, the applied voltage is stopped on pixel 1, while it is maintained

on pixel 2, to record two more on-off cycles.

The baseline changes at the moments the additional bias voltage is applied. This current is

governed by the graphene, as an additional electric field is applied to it. In a future commercially

available device, one single bias voltage could be applied through the whole graphene sheet,

powering the individual pixels. What is important for the study of the cross-talk, is that the

photocurrent signals of a pixel do not change in value whether or not its neighboring signal
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6.4. X-ray photodetector

Figure 6.7 – (a) False-colored SEM image with illustration how VIS light scatters on PDMS. (b)
Photocurrent drop measured under 10 mV at indicated points.

is under operation. Therefore, from these measurements, there is no observable crosstalk

between neighboring pixels and the architectural design of the integrated chip will be suitable

for imaging purposes in the future.

In a second series of measurements, different individual pixels are illuminated by a collimated

white light source with an active area of 0.2 mm2, while measuring the photocurrent signal of

a reference pixel (Figure 6.7). When illuminating the neighboring pixel on the same MAPbI3

wall ridge (point 1), the photocurrent response drops to 37.5% of the reference value. This is

already a substantial decrease in value, however, the remaining contribution is due to the white

light scattering on the PDMS which is encapsulating the device from ambient conditions. This

is even more pronounced when illuminating the neighboring pixel in the same column but in a

different line (point 2). As the PDMS layer is at an angle, following the wall shape of the printed

perovskite, the light scatters even more towards the measured pixel. Nevertheless, there is an

almost 50% decrease in the signal. Even if the light is moved completely out of the structure

(point 3), a weak signal is visible due to the scattered light and high sensitivity of the device.

Therefore, the layout without etching graphene layer still gives a good image contrast and is

used for the final device.

6.4 X-ray photodetector

For this work, the X-ray detection performance of the devices is investigated using a standard

fine-focus copper X-ray tube (CuKα). X-ray photon intensities (dose-rates) are selected by vary-

ing tube voltage and current in the range of 15 - 45 kV and 5 - 40 mA, respectively. The calibration

of the beam and description of the dose-rate calculation can be found in the Appendix B.2.

For X-ray photons with a specific energy, the X-ray attenuation efficiency (ε) can be calculated
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Figure 6.8 – Attenuation efficiency of
CdTe, MAPbI3, MAPbBr3, MAPbCl3

and Si to 50 keV X-ray photons vs.
thickness. The plot is reproduced from
[158].

Figure 6.9 – Dependence of the photocurrent on the AJP MAPbI3 dot on graphene under 358
µGy/s X-ray illumination (a) on applied voltage and (b) dot size (no.2 is the biggest dot and
no.5 is the smallest). The parameters of the dots are provided in Table B.1.

as ε=1−e−αa x , where x is the thickness andαa is the absorption coefficient of the sample. An

example of ε for different materials for a 50 keV X-ray source is presented in Figure 6.8. As can

be concluded from this plot, the heavy Pb and I atoms are much more efficient in absorbing

highly energetic X-rays compared to lighter elements such as Si. For visible light, 1 - 2 µm of

MAPbI3 is sufficient to absorb all light, while for a conventional CuKαX-ray tube source (8 keV)

approximately 30µm is needed [138].

Therefore, due the difference in the photon absorption conditions for high energetic X-rays and

for visible light [13], the impact in the smallest MAPbI3 dot size gives a weaker response under

X-ray illumination, Figure 6.9 (VIS in Appendix Figure B.5).
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Figure 6.10 – Operational stability of the AJP
MAPbI3 device under X-ray exposure.

Figure 6.11 – (a) Photograph of the fully integrated X-ray detector. (b) 1 cm2 sensing chip with
3D printed MAPbI3 walls of about 600µm height. (c) False-colored top view SEM image of the
3D printed MAPbI3 wall on the Ti/Au electrodes (graphene in blue, MAPbI3 in purple and metal
electrodes in yellow).

The operational stability of the AJP MAPbI3 dot on graphene was tested for 30 minutes under

a constant voltage and a 358µGy/s dose-rate, Figure 6.10. The sample showed no degradation

during or after the long-term test. However, the signal experienced a drift of 1.5µA over the 30

min, which is probably due to ion migration [38].

In order to collect all photons, devices with a high wall of MAPbI3 were fabricated, as illustrated

in Figure 6.11a-c. The electrodes were wire-bonded to the PCB and the chip was encapsulated

in PDMS to protect it from dust and moisture. The module was placed in front of the X-ray

beam for further characterization.

The pair of neighboring pixels (the same pair as in Figure 6.5) was measured to evaluate the

cross-talk between them under X-ray exposure, Figure 6.12. Pixel 1 performs among the best in

the array and neighboring pixel 2 has an average signal. This could be due to the better interface

between the printed material and the graphene, and because of the quality of the graphene
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Figure 6.12 – Cross-talk measure-
ments of neighboring pixels under
X-ray exposure. Photocurrent is
measured under 10 mV bias voltage.

Figure 6.13 – Rise and fall photoresponse
times of AJP MAPbI3 on graphene.

(there could be cracks in the film). However, with advanced electronics this difference could be

taken into account for the integration of a picture. The results are similar as under white light

illumination, adjacent pixels do not influence each others amplitude in the photoresponse.

The photoresponse times of the heterostructure are defined as follows: the rise time as the time

required to reach 90% from 10% of the amplitude (“On-state” after 2 seconds), while the fall

time is the time needed to reach 10% from 90% of the same amplitude in the “Off-state”, Figure

6.13. The device exhibits a rise time of 1.45±0.13 s, while the fall time is 2.8±1.7 s at 100 mV

for dose-rates below 90 µGy/s. The fast-rising component represents the signal induced by

the originally produced carriers [155]. The slow part of the fall time is a characteristic of the

detrapping process of carriers [159]. The trap density in single crystal is much lower than in

the polycrystalline structures, as can be seen from Figure 6.14.

However, as the device exhibits high photocurrent, for an actual application the signal at

subsecond times of the rise and fall would be at the sufficient signal-to-noise level. To further
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Figure 6.14 – Trap density of states of the
MAPbI3 single crystal and polycrystalline
thin film measured by thermal admittance
spectroscopy at room temperature. The
plot is reproduced from [160].

Figure 6.15 – Band diagram
of the MAPbI3 and graphene
heterostructure in the dark and
under illumination. Trapped
electrons give a rise to the
photogain.

enhance the signal-to-noise ratio a pulsed-voltage bias could be applied as is done in other

publications [138]. When the voltage is applied every 0.5 s, the current is simultaneously mea-

sured across the detector. In that configuration, the baseline current drift would be drastically

suppressed and a stable signal can be detected.

The high value of the photocurrent consists of two main contributions: impact ionization and

photoconducting gain [138]. The former appears when the carrier with an excessive energy

(binding energy of a valence electron to the atom) colliding with the atom breaks a covalent bond

and produces an e-h pair. These energized electrons and holes can on their turn generate more

free carriers. However, the effect of photoconducting gain plays an main role in these devices.

The high gain is a result of the very high defect density in the MAPbI3 deposited with AJP, as

explained in Figure 6.15. Under illumination, photogenerated electrons near the MAPbI3-

graphene interface are trapped in these defect states, which causes charging and band bending

in this region [161], pushing the Fermi level in the graphene downwards from the Dirac level.

On the other hand, the photogenerated holes can still transfer to the graphene, further lowering

the Fermi level. This results in so-called photogating, as the lowered Fermi level causes a large

increase in the electronic states which contribute to current conduction, resulting in a drastic

increase in current through the graphene [162]. Overall the high photogain is obtained as a

small amount of photogenerated e-h pairs cause orders of magnitude more carriers to pass

through the graphene.

In Figure 6.16a, the most sensitive pixels are further exposed to dose-rates from 0.12µGy/s to

358µGy/s while opening and closing the shutter in front of the 8 keV X-ray source for periods
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Figure 6.16 – X-ray detector measurements. (a) X-ray illumination-induced photocurrent
response as a function of time for several X-ray dose-rates at 100 mV bias voltage. (b)
Photocurrent density as a function of X-ray dose-rate, region below 1µGy/s is in the inset.

of 10 s. High photocurrents of up to 4 mA/cm2 are measured at 358µGy/s dose-rate.

The X-ray detection limit is found to be at a 0.12 µGy/s dose-rate, below which the signal

could not be distinguished from the background noise. Which is an outstanding value for

MAPbI3-based detectors, but, for instance, MAPbBr3-based X-ray detectors have demonstrated

a detection limit around 0.036µGy/s [12].

6.4.1 Sensitivity

Theoretical considerations

In the following, we are going to estimate the maximum number of e-h pairs which could

potentially be generated in a semiconductor when absorbing X-ray radiation. As such, we will

consider that all X-ray energy will be transformed into e-h pairs.

As the absorbed X-ray dose in a material can not be directly measured, physical quantities such

as particle and energy fluence are used to describe a monoenergetic beam of ionizing radiation.

The photon fluence of our 8 keV X-ray source is 7.5× 1011 photons
cm2R .

In the idealized case where all photons are absorbed, a total absorbed energy Eab = 6×1015 eV
cm2R .

Since a single e-h pair has an energy of Eg = 1.6 eV, then the maximum number of generated

e-h pairs is Nehp = Eab
Eg

= 3.75× 1015 1
cm2R . Which results in a collected charge of Qc = Nehp × e

= 6.01× 102 µC
cm2R .

For an ideal semiconductor, a dose of 1 R corresponds to 0.001032 Gy. Therefore, for an ideal

semiconductor, the total charge could reach Qc = 5.8× 105 µC Gy−1cm−2.

This dependence of the photocurrent on the dose-rate is also called sensitivity, Sx .

Experimental results
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Figure 6.17 – Photocurrent vs. voltage bias
under X-ray of different photon energy.

Sx was calculated at 100 mV bias for three regions by linear fitting Il i g ht = Id ar k +Sx ·D to the

experimental data, where D is the X-ray dose-rate. At dose-rates below 1µGy/s, the sensitivity

of the device is the largest, reaching Sx = 2.2 × 108 µC Gy−1cm−2. It is important to point out

that this is a sensitivity of the pixel on the chip with an estimated surface of 0.075 mm2. For

dose-rates above 1µGy/s, the photocurrent begins to saturate (Figure 6.16b), yielding a sen-

sitivity of Sx =2.5× 107 µC Gy−1cm−2 for a dose-rate of up to 40µGy/s and finally, Sx =2.9× 106

µC Gy−1cm−2 was found from 40 to 100µGy/s. A linear dependence of the response to voltage

was measured (Figure 6.17).

However, we are observing sensitivities which are 3 orders of magnitude larger than the upper

limit for an ideal semiconductor. This is a result of the long carrier lifetime, and large number

of surface interface states at the MAPbI3/graphene interface, which drastically increase the

graphene conductivity (Figure 6.15). As such, a single photogenerated e-h pair allows many

thousands of extra electrons to flow through the graphene.

One of the major obstacles preventing perovskite-based optoelectronic devices from being

commercialized is their long-term stability. Gradual decomposition of MAPbI3 is observed in

air and scales with increasing humidity [95]. Water molecules replace MA+ cations, leading

to PbI2 nucleation. Thus, the active layer should be protected from water vapour present in

ambient air. This also applies to the X-ray detector unit.

The shelf-life stability was tested and the operational reproducibility checked monthly after

assembling the detector unit. It has shown satisfactory stability since, in a time period of nine

months, no degradation in performance of the PDMS-encapsulated device has been observed

(Figure 6.18).

6.5 Conclusions

The last two Chapters described the fabrication and characterization of aerosol-jet-printed

MAPbI3-based X-ray photodetectors. In these Chapters:

■ A rapid and cheap printing technique, the aerosol jet printing, was optimized for MAPbX3
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Figure 6.18 – Shelf stability of the device.
Monthly low dose-rate measurements
during a storage. Fit of all measurements
gives 108 value of the sensitivity.

integration in an electrical circuit.

■ An aerosol-jet-printed X-ray detector unit, based on MAPbI3 on graphene, was structured

and tested.

■ The X-ray detector shows a record sensitivity of 2.2 × 108 µC Gy−1cm−2, four orders of

magnitude higher than the state-of-the-art perovskite devices.

As for one of the applications, this approach could allow significant lowering of the radiation

doses required for X-ray imaging, resulting in safer and more affordable CT imaging systems.
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Conclusions

Within this thesis a lot of information about MAPbI3 material properties and applications was

covered.

The influence of environmental factors, such as temperature and pressure, and role of cation

disorder has been investigated in the First Part.

It was shown that MAPbI3 structure does not returned to its initial state upon thermal cycling.

And each of the phase transition (low and high temperature) introduces different effects on

the material. These structural modifications are important and should be considered in the

engineering of the perovskite-based devices.

Furthermore, the pressure-induced phase transitions could be modified with the medium.

This discovery is significant for the fundamental science, as it demonstrate how with applying

high pressure noble gases activate and intercalate in the soft structure of MAPbI3. And for the

practical application it could open a new path for the stabilization of the organic-inorganic

perovskites.

An interesting link between the organic cation disorder and conductivity is the next step in

understanding of the hybrid perovskites. With the separation of the octahedra on the clusters

in lower-dimensional perovskites the ion migration is prevented. Therefore, we are able to

see a pure influence of the dynamic and disorder of the cation on the structure. These results

could help to explain the enhance in the performance of the perovskite-based devices after an

annealing process.

Also this work covers an analysis of the intermediate phases of the wire-shaped MAPbI3. In solar

cell application most of the effort is concentrated on the homogenizing of the perovskite film.

Whereas here we demonstrate how these derivatives of the material can find an application in

photodetection. With an aerosol jet printing fast anisotropic crystallization enables creation of

highly crystalline 3D structures. This creates a unique combination of the material engineering

and technological approach to create an X-ray detector with record values of sensitivities.

As a result, in this thesis work, the material, MAPbI3 was characterized under various conditions

and even was implemented in the X-ray detector with promising properties for the future

application.
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Outlook

This thesis was dedicated to the study of methylammonium lead iodide, which exhibits various

intriguing properties. The present work investigates the interaction between organic and inor-

ganic parts of this mixed-conduction material and explains its links to the observed properties.

It was demonstrated how external factors such as temperature and pressure modify this soft

material. However, future work should check if a thermally cycled MAPbI3 crystal indeed

reaches the monophase state with increased number of cycles around 330 K and if this phonon-

governed phase persists after thermal cycling. Also questions regarding the long-term stability

and electrical properties of the Ne-incorporated crystals are open for further investigation.

It is of great importance to understand the crystallization process in detail, in order to control

solution preparation and develop new deposition methods. Such analysis has been done

here for the wire-shaped methylammonium lead iodide. Methylammonium lead iodide gives

outstanding optoelectronic efficiencies, which is promising for applications in a wide range

of devices. To underline this, wire-shaped intermediates were used in a novel 3D aerosol jet

printing method for fabrication of an X-ray detector. The final device based on a perovskite/-

graphene heterostructure demonstrates record sensitivity values. However, the spreading of the

material during the deposition could be optimized in the future for obtaining cleaner structure

confinement on the wafers. For future work on these X-ray detectors, the readout electronics

and image processing should be improved and real tests in the hospital should be performed.

An overall downside of the present material itself is its lead content. Even if the amount of lead in

perovskite devices is no more dangerous than other lead-containing electronics, the production

of lead itself is harmful. Before the industrial revolution, lead was nearly entirely absent in

the top layers of the earth’s crust, but after two centuries of mining activities, current values of

lead concentration on the surface are up to 36.3 mg kg−1 [163]. A comparison of MAPbI3 and

PbI2 soil contamination showed that the organic cation influences the pH of the soil and has a

substantial impact of lead bioavailability. Which leads to higher vegetal lead uptake [163]. And,

in turn, plants transfer heavy metals from the soil to the food chain and thus the human body.

Therefore, ideally lead should be substituted in MAPbI3 with non-toxic or rapidly oxidizing (low

solubility in water) elements.

Another issue is related to toxic solvents used during synthesis. In this work most of the crystals

were produced using dimethylformamide at relatively high temperatures, which is suboptimal

at best. One of the developing methods of the substitutional growth use alcohols (methanol,

ethanol, 2-propanol) for MAPbI3 synthesis [164]. Thus, the incorporation of new solvents could

be one of the next steps for this research area.
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A Appendix: X-ray diffraction

A.1 XRD experiments background

The periodicity of the crystal structure distinguishes crystalline from non-crystalline solids.

In the case of a crystal a structural unit of atomic arrangement is periodically repeated in 3D.

Therefore, the crystal lattice gives a 3D framework in space with the cell parameters, shown

in Figure A.1. These a, b, c,α,β,γ are called unit-cell parameters. The variation in the crystal

lattices is classified into the seven "crystal systems", Table A.1.

It is possible to investigate the crystal structure by studying diffraction, which results from

scattering on and interference from the material. The interference is the interaction between

the periodic lattice (hkl) with incoming waves. Bragg’s law relates the periodically re-occurring

Figure A.1 – Sketch of the unit-
cell parameters.

Crystal system Restrictions on unit-cell parameters Parameters to be determined

Triclinic None a, b, c,α,β,γ

Monoclinic α=γ = 90° a, b, c,β
orα=β = 90° a, b, c, γ

Orthorhombic α=β=γ = 90° a, b, c

Tetragonal a = b,α=β=γ = 90° a, c

Trigonal Hexagonal: a = b,α=β = 90° γ = 120° a, c
Rhombohedral: a = b = c,α=β=γ a,α

Hexagonal a = b,α=β = 90° γ = 120° a, c

Cubic a = b = c,α=β=γ = 90° a

Table A.1 – Crystal systems and relationships of unit-cell parameters.
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Figure A.2 – Scattering physics:
Bragg’s law.

distances of lattice planes (d-spacings): 2d si n(θB )=nλ, where d is the distance between lattice

planes,θB - Bragg angle (Figure A.2). This is because the beam reflected from consecutive planes

must be in phase (forms a difference in optical path equal to nλ) for constructive interference.

As the angle between the incident beam and the lattice planes, and the angle between diffracted

beam and the lattice planes, are equal to the Bragg angle θB . Thus, the diffraction angle under

which a reflection is observed is two times the Bragg angle, i.e. 2θB .

For a given crystal structure, there is a number of possible lattice plane sets (d-spacings).

However, these d-spacings are not all independent, but result from a maximum of six lattice

parameters (a, b, c,α,β,γ) describing the size and shape of the unit cell. As a convenience it was

decided to select the smallest repeating unit of the crystal lattice. The number of independent

unit cell parameters depends on the crystal symmetry. For the lowest symmetry (triclinic), there

are six independent parameters as shown above. For the highest symmetry (cubic), there is only

a single parameter a.

As in the unit cell usually there is more than a single atom, then sub-lattices, based on different

atoms, can be created, which can be imagined to diffract independently. However, all sub-

lattices have the same periodicity, and thus the same d-spacings. While the incident beam is

a coherent wave, the diffracted (sub-)waves will have phase shifts relative to each other, de-

pending on the positions of the atoms in the unit cell. Each atom type has a different scattering

power, hence the diffracted (sub-)waves may also have different amplitudes. Due to these

phase shifts and different amplitudes, various degrees of positive and negative interference

between the diffracted sub-waves will result in an intensity modulation for the resulting total

of the diffracted beam. As a result, the information about the unit cell’s content is coded in the

relative intensities of the diffraction peaks for a given crystalline phase.

Lattice plane

For understanding the "d-spacing", we can take a look at the NaCl example as it is a simple cubic

system. In Figure A.3a four red lines passing through pairs of two points (O and A, B, C, and D).

This represents the planes perpendicular to the page. Any lattice point can be chosen instead

of O, because the same structural unit is infinitely repeated in the crystal. Thus, as there is a

plane passing through O and B, the plane with the same direction will be present in a specified

interval (in this case the next plane could be EC), Figure A.3b. In the crystal, a number of planes

in the same direction are infinitely repeated at a regular spacing. These planes are called "lattice
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Figure A.3 – Lattice planes. (a) Lattice planes in different directions and (b) repeated plane
in the same direction. The pictures are reproduced from [165].

Figure A.4 – Lattice plane in
3D structure. The picture is
reproduced from [165].

planes", the distance between a lattice plane and an adjacent plane is called the "d-spacing".

All lattice planes in the same direction pass through the points positioned at regular intervals.

In case of Figure A.3b, it is a/2 in a-axis and b in the b-axis. For other cases in Figure A.3a it would

be a, a/3 and a/4 in the a-axis. In general the plane in 3D is described as a
A + b

B + c
C = constant.

Taking constant for 1, we can rewrite this equation as BC a+AC b+ABc = ABC . Introducing

a new notation, it becomes: ha +kb + lc = constant, then for the closest to the origin plane

constant = 1 and as in the Figure A.4 it intersects with the axes at three points, a/h, b/k, c/l. The

set of integers hkl allows to define a specific plane. Therefore, (hkl) are called the plane or Miller

indices. Thus, our planes from Figure A.3 would be (110), (210), (310) and (410). As all these

planes are parallel to the c-axis there is no intersection with the latter, and l = 0. For the planes

in other quadrants, negative values of the indices are used, the notation is l̄ = -l.

With these basic knowledge we can understand what is going on in an XRD experiment.

A.1.1 X-ray data

Since X-ray diffractions occurs in those directions where subsequent reflections by the lattice

plains interfere constructively, the lattice planes have to be perfectly oriented with respect to

the X-ray source. When using a single crystal, this can be satisfied by rotating the crystal, which

renders the crystal perfectly oriented for every possible diffraction during a short instant.

When using a powder sample, the fine crystalline particles are oriented randomly. Therefore

there is no need to rotate the crystal, as the Bragg’s law will always hold for some lattice planes
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Figure A.5 – A scheme of X-ray measurements and analysis. The picture is reproduced from [167].

in a statistical sense.

Electron density maps

During XRD experiment, the medium which interacts with X-rays (the wave vector k0, in crys-

tallographyλ = 1
|k0| is the convention) is the electron density, ρ(r), periodically distributed in

a crystal with periodicity vectors a, b and c. Maxima of ρ(r) in a single unit cell correspond to

atoms located in positions determined by the vectors r = (x, y, z).

Reciprocal space is used to describe diffraction phenomena and relates to sets of scattering

planes with Miller index hkl in real space. Each diffraction reflection in reciprocal space is

characterized by a scattering vector K(hkl ) = ha* + kb* + l c*, where a*, b* and c* are the lattice

parameters in the reciprocal space (a* ⊥ (bc); b* ⊥ (ac); c* ⊥ (ab) ).

The electron density as a function of the r (Figure A.5) can be calculated by the Fourier trans-

formation of the structure factors Fhkl : ρ(r) = ∫
V Fhkl e−2πi (K·r)d vr, where V is the unit cell

volume and the structure factor Fhkl is a function describing the amplitude and phase of a wave

diffracted from the (hkl ) crystal lattice planes.

The structure factor can be expressed as F hkl = |Fhkl |e iφhkl , Fhkl is the structure amplitude and

φhkl is the phase of the diffraction wave with K(hkl ) vector.

Directly from the diffraction measurements we obtain the intensities of the diffraction reflection,

Ihkl , for each K(hkl ). This diffraction intensity is proportional to the square of the amplitude,

Ihkl = |Fhkl |2.

Based on this, several different electron density maps (e/Å3) can be built.

Fo map - an electron density calculated using observed structure amplitudes combined with

phases from the atomic model. This map shows the observed electron density.

Fc map - an electron density calculated from structure amplitudes and phases from the atomic

model. This map shows the electron density according to the model only.
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The difference between them, Fo-Fc map, has close-to-zero values for parts of the model that

are consistent with the experimental density, large positive values at places where the model

should have an atom, but does not, and large negative values at places where the model has

an atom, which should not be there. In case of weaker positive or negative values in the Fo-Fc

map could point to wrongly assigned atom types.

The structure solution algorithm reveals the position of the atoms which is used to create a

model of the structure. The structure factor based on this model can thus be compared to the

measured one and the difference between both can be minimized by least-squares refinements.

Better phases can be calculated from the atomic positions, which allow re-determining of

the electron density function with a higher precision. From the new electron density map,

more accurate atomic positions can be derived, which lead to even better phase angles, and so

forth. In every such cycle, adjustments to the atomic model are made: atom types are changed,

missing atoms are introduced, etc. When all atoms have been identified, the process is called

structure refinement by least-squares.

Three main steps of structural refinement: Examination of the Fo - Fc map helps to introduce

new atoms and remove unnecessary ones. Once all non-hydrogen atoms are found, the atoms

can be refined anisotropically. Once the model is anisotropic, the hydrogen atom positions can

be determined or calculated.

Atomic displacement parameters

As the atoms in crystals oscillate around their equilibrium positions, the electron density is

smeared. In order to take these effects (dynamic and static disorder) into account, the atomic

displacement parameters (ADP) should be introduced. An isotropic model assumes equal

(spherical) oscillation around the equilibrium position in all directions. It is usually used to

describe the thermal vibrations of atoms. The anisotropic model requires six parameters per

atom to define the general ellipsoid that describes the atomic motion.

A.1.2 Reliability index

How to judge quality of the model? It could be done with the least-squares fit between the

calculated and observed intensities for each measured point in the diffraction profile [168].

For that the "conventional" R-factor could be used [169] R =
∑|Fo−Fc |∑|Fo | . It is calculated during each

cycle of least-squares structure refinement to assess progress and measure of model quality.

The minimal R shows the discrepancy between the experimental, Fo , and the best calculated,

Fc , structure factors (Fourier amplitudes) based on the complete set of diffracted intensities.

Reflections with I < 2σ(I ) were excluded from the least square refinement. According to the

common practice, R1 factor is calculated for the reliable reflections with I > 2σ(I ), while R(all)

factor is calculated for all reflections including weak ones with I < 2σ(I ).
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Figure A.6 – A modulated chain and its
diffraction. The picture is reproduced
from [166].

Another calculated parameter is a profile R-factor, closely related to refinements against F 2:

Rp =
√∑

(Fo−Fc )2∑
F 2

o
. A small Rp is simply a statement about quantity and means that the average

number of counts in a profile is large—it bears no relationship to the quality of a profile fit [170].

More often used value for least-squares refinement is weighted R-factor, since the functions

minimized are weighted according to estimates of the precision of the measured quantity [169].

The general term for a weighted residual is wR =
√∑|w(Fo−Fc )2|∑|wF 2

o | . where w is a measure of the

contribution of structure factor F. wR gives both the quality of the data and the quality of the

fit to the data [170]. The minimization of wR is the result of the Rietveld refinement with refined

parameters defined for each Fourier amplitude, Fc , depending on atomic coordinates.

Goodness of fit (GOF) is supposed to be > 1.0 : GOF =
√∑|w(Fo−Fc )2|

(NR−NP ) , where NR is a number of

independent reflections and NP is a number of refined parameters.

A.1.3 Peak width

In theory, the Bragg diffraction should yield infinitely sharp reflections. As a single wavelength

diffracted at lattice planes with an exactly defined d-spacing would fulfill Bragg’s law only for an

exactly defined angle. However, all imperfections of the experiment and sample will contribute

to the relaxation of Bragg’s law, resulting in noticeable broadening of the observed peak profiles.

Since the sample-related contribution to the peak profile contains information about the sam-

ple imperfections, like crystallite size, strain, stacking faults and other defects, a careful peak pro-

file analysis should yield information about the nature and amount of such defects in the sample.

Generally speaking, two important aspects of the peak profile are the profile shape and the peak

width. The width of a peak profile can be described by different parameters, depending on the

peak shape function used. Most commonly, the full width at half maximum (FWHM) is used

to express peak width. The ambiguity of the baseline translates into the question where exactly

half the height is, so that different baseline choices will alter width parameters for the same peak.

A.1.4 Commensurated and incommensurated modulations

Mathematical models for periodic crystals show sharp Bragg peaks only. In the early 1960s

more materials were found that could be described as a periodic lattice structure with some

disturbance affecting this lattice periodicity [171]. This was observed by the occurrence of

additional spots as a consequence of periodic variation [166]. In Figure A.6 the top line con-

sists of an unmodulated chain, which results in single reflection. When we have a modulated

chain the diffraction satellites appear next to the main reflection creating a superstructure.
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Figure A.7 – Sketch of the
spirograph. By placing
the pen in the inner gear’s
hole the pattern will be
periodic after certain
amount of loops.

Figure A.8 – 1D modulated system. (a) Before
modulation: all atoms lie equally spaced
along a straight line. (b) After modulation:
half the atoms shift to the left, and half to
the right. (c) Modulation in (b) represented
as a simple cosine function. The picture is
reproduced from [172].

If the satellites are located at simple fractions of the reciprocal lattice vectors, the resulting

symmetry is conserved within multiple unit cells. Such a modulation is called a commensurate

superstructure. If the positions do not represent a simple fraction, the structure has lost all

translational symmetry in a particular direction. This is called an incommensurate structure. A

visualization for the commensurated structures is spirograph, Figure A.7. In this simple device

the ratio of R/r is integer, therefore the internal gear will again arrive at the same point after

a number of rotations. For an incommensurate structure, the ratio of the lattice period to the

modulation period is irrational [100].

Aperiodic crystals are long-range ordered structures without 3D lattice translations and encom-

pass incommensurately modulated phases, incommensurate composites and quasicrystals

[100]. In the theory of superspace crystallography, by adding a supplementary dimension to

the usual 3D space, allows for a deeper understanding of the atomic structure of aperiodic

crystals. For instance, in case of a simple modulation in one direction: the periodicity is broken

in c-direction (helical magnetism in the system) then diffraction peaks are found at positions

H = ha*+kb*+lc*+mq, where q=αc*. Let n be a lattice vector, then a displacement at a site n is

given by Acos(2πq · n), the periodicity is along q with a period 1/α. However to be periodic,α

should be rational. In caseα is irrational, the crystal is aperiodic.

A great example of this has been shown in [172] in a 1D single atom chain: The unit cell is c1

as in Figure A.8a. In Figure A.8b, the arrows indicate the modulations of atomic positions, the

hatch marks indicate the average atomic positions, and the small solid circles indicate the

atom positions after modulation (real positions). In the alternative view, the arrows of Figure

A.8b were replaced by simple sinusoidal wave with wavelength c2, Figure A.8c. If the ratio

γ = c1/c2 is rational, the structure is commensurately modulated. If the ratio γ is irrational

and the structure is incommensurately modulated. Such a modulated 1D atom system can be

treated as a section through a (1 + 1)D superspace. In the 3D-case, if there is no basis a∗
1 , a∗

2 , a∗
3
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which allows integer indexing then modulation coefficients are irrational numbers. The phases

were called incommensurate modulated phases and the idea was that these satellites were the

consequence of a periodic modulation of the atomic positions, having a period not fitting the

periodicity of the underlying lattice [171].

Modulated phases may also occur with more than one modulation wave-vector. In general the

Fourrier coefficients may be written as: F(H) =
∑

ne2πi (H·(n+Acos(2πq·n))). Therefore, in the case

of the (3 + 3)-dimensional incommensurately modulated structures, the calculated structure

factor is defined [173]:

Fc (H)= 1

Ω

∑
µ

∫
Ωµ

fµ(H, rI )e2πi H · rµ (rI ) + H · rI drI

where:Ω =
∑
µΩµ is the volume of the projections ofµ atomic surfaces on the so called "internal

space", corresponding toµ atoms in the unit cell; when the structure is unmodulated the posi-

tion of theµth atom in the unit cell is rµ(rI ) = n + rI , where rI is a position of the corresponding

atomic surface in the internal space. With the modulation it becomes rµ(rI ) = n + rI +uI (q ·n),

uI are the modulation functions; fµ is an atomic scattering factor; fµ(H,rI ) defines occupation

modulation (which is not applicable in our case).

Here, the wave-vector is H = ha* + b* + lc* + mq1 + pq2 + tq3 , where the reciprocal lattice vectors

a*, b* and c* correspond to the unit cell parameters a, b, c and q1, q2 and q3 are the modulation

vectors in the reciprocal space; HI is defined by the m, p, t indices. In the above expression of

Fc (H) define a position for each ofµ atom as a function of both r and rI . Details for derivation

of the above expression can be found, for instance, in references [173] and [166], as well as the

consistent presentation of the theory of diffraction in an aperiodic (quasiperiodic) systems

with more than a hundred examples. Each reflection has been characterized not only by its

experimental intensity but also with indices, hklmpt, according to the wave-vector H.

A.2 XRD measurements details

All synchrotron measurements were done at the European Synchrotron Radiation Facility,

Grenoble, France. Crys-AlisPro software was used for the data processing of the experimental

data for single crystal. Structural calculations were made with the JANA2006 software [174].

For PXRD experiments crystals were ground just before the experiment in a mortar and loaded

into a quartz capillary. The XRD data for the Chapter 3 have been collected at the High Pres-

sure Beamline (ID27). For all other Chapters the data were recorded at the Swiss–Norwegian

Beam Lines (BM01A) with the PILATUS@SNBL deffractometer [175]. The PXRD raw data were

preprocessed with BUBBLE software [175]. Then the reciprocal space maps were reconstructed

with the CrysAlis software.

For the thermal cycling Chapter 2:

The synchrotron radiation PXRD data were collected as a function of temperature using a
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Figure A.9 – Analysis of the experimental XRD profiles.

wavelengthλ = 0.7129 Å and 5 s of exposure time. The thermal sweeps across the transitions

temperature took place at 0.7 K min−1 in both directions using an Oxford Cryostream 700+

nitrogen blower.

The formation of wire-shaped MAPbI3 in Chapter 1 were recorded at the following conditions:

PXRD experiments were carried out under Oxford Cryostream 700+ nitrogen blower with λ

= 0.71446 Å for an exposure time of 0.9977 s. After 24 minutes the intermediate phases were

stabilized at room temperature and the sample was heated to 337 K to evaporate the trapped

solvent. It has been documented that the formation of the intermediate adduct phases depends

on the experimental conditions [71, 76, 95].

In Chapter 3 the X-ray wavelength was set to 0.3738 Å. The minimal linear size of the crystals

was about 10 mm. Diffraction data were recorded with a Mar165 CCD detector and the pres-

sure was measured using the ruby fluorescence technique. After decompression, additional

measurements were conducted on the Necontaining crystal to determine its structure under

ambient conditions.

In Chapter 4, the data from the single crystal EDPbI4 were recorded at room temperature with
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Figure A.10 – Nucleation and early stage of crystal growth of MAPbI3 solvatomoph phases from
DMF solution tracked via synchrotron XRD. (a) The growth of the first observable peak on the
amorphous background for 15 seconds. (b) Evolution of the peak at 2θ = 11.48°. (c) Nucleation
and early stage crystallization of (MA)(DMF)PbI3.

wavelengthλ=0.7129Å. For additional PXRD measurements for the pristine EDPbI4 crystals

an Empyrean system, equipped with a PIXcel−1D detector (Cu Kα-radiation, Bragg–Brentano

beam optics) was used at room temperature.

A.3 Refinements details

Crystallization process

The first XRD pattern is recorded 50 seconds after the solution was pipetted on the quartz

capillary. At the moment of recording the time is set to zero, frames are recorded each second.

At this stage two broad peaks centered around 2θ 3° and 12° can be observed, which presumably

corresponds to an amorphous “gel” formed during the evaporation induced supersaturation.

Interestingly, on the top of the amorphous background sharper peaks appear at 2θ 2.94° and

11.48° Figure A.10.

Although, the origin of these reflections is unknown today, this first ordered structure can be

considered as the nuclei of the intermediate phases of at a later stage of crystallization. Accord-

ing to the identification, these peaks presumably correspond to nucleation of (MA)(DMF)PbI3.

Initially, the size of this nuclei at one direction is 50 nm and during 15 seconds it grows to 75

nm. The FWHM is reduced and the peak intensity has quadrupled. At later stages, this peak

disappears and the peaks of the two identified intermediate phases appear (Chapter 1.3.1).

Thermal cycling

For thermal cycling around the low-temperature (160 K) phase transition from Chapter 2.2.1

the profile recorded during the heating stage of the fourth thermal cycle is given in Figure A.11

(Rp = 0.0176, wRp = 0.0218, GOF = 1.68) and the reliability factors in Table A.2.
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Figure A.11 – PXRD profile for the three-phase state of MAPbI3 at 141.6 K after thermal cycling
around low-temperature phase transition. The green ticks indicate the satellite reflections
for the Tetr phase.

Tetr Ort-1 Ort-2

Space group I422(00g)000 [No. 97.1.21.1] Pnma Pnma
a, Å 8.7806(7) 8.8657(17) 8.795(5)
b, Å =a 12.618(2) 12.474(4)
c, Å 12.6717(15) 8.6028(18) 8.765(4)

q 0.7213(2)c*

R1 0.0159 0.0233 0.0217
wR(al l ) 0.0178 0.0283 0 0248

Table A.2 – Crystallographic data and reliability factors for low-temperature thermal cycling.

The three phases: tetragonal modulated (Tetr), orthorhombic (Ort-1) and boundary orthorhom-

bic (Ort-2), were included into the Rietveld refinement (Table A.2). Coefficients of the phase

contribution: Tetr - 49.7%; Ort-1 - 25.7%; Ort-2 - 24.6%.

For the high-temperature (330 K) phase transition from Chapter 2.3.1 the profile recorded

during the heating stage of the first thermal cycle is in Figure A.12 (Rp = 2.44%, wRp = 3.88%)

and the reliability factors are the following: R(al l ) = 6.32%; wR(al l ) = 8.50%; R1(mai n) = 4.12%;

wR(mai n) = 6.80%. The profile is fitted with the tetragonal modulated structure solved in the (3

+ 3)D superspace group P4/mmm(α1,α1,0)0s0s(-α1,α1,0)0s00(0,0,γ2)00ss [No. 123.3.174.104].

The unit cell parameters are: a = b = 6.2925(5), c = 6.3295(9) Å and the modulation vectors are:

q1 = 0.5a* + 0.5b; q2 = -0.5a* + 0.5b*; q3 = 0.4902(8)c*.
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Figure A.12 – PXRD profile for the MAPbI3 at 320.16 K at the first thermal cycle around
high-temperature phase transition.

Figure A.13 – PXRD profiles for the incommensurately modulated structure at (a) 310.2 K, (b)
321.4 K and (c) 350.2 K recorded during the heating stage of the sixth thermal cycle around
the 330 K transition.

The fit of the profiles during the sixth thermal cycle for three temperatures is in Figure A.13 and

Table A.3: The profiles are fitted using the (3 + 3)D superspace group P4/mmm(α1,α1,0)0s0s(-

α1,α1,0)0s00(0,0,γ2)00ss [No. 123.3.174.104] with the tetragonal unit cell parameters from

Table A.3.
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Tetr phase 310.2 K 321.4 K 350.2 K

a, Å 6.303(2) 6.309(1) 6.3130(14)
c, Å 6.311(4) 6.3171(17) 6.322(4)
q1 0.4852(8)a*+0.4852(8)b* 0.4871(8)a*+0.4871(8)b* 0.4861(8)a*+0.4861(8)b*
q2 -0.4852(8)a*+0.4845(8)b* -0.4871(8)a*+0.4871(8)b* -0.4861(8)a*+0.4861(8)b*
q2 0.4742(8)c* 0.4686(8)c* 0.4676(8)c*

R(al l ) 9.98% 11.43% 11.51%
wR(al l ) 8.93% 11.08% 9.77%

R1(mai n) 4.73% 4.66% 5.24%
wR(mai n) 7.00% 6.93% 7.92%

Rp 1.56% 1.67% 1.33%
wRp 2.41% 2.30% 1.84%

Table A.3 – Crystallographic data for a Tetr phase and reliability factors at 310.2, 321.4 and 350.2
K during the sixth thermal cycle.

EDPbI4

In Chapter 4 the single-crystal refinement is presented. To confirm the structure and compo-

sition of the studied crystalline phase additional PXRD were made. The profile from PXRD

experiment has been successfully fitted by the Rietveld refinement of the model obtained from

the single crystal structure determination (Figure A.14). The whole set of atomic parameters

has been refined again for the pristine crystal. No significant difference was found within two

standard deviations.

XRD profile of a flake-shaped phase (Figure A.14a) can be fitted by le-Bail decomposition with

the monoclinic unit cell parameters a = 21.82425, b = 15.29009, c = 34.49222 Å andβ = 96.3269°.

XRD profile of the cube-shaped phase (Figure A.14b) has been fitted by the Rietveld refinement

of the model obtained from the single crystal structure determination of EDPbI4 compound.

The structure has been solved using the Superflip program [176].
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Figure A.14 – PXRD pro-
files of two simultane-
ously obtained phases of
EDPbIx : (a) a flake-shaped
phase, (b) a cube-shaped
phase.

A.4 Crystallographic tables

Nex MAPbI3 Nex MAPbI3 Nex MAPbI3 Ne0.97MAPbI3

P (GPa) 0.69→1.5→2.69 4.56→7.4 16.43→ 20.27 released
Crys. system Trigonal Orthorhombic Tetragonal Tetragonal

Sp. group R3̄ Im2m I4/mmm I422
a (Å) 17.3128(9)→17.0325(9) 11.435(3)→ 10.700(5)→ 8.876(1)

→ 16.7757(9) →11.196(3) →10.538(5)
b (Å) =a 11.437(3)→ = a = a

→ 11.197(3)
c (Å) 10.6019(5)→10.4338(5) 11.442(3)→ 10.620(10)→ 12.672(1)

→ 10.2267(5) →11.201(3) →10.3793(11)
x in Nex 0.42(1)→0.60(1)→0.91(1) 1.10(1)→1.41(1) 2.17(1)→2.50(1) 0.97

Table A.4 – Crystallographic data and composition for Ne-MAPbI3 in the 0–20 GPa pressure
range.
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Arx MAPbI3 Arx MAPbI3

P (GPa) 0.18→ 0.49→ 0.98 1.34→ 2.10→ 2.39
Crys. system Tetragonal Orthorhombic

Sp. group P42bc Immm
a (Å) 8.850(5)→ 8.7468(15)→ 8.7222(15) 12.1294(12)→12.0192(10)→11.900(11)
b (Å) =a 12.1415(12)→12.0195(10)→11.990(1)
c (Å) 12.520(5)→12.398(10)→11.9979(15) 12.1734(15)→12.0213(10)→11.920(1)

x in Arx 0.76(1)→ 1.00(1)→ 1.34(1) 1.40(1)→ 1.78(1)→ 1.75(1)

Table A.5 – Crystallographic data and composition for Ar-MAPbI3 in the 0–2.4 GPa pressure
range.
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Crystal Pristine Thermally treated

Chemical formula I4Pb·C2H10N2·O0.043(4) I4Pb·C2H10N2·O0.043(5)

Space group R3̄ (No. 148) R3̄ (No. 148)
Pb1 occupancy 1.0 1.0
Wyckoff symbol 3b: 00½ 3b: 00½

x, y, z 0, 0, 0.5 0, 0, 0.5
Ueq 0.0573(11) 0.112(2)

Harmonic ADP
U11 0.0590(14) 0.120(2)
U22 = U11 = U11
U33 0.0539(15) 0.097(4)
U12 = ½U11 = ½U11

Pb2 occupancy 1.0 1.0
Wyckoff symbol 3a: 000 3a: 000

x, y, z 0, 0, 0 0, 0, 0
Ueq 0.0457(7) 0.0876(17)

Harmonic ADP
U11 0.0450(9) 0.090(2)
U22 = U11 = U11
U33 0.0472(12) 0.083(3)
U12 = ½U11 = ½U11

Pb3 occupancy 1.0 1.0
Wyckoff symbol 6c: 00z 6c: 00z

x, y, z 0, 0, 0.37520(4) 0, 0, 0.37529(9)
Ueq 0.0539(7) 0.0876(17)

Harmonic ADP
U11 0.0573(9) 0.121(2)
U22 = U11 = U11
U33 0.0471(9) 0.089(2)
U12 = ½U11 = ½U11

Pb4 occupancy 1.0 1.0
Wyckoff symbol 6c: 00z 6c: 00z

x, y, z 0, 0, 0.12521(4) 0, 0, 0.12547(7)
Ueq 0.0522(7) 0.0869(13)

Harmonic ADP
U11 0.0526(8) 0.0926(18)
U22 = U11 = U11
U33 0.0514(10) 0.0755(18)
U12 = ½U11 = ½U11

I1 occupancy 1.0 1.0
Wyckoff symbol 18f: x, y, z 18f: x, y, z

x, y, z 0.31267(15), 0.48181(13), 0.84578(5) 0.3167(3), 0.4846(3), 0.84583(8)
Ueq 0.0646(11) 0.110(2)

Harmonic ADP
U11 0.0759(16) 0.116(3)
U22 0.0520(13) 0.106(3)
U33 0.0694(12) 0.110(2)
U12 0.0346(12) 0.058(2)
U13 -0.0037(10) -0.014(2)
U23 0.0057(9) -0.0045(18)
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I2 occupancy 1.0 1.0
Wyckoff symbol 18f: x, y, z 18f: x, y, z

x, y, z 0.16482(18), 0.18431(14), 0.32086(6) 0.1654(4), 0.1875(4), 0.3214(9)
Ueq 0.0687(12) 0.117(2)

Harmonic ADP
U11 0.0657(15) 0.131(3)
U22 0.0536(14) 0.117(3)
U33 0.0870(15) 0.105(2)
U12 0.0299(12) 0.064(2)
U13 0.0051(11) 0.011(2)
U23 0.0084(11) 0.013(2)

I3 occupancy 1.0 1.02(3)
Wyckoff symbol 18f: x, y, z 8g: x, y, z

x, y, z 0.18668(13), 0.02324(15), 0.44098(5) 0.1882(2), 0.0269(2), 0.44121(8)
Ueq 0.0678(11) 0.107(2)

Harmonic ADP
U11 0.0505(13) 0.093(2)
U22 0.0907(15) 0.123(2)
U33 0.0641(11) 0.107(2)
U12 0.0367(12) 0.055(2)
U13 -0.0003(9) -0.003(2)
U23 0.0019(9) 0.0039(19)

I4 occupancy 1.0 1.0
Wyckoff symbol 18f: x, y, z 18f: x, y, z

x, y, z 0.16387(14), -0.02183(16), 0.05836(5) 0.1671(3), -0.0168(4), 0.05834(9)
Ueq 0.0720(13) 0.128(3)

Harmonic ADP
U11 0.0691(14) 0.138(3)
U22 0.1113(19) 0.174(4)
U33 0.0633(12) 0.099(2)
U12 0.0659(13) 0.098(4)
U13 0.0037(9) -0.002(2)
U23 0.0102(11) 0.006(3)

C1 occupancy 1.0 (a) 0.5; (b) 0.5
Wyckoff symbol 18f: x, y, z 18f: x, y, z

x, y, z 0.6280(7), 0.5717(9), 0.5927(3) (a) 0.622(3), 0.570(3), 0.5938(8);
(b) 0.629(5) 0.634(5) 0.5982(12)

Ueq 0.072(5) 0.128(3)
Harmonic ADP

U11 0.058(5) 0.107(14)
U22 0.080(7) 0.028(6)
U33 0.073(6) 0.099(12)
U12 0.030(5) 0.023(8)
U13 -0.003(5) 0.005(12)
U23 0.011(5) -0.001(7)
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C2 occupancy 1.0 (a) 0.5; (b) 0.5
Wyckoff symbol 18f: x, y, z 18f: x, y, z

x, y, z 0.7078(9), 0.6671(8), 0.5727(3) (a) 0.708(3), 0.655(4), 0.5726(8);
(b) 0.709(4) 0.624(5) 0.5779(10)

Ueq 0.092(6) 0.13(3)
Harmonic ADP

U11 0.106(9) 0.061(9)
U22 0.048(6) 0.26(4)
U33 0.086(7) 0.044(8)
U12 0.013(6) 0.05(2)
U13 0.020(6) -0.004(7)
U23 -0.005(5) -0.005(17)

N1 occupancy 1.0 (a) 0.5; (b) 0.5
Wyckoff symbol 18f: x, y, z 18f: x, y, z

x, y, z 0.6053(8), 0.5870(9), 0.6339(3) (a) 0.612(2) 0.603(2) 0.6332(5);
(b) 0.610(4) 0.588(5) 0.6373(9)

Ueq 0.078(6) 0.11(3)
Harmonic ADP

U11 0.069(6) 0.199(18)
U22 0.091(9) 0.16(2)
U33 0.085(6) 0.072(7)
U12 0.048(6) 0.17(2)
U13 -0.005(5) -0.015(10)
U23 -0.011(5) 0.001(13)

N2 occupancy 1.0 (a) 0.5; (b) 0.5
Wyckoff symbol 18f: x, y, z 18f: x, y, z

x, y, z 0.7202(9), 0.6467(12), 0.5285(3) (a) 0.720(4) 0.635(4) 0.5277(8);
(b) 0.729(5) 0.658(6) 0.5334(10)

Ueq 0.095(8) 0.095(7)
Harmonic ADP

U11 0.086(7) 0.060(7)
U22 0.166(12) 0.066(9)
U33 0.078(6) 0.099(9)
U12 0.097(8) -0.014(10)
U13 0.051(5) 0.057(7)
U23 0.066(7) -0.021(10)

O (H2O) occupation 0.127(2) 0.127(2)
Wyckoff symbol 6c: 0,0,z 6c: 0,0,z

x, y, z 2/3, 1/3, 0.5717(10) 2/3, 1/3, 0.6236(18)
Ueq 0.003(3) 0.033(12)

Table A.6 – Positional and displacement parameters of non-hydrogen atoms in the pristine
and the thermally treated crystals of EDPbI4.
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Pristine Thermally treated

Distances in PbI6 octahedra
Pb1 - I3 3.2176(19) 3.208(4) x6
Pb2 - I4 3.200(2) 3.197(7) x6
Pb3 - I2 3.118(2) 3.130(6) x3

- I3 3.355(2) 3.353(5) x3
Pb4 - I1 3.110(2) 3.087(5) x3

-I4 3.374(2) 3.376(6) x3
Distances in ED cation

N1 - C1 1.432(15) (a) 1.41(4); (b) 1.41(6)
C1 - C2 1.445(13) (a) 1.43(5); (b) 1.43(5)
C2 - N2 1.508(16) (a) 1.52(4); (b) 1.52(5)

Angles in ED cation
N1 - C1 - C2 115.5(10) 113.6(19)
C1 - C2 - N2 112.7(9) 117.5(16)

O - I distances
O1 - I1 3.23(4) x3 -
O1 - I2 - 3.22(4)

Table A.7 – Selected interatomic distances (Å) and angles (°) in the pristine and the thermally
treated crystals.
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B.1 Synthesis

All of the chemical reagents were of analytical reagent grade purity and used without further

purification. MAPbI3 was synthesized using a slightly modified version [177] of the method

described by Poglitsch and Weber [91]. The single crystals were prepared by precipitation from

a concentrated aqueous solution of hydriodic acid (57 wt% in H2O, 99.99% Sigma–Aldrich)

containing lead (II) acetate trihydrate (99.999%, Acros Organics) and the respective amount of

CH3NH2 solution (30 wt% in H2O, Sigma–Aldrich). A constant 328–315 K temperature gradient

was applied to induce a continuous precipitation of the solute. Large (1 × 2 mm) silver-gray

MAPbI3 crystals were grown within 2 days.

These crystals were used for XRD, heat capacity and resistivity measurements.

The perovskite precursor PbI2 and MAI/MABr (molar ratio 1:1) dissolved in DMF with a concen-

tration of 30 wt% for MAPbI3 and MAPbBr3 were used for recording XRD data for wire-shaped

MAPbI3 crystallization. And 15 wt% solution was used for AJP process, Figure 5.4.

B.2 Dose-rate calibration

The X-ray beam was first detected using a PIXcel1D detector. Counts were measured for each

tube voltage and current used in our measurements, corresponding to different dose-rates of

exposure, Figure B.1. A Cu attenuator (0.2 mm) was additionally inserted into the beam path

Figure B.1 – X-ray beam calibration: counts dependence on dose-rate.
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Figure B.2 – X-ray source intensity fluctuation in time. Legend in (a) corresponds to voltage
(kV) and current (mA) of the tube.

to achieve even lower intensities, required to test the detection limit. The lowest dose-rate,

obtained at 15 kV-5 mA voltage-current applied to the X-ray tube (with the Cu attenuator), was

measured with a FLUKE Biomedical - VICTOREEN Advanced survey meter 990S and gave the

value of 2.18 mSv/h. Taking into account the effect of the Cu attenuator, taken from the on-line

X-ray Optics Calculator, and the area of the beam of 10 cm2, a final dose-rate per surface area

was estimated: 2.725 Sv/h/cm2, for the 15 kV-5mA case (w/o the Cu attenuator).

The dose-rate for one pixel was then calculated by multiplying the dose-rate density and the

wall cross-section (active area = 0.00075 cm2). The count values obtained for different applied

voltage-currents, shown in Figure B.1a, were normalized to the lowest 15 kV-5 mA case to

estimate all dose-rates for all experimental conditions.

To calculate the low dose-rate region (detection limit), counts were recorded as before, but this

time with the Cu attenuator in the beam path. The measurements for the set of tube voltages and

currents are shown in Figure B.1b. The 20 kV-5 mA count value without the Cu attenuator is the

same as for the 45 kV-15 mA value with the attenuator. Therefore, the low-intensity dose-rates

were calculated using this correlation. A standard deviation of the counts is below 6% for all the

dose-rates (Figure B.2). For our calculations we assumed that the dose equivalent is equal to

the absorbed dose, resulting in the dose-rates for the pixel inµGy/s. The photocurrent in Figure

6.16e is the mean photocurrent value after 2 seconds under X-ray exposure with a standard

deviation error bar.

B.3 Temperature dependent resistivity measurements

In Chapter 2 electrical resistivity data as a function of temperature were obtained in helium

atmosphere using a standard four-point probe direct current (DC) method with a Keithley 220

current source and a Nanovoltmeter 2182. Gold wires were glued on the sample with carbon-

containing paste to minimize the Schottky barrier at the interface [178]. The MAPbI3 single

crystal was illuminated by a red light (660 nm) produced by an ADL-66505TL AlGaInP visible

laser diode and delivered to the sample via a 2 mm diameter polymer optical fiber (PMMA). The
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Figure B.3 – Schematic diagram of the
resistivity measurement setup.

schematic diagram of the setup is shown in Figure B.3. The current polarity was periodically

alternated to avoid the effects of charge accumulation.

B.4 Two-point resistivity measurements under VIS and X-ray illumi-

nation

All X-ray and VIS photocurrent measurements were performed under CW illumination. In

Chapter 4 two-point J-V measurements was done using a Keithley 220 current source and a

Nanovoltmeter 2182. In Chapter 6 the optimization of the device configuration (three types

- resistor, diode and heterojunction) and photodetector were measured using Keithley 2400

SourceMeter in a two-terminal geometry under fixed DC-bias. The photocurrent experiments

were performed in ambient atmosphere at 23 °C. Two-point resistivity measurements were

performed under VIS light illumination from a halogen lamp coupled with a monochromator

(atλ = 450 nm, 550 nm, 650 nm) with a sweep in intensities from 0.48 to 293.71 nW.

X-ray detection properties of the devices were investigated using a standard fine-focus copper

X-ray tube (CuKα; λ = 1.541874 Å) mounted in a PANalytical Empyrean diffractometer, ener-

gized from 15 to 45 kV and 5 to 40 mA.

For low intensity 0.2 mm Cu plate was used to attenuate the beam to reach 0.12µGy/s dose-rate.

All measurements of performances of the devices were done in ambient conditions at room

temperature.

A Keithley 2400 source meter allowed us to measure the current with less than 0.1 nA resolution

while tuning the applied bias voltage, in the dark and under white or X-ray irradiation.

For the samples in the Section 6.4 with the variation of the dot size on the graphene we obtained

the parameters as in the Table B.1: The patten consists of an array 5× 10 AJP MAPbI3 dots.
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Figure B.4 – J-V curves of CH3NH3PbCl3

under UV illumination (λ = 365 nm) with an
intensity of 0.055 mW/mm2.

Figure B.5 – Dependence of
the photocurrent of the AJP
MAPbI3 spot size under VIS
illumination (λ = 650 nm,
265 nW). On the bottom
(5.x) – the smallest spot on
the top (2.x) the biggest. No
size dependence is observed
under light. The difference
in photocurrent in each
plot shows how the distance
between the electrodes
impacts it. The lowest step
(x.2) represents the furthest
distance and the biggest
(x.10) the closest.
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Distance between electrodes, x.1 x.2 x.3 x.4 x.5 x.6 x.7 x.8 x.9 x.10
µm 150 140 130 120 110 100 90 80 70 60

1.x 2.x 3.x 4.x 5.x
Dot size, 10−3 mm2 0 11 9.1 4.9 4.2

Table B.1 – The distances between the electrodes and dot sizes of the AJP MAPbI3 dots on the
graphene. The variation of the row or column is denoted with "x".

B.5 Thermogravimetric analysis

Thermogravimetric analysis is a method of thermal analysis in which the mass of a sample is

measured over time as the temperature changes. It can be used to get an information about

chemical reactions (oxidation, reduction) or thermal decomposition and so on. Such analysis

helps to determine the mass loss behavior of the individual organic and inorganic components

of MAPbI3 as a function of temperature. The organic component, MAI, undergoes 100% weight

loss in one step, which occurs at 397 K [179]. While the inorganic component, PbI2 slowly losses

90% weight at 919 K, implying a thermal decomposition [179]. In this thesis the TGA analyses

were done on a Perkin Elmer TGA 4000 system with an auto sampler in N2 atmosphere with a

heating rate of 10 K min−1.
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B.6 Heat capacity measurements

Measurements of heat capacity at a constant pressure, Cp , were carried out using the Quantum

Design PPMS (Physical Property Measurement System) heat capacity option with the thermal

relaxation technique. The measurements are performed by controlling the heat added to and

removed from a sample while monitoring the resulting change in temperature. The sample

weights for high-temperature measurements was 1.52 mg and for low-temperature measure-

ments 1.37 mg. During a measurement, a known amount of heat is applied at constant power

for a fixed time, and then this heating period is followed by a cooling period of the same time.

Figures B.6 and B.7 show the calculated changes in entropy,∆S.

Figure B.6 – Temperature de-
pendence of the entropy during
thermal cycling around 160 K.

Figure B.7 – Temperature de-
pendence of the entropy during
thermal cycling around 330 K.
The weak hysteresis visible in the
first cycle tend to disappear with
thermal cycling.

118



C Appendix: Fabrication

The device fabrication was performed at CMi (Center of MicroNanoTechnology), EPFL. The

substrates are 300 nm SiO2 on Si. The monolayer graphene was produced by chemical vapor

deposition (CVD) and transferred to a substrate by a wet transfer process.

During the CVD process graphene layer grows on both sides of a Cu foil. After protecting one of

the sides with a layer of polymethyl methacrylate (PMMA) and etching the graphene on the other

side with piranha solution (mixture of sulfuric acid (H2SO4) and hydrogen peroxide (H2O2)) or

short oxygen plasma. After that, the Cu is etched with ferric chloride (FeCl3) or ammonium per-

sulfate ((NH4)2S2O8) and the film of the graphene on PMMA is cleaned in deionized water. The

final step is to fish the film onto the target substrate, bake it on the hotplate at the temperature

around 70° C. Before further fabrication PMMA should be removed with an appropriate solvent.

C.1 Electron beam lithography

Lithography is a commonly used technique for the creation of a 2D pattern on the surface of

the substrate. For this purpose a electrosensitive resist is coated on the surface of the sample

and is exposed by a highly focused electron beam to modify the solubility of the resist during a

development step. As such, the exposed or unexposed areas (depending on the characteristics

of the resist) are opened during the development for further steps. The first three fabrication

steps related to e-beam lithography are illustrated in Figure C.1. The pattern for the diode-like

structure and non-etched samples was made in this stage of an e-beam lithography. For fab-

rication of the isolated graphene areas only methyl methacrylate (MMA) resist was used and

for the lift-off process a PMMA and MMA resist double-layer were spin-coated on the sample.

Resists with different contrasts give have different optimal doses. Therefore, using two resists

with high-contrast (PMMA) on low-contrast (MMA) contrast, the resulting layers will have a

sharp pattern on top of an overexposed area underneath (Figure C.2). This structure is com-

monly used for the lift-off process, as the deposited material through PMMA pattern lands on

the substrate surface instead of the resist sidewalls.
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Figure C.1 – Process flow: graphene patten fabrication. The top panel illustrates the formation
of the graphene pattern on the substrate with the e-beam lithography. The bottom panel shows
the etching and cleaning fabrication steps.

Figure C.2 – Process flow: electrodes fabrication. The top panel illustrates the formation of
the electrodes pattern on the substrate with the e-beam lithography. The bottom panel shows
the evaporation, lift-off and fabrication steps.

C.2 Ion beam etching

An etching process allows us to remove the materials in a selective way by use of previously

defined mask. One of dry etching process is Ion Beam Etching (IBE). After the first e-beam

lithography the graphene pattern was etched, as illustrated in Figure C.1. Depending on the

pattern the final device was without graphene - resistor mode, with the graphene covering the

whole area - heterojucntion, or partially etched - diode configuration. Argon ions are extracted

from an ICP source, accelerated and directed to form a mono-energetic beam used to etch any

materials by pure physical sputtering. The equipment possesses a large range energy capability

from 50 to 800 V. A low acceleration voltage allows a low ion damage process, which is needed

for etching the graphene layer.
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C.3 Lift-off

The gap between the electrodes has been varied from 60µm to 140µm. With the second aligned

exposure (e-beam lithography) the electrodes were patterned, as shown in Figure C.2. After the

development of the resist, 20 nm of Ti and 50 nm of Au were evaporated. The process of thermal

evaporation consists of the vapor creation and material condensation on the substrate. This

deposition method is more suitable than sputtering for a lift-off process. Due to interaction

with the plasma, during sputtering the deposition is more randomized in the direction, leading

to coverage of the resists sidewalls and eliminating the access of the solvent to the resist.

The remaining resist with the excess material is subsequently removed during a lift-off in ace-

tone for 10 minutes. After that the sample with different configurations (resistor, diode and

heterojunction) was ready to be AJP printed on, as described in Chapter 5.

For the X-ray detector the Ti-Au electrodes were evaporated as described above without

graphene etching step.
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D Appendix: Humidity sensor based on
methylammonium bismuth bromide

D.1 Methylammonium bismuth bromide

Despite the great merits of MAPbX3, the high concentration of lead reduces the enthusiasm for

mass production with this material. As MAPbX3 compounds are highly soluble in water [180],

there is a great need to find a non-toxic element to replace lead.

To save the properties of MAPbI3 the new compound should have a similar band structure.

As the VB consists of halide p-states and Pb s-states, and the CB of empty Pb p-orbitals, to have

the same Pb2+ electronic configuration, the elements below or above lead (Ge, Sn and Fl) could

be considered. However, Ge and Sn are easily oxidized and Fl is radioactive. Therefore, the

closest elements to Pb are Tl and Bi. But Tl is even more toxic than Pb, which makes Bi3+ one

of the candidates for lead replacement.

As Bi has an extra charge, it forms lower-dimensional perovskites. One of them is an environmentally-

friendly methylammonium bismuth bromide (MA3Bi2Br9).

The power conversion efficiency of MA3Bi2Br9 is lower in comparison to MAPbI3 and MAPbBr3

compounds. Therefore, a new possible application for this modification is studied.

Exposed to water MA3Bi2Br9 crystal does not incorporate it in the structure, but accumulate

on the surface. This modification leads to the changes in the electrical resistivity of the material,

thus making MA3Bi2Br9 a candidate for a promising humidity sensor.

In contrast, lead perovskites absorbs water already at 55% relative-humidity (RH), which leads

to the degradation of the sensing material [181]. The mixed chloride/iodide derivative is stable

up to 90% RH, however such sensors have a slow response time of 24 s [182]. Finally, a 3D

bismuth-based (Cs2BiAgBr6) humidity sensor shows a very good performance and response

time of 1.78s [183], giving a motivation for this work.

D.1.1 Synthesis

A vial containing Bi(NO3)3 ·5H2O (4.85g) and concentrated HBr (10 ml) was placed in an ice

bath. Methylamine solution (1.3 ml) was added drop-wisely over the course of 1 hour. The

reaction was stirred until the formation of brown NO2 bubbles stopped (more than 24 hours).

Afterwards, the mixture was kept at 277 K in the refrigerator for another 24 hours.

The flake-like shiny yellow crystals of MA3Bi2Br9 were harvested after gradual cooling down

the reaction mixture over 24 hours (Figure D.1a).
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Figure D.1 – MA3Bi2Br9: Photographs of (a) flakes and (b) single crystal. (c, d) Structure projec-
tion along the c-axis and the [110]-direction, respectively. (e) Representative section of the struc-
ture parallel to the c-axis. (f) Structure of one layer normal to the c-axis. Blue dashed lines indi-
cate the donor-accepter hydrogen bonds of 3.08 Å. Violet lines show the empty Br6-octahedron.

Three types of MA3Bi2Br9 are prepared: powder, single crystals and nanowires.

Single crystals of MA3Bi2Br9 (Figure D.1b) are prepared directly from the reaction solution.

Preparation of larger single crystals is performed under similar conditions over a longer time,

and by making a temperature gradient in the vial. After one week, macroscopic crystals are

formed on the hot side (313 K) of the vial.

Nanowires are prepared by complete dissolution of MA3Bi2Br9 flakes in DMSO and recrystalliza-

tion on a substrate by evaporation of solvent at room temperature. The formation an undesired

side product of BiOBr is starting under solvent evaporation at temperatures above 350 K.

D.1.2 Crystal structure

The synchrotron radiation XRD experiments were carried out with wavelengthλ = 0.7129 Å at

293 K for single crystal andλ = 0.64109 Å at 276 K for powder samples at the SNBL, Grenoble.

The main results of the experiment, crystallographic characteristics and quality of the structure

refinement are given in Table D.1.

From the structural refinement it is shown that MA3Bi2Br9 belongs to the A3B2X9 family of 2D

perovskites similar to the Cs3Sb2I9 structure type [184], which is characterized by the space

group P 3̄m1. Arrangement of the BiBr6-octahedra differs from the perovskite by missing every

third layer of the octahedra along the 3-fold axis (Figure D.1d,e). Positions of N and C atoms

of two MA cations are found from the difference electron density calculated after localization of

Bi and Br atoms. Each N and C atom is statistically distributed in a site with higher multiplicity
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Chemical formula (CNH6)3Bi2Br9

Space group Trigonal, P 3̄m1
Temperature, K 293

a, c (Å) 8.2301 (2), 10.0246 (3)
V (Å3) 588.04 (4)
λ, Å 0.7129

R[F >2σ(F )],wR(F ),S 0.020, 0.025, 1.99
∆ρmax ,ρmi n (eÅ−3) 0.50, -0.87

Table D.1 – Experimental details for the single crystal MA3Bi2Br9 structure determination and
refinement

than one, so that the corresponding sites are partially occupied. Hence, similar to MAPbI3 [95],

MA cations are partially disordered in the structure (Figure D.1c-f). Essential disorder of N and

C does not allow localization of the hydrogen positions.

D.2 Sensor characterisation

Relative humidity (RH) is defined as the ratio of actual water vapor pressure to the saturated

water vapor pressure at the ambient temperature. And one of the most common humidity

sensors is the resistive type, which exhibits variation of the conductivity of the sensing layer

upon water adsorption. In MA3Bi2Br9 a strong variation of electrical current is observed with

changing humidity level, suggesting the possible material application as an RH sensor.

As described in Section D.1.1, three forms of MA3Bi2Br9 are prepared and tested for the device:

powder, single crystal and nanowires.

Electrical properties of the sample with MA3Bi2Br9 powder are measured by pressing the ma-

terial into cylindrical pellets, together with graphite paper as an electrical contact. If we would

place two carbon electrodes on opposite sides of the pellet, charging in the thus-created capaci-

tor would tamper the measurements. Therefore, both graphite contacts are placed on the same

side of the pellet, laterally separated by≈1 mm. Gold wires are attached to the graphite paper

using carbon paste and connected to a Keithley 2400 multimeter.

The hygrometer properties are measured under a stream of synthetic air (a mixture of N2 and O2

at volume ratio 78/22) with an initial water content < 3 ppm. The moisture content of the gas is

defined in ppm by volume, which is proportional to the ratio of the water vapor partial pressure

to the total system pressure. To achieve RH≈100% the air stream is going through a saturated

water solution of CuSO4×5H2O. The stream of humid air is then reunited with the dry air stream

in a controlled way to obtain the desired RH for the measurements. After that the steam is guided

into the sealed desiccator equipped with an exhaust pipe and connectors to the multimeter.
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Figure D.2 – (a) Dependence of current on RH in the pressed powder MA3Bi2Br9 sensor at 10
V bias voltage. (b) Dependence of the resistance of MA3Bi2Br9 on RH.

D.2.1 Detection range

With the described setup it is possible to control the humidity in the desiccator and achieve

a reliable RH range from 0.7-95.8% measured by a commercial humidity sensor Sensirion SHT

31. The MA3Bi2Br9 is connected by wires and closed in the desiccator next to the commercial

humidity sensor.

It is observed that the MA3Bi2Br9-based sensor is operable at the full measuring range (0.7-

95.8% RH). The rise in RH from 0.7% to 95.8% is accompanied by the increased current from

10−4 to 102 µA, as shown in Figure D.2a. The sensor response at different RH is represented in

the inset in Figure D.2a as a set of I-V curves, from which the current values are extracted. As

can se seen, the current value increases exponentially with higher relative humidity.

The MA3Bi2Br9 sensor demonstrates high selectivity towards water, as no change in resistivity

is observed under exposure to CO2, Ar, N2 and O2 gases.

For more precise measurements, the sensor is placed in a glovebox equipped with an Electro-

Tech System (ETS) microprocessor humidification/dehumidification system model 5100, which

allows the most precise control of the humidity. A linear trend in Figure D.2b is observed in the

logarithmic scale as resistivity drops from 10−5 to 10µΩwhen RH changes from 0.7% to 95.8%

RH.

The normalized sensitivity of the humidity sensor reaches the value of Sh = |∆R|/R0 = 9.5 ×
103 at 10 V bias voltage, where∆R is the difference in the resistance under humidity exposure

and R0 is the resistance before the exposure [185]. The value of Sh is substantially enough for

humidity detection application.

While pellets show logarithmic trend in response over the whole RH measuring range, the single

crystal demonstrates a plateau until 50% RH (Figure D.3) And the nanowires response to RH

does not give unique value of the resistivity to RH values.
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Figure D.3 – Resistivity measurements
of three types of MA3Bi2Br9 sensor:
powder pellets and single crystal at 10
V bias voltage and nanowires at 100
mV under different RH values.

D.2.2 Stability

To test the sensor stability, measurements were repeated over a month. The sensor was stored

at ambient conditions.

No change in the signal for powder pellets was observed, indicating that the sample has not

degraded and no water inclusion has occurred during the storage. A slow degradation of sensing

properties of the MA3Bi2Br9 nanowires was observed over time.

Generally, powder pellets are found superior to both, the single crystal and nanowires, in all

characteristics.

D.2.3 Humidity response time

The response and recovery periods are measured as the time required for the signal to reach

a certain value as a response to external stimuli. Here, the response time, tr es , is the time at

which 90% of current value∆I = Ip − Ib is reached, where Ip is the current at the peak of the

signal at 55% RH and Ib is the average current at the baseline at 25% RH. In the same manner,

the recovery time, tr ec , is the time required for the signal to return back to 10% of∆I .

Response times of all three types of MA3Bi2Br9 sensors are fast, ranging from 1.5-1.7 s, followed

by recovery times ranging from 4.1-7.1 s to get from 25-55% RH (Figure D.4). For comparison the

commercial Sensirion SHT 31 sensor is measured, which demonstrates response and recovery

times tr es/tr ec = 3.4/13.8s in the same RH range. The best results are obtained with the powder

pressed MA3Bi2Br9 in pellets, tr es/tr ec = 1.5s/4.1s.

Differential thermogravimetric analysis shows that MA3Bi2Br9 is stable towards thermal decom-

position up to 573 K. Therefore, an influence of the temperature on the humidity sensor was

investigated. By gradual heating, it is possible to shorten the response times down to tr es/tr ec =

1.5s/1.5s at 308 K for 30-65% RH interval (Figure D.5). The shorter response and recovery times

at higher temperatures are accompanied by a weakening of the signal, albeit the signal-to-noise

ratio is still large in the detection range, owing to the high sensitivity of the sample.
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Figure D.4 – Comparison of humidity
response between three types of
MA3Bi2Br9 and a commercial sensor.

Figure D.5 – Temperature dependence of the MA3Bi2Br9 pellet (a) Response from 30% to 65%
RH at 298, 303 and 308 K. (b) Response and recovery times shortening upon heating.

Dynamical measurements of humidity are performed by parallel exposures of the sensor to a

short stream of humid air. Figure D.6 shows a comparison of MA3Bi2Br9 pellets sensor with the

commercial one over several detection cycles. As can be seen from the measurements, response

of the MA3Bi2Br9-based sensor is faster than of the commercial sensor. Over a month after

initial measurements, good reproducibility and stability of the device are demonstrated.

Surface vs. bulk water absorption

In the following part it will be shown, that the change in the conductivity by exposure MA3Bi2Br9

to a humid atmosphere is only due to surface effects.

As for a single crystal the resistance value remains unchanged until≈50% RH, then begins to

follow a linear trend (similar to the microcrystalline sample, Figure D.3), it may be attributed

to the conductivity of material without the contribution from the adsorbed water. Effectively,

it makes this type of the detector unsuitable for low RH.

In contrast, a larger surface of polycrystalline sample (powder pellet) of comparable volume

allows more water to be collected, resulting in drastically lower resistivity at the same RH. For
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Figure D.6 – Response time
measurements of powder pel-
lets in comparison to the com-
mercial sensor from RH 25-50%.
The signals are scaled to normal.

Pristine Thermally treated

Chemical formula (CNH6)3Bi2Br9 (CNH6)3Bi2Br9

Space group Trigonal, P 3̄m1 Trigonal, P 3̄m1
Temperature, K 276 276

a, c (Å) 8.2169(3), 10.0027(5) 8.2187(3), 10.0065(5)
V (Å3) 584.88(4) 585.36(3)
λ, Å 0.64109 0.64109

R(obs),wR(obs),R(al l ),wR(al l ) 0.018, 0.025, 0.018, 0.025 0.019, 0.026, 0.019, 0.026
Rp,wRp 0.017, 0.022 0.018, 0.024

∆ρmax ,ρmi n (eÅ−3) 0.76, -1.6 0.78, -1.92

Table D.2 – Experimental details for the "wet" and "dry" powder MA3Bi2Br9 sample structure
determination and refinement

instance, at 50% RH, the resistance of single crystal is≈109Ω, while in pressed pellet it is only

≈107 Ω.

Moreover, in the polycrystalline sample the grain boundaries increase net resistance at lower

RH, allowing to measure values below the threshold of the single crystal sample (up to≈1011

Ω at 0.7% RH).

XRD measurements supports the suggestion that the conductivity of MA3Bi2Br9 is a surface

phenomenon. Two types of powder samples are sealed in glass capillaries: one at the 95.7%

(“wet”) RH and an other at 0.3% (“dry”) RH. Structure refinement shows no difference between

the "wet" and "dry" samples. Crystallographic characteristics and the main details of the

structure refinement are listed in Table D.2 for the "wet" and "dry" samples. A slightly higher

volume of the unit cell found for the "wet" sample, Vw = 585.36(3) Å3, in comparison to the

pristine one, Vp r = 584.88(4) Å3, can be explained by the amount of adsorbed water on the

surface of crystallites. The presence of water is also confirmed by a slightly higher background

characteristic of the XRD profile for the "wet" sample.
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Therefore, since no detectable change in XRD profiles is observed, it may be concluded that no

water incorporates into the sample structure. An effect from humidity is confined to the surface

of MA3Bi2Br9, where a conductive effect happens in accordance to the Grotthuss mechanism

[186], involving proton hopping between adsorbed water molecules.

D.3 Conclusion

A lead-free perovskite-related material for humidity sensors was characterized and tested. Fol-

lowing the synthesis, detailed crystal structural refinement was performed for all the prepared

forms of MA3Bi2Br9, showing that the bulk crystal structure is stable and indifferent to water.

Sensor properties were measured in both static and dynamic conditions of relative humidity.

While the sensor is stable and active over the whole humidity range (0.7-95.8% RH), it is also

faster than the commercial ones, with response/recovery time of 1.5s/4.1s.
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