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Shapes From Echoes: Uniqueness From
Point-to-Plane Distance Matrices
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Abstract—We study the problem of localizing a configuration of
points and planes from the collection of point-to-plane distances.
This problem models simultaneous localization and mapping from
acoustic echoes as well as the “structure from sound” approach
to microphone localization with unknown sources. In our earlier
work we proposed computational methods for localization from
point-to-plane distances and noted that such localization suffers
from various ambiguities beyond the usual rigid body motions; in
this paper we provide a complete characterization of uniqueness.
We enumerate all cases of configurations which lead to the same
distance measurements as a function of the number of planes and
points, and algebraically characterize the related transformations
in both 2D and 3D.

Index Terms—Point-to-plane distance matrix, inverse problem
in the Euclidean space, uniqueness of the reconstruction, collocated
source and receiver, indoor localization and mapping.

I. INTRODUCTION

LOCALIZATION methods are traditionally based on ge-
ometric information (angles, distances, or both) about

known objects, often referred to as landmarks or anchors. Fa-
mous examples include global positioning by measuring dis-
tances to satellites and navigation at sea by measuring angles of
celestial bodies. More recent work on simultaneous localization
and mapping (SLAM) addresses the case where the positions of
landmarks are also unknown.

In this paper, we address localization from distances to (un-
known) planes instead of the more extensively studied local-
ization from distances to points. Concretely, given pairwise
distances between a set of points and a set of planes, we wish
to localize both the planes and the points. It is clear that a
single point does not allow unique localization. As we will show,
localization is in general possible with multiple points, but there
are curious exceptions.
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Localization from point-to-plane distances models many
practical problems. Our motivation comes from indoor local-
ization with sound. Imagine a mobile device equipped with
a single omnidirectional source and a single omnidirectional
receiver that measures its distance to the surrounding reflectors,
for example by emitting acoustic pulses and receiving echoes.
The times of flight of the first-order echoes recorded by the
device correspond to point-to-plane distances. They could be
used to pinpoint its location given the positions of the walls,
but the problem is harder and more interesting when we do not
know where the walls are. A similar principle is used by bats to
echolocate, although we do not assume having any directional
information. Another problem that can be cast in this mold is
the well-known “structure from sound” [1], where the task is to
localize a set of microphones from phase differences induced by
a set of unknown far field sources.

In this work, we focus on uniqueness of reconstruction from
point-to-plane distance matrices (PPDMs). Unlike in the case of
localization from points, where with sufficiently many points the
only possible ambiguities are those of translation, rotation, and
reflection [2], our analysis shows that localization from PPDMs
exhibits additional ambiguities that correspond to certain con-
tinuous deformations of the points–planes system.

A. Related Work

The PPDM problem is related to the more standard multi-
dimensional unfolding [3]: localization of a set of points from
distances to a set of point landmarks. There are several variations
of this problem that correspond to different assumptions on
what is known: 1) given distances to known landmarks, localize
unknown points (i.e., estimate the unknown trajectory), 2) given
distances to known points, reconstruct unknown landmarks (i.e.,
map the unknown environment), 3) estimate both unknown
landmarks and unknown points from their pairwise distances.

The first variation is solved by simple multilateration when
the association between the landmarks and the received signals is
known [4]. When the association is unknown, it must be inferred
jointly with the positions [5]. The second scenario is a topic of
active research in signal processing and room acoustics, where
it is known as “hearing the shape of a room” [6]–[8]. Much of
that work assumes that the geometry of the microphone array
is known. Then, since the source is fixed, the landmarks are
modeled by points that correspond to virtual sources. In the
third scenario, when neither the landmarks nor the points are
known, we deal with an instance of SLAM. In general SLAM,
the task is to simultaneously build some representation of the
map of the environment and estimate the trajectory. Different
flavors of SLAM involve different sensing modalities, but our
interest is primarily in SLAM from reflections of sound or
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radio waves from walls, as well as solutions based on multiple
sensor modalities that provide range measurements [9]–[12]. In
this context, the “map” consists of the positions of the planar
reflectors.

The existing related literature can be broadly categorized into
three groups. In the first group, a mobile robot is equipped
with a microphone array or multimodal sensors, and aims to
localize multiple interfering sound sources inside a reverberant
environment [13]–[17]. Such methods often require high-end
equipment [12] or precise calibration of microphone positions
in the array, sometimes combined with beamforming [13], [14].

The second group involves more recent works that rely on
simpler mobile devices equipped with either a source or a
receiver [18]–[24]. To recover rooms, the devices leverage mul-
tipath wave propagation from static anchors, and the fact that the
echoes correspond to range measurements from virtual anchors.
Combined with Bayesian techniques such as belief propagation
that jointly perform data association and estimate the state of
the mobile agent and the environment, this can lead to robust
SLAM [24]; beyond timing, valuable information is contained in
the amplitude statistics of the multipath components [25], [26].
In [27], the authors present a setup in which the mobile agent is a
commodity smartphone acting as a receiver, while the source is
fixed at an unknown location; their approach handles unlabeled,
missing and spurious echoes in realistic environments.

The third group, which we address here, comprises setups
with no fixed beacons inside rooms, and a mobile robot capable
of only rudimentary sensing. This group has received the least
attention, but it is appealing from a cost and technological per-
spective. Moreover, it overcomes the drawbacks associated with
the second group, where the reconstruction accuracy depends
not only on the receiver’s trajectory, but also on the position
of the static anchors. The authors in [28] and [29] propose
to reconstruct the geometry of walls from short-range room
scans obtained by a sound source and two microphones on a
smartphone. The short-range scans reveal distances between the
smartphone and the nearby walls. In [30], the authors present a
biomimetic sonar with one emitter and two receivers. They rely
on the echolocation-related transfer function (ERTF) to estimate
the angles of arrival of echoes, and compute the distances
between the sonar and the walls from the measured propagation
times of echoes.

As evident from the above discussion, prior work on indoor
localization from audio and radio waves mostly focuses on
computational aspects. However, more recent research in the
context of 5G multipath-based positioning and mapping lever-
ages geometry-based stochastic model of the received signal
to derive theoretical position error bounds [31]–[34]. In [33],
the authors derive the Cramér-Rao bound on the estimation un-
certainty for the receiver position and orientation using a single
transmitter in a multiple-input-multiple-output (MIMO) system.
Moreover, the results in [34] show that one can reconstruct the
state of the agent (pose, orientation and time synchronization)
and the geometry of a room from at least three non-line-of-sight
multipath components.

In the context of localization and mapping from point-to-
plane distances, prior studies have also been primarily com-
putational [35]–[37]. An exception is [38], where the authors
consider a setup like ours and show that the uniqueness of the
mapping between the first-order echoes and the room geometry
is guaranteed for all polygons except parallelograms. A related
uniqueness question is addressed in [39]. The authors show that

one can reconstruct a room from the first-order echoes from
one omnidirectional speaker to four non-planar microphones,
located on a drone with generic position and orientation. Lastly,
we point out problems with uniqueness in our conference pa-
pers [40], [41], but a complete study was up to now absent.

B. Our Contributions

An appeal of our setup with a collocated source and receiver,
is that it does not require any preinstalled infrastructure. Unlike
many other methods, localization from PPDMs corresponds to
range-only SLAM, as the omni-directionality assumption pre-
vents us from having any knowledge about the angles of arrival
of echoes. Moreover, conventional approaches to SLAM rely on
some noisy estimate of the trajectory, which is not assumed to
be available in our setup. We also do not assume any motion
model and allow for arbitrary configurations of waypoints.

We study uniqueness of reconstruction of points–planes con-
figurations from their pairwise distances. We derive conditions
under which the localization is unique, and provide a complete
characterization of non-uniqueness by enumerating the cases of
configurations that lead to same PPDMs. Since we are motivated
by SLAM, we refer to points–planes configurations as rooms and
trajectories. The conclusions, however, are general, and can be
applied to any of the discussed applications.

Finally, while PPDMs provide a good basic model for SLAM
from echoes with a collocated source and receiver, the full
SLAM presents a number of additional challenges. Our results
are relevant for any modality which allows one to measure
distances to walls, be it light, radio, or sound. We do not
address the various modality- or application-specific details
and measurement techniques. In the acoustic case, problems of
associating echoes to walls [42], dealing with missing and false
positive echoes [24], [25], and distinguishing first-order from
higher-order echoes will be addressed in a companion paper.
Here we assume having a full PPDM as defined in Section II.

We begin by specifying the problem setup in Section II. A
general study of uniqueness is given in Section III, followed
by the detailed analyses of the 2D and 3D case in Sections IV
and V. In Section VI we discuss implications of our results for
applications and explain how geometric priors can help stabilize
the problem. These strategies are thoroughly tested in computer
experiments in Section VII.

II. PROBLEM SETUP

Suppose a mobile device carrying an omnidirectional source
and an omnidirectional receiver traverses a trajectory described
by N waypoints {rn}Nn=1. At every waypoint, the source pro-
duces a pulse, and the receiver registers the echoes. In a collo-
cated setup the propagation times of the first-order echoes give
the distances between the waypoints and walls. The distance dnk
between the nth waypoint and the kth wall is given by

dnk = 1
2cτnk, (1)

where c is the speed of sound and τnk is the propagation time of
the first-order echo.

To describe a room, we consider K walls {Pk}Kk=1 (lines in
2D and planes in 3D) defined by their unit normals nk ∈ Rm

and distances from the origin qk ∈ R,Pk = (nk, qk). Herem ∈
{2, 3} denotes the dimension of the space. For any x ∈ Pk we
have 〈nk,x〉 = qk. We illustrate the setup in Fig. 1.
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Fig. 1. Illustration of N = 3 points {rn}Nn=1 and K = 4 walls {Pk}Kk=1
with the corresponding PPDM.

Given the distances between walls and waypoints,

dnk = dist(rn,Pk) = qk − 〈rn,nk〉 , (2)

for n = 1, . . ., N and k = 1, . . .,K, we define

D
def
= [dnk]

N,K
n,k=1 ∈ RN×K (3)

to be the point-to-plane distance matrix (PPDM); we always
assume N ≥ K.

By setting q
def
= [q1, . . . , qK ]�, R

def
= [r1, . . . , rN ], and N

def
=

[n1, . . . ,nK ], we can express a PPDM as

D = 1q� −R�N, (4)

where q is the vector of distances between the planes and the
origin, columns of R ∈ Rm×N are the waypoint coordinates,
and columns of N ∈ Rm×K outward looking normal vectors of
the planes.

A pair of planes and waypoints defines a room–trajectory
configuration R = ({Pk}Kk=1, {rn}Nn=1), and the correspond-
ing PPDM D(R). In realistic convex configurations, all entries
of the PPDM (4) are non-negative. However, in our generalized
definition of a room, the waypoints can lie on either side of a
wall, so we allow for signed distances.

Our central question is whether a given PPDM D(R) speci-
fies a unique room–trajectory configuration R, or, equivalently,
whether the map R �→ D(R) is injective. It is clear that rotated,
translated, and reflected versions of R all give the same D,
so we consider them to be the same configuration. In fact, we

translate all configurations R by −r1, and thus assume r1 = 0
without loss of generality. As we will see later, this simplifies
the analysis.

We formalize the uniqueness question as follows:
Problem 1: Are there distinct room–trajectory configura-

tions R1 = ({P1
k}Kk=1, {r1n}Nn=1) and R2 = ({P2

k}Kk=1,
{r2n}Nn=1) which are not rotated, translated, and reflected
versions of each other, such that D(R1) = D(R2)?

III. UNIQUENESS OF THE RECONSTRUCTION

Perhaps surprisingly, there are many examples of rooms from
Problem 1. The main tool in identifying the sought cases of
room–trajectory configurations with the same PPDMs is the
following lemma.

Lemma 1 (Non-uniqueness criterion): Two room–trajectory
configurations R0 = ({P0

k}Kk=1, {r0n}Nn=1) and R =
({Pk}Kk=1, {rn}Nn=1) have the same distance measurements,
D(R0) = D(R), if and only if

R̄�N̄ = 0, (6)

where

R̄
def
=

[
R0

−R̄

]
=

[
r01 . . . r0N
−r1 . . . −rN

]
, (7)

N̄
def
=

[
N0

N

]
=

[
n0
1 . . . n0

K

n1 . . . nK

]
, (8)

and the translation of R and R0 is such that r1 = r01 = 0.
Proof: R0 and R have the same PPDM if and only if for

every 1 ≤ k ≤ K and 1 ≤ n ≤ N ,

d0nk = dnk

⇐⇒ q0k − (r0n)
�n0

k = qk − r�nnk.

The fact that r01 = r1 = 0 for n = 1 implies that q0k = qk for
every 1 ≤ k ≤ K. Thus, in the matrix form we have,

D(R0) = D(R)

⇐⇒ (R0)�N0 −R�N = 0

⇐⇒
[
R0

−R

]� [
N0

N

]
= 0.

�
From (6), it follows that given a PPDM D(R0), both R0 and

R are valid solutions to the problem of reconstructing rooms and

N̄�
2D =

⎡
⎢⎢⎢⎢⎣

cosϕ0
1 sinϕ0

1 cosϕ1 sinϕ1

cosϕ0
2 sinϕ0

2 cosϕ2 sinϕ2

...
...

...
...

cosϕ0
K sinϕ0

K cosϕK sinϕK

⎤
⎥⎥⎥⎥⎦ ,

N̄�
3D =

⎡
⎢⎢⎢⎢⎣

sin θ01 cosϕ
0
1 sin θ01 sinϕ

0
1 cos θ01 sin θ1 cosϕ1 sin θ1 sinϕ1 cos θ1

sin θ02 cosϕ
0
2 sin θ02 sinϕ

0
2 cos θ02 sin θ2 cosϕ2 sin θ2 sinϕ2 cos θ2

...
...

...
...

...
...

sin θ0K cosϕ0
K sin θ0K sinϕ0

K cos θ0K sin θK cosϕK sin θK sinϕK cos θK

⎤
⎥⎥⎥⎥⎦ (5)
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trajectories from PPDMs. In other words, R0 and R belong to
the set of room–trajectory configurations with the same PPDMs,
which we define as

[
R0

] def
=

{
R ∈ T

∣∣ D(R) = D(R0)
}
. (9)

Here, R0 is a generator of the set and T is a collection of all
room–trajectory configurations ({Pk}Kk=1, {rn}Nn=1), such that
nk ∈ Rm with n�

knk = 1, qk ∈ R, and rn ∈ Rm for 1 ≤ k ≤
K, 1 ≤ n ≤ N . From (9) and Lemma 1, it further follows that
the set of room–trajectory configurations with the same PPDMs
can be specified as:

[
R0

]
=

{
R ∈ T

∣∣ R̄�N̄ = 0
}
, (10)

where R̄ contains the coordinates of the waypoints of the two
equivalent roomsR0 andR, while the columns of N̄ are the wall
normals of R0 and R; they are given in (7) and (8), respectively.

We now characterize the sets (10) by analyzing R̄�N̄ = 0.
This relation is satisfied when the columns of R̄ are in the
nullspace of N̄�. We parameterize the unit-norm columns of
N̄� =

[
N0� N�] as

n0
k =

[
cosϕ0

k

sinϕ0
k

]
and nk =

[
cosϕk

sinϕk

]
(11)

in 2D, and

n0
k =

⎡
⎣sin θ

0
k cosϕ

0
k

sin θ0k sinϕ
0
k

cos θ0k

⎤
⎦ and nk =

⎡
⎣sin θk cosϕk

sin θk sinϕk

cos θk

⎤
⎦ (12)

in 3D; N̄� is written out in (5) shown at bottom of the previous
page. The wall normals N0 and N of the two room–trajectory
configurations R0 and R are uniquely determined by the an-
gles {ϕ0

k}Kk=1 and {ϕk}Kk=1 in 2D, or by the pairs of angles
{θ0k, ϕ0

k}Kk=1 and {θk, ϕk}Kk=1 in 3D, where ϕ0
k, ϕk ∈ [0, 2π)

and θ0k, θk ∈ [0, π). As the converse is also true—the matrix N̄
uniquely determines the angles—we interchangeably use both
notations.

To find the configurations that are not uniquely determined
by PPDMs, we impose linear dependencies among the columns
of N̄�: we select any r linearly independent columns of N̄�

and assume that the remaining columns are their linear combi-
nations. Restricting the analysis to a particular column selection
does not reduce generality, as shown in Appendix.

In addition to these linear dependencies, the columns in (5) are
also subject to non-linear relationships due to the normalization
constraint. Indeed, N̄� has K rows, 2 m columns, and only
2(m− 1)K free parameters. The combination of these linear
and non-linear dependencies determines the sets of the rooms
and trajectories with the same PPDMs. Our goal is to character-
ize these sets.

Specifically, for every set we want to find a reference config-
uration R0 that identifies the set, and a rule that generates other
R with the same PPDM. Letting r = rank(N̄), the analysis
is performed for every r ∈ {1, . . . , 2 m− 1} in six steps. We
introduce and explain those steps on the case r = 2 in 2D, rather
than r = 1 which gives degenerate solutions (we analyze r = 1
subsequently).

As we will see, most of the identified cases correspond to
rooms that are in some sense degenerate (for example, a “room”

with all walls parallel), although as points–planes configurations
they are perfectly reasonable.

The analysis in Section IV and Section V together with the fact
that Lemma 1 is sufficient and necessary prove that the union of
all sets described in this paper (see Fig. 2) is in fact the set of all
possible configurations that are not uniquely determined by their
PPDM. In other words, a room can be uniquely reconstructed
from a PPDM (modulo rigid motions) if and only if it does not
belong to one of the cases illustrated in Fig. 2.

Theorem 1: In 2D, a room–trajectory configuration is not
uniquely determined by its PPDM, modulo rigid transforma-
tions, if and only if at least one of the following holds: 1)
waypoints are collinear, 2) all walls are parallel (infinitely long
corridors), 3) walls form a parallelogram possibly extended by
parallel walls (see Fig. 2). In 3D, a room–trajectory configuration
is not uniquely determined by its PPDM, modulo rigid transfor-
mations, if and only if at least one of the following holds: 1)
K < 6, 2) waypoints are coplanar, 3) the configuration is in one
of the cases summarized in Fig. 2.

IV. CLASSIFICATION OF 2D CONFIGURATIONS

We begin by the easier 2D analysis, i.e.m = 2. For N̄� to have
a nullspace, we must have r ∈ {1, 2, 3}. For all r the analysis
is performed as a sequence of six steps, which we describe in
detail for r = 2.

A. 2D Rank-2: Parallelogram Rooms

1) Linear dependence: We select r linearly independent
columns of N̄�, denoted ci ∈ RK , i = 1, . . . , r, and denote the
remaining columns of N̄� by ck ∈ RK , k = r + 1, . . . , 2 m.
We let ck for k > r be linear combinations of ck for k ≤ r:

[
cr+1 . . . c2 m

]�
= T

[
c1 . . . cr

]�
, (13)

for some T ∈ R(2m−r)×r.
Concretely, for r = 2, we assume that the first two columns

of N̄� are linearly independent, while the third and the fourth
column are their linear combinations. We prove in Appendix
that this particular choice of columns does not incur a loss of
generality in this or any of the other cases. From (5), for every
k we have that[

cosϕk

sinϕk

]
= T

[
cosϕ0

k

sinϕ0
k

]
, where T =

[
a b

c d

]
. (14)

2) Reparametrization: When r ≤ m, we can rearrange the
columns so that the right-hand side of (13) contains the normals
of the reference configuration R0, while the left-hand side
has the normals of the putative equivalent configuration R. In
particular, we obtain

N� = T′N0�, (15)

where T′ ∈ Rm×m. T′ can be decomposed as a product T′ =
QUof an orthogonal matrixQ and an upper triangular matrixU.
Q acts as a rotation and a reflection, so without loss of generality
we set Q = I and T′ = U. That is, we assume that the entries
of T′ below the diagonal are 0, which removes the rotational
degrees of freedom. Since (15) contains a subset of equations
from (13), we propagate this change back to (13) by modifying
the corresponding elements of T.
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Fig. 2. An overview of the sets of the room–trajectory configurations with respect to PPDMs in 2D and 3D. The first row references the set-defining equation;
determines the case. The middle part characterizes the set generator (wall orientations in the reference room in the grey box; information about the corresponding
trajectories in the white box). The bottom part describes transformations of the reference to equivalent walls and waypoints and references corresponding equations;
“cstr” indicates additional constraints on T. Where appropriate, we provide a short description of the transformation.

When r = m, the original system of equations (14) already
has a form of (15). Therefore, we only need to set c = 0 and
obtain an upper triangular matrix,

T =

[
a b

0 d

]
, (16)

where

b = 0 and (a, d) = (±1,∓1) (17)

excludes the reflections.
Moreover, because in the set of room–trajectory configura-

tions with the same PPDMs any room from the set can be a
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reference room, there is a symmetry between the reference R0

and the equivalentR, soT� should be invertible. In other words,
the determinant of T� must be non-zero, or, equivalently, a = 0
and d = 0.

3) Reference room: To find a reference room, we solve (14)
for the normals {ϕ0

k}Kk=1. We observe that

(a cosϕ0
k + b sinϕ0

k)
2 + (d sinϕ0

k)
2

= cosϕ2
k + sinϕ2

k = 1, (18)

so the angles of the reference room cannot be chosen arbitrarily.
To find the values of {ϕ0

k}Kk=1 with respect to parameters a, b
and d, we solve (18) and obtain

A cos2 (2ϕ0
k) +B cos (2ϕ0

k) + C = 0, (19)

where

A = (a2 − b2 − d2)2 + 4a2b2,

B = 2(a2 − b2 − d2)(a2 + b2 + d2 − 2),

C = (a2 + b2 + d2 − 2)2 − 4a2b2. (20)

Let firstA = 0. Then (19) has two solutions: a = 0, b2 = −d2

and b = 0, a2 = d2= 1. The first one makes (19) inconsistent,
while the second one violates (17).

For A = 0, we have

cos (2ϕ0
k) =

−B ±
√
B2 − 4AC

2
A. (21)

There are eight solutions for ϕ0
k, four of which satisfy (14). The

valid solutions always come as pairs (ϕ0
1, ϕ

0
2) = (ϕ0

1, ϕ
0
1 + π)

and (ϕ0
3, ϕ

0
4) = (ϕ0

3, ϕ
0
3 + π).

4) Equivalent rooms: From (13), we identify the transforma-
tion that takes the normals of the reference room to the normals of
an equivalent room. The corresponding angles in the equivalent
room are computed from (14),

ϕk = f(ϕ0
k, sk, a, b, d)

= atan
d sinϕ0

k

a cosϕ0
k + b sinϕ0

k

+ skπ, (22)

where sk ∈ {0, 1}.
5) Corresponding trajectories: Next, we find the waypoints

{r0n}Nn=1 and {rn}Nn=1 that lie in the nullspace of N̄�. The
nullspace is spanned by:

v1 =
[
−a, −b, 1, 0

]�
,

v2 =
[
0, −d, 0, 1

]�
,

so the columns of R̄ are of the form[
r0n
−rn

]
= v1γ1 + v2γ2, (23)

where γ1, γ2 ∈ R. The waypoints in the reference room are cho-
sen without restrictions, while the waypoints in the equivalent
room are obtained by applying a non-rigid transformation

rn = (T�)
−1
r0n. (24)

This transformation corresponds to shearing followed by scal-
ing. To show that, without loss of generality we can consider a

Fig. 3. Parallelogram rooms with the same PPDM.

reference room to be rectangular, so that ϕ0
1 = π/2 and ϕ0

2 = π.
Then, (19) simplifies to A−B + C = 0 and A+B + C = 0
for k = 1 and k = 2, respectively, which further implies that
a2 + d2 = 1 and b2 = 1. The matrix (T�)

−1
can be factorized

into a product of a scaling matrix and a shear matrix as:

(T�)
−1

=

[
1
a 0

0 1
d

] [
1 0

± 1
a 1

]
,

with a2 + d2 = 1.
6) Configurations with the same PPDMs: The solutions

of (21) suggest that we can construct a reference room by
arbitrarily choosing two wall normals, ϕ0

1 and ϕ0
3, and solving

the system of two equations (19) with k ∈ {1, 3}. This fixes two
parameters (e.g., a and b) in T and leaves the third (e.g., d)
free to generate an infinite number of rooms equivalent to the
reference room. Reference rooms are not restricted to only two
walls; we can have any number of additional walls parallel to
those determined by ϕ0

1 and ϕ0
3, since they also satisfy (21).

A room–trajectory configuration R0 with walls {P0
k}Kk=1 =

{(n0
k, q

0
k)}Kk=1 and waypoints {r0n}Nn=1 is a generator of a set of

room–trajectory configurations with identical PPDMs. The wall
normalsn0

k are chosen as described above and the waypoints are
arbitrary, r0n ∈ Rm for 1 ≤ n ≤ N . The above analysis defines
the following set of room–trajectory configurations with the
same PPDMs:[

R0
]
=

{
R

∣∣ϕk = f(ϕ0
k, sk, a, b, d),

a ∈ R \ {0}, b ∈ R, d ∈ R\{0} s.t. (17) holds, and,

a ∈ R \ {0}, b ∈ R s.t. (19) holds for k ∈ {1, 3},

sk ∈ {0, 1}, qk = q0k for 1 ≤ k ≤ K,

rn s.t. (23) satisfied for 1 ≤ n ≤ N} . (25)

There are no constraints on the distances of walls from the
origin in the reference room and we can set q0 arbitrarily. We
note that this set of equivalent rooms with respect to PPDMs
includes parallelogram rooms for K = 4, ϕ0

2 = ϕ0
1 + π and

ϕ0
4 = ϕ0

3 + π.
An example of three parallelogram configurations with the

same PPDM is illustrated in Fig. 3.

B. 2D Rank-1: Infinitely Long Corridors

1) Linear dependence: In 2D, setting rank(N̄) = 1 leads to
degenerate rooms. To show that, assume that every column of
N̄� is a scaled version of the first column,

⎡
⎣sinϕ

0
k

cosϕk

sinϕk

⎤
⎦ = T cosϕ0

k, where T =

⎡
⎣ab
c

⎤
⎦ . (26)

2) Reparametrization: These dependencies can be partially
expressed as a transformation of the normals of the reference
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room to those of the equivalent room. From (26) we have:
[
cosϕk

sinϕk

]
= T′

[
cosϕ0

k

sinϕ0
k

]
, where T′ =

[
b 0

c 0

]
. (27)

With c = 0, T′ becomes upper triangular. This eliminates rota-
tions and reflections. Propagating back to T, we get:

T =
[
a, b, 0

]�
. (28)

3) Reference room: We see that (26) constrains the normals
of the reference room, since

tanϕ0
k = a (29)

must hold for every k. That is, the wall normals of the refer-
ence room cannot be chosen arbitrarily. Letting sk ∈ {0, 1}, we
summarize both solutions to (29) as

ϕ0
k = f(sk, a) = atan a+ skπ. (30)

This implies that every ϕ0
k can only assume two values. For

K ≥ 2 walls, these values correspond to parallel walls since
ϕ0
i = ϕ0

k + π for si = 0 and sk = 1.
4) Equivalent rooms: From (26) and (28) we haveϕk ∈ {0, π}

and

a2 + 1 = b2. (31)

5) Corresponding trajectories: Though all rooms in this set
have the same geometry, there are infinitely many trajectories
that lead to the same PPDM. To see this, imagine an infinite
corridor with two parallel walls. The points on any line parallel
to the walls cannot be discriminated from distances to walls.
Formally, a basis for the nullspace of N̄� is

v1 =

⎡
⎢⎢⎣
−a

1

0

0

⎤
⎥⎥⎦ ,v2 =

⎡
⎢⎢⎣
−b

0

1

0

⎤
⎥⎥⎦ ,v3 =

⎡
⎢⎢⎣
0

0

0

1

⎤
⎥⎥⎦ ,

so the columns of R̄ have to be of the form[
r0n
−rn

]
= γ1v1 + γ2v2 + γ3v3, (32)

where γ1, γ2 and γ3 ∈ R. This further implies that the waypoints
of the reference room {r0n}Nn=1 and the y coordinates of {rn}Nn=1
in the equivalent rooms are independent and they can be chosen
arbitrarily. The x coordinates of {rn}Nn=1 are given by (32).

6) Configurations with the same PPDMs: This trivial case
results in the set of room–trajectory configurations, in which the
rooms have parallel walls. They are generated by a reference
room {P0

k}Kk=1 with the wall normals from (30), q0 ∈ RK , and
arbitrary waypoints r0n ∈ Rm for 1 ≤ n ≤ N ,

[
R0

]
=

{
R

∣∣ϕk ∈ {0, π} ,
a ∈ R, b ∈ R s.t. (31) satisfied,

sk ∈ {0, 1}, qk = q0k, for 1 ≤ k ≤ K,

rn s.t. (32) satisfied for 1 ≤ n ≤ N} . (33)

Fig. 4 shows three equivalent configurations that emerge from
this case.

Fig. 4. Example of three equivalent infinitely long corridors.

C. 2D Rank-3: Linear Trajectories

1) Linear dependence: We assume rank(N̄) = 3 so that

cosϕk = T

⎡
⎣sinϕk

cosϕ0
k

sinϕ0
k

⎤
⎦ , where T =

[
a b c

]
. (34)

2) Reparametrization: As r > m, we cannot rewrite (34) such
that the wall normals of R and R0 are on the opposite sides of
the equation, so we omit this step.

3) Reference room: From (34), we observe that the wall
orientations of the reference room are unconstrained.

4) Equivalent rooms: We can express the wall orientations ϕk

in the equivalent room as a function of ϕ0
k and entries in T,

ϕk = f(ϕ0
k, sk, a, b, c)

= skacos
b cosϕ0

k + c sinϕ0
k√

a2 + 1
− atan a, (35)

where sk ∈ {−1, 1} and the parameters a, b and c are such that

| b cosϕ0
k + c sinϕ0

k |≤
√
a2 + 1 for every ϕ0

k,

1 ≤ k ≤ K. (36)

5) Corresponding trajectories: The nullspace of N̄� is

spanned by one vector v1 =
[
−b −c 1 −a

]�
, so the

columns of R̄ satisfy [
r0n
−rn

]
= v1γ, (37)

where γ ∈ R. This can be further rewritten as

rn = Sr0n and (38)

r0n,y =
c

b
r0n,x, (39)

where S is a scaling matrix with 1
b and −a

c on a diagonal, b =
0, c = 0, and r0n = [r0n,x, r

0
n,y]

�. This suggests that the x and
y coordinates of the waypoints in both rooms are dependent,
and the trajectories are linear. Furthermore, having b = 0 and
c = 0 ensures that the waypoints in the reference room are not
restricted to lie on the x-axis or the y-axis; the trajectories can
be chosen arbitrarily as long as they are linear.

6) Configurations with the same PPDMs: A room–trajectory
configuration R0, with an arbitrary room {P0

k}Kk=1 and a linear
trajectory {r0n}Nn=1 satisfying (39), generates the following set:[

R0
]
=

{
R

∣∣ϕk = f(ϕ0
k, sk, a, b, c),

a ∈ R, b ∈ R \ {0}, c ∈ R\{0} s.t. (36) satisfied,

sk ∈ {−1, 1}, qk = q0k, for 1 ≤ k ≤ K,

rn s.t. (37) satisfied for 1 ≤ n ≤ N} . (40)

For any arbitrary room with K walls and a PPDM measured
at collinear waypoints, we can find another room with the same
PPDM obtained at different collinear waypoints; an example is
shown in Fig. 5.
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Fig. 5. Example of equivalent rooms with linear trajectories.

V. CLASSIFICATION OF 3D CONFIGURATIONS

In 3D (m = 3) we analyze the cases r ∈ {1, 2, 3, 4, 5}.

A. 3D Rank-1: Infinitely Long and Tall Corridors

1) Linear dependence: When rank(N̄) = 1 in 3D, five
columns of N̄� are scaled version of a single non-zero column,⎡
⎢⎢⎢⎢⎢⎣

sin θ0k sinϕ
0
k

cos θ0k
sin θk cosϕk

sin θk sinϕk

cos θk

⎤
⎥⎥⎥⎥⎥⎦
= T sin θ0k cosϕ

0
k, where T =

⎡
⎢⎢⎢⎢⎢⎣

a

b

c

d

e

⎤
⎥⎥⎥⎥⎥⎦
. (41)

2) Reparametrization: The requirement (41) implies the fol-
lowing relationship between the wall normals of the reference
room and those of the equivalent room:

⎡
⎣sin θk cosϕk

sin θk sinϕk

cos θk

⎤
⎦ =

⎡
⎣c 0 0

d 0 0

e 0 0

⎤
⎦
⎡
⎣sin θ

0
k cosϕ

0
k

sin θ0k sinϕ
0
k

cos θ0k

⎤
⎦ , (42)

As before, we set d = e = 0 to get an upper triangular matrix,
and c = 0 for a system to be consistent.

3) Reference room: From (41), it follows that

tanϕ0
k = a and tan θ0k =

1

b cosϕ0
k

(43)

for every k. Then,

ϕ0
k = atan a+ skπ, (44)

θ0k =

{
atan

√
a2+1
b + tkπ sk = 0,

−atan
√
a2+1
b + tkπ sk = 1,

(45)

where sk, tk ∈ {0, 1} are independent binary variables. That is,
the reference room cannot be chosen arbitrarily; the angles can
only assume two values that yield parallel walls.

4) Equivalent rooms: From (41) we also find that sinϕk = 0
and cos θk = 0, so the angle θk takes a value of π/2, while ϕk

is either 0 or π, depending on the value of tk. This dependence
arises from the fact that

c =

⎧⎨
⎩
b cosϕk

√
a2+b2+1

b2 tk = 0,

−b cosϕk

√
a2+b2+1

b2 tk = 1,
(46)

needs to be satisfied for every k for (41) to be consistent. Note
that b = 0 is implied by c = 0.

5) Corresponding trajectories: Analogously to the rank-1
case in 2D, the ambiguity in the reconstruction is due to the
multitude of consistent trajectories. Points in planes parallel to
the walls cannot be uniquely determined from distances to the

Fig. 6. Three equivalent infinitely long and tall corridors.

walls. The nullspace of N̄� is spanned by five vectors,

v1 =

⎡
⎢⎢⎢⎢⎢⎢⎣

−a
1
0
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦
,v2 =

⎡
⎢⎢⎢⎢⎢⎢⎣

−b
0
1
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦
,v3 =

⎡
⎢⎢⎢⎢⎢⎢⎣

−c
0
0
1
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦
,

v4 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
1
0

⎤
⎥⎥⎥⎥⎥⎥⎦
,v5 =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
0
1

⎤
⎥⎥⎥⎥⎥⎥⎦
,

so the columns of R̄ are[
r0n
−rn

]
= γ1v1 + γ2v2 + γ3v3 + γ4v4 + γ5v5, (47)

where γ1, γ2, γ3, γ4 and γ5 ∈ R. This implies that the waypoints
{r0n}Nn=1 in the reference room and the y and z coordinates of
{rn}Nn=1 in the equivalent rooms are independent and can be
chosen arbitrarily, whereas the x coordinates of {rn}Nn=1 are
given by (47).

6) Configurations with the same PPDMs: A set of these
degenerate room–trajectory configurations with parallel walls is
generated by a reference room {P0

k}Kk=1 with the wall normals
from (44), q0 ∈ RK , and arbitrary waypoints {r0n}Nn=1,[

R0
]
=

{
R

∣∣ϕk ∈ {0, π}, θk = π/2,

a ∈ R, b ∈ R\{0}, c ∈ R\{0} s.t. (46) satisfied,

sk ∈ {0, 1}, tk ∈ {0, 1},
qk = q0k, for 1 ≤ k ≤ K,

rn s.t. (47) satisfied for 1 ≤ n ≤ N} . (48)

An example of such room–trajectory configurations is shown
in Fig. 6.

B. 3D Rank-2: Parallelepipeds Without Bases

1) Linear dependence: Assume that the first and the second
column are linearly independent, and the others are their linear
combinations. Thus, for every wall k we have⎡

⎢⎢⎣
cos θ0k

sin θk cosϕk

sin θk sinϕk

cos θk

⎤
⎥⎥⎦ = T

[
sin θ0k cosϕ

0
k

sin θ0k sinϕ
0
k

]
,

where T =

⎡
⎢⎢⎣
a b
c d
e f
g h

⎤
⎥⎥⎦ . (49)
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2) Reparametrization: As before, (49) implies a relationship
between the normals of the reference and the equivalent room,

⎡
⎣sin θk cosϕk

sin θk sinϕk

cos θk

⎤
⎦ =

⎡
⎣c d 0

e f 0

g h 0

⎤
⎦
⎡
⎣sin θ

0
k cosϕ

0
k

sin θ0k sinϕ
0
k

cos θ0k

⎤
⎦ . (50)

By setting e, g and h to 0, we obtain the desired upper triangular
matrix and propagate this change into T,

T =

[
a c 0 0

b d f 0

]�
. (51)

We also require that c = 0 and f = 0. Otherwise, all rooms in
the set of room–trajectory configurations with the same PPDMs
have identical geometries and the orientation of every wall of
every room in the set is the same; this case has already been
covered by rank-1 in 3D.

3) Reference room: The sum of the squares of the last three
equations in (49) has to be 1 for every wall k,

(c sin θ0k cosϕ
0
k + d sin θ0k sinϕ

0
k)

2

+ (f sin θ0k sinϕ
0
k)

2 = 1, (52)

so the reference room cannot be chosen arbitrarily. From (52),
we can express θ0k as a function of ϕ0

k and the entries of T.
The first equation in (49) additionally constrains θ0k

and ϕ0
k,

tan θ0k = (a cosϕ0
k + b sinϕ0

k)
−1. (53)

We obtain a quadratic equation with respect to cos(2ϕ0
k),

(A2 +B2) cos2(2ϕ0
k)− 2 AC cos(2ϕ0

k)

+ (C2 −B2) = 0, (54)

where

A = −a2 + b2 + c2 − d2 − f2,

B = 2(ab− cd),

C = a2 + b2 − c2 − d2 − f2 + 2. (55)

We first assume A2 +B2 = 0 and solve (54) for ϕ0
k,

cos (2ϕ0
k) =

AC ±
√

A2 C2 − (A2 +B2)(C2 −B2)

A2 +B2
. (56)

We obtain four solutions forϕ0
k to (54) that satisfy (49). For each

value of ϕ0
k we can find the corresponding θ0k from (52) or (53).

Valid solutions always generate two pairs of wall normals:
{θ0k, ϕ0

k}2k=1 = {(θ01, ϕ0
1), (−θ01, ϕ

0
1 + π)} and {θ0k, ϕ0

k}4k=3 =
{(θ03, ϕ0

3), (−θ03, ϕ
0
3 + π)}. Therefore, each reference room is

made of two arbitrarily chosen walls and two walls parallel to
them, resulting in parallelepipeds without its two bases.

As the case ofA2 +B2 = 0 results in rather different geome-
tries, it is analyzed separately in Section V-C.

4) Equivalent rooms: The corresponding angles in the equiv-
alent room are computed from (49),

θk = π/2, ϕk = g(θ0k, ϕ
0
k, c, d, f) + skπ, (57)

Fig. 7. Two parallelepipeds without bases with the same PPDM.

where sk ∈ {0, 1} and

g(θ0k, ϕ
0
k, c, d, f) = atan

f sin θ0k sinϕ
0
k

c sin θ0k cosϕ
0
k + d sin θ0k sinϕ

0
k

.

(58)

5) Corresponding trajectories: The nullspace of N̄� is
spanned by four vectors,

v1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−a

−b

1

0

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,v2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−c

−d

0

1

0

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,v3 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0

−f

0

0

1

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,v4 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0

0

0

0

0

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,

so the waypoints in R̄ are related as[
r0n
−rn

]
= γ1v1 + γ2v2 + γ3v3 + γ4v4, (59)

where γ1, γ2, γ3 and γ4 ∈ R. It follows that the waypoints of the
reference room are independent and can be chosen arbitrarily,
whereas the corresponding waypoints of the equivalent rooms
are given by (59).

6) Configurations with the same PPDMs: We can set two
wall orientations of a reference room by arbitrarily choosing
ϕ0
1 and ϕ0

3, and by computing θ01 and θ03 from (53). By solving
the system of two equations (54) with k ∈ {1, 3}, we fix two
parameters (e.g., c and d) and leave the third parameter (e.g.,
f ) free to generate new rooms equivalent to the reference. Walls
parallel to those defined by (θ01, ϕ

0
1) and (θ03, ϕ

0
3) are determined

by (−θ01, ϕ
0
1 + π) and (−θ03, ϕ

0
3 + π). Recall that the solutions

of (54) always come in pairs (θ0k,−θ0k) and (ϕ0
k, ϕ

0
k + π), so

adding walls parallel to the two fixed ones does not violate (54).
As usual, we can choose q0 ∈ RK arbitrarily, and define a set

of room–trajectory configurations with the same PPDM as R0,
where {P0

k}Kk=1 is described above and {r0n}Nn=1 is arbitrary:[
R0

]
=

{
R

∣∣ϕk = g(θ0k, ϕ
0
k, c, d, f) + skπ, θk = π/2,

c ∈ R \ {0}, d ∈ R s.t. (54) satisfied, f ∈ R\{0},

sk ∈ {0, 1}, qk = q0k, for 1 ≤ k ≤ K,

rn s.t. (59) satisfied for 1 ≤ n ≤ N} . (60)

An example is illustrated in Fig. 7.

C. 3D Rank-2: Prisms Without Bases

In step 3 of the previous case, we studied A2 +B2 = 0. Now
we focus on A2 +B2 = 0 and omit steps 1 and 2 as they are
identical to Section V-B.

3) Reference room: The case of A2 +B2 = 0 leads to A =
B = C = 0 and (54) being satisfied for any value of ϕ0

k. By
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solving A = B = C = 0, we find explicit expressions for three
dependent parameters in T,

c = ±
√
a2 + 1, d = ± ab√

a2 + 1
,

f = ±
√
b2 − a2b2

a2 + 1
+ 1. (61)

Then, from arbitrarily chosen angles ϕ0
k, and the parameters

in T that satisfy (61), we compute θ0k from (52) or (53). Such a
room consists of K walls parallel to a fixed line; this means that
every triplet of walls forms a prismatic surface, or equivalently,
every wall intersects the other two along lines.

To see this, observe that the rank of the coefficient matrix N0

is 2, while the rank of the augmented matrix M0,

M0� =
[
N0� q

]
, (62)

can be 2 or 3. Indeed, the coefficient matrix from (53) is

n0
k =

1√
1 + (a cos θ0k + b sin θ0k)

2

⎡
⎣ cosϕ0

k

sinϕ0
k

a cosϕ0
k + b sinϕ0

k

⎤
⎦.
(63)

The third row of N0� is a linear combination of the first two
rows so rank(N0) = 2. From (62) it follows that rank(M0) =
3, except for a set of q of Lebesgue measure zero. A specific
case of rank(M0) = 2 occurs when the values of q are chosen
so that all walls intersect in one line.

4) Equivalent rooms: The angles of the equivalent room θk
and ϕk are computed from (57). We show that the equivalent
room is a rotated version of the reference room.

The rotation ambiguity exists despite the reparametrization in
step 2 because the normals in any equivalent room lie in a plane
(thexy-plane in the reference room). Then, transformation of the
normals of {P0

k}Kk=1 to those of {Pk}Kk=1 is determined by two
angles, instead of three for a general rotation. We can factor any
upper triangular matrix into a product of a rotation matrix around
two axes and a square matrix by two Givens rotations [43]. Thus,
T being upper-triangular still allows for rotations specified by
two angles.

We introduce a matrix R = (rij)
3
i,j=1 such that

⎡
⎣sin θk cosϕk

sin θk sinϕk

cos θk

⎤
⎦ = R

⎡
⎣sin θ

0
k cosϕ

0
k

sin θ0k sinϕ
0
k

cos θ0k

⎤
⎦ for 1 ≤ k ≤ K. (64)

Together with (50), we obtain

c = r11 + ar13, d = r12 + br13, 0 = r21 + ar23,

f = r22 + br23, 0 = r31 + ar33, 0 = r32 + br33, (65)

so we can rewrite R as

R =

⎡
⎣c− ar13 d− br13 r13

−ar23 f − br23 r23
−ar33 −br33 r33

⎤
⎦ =

=

⎡
⎣c d 0

0 f 0

0 0 0

⎤
⎦−

⎡
⎣r13r23
r33

⎤
⎦ [

a b −1
]
. (66)

Fig. 8. Two prisms without bases with the same PPDM. (a) The rooms are
identical, but the waypoints differ. (b) A bird’s eye view. The configurations
from this angle seem identical.

To see thatR is a rotation, note that fromA = B = C = 0, (66),
and (55), the columns of R are orthonormal.

5) Corresponding trajectories: The dependence of the corre-
sponding waypoints is given in (59) with an additional constraint
on the parameters in (61). Intuitively, any waypoint that lies on
a line parallel to walls generates the same PPDM.

6) Configurations with the same PPDMs: It follows that two
equivalent rooms in the rank-2 case in 3D with A2 +B2 = 0
have identical geometries, but could have different waypoints
lying on a line parallel to all walls; see Fig. 8.

D. 3D Rank-3: Miscellaneous Geometries

1) Linear dependence: The practically relevant shoebox
rooms generate configurations not uniquely determined by
PPDMs. For rank(N̄) = 3,

⎡
⎣sin θk cosϕk

sin θk sinϕk

cos θk

⎤
⎦ = T

⎡
⎣sin θ

0
k cosϕ

0
k

sin θ0k sinϕ
0
k

cos θ0k

⎤
⎦ , (67)

where

T =

⎡
⎣a b c

d e f

g h i

⎤
⎦ . (68)

2) Reparametrization: We make T upper triangular matrix by
setting d, g and h to 0. Similarly as for the case of rank-2 in 2D,
we also ensure that T be invertible by requiring a = 0, e = 0
and i = 0. Moreover, to exclude reflections we assume that

(a, e, i) = (−1, 1, 1),

(a, e, i) = (1,−1, 1),

(a, e, i) = (1, 1,−1). (69)

3) Reference room: Since in (67) we have three equations with
four angles for every wall k, we can express θ0k, θk and ϕk in
terms of an arbitrarily chosen angle ϕ0

k and the parameters in T.
Squaring and summing (67) gives

0 = (A2 +B2) sin2(2θ0k) + 2(A+ 2C)B sin(2θ0k)

+ 4 C(A+ C), (70)

where

A = a2 cos2 ϕ0
k + (b2 + e2) sin2 ϕ0

k

+ 2ab sinϕ0
k cosϕ

0
k − C − 1,

B = ac cosϕ0
k + (bc+ ef) sinϕ0

k,

C = c2 + f2 + i2 − 1. (71)
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To find θ0k, we solve (70) and obtain

cos(2θ0k) = x1 or cos(2θ0k) = x2, (72)

with

x1,2 =
A(A+ 2 C)±B

√
B2 − 4AC − 4 C2

A2 +B2
. (73)

We first considerA2 +B2 = 0, while the case ofA2 +B2 =
0 is analyzed separately in Section V-E. Analogously to the rank-
2 case in 2D or 3D, not all solutions to (72) satisfy (67); the four
valid values of θ0k are identified by verifying

1 = (a sin θ0k cosϕ
0
k + b sin θ0k sinϕ

0
k + c cos θ0k)

2

+ (e sin θ0k sinϕ
0
k + f cos θ0k)

2 + i2 cos2 θ0k (74)

for 1 ≤ k ≤ K. Contrary to the rank-2 case in 2D or 3D, the
values of A,B and C in (72) depend on ϕ0

k and the solutions
to (72) vary for different walls k. We denote them θ0k,1, θ0k,2,
θ0k,3 and θ0k,4, where θ0k,1 and θ0k,2 are computed from x1, while
θ0k,3 and θ0k,4 from x2. They satisfy θ0k,2 = θ0k,1 + π and θ0k,4 =

θ0k,3 + π.
For some fixed parameters inT, there are infinitely many ways

to arrange the walls of the reference room. The angles {ϕ0
k}Kk=1

are chosen from [0, 2π), while {θ0k}Kk=1 are computed from (72)
and (73). For any arbitrarily chosen ϕ0

k, there are four values of
θ0k that satisfy (74), θ0k,1 . . . , θ

0
k,4. This allows us to create up to

four different walls for one fixed value ofϕ0
k. For example, in one

case, for a chosen ϕ0
k we can choose only one value θ0k,jk , 1 ≤

jk ≤ 4, and create wall normals {θ0k,jk , ϕ
0
k}Kk=1. Such rooms

have different angles for every wall. In another case, some rooms
can have one value ϕ0

k associated to four walls, {θ0k,1, ϕ0
k}

K/4
k=1 ,

{θ0k,2, ϕ0
k}

K/4
k=1 , {θ0k,3, ϕ0

k}
K/4
k=1 and {θ0k,4, ϕ0

k}
K/4
k=1 .

We denote the number of independent walls (i.e., different
values of ϕ0

k) by K0. We can create reference rooms for any
K0 and given T by the procedure described above. However,
as the parameters in T need to be fixed to compute θ0k from
ϕ0
k, for every reference room there is only one equivalent room,

computed from (67).
A result that is in line with our previous analysis occurs for

K0 < 6. Then, we can construct a reference room with any K0

walls {θ0k, ϕ0
k}

K0

k=1. Furthermore, we can add walls parallel to
theseK0 walls without additionally constraining (74), so we can
have up to K = 2K0 < 12 walls in the reference room. Then,
we can solve the system of K0 equations (74) with 1 ≤ k ≤
K0 to find K0 dependent parameters in T, and generate new
equivalent rooms from (67) by changing the remaining 6−K0

free parameters in T.
4) Equivalent rooms: The transformation to equivalent rooms

is the same for all reference rooms and we find it from (67),

θk = tkf(θ
0
k, i), ϕk = g(θ0k, ϕ

0
k,T) + skπ, (75)

where

f(θ0k, i) = acos (i cos θ0k),

g(θ0k, ϕ
0
k,T) = atan

× e sin θ0k sinϕ
0
k + f cos θ0k

sin θ0k(a cosϕ
0
k + b sinϕ0

k) + c cos θ0k
,

(76)

Fig. 9. A pair of equivalent rooms in 3D.

Fig. 10. Rooms with less than six walls in 3D with identical PPDMs.

tk ∈ {−1, 1} and sk ∈ {0, 1}. The choice of tk uniquely deter-
mines sk, such that (67) is satisfied.

5) Corresponding trajectories: The nullspace of N̄� is
spanned by three vectors in all of the aforementioned cases,

v1 =
[
−a, −b, −c, 1, 0, 0

]�
,

v2 =
[
0, −e, −f, 0, 1, 0

]�
,

v3 =
[
0, 0, −i, 0, 0, 1

]�
.

Then, [
r0n
−rn

]
= v1γ1 + v2γ2 + v3γ3, (77)

where γ1, γ2 and γ3 ∈ R. The waypoints in one room are chosen
arbitrarily and a non-rigid transformation T� is applied to
compute the waypoints in the equivalent room, rn = (T�)−1r0n.

6) Configurations with the same PPDMs: A set of room–
trajectory configurations with the same PPDMs is given as[

R0
]
=

{
R

∣∣ϕk = g(θ0k, ϕ
0
k,T) + skπ, θk = tkf(θ

0
k, i),

K0< 6 values from {a, b, c, e, f, i} ∈ R s.t. (74) satisfied,

the remaining 6−K0 values from {a, b, c, e, f, i} ∈ R,

a, b, c, e, f, i s.t. (69) satisfied, and a = 0, e = 0, i = 0,

tk ∈ {−1, 1}, sk ∈ {0, 1} s.t. (67) satisfied,

qk = q0k, for 1 ≤ k ≤ K,

rn s.t. (77) satisfied for 1 ≤ n ≤ N} , (78)

where the waypoints in the reference room are chosen arbitrarily,
while the reference room {P0

k}Kk=1 can have at most K0 < 6
arbitrarily chosen walls and K0 walls parallel to them.

Two room–trajectory configurations that correspond to K0 =
K = 6 are shown in Fig. 9. The angles {ϕ0

k}Kk=1 of the reference
room (left) and the parameters in T are chosen arbitrarily, while
θ0kj

for j = 1, . . . , 4 are computed from (72) and (73). For every

k, only one value of {θ0kj
}Kk=1 is assigned to the wall k. For such

a reference room, there is only one equivalent room (right), with
wall normals from (75).

An example of an arbitrarily chosen room with five walls
(K0 = K = 5) together with the two room–trajectory configu-
rations with the same PPDMs (78) is shown in Fig. 10.

Fig. 11 illustrates an example of arbitrarily chosen three pairs
of parallel walls in a room,K0 = 3, together with the two rooms
from the same set (78).
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Fig. 11. An example of equivalent rooms with three pairs of parallel walls.

E. 3D Rank-3: Two Sets of Parallel Walls

There is another set of room–trajectory configurations with
the same PPDMs arising from rank(N̄) = 3 for A2 +B2 = 0
and cosϕ0

k = 0. One can show that these constraints lead to
rooms with arbitrarily chosen angles θ0k and constant values for
ϕ0
k (up to a shift by π), i.e., rooms with all walls parallel to a line.

An analysis similar to that in Section V-C shows that the rooms
in the same set are simply rotated versions of the reference room.

1) Reference room: We continue withA2 +B2 = 0which im-
pliesA = B = C = 0, and in addition we assume that cosϕ0

k =
0. We omit steps 1, 2 and 5 as they are identical to Section V-C.
From B = 0, it follows that

ac = 0 and bc+ ef = 0. (79)

From (79), we conclude that either a = 0, c = 0, or a = 0, c =
0, or a = c = 0. The last two cases are not of our interest as
a = 0 implies that the x coordinates of r0n are 0, and the points
lie in the yz-plane. Such a degenerate trajectory is covered in
our next case, rank(N̄) = 4, so we do not study it further here.
A similar observation can be made for a = 0, c = 0, e = 0; the
y coordinates of r0n are proportional to their x coordinates, so
the points lie in a plane, which corresponds to rank(N̄) = 4.

A new set of room–trajectory configurations with the same
PPDMs arises for a = 0, c = 0, f = 0. From C = 0, we obtain
that i = ±1, while A = 0 defines ϕ0

k,

(a cosϕ0
k + b sinϕ0

k)
2 + e2 sin2 ϕ0

k = 1. (80)

By introducing u = tan
ϕ0

k

2 and z = u2−1
u , we can find the

solutions of (80) in terms of z,

z1,2 =
2ab± 2

√
−a2e2 + a2 + b2 − e2 − 1

a2 − 1
, (81)

from which we can express the four solutions of ϕ0
k,

ϕ0
k = 2atan

zj ±
√

z2j + 4

2
,

(82)

for j ∈ {1, 2}. We observe that the normals computed from z1
generate rooms with walls parallel to a certain line �1. Analo-
gously, the normals generated by z2 are parallel to another line
�2. Therefore, to construct the reference room, we can arbitrarily
choose two values ϕ0

1 and ϕ0
2 from [0, 2π) and K values of

the angle {θ0k}Kk=1 from [0, π). Then, we match K1 values of
{θ0k}

K1

k=1 with ϕ0
1 and the remaining K2 = K −K1 values of

{θ0k}
K2

k=K1+1 with ϕ0
2. This results in a room with the two sets

of walls, where all walls in one set are parallel to a line. We can
then solve the system of two equations (80) for ϕ0

1 and ϕ0
2, to

find the values of two parameters (e.g. a and b) and leave the
third one (e.g. e) free to generate equivalent rooms.

2) Equivalent room: We find the equivalent rooms from (67)
by the same computations as in Section V-D.

4) Configurations with the same PPDMs: A set of room–
trajectory configurations with the same PPDMs also corresponds
to the one in Section V-D with c = 0, f = 0 and i = ±1. The

Fig. 12. Equivalent rooms with two groups of walls enclosing a prismatic
surface.

free parameter e generates equivalent room–trajectory configu-
rations,[

R0
]
=

{
R

∣∣ϕk = g(θ0k, ϕ
0
k, sk, a, b, c = 0, e, f = 0),

θk = f(θ0k, tk, i = ±1),

tk, sk ∈ {0, 1} s.t. (67) satisfied,

a ∈ R \ {0}, b ∈ R, e ∈ R \ {0} s.t. (69) satisfied,

a ∈ R \ {0}, b ∈ R s.t. (80) satisfied, e ∈ R\{0},

qk = q0k, for 1 ≤ k ≤ K,

rn s.t. (77) satisfied for 1 ≤ n ≤ N} , (83)

where the waypoints in the reference room are chosen arbitrarily,
while the reference room is constructed from two sets of walls,
with walls within each set being parallel to a line.

Note that the walls computed from z1 do not have to enclose
any specific shape, as long as they are equally inclined to all the
walls obtained from z2.

An interesting realistic room that belongs to this case is a
room made up of four parallel walls that are perpendicular to the
ceiling and the floor. By tilting the ceiling and the floor (changing
the value ofa), we can generate infinitely many equivalent rooms
with respect to PPDM, see Fig. 12.

F. 3D Rank-4: Planar Trajectories

1) Linear dependence: To achieve rank(N̄) = 4, we assume
that the fourth and the fifth column of N̄ are linear combinations
of the remaining four,

[
sin θk cosϕk

sin θk sinϕk

]
= T

⎡
⎢⎢⎣
sin θ0k cosϕ

0
k

sin θ0k sinϕ
0
k

cos θ0k
cos θk

⎤
⎥⎥⎦ , (84)

where

T =

[
a b c d

e f g h

]
. (85)

2) Reparametrization: As r > m, we cannot rewrite (84) so
that the normals of R and R0 are on different sides.

3) Reference room: In (84) we have two equations with four
unknown angles for every k. Since the system is underdeter-
mined, we can choose {θ0k, ϕ0

k}Kk=1 arbitrarily.
4) Equivalent rooms: We solve (84) for θk andϕk, and express

their dependence on θ0k, ϕ0
k and the parameters in T,

θk = skf(θ
0
k, ϕ

0
k,T), ϕk = tkh(θ

0
k, ϕ

0
k, θk,T), (86)
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where sk, tk ∈ {−1, 1}, and

f(θ0k, ϕ
0
k,T) = acos

−dGa − hGe ±
√
G

1 + d2 + h2
,

h(θ0k, ϕ
0
k, θk,T) = acos

d cos θk +Ga

sin θk
, (87)

and we introduced the following shortcuts:

Ga := a sin θ0k cosϕ
0
k + b sin θ0k sinϕ

0
k + c cos θ0k,

Ge := e sin θ0k cosϕ
0
k + f sin θ0k sinϕ

0
k + g cos θ0k,

G := (dGa + hGe)
2 − (1 + d2 + h2)(G2

a +G2
e − 1). (88)

Moreover, we assume that the parameters in T are such that

| −dGa − hGe ±
√
G | ≤ 1 + d2 + h2 and

| d cos θk +Ga | ≤| sin θk |, (89)

is satisfied for every triple (ϕ0
k, θ

0
k, θk), 1 ≤ k ≤ K.

5) Corresponding trajectories: The nullspace of N̄� is
spanned by two vectors,

v1 =
[
−a, −b, −c, 1, 0, −d

]�
,

v2 =
[
−e, −f, −g, 0, 1, −h

]�
,

so the nth row of R̄ is[
r0n
−rn

]
= v1γ1 + v2γ2, (90)

where γ1, γ2 ∈ R. From (90) we have that one coordinate of the
waypoints r0n and rn is a linear combination of the remaining
two, meaning that the waypoints lie in a plane. We can for
instance choose x and y coordinates of r0n arbitrarily and find
r0n,z from:

r0n,z =
cf − bg

af − be
r0n,x +

ag − ce

af − be
r0n,y.

The waypoints in the equivalent room–trajectory configuration
are then given by:

rn,x =
1

af − be
(fr0n,x − er0n,y)

rn,y =
1

af − be
(−br0n,x + ar0n,y)

rn,z = −drn,x − hrn,y.

For a system to have a solution we assume that af = be. We
could also choose y and z coordinates of r0n arbitrarily, find x as
their linear combination and require bg = cf , or, analogously,
we could choose x and z coordinates of r0n arbitrarily, find y as
their linear combination and assume that ag = ce.

6) Configurations with the same PPDMs: A set of room–
trajectory configurations generated byR0 with an arbitrary room
{P0

k}Kk=1 and a planar trajectory {r0n}Nn=1 is given as:[
R0

]
=

{
R

∣∣ θk = skf(θ
0
k, ϕ

0
k,T), ϕk = tkh(θ

0
k, ϕ

0
k,T),

a, b, c, d, e, f, g, h ∈ R s.t. (89) holds and (90) consistent,

sk, tk ∈ {0, 1}, qk = q0k for 1 ≤ k ≤ K,

rn s.t. (90) satisfied for 1 ≤ n ≤ N} . (91)

Fig. 13. Rooms with planar trajectories and the same PPDM.

We conclude that for arbitrarily chosen wall normals of the
reference room, we can always find another room with identical
distance measurements, as long as the trajectories in both rooms
are planar, as in Fig. 13.

G. 3D Rank-5: Linear Trajectories

1) Linear dependence: Finally, let rank(N̄) = 5, so that one
column of N̄� is a linear combination of the remaining inde-
pendent columns,

cos θk = T

⎡
⎢⎢⎢⎢⎢⎣

sin θk cosϕk

sin θk sinϕk

sin θ0k cosϕ
0
k

sin θ0k sinϕ
0
k

cos θ0k

⎤
⎥⎥⎥⎥⎥⎦
,

whereT =
[
a b c d e

]
. (92)

2) Reparametrization: Since r > m, this step is a no-op.
3) Reference room: From (92), we can choose walls of the

reference room arbitrarily.
4) Equivalent rooms: Furthermore, we can express θk as a

function of ϕk, θ0k, ϕ0
k and the parameters in T,

θk = f(ϕk, θ
0
k, ϕ

0
k, sk,T), (93)

where

h(ϕk, a, b) = a cosϕk + b sinϕk,

g(ϕk, θ
0
k, ϕ

0
k,T) = (· · · )

(· · · ) = acos
d sin θ0k sinϕ

0
k + e cos θ0k + c sin θ0k cosϕ

0
k√

h(a, b, ϕk)2 + 1
,

f(ϕk, θ
0
k, ϕ

0
k, sk,T) = skg(ϕk, θ

0
k, ϕ

0
k,T)

− atanh(ϕk, a, b), (94)

with sk ∈ {−1, 1} and

| sin θ0k(d sinϕ0
k + c cosϕ0

k)

+ e cos θ0k |≤
√
h(a, b, ϕk)2 + 1, (95)

for every triplet of wall parameters (θ0k, ϕ
0
k, ϕk), 1 ≤ k

≤ K.
5) Corresponding trajectories: The nullspace of N̄� is

spanned by

v1 =
[
−c, −d, −e, −a, −b, 1

]�
,

so the columns of R̄ have to be of the form[
r0n
−rn

]
= v1γ, (96)

where γ ∈ R. The above equation can be rewritten as rn = Sr0n,
where S is a scaling matrix with −a

c , − b
d and 1

e on a diagonal.
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Fig. 14. Rooms with linear trajectories and the same PPDM.

Moreover, x and y coordinates of the waypoints {r0n}Nn=1 are
only scaled values of the z coordinates, so the trajectories are
linear. With c = 0,d = 0 and e = 0we ensure that the waypoints
in the reference room are not restricted to lie on the coordinate
axes.

6) Configurations with the same PPDMs: A room–trajectory
configuration R0 with arbitrary wall normals {P0

k}Kk=1 and a
linear trajectory {r0n}Nn=1 generates the following set of room–
trajectory configurations with the same PPDMs:[

R0
]
=

{
R

∣∣ θk = f(ϕk, θ
0
k, ϕ

0
k, sk,T), ϕk ∈ [0, 2π},

a, b ∈ R, c, d, e ∈ R\{0} s.t. (95) satisfied,

sk ∈ {−1, 1}, qk = q0k, for 1 ≤ k ≤ K,

rn s.t. (96) satisfied for 1 ≤ n ≤ N} . (97)

We conclude that for any arbitrarily chosen room, we can
always find another room with the same PPDM, as long as the
trajectories in both rooms are linear. While linear trajectories
may seem a special case of the previous one, the room transfor-
mations are rather different. One example of such configurations
is illustrated in Fig. 14.

VI. IMPLICATIONS FOR SLAM IN PRACTICE

The analysis in Section IV and Section V shows that we
cannot always uniquely reconstruct points and planes from their
pairwise distances. In practice, this indicates that solving the
problem of simultaneous localization and mapping with a mobile
device that measures its distance from the walls of a room does
not have a unique solution in all environments. Here we discuss
two directions to reduce the solution space: by adding constraints
on the room geometry or by adding constraints on the trajectory
of the device.

A. Constraints on Room Geometries

As shown in the analysis, linear and planar trajectories intro-
duce additional ambiguities in the room reconstruction, so one
should avoid them. Let us thus assume in this discussion that a
trajectory is non-linear in 2D and non-planar in 3D, and provide
an overview of rooms that cannot be uniquely reconstructed from
the distance measurements.

In 2D, this concerns only parallelogram rooms. We showed in
Section IV-A that they have one degree of freedom to generate
new rooms within the set of room–trajectory configurations with
the same PPDMs. Hence, if one knows that the reconstruction
takes places in a rectangular room, it is sufficient to fix one
angle of the room to be the right angle and obtain a unique
reconstruction and localization.

In 3D, rooms from Section V-B are not uniquely determined
by the distance measurements; we call them parallelepipeds

without bases. It is clear that in reality “rooms” without ceiling
and floor are not common, but it can happen that the ceiling
and the floor are covered by materials that are not reflective
(for example, metal mesh system for the ceiling and carpets
on the floor), so that the device cannot measure its distance
from the ceiling and the floor by radio or sound waves. Similar
to parallelograms, we showed that the rooms from the set of
room–trajectory configurations with the same PPDMs can be
generated by changing one degree of freedom, and thus, if one
knows that the reconstruction takes places in a room with a
rectangular floor plan, it is sufficient to fix one angle of the
room to be the right angle and obtain a unique reconstruction
and localization.

A similar argument is valid for the rooms from Section V-E
that can be constructed from two independent sets of walls,
where all walls within a set are parallel to a line. If one set is floor
and ceiling and the other comprises side walls, we get familiar,
realistic rooms. If one knows that the floor is perpendicular to
the side walls, it is sufficient to fix the angle between two sets
of walls to be the right angle to get uniqueness.

It is not possible to identify uniqueness conditions for the
rooms in Section V-D, but they can be constrained using trajec-
tory information discussed in Section VI-B.

In conclusion, most rooms we know from daily life belong
to one of the three cases mentioned above: parallelograms,
parallelepipeds without bases, and two sets of walls parallel to
a line. For these rooms, uniqueness is guaranteed already if we
fix one degree of freedom, for example one angle.

B. Constraints on Trajectories

In addition to constraining rooms, it might be natural to
constrain trajectories. In practice, various techniques can be
used to get a noisy estimate of the motion of the device, such
as odometry, and acquire some knowledge about the trajecto-
ries. If this information was noiseless and the trajectories were
non-planar, we could uniquely reconstruct all rooms from the
distance measurements and known trajectories [36]. Even when
noisy, these additional measurements constrain the plausible
reconstructions to a neighborhood of the correct one in the
room–trajectory space. This is illustrated in Fig. 15, with the
reconstruction algorithm explained in Section VII.

VII. RECONSTRUCTION ALGORITHM AND

EXPERIMENTAL RESULTS

In this section, we study how room–trajectory configurations
can be reconstructed from PPDMs. In the noiseless case, a
room–trajectory configuration can be recovered from only a few
distance measurements by solving the polynomial equations (4),
at least in principle. In practice, however, polynomial solvers
are brittle in the presence of noise. Additionally, this algebraic
approach makes it difficult to incorporate prior knowledge we
might have about the room or the trajectory.

We therefore formulate the joint recovery as an optimization
problem and aim to estimate a room–trajectory configuration
that best fits the given measured distances. More precisely, we
formulate the problem as a low-rank matrix factorization: given
noisy and incomplete PPDM D̃, we want to jointly recover the
waypoints R̂, the wall normals in a column-unitary matrix N̂
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Fig. 15. Room–trajectory configurations equivalent to a rectangular room for
different noise levels in the motion model. We consider independent Gaussian
noise on the length and angle of the vectors between two waypoints. The
noiseless case in a) shows that there is only one room–trajectory configuration
for the given PPDM and the noiseless measurement of the trajectory. The more
noise we assume in the motion model, the more room–trajectory configurations
become feasible. Different values of signal-to-noise ratio (SNR) of lengths and
angles are illustrated from b) to e). The opacity of the rooms and trajectories is
proportional to the probability of their realization. All values are in decibels.

and the distances of the walls from the origin q̂, such that

R̂, N̂, q̂ = argmin
R,N,q

∥∥D̃−W ◦
(
1q� −R�N

) ∥∥2. (98)

A binary mask W ∈ RN×K is one at positions of measured
entries and zero otherwise, so that the noisy and incomplete D̃

is defined as D̃ = W ◦ (D+ Z). We assume that Z ∈ RN×K

is iid noise; ◦ is the Hadamard product.
The formulation (98) is not novel; for instance, it has been

used to solve the problem of localizing a set of microphones and
a set of acoustic sources from sound propagation times [1], [35].
The authors propose to reduce (4) to

D′ = −R′�N (99)

at the expense of losing one measurement. To that end, they
translate the waypoints R such that the ith waypoint is at the
origin and delete the ith column of the translated R to obtain
R′ ∈ Rm×(N−1). The distance between the translated ri and
the translated kth wall is equal to qk; hence, 1q� is eliminated
by subtracting the ith row of D from all rows in D. Lastly,
D′ ∈ R(N−1)×K is computed by deleting the ith row of this
translated D. The factorization of D′ then jointly recovers the
N − 1 non-zero waypoints in R′ and the K wall normals in N.

In the presence of noise and missing measurements, we obtain
a noisy and incomplete D̃′, such that a factorization solve (99)
might not exist. Thus, we aim to recover R and N by solving
the following minimization problem:

R̂,′ N̂ = argmin
R,′N

∥∥D̃′ +W′ ◦ (R′�N)
∥∥2, (100)

where W′ is computed from W by removing the ith row.
While the cost function in (100) is not convex, there are a

number of techniques that find local minima; empirically, they
in fact find global minima. We use the alternating optimization
(AO) algorithm [35] because it works with an incomplete PPDM
as long as the matrix contains at least one complete row. The
algorithm alternates between estimates R̂′

� and N̂�, and at each

Fig. 16. Example of four rooms with the same PPDM, whose noisy normals
are used as initial values of the AO algorithm. a) Original rooms. b)–g) Rooms
reconstructed by the AO algorithm. Initial values N̂0 are created by adding
independent Gaussian noise N (0, σ2

vI) to the vertices of the original rooms,
where σv is equal to b) 0, c) 0.1, d) 0.2, e) 0.3, f) 0.4, g) 0.5. h) Dependence of
the reconstruction error on N̂0.

step � = 0, 1, 2, . . . finds the optimal N̂� for a fixed R̂′
�−1, and

analogously, the optimal R̂′
� for a fixed N̂�−1. We use N̂0 to

denote the initial value of the wall normals and always start by
computing R̂1 given N̂0 and D̃′. This procedure is known to be
locally convergent [44].

In the following we evaluate the performacne of the AO
algorithm on different room geometries. We focus in particular
on configurations which, according to our analysis, are not
uniquelly specified by the PPDM measurements. We study how
the existence of multiple plausible rooms affects the reconstruc-
tion performance.

A. Dependence on Initial Values

We consider different parallelograms with the same PPDMs,
four of which are illustrated in Fig. 16a. We randomly generate
N = 10 waypoints inside each room and compute the corre-
sponding PPDM D′.

To evaluate the dependence of the room reconstruction on
the initial value of wall normals, N̂0, we perform the following
steps: We add independent Gaussian noise N (0, σ2

vI) to the
vertices of the original rooms. Then, we compute the wall
normals N̂0 from the noisy vertices and use them to initialize the
AO algorithm. Clearly, when σv = 0, the algorithm converges
after 1 step and the recovered rooms are identical to the original
rooms (see Fig. 16b). For σv > 0, the algorithm converges to
the parallelogram near the initial N̂0 among the parallelograms
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Fig. 17. Extension of the AO algorithm which in every iteration enforces one
angle of a room to be right. a) Several rooms reconstructed by the extended AO
algorithm. Initial values N̂0 are chosen randomly, while D̃′ is created by adding
independent Gaussian noise N (0, σ2

d) to the entries of D′. b) Dependence of
the reconstruction error on σd.

with the same PPDM (see Fig. 16c to Fig. 16g). For each of the
four rooms, we plot in Fig. 16h the reconstruction error, which
we define as the average �2-norm between the reconstructed
and the original vertices, after alignment. Observe that since
the entries of D′ are noiseless, the cost function (100) always
converges to zero, and the value of the reconstruction error
depends exclusively on the initial guess of N̂0.

We conclude that the wall normals N̂0 used to initialize the
AO algorithm have a significant impact on selecting a room from
the set of rooms with the same PPDM. This property has two
antagonistic effects on the reconstruction. On the one hand, if we
have some prior knowledge about the room and our initial guess
of N̂0 is not far from the original wall normals, then the AO
algorithm converges to the neighborhood of the original room.
On the other hand, if we do not have any prior knowledge about
the room and we initialize N̂0 arbitrarily, the AO algorithm will
converge locally to the parallelogram which is the nearest to the
initial normals N̂0.

B. Enforcing a Right Angle

In this section we consider rectangular rooms. The goal is to
show that by fixing one angle of a room to be the right angle, and
by enforcing this property in every iteration of the AO algorithm,
we can navigate to the desired global optimum—a rectangular
room. Moreover, we test the robustness of the algorithm to noise.

We perform the following experiment: In a rectangular room,
we randomly generateN = 10waypoints and compute a PPDM
D′. We then create D̃′ by adding independent Gaussian noise
N (0, σ2

d) to the entries of D′. Given D̃′ and arbitrarily chosen
initial values N̂0, we run the extended AO algorithm: in every
iteration �, the algorithm first finds N̂� by minimizing (100) for
a fixed R̂′

�−1, and then rotates the first wall of the room to be
perpendicular to the second wall.

We present the results of our experiment repeated 1000 times
in Fig. 17. It shows that for σd = 0, AO always converges to the
global minimum, so the output of the algorithm is the original
rectangular room. With σd > 0, we confirm that the algorithm
is stable and robust to noise: the average �2-norm between the
original and the reconstructed waypoints, as well as the average

Fig. 18. Performance of the AO algorithm. a) Example of seven different room
geometries used to assess the convergence of the AO algorithm. The rooms are
the right trapezoids, whose obtuse angles range between 91.5◦ and 135◦. b)
Dependence of the average number of iterations performed by the algorithm
before it stops (either converges to the optimal solution or exceeds 5000
iterations) on the room geometry. c) Dependence of the percentage of random
initializations that converge to the optimal solution on the room geometry.

�2-norm between the original and the reconstructed vertices,
increases linearly with σd (see Fig. 17b). This confirms that the
reconstruction error is only due to noisy PPDM measurements
(as opposed to optimization artifacts).

C. Dependence on the Room Geometry

We now return to the noiseless setting to study convergence as
a function of the room geometry. In particular, we study rooms
that are close in shape to parallelograms.

Results of Section VII-A suggests that for parallelograms
the cost function (100) has many (near-)global minima, each
of corresponding to a distinct parallelogram. This is a pleasing
verification of our theoretical results. On the other hand, we
know from Section IV that rooms other than parallelograms
have a unique PPDM, and therefore, their PPDMs have a unique
factorization. In the following experiment, we study the behavior
of the AO algorithm in the transition between these two specific
classes of rooms, i.e., we focus on rooms that are close in shape
to parallelograms.

We create trapezoidal rooms whose three walls correspond to
three sides of a rectangle. The angle of the fourth wall is a free
variable; in our experiment, it varies from 90◦ to 135◦. Several
examples of such rooms are shown in Fig. 18a. For each of these
trapezoids, we randomly generate N = 10 waypoints, compute
a PPDM D′ and run AO with 1000 random initializations.
The algorithm stops either if the value of the cost function is
smaller than than a prescribed threshold (10−5) or the number of
iterations exceeds 5000. In Fig. 18b we plot the average number
of iterations performed by the algorithm for different trapezoids,
while Fig. 18c plots the percentage of random initializations that
converge to the optimal solution.

Our simulations show that the AO algorithm correctly recov-
ers trapezoidal rooms with two right angles and one obtuse angle
larger than 105◦ for 97% of random initialization. Moreover, it
takes on average 200 iterations to converge. By narrowing the
obtuse angle to 90◦ + ε, where ε > 0, the percentage of recov-
ering the optimal solution falls to 60%, while the convergence
significantly slows down.



2496 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 68, 2020

We have thus shown that configurations that are in some
sense close to those where uniqueness fails lead to sensitive
reconstructions. This result is in agreement with intuition. It sug-
gests that in these cases stronger regularization is required, for
example by introducing adequate geometric prior knowledge.

VIII. CONCLUSION

We derived sufficient and necessary conditions for unique
reconstruction of points–planes configurations from their pair-
wise distances. Our analysis hinges on a new algebraic tool
called point-to-plane distance matrix. We exhaustively identify
the geometries of points and planes that cannot be distinguished
given their PPDMs.

Our motivation comes from the challenging problem of
multipath-based simultaneous localization and mapping and
our study has consequences for practical indoor localization
problems. Picture an unknown room with no preinstalled in-
frastructure and a mobile device equipped with a single om-
nidirectional source and a single omnidirectional receiver. The
distance measurements between the points and planes are given
as the time-of-flights of the first-order echoes recorded by the
device. Therefore, our theoretical results provide a fundamental
understanding and constraints under which rooms can uniquely
be reconstructed from only first-order echoes.

Computer experiments in Sections VI and VII present the
practical implications of the theoretical results. They show how
configurations which are “almost non-unique” lead to poor
reconstructions, and how the reconstruction quality can be im-
proved by introducing priors.

While our analysis here starts with the PPDM, preparing
the PPDM in real scenarios puts forward additional challenges,
namely PPDM completion and denoising, and echo sorting in the
acoustic case. Our ongoing research includes the development
and implementation of computational tools and heuristics for
localization from noisy, incomplete, and unlabeled PPDMs.

APPENDIX

For all m and r we worked with a particular selection of
r independent columns. We prove here that this choice can
be made without loss of generality. We will call the particular
column choice in Sections IV and V the original choice.

First note that there is symmetry between reference and equiv-
alent rooms. For example, for r = 1 in 2D, given the original
choice of r independent columns we have

[
sinϕk, cosϕ

0
k, sinϕ

0
k

]�
=

[
a, b, c

]�
cosϕk. (101)

We can swap the normals {ϕ0
k}Kk=1 and {ϕk}Kk=1 for every k,

and obtain a new, symmetric choice of r independent columns
[
sinϕ0

k, cosϕk, sinϕk

]�
=

[
a, b, c

]�
cosϕ0

k. (102)

The two systems (101) and (102) result in the same sets of room–
trajectory configurations.

A similar conclusion follows if the new choice is obtained by
rearranging the order of the coordinates of the normals. Again,
for r = 1 in 2D we have that[

cosϕ0
k, cosϕk, sinϕk

]�
=

[
a, b, c

]�
sinϕ0

k (103)

can be transformed to the studied case of (26). Indeed, by
applying a rotation by π/2 to the normals of the reference room,
we obtain a new reference room which satisfies (26), but rotated
configurations are considered to be equivalent.

In the following we show that any choice of r independent
columns not covered by the two previous examples can be
transformed into one of the cases analyzed in Sections IV and V
(for r = 2 in 2D and r ∈ {2, 3, 4} in 3D).

1) 2D rank-2: By symmetry, it is sufficient to show that[
cosϕk

cosϕ0
k

]
=

[
a b

c d

][
sinϕk

sinϕ0
k

]
(104)

can be transformed into (14). For c = 0, it follows directly:[
cosϕk

sinϕk

]
=

1

c

[
a bc− ad

1 −d

][
cosϕ0

k

sinϕ0
k

]
. (105)

For c = 0 we have tanϕ0
k = 1

d , addressed in (26).
2) 3D rank-2: By symmetry, we only analyze

⎡
⎢⎢⎢⎣

cos θ0k
sin θ0k sinϕ

0
k

sin θk sinϕk

cos θk

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣
a b

c d

e f

g h

⎤
⎥⎥⎥⎦
[
sin θ0k cosϕ

0
k

sin θk cosϕk

]
(106)

and transform it into (49) as
⎡
⎢⎢⎢⎣

cos θ0k
sin θk cosϕk

sin θk sinϕk

cos θk

⎤
⎥⎥⎥⎦ =

1

d

⎡
⎢⎢⎢⎣
ad− bc b

−c 1

ef − cf f

gd− ch h

⎤
⎥⎥⎥⎦
[
sin θ0k cosϕ

0
k

sin θ0k sinϕ
0
k

]

(107)

for d = 0. If d = 0 and b = 0, a substitution
sin θk cosϕk = 1

b (cos θ
0
k − a sin θ0k cos θ

0
k) from the

first equation of (106) into the last two equations of (106)
gives a system equivalent to (49). For b = d = 0, we get
constant normals, discussed in (41).

3) 3D rank-3: Again, we only analyze⎡
⎢⎣
sin θk cosϕk

sin θk sinϕk

cos θ0k

⎤
⎥⎦ =

⎡
⎢⎣
a b c

d e f

g h i

⎤
⎥⎦
⎡
⎢⎣
sin θ0k cosϕ

0
k

sin θ0k sinϕ
0
k

cos θk

⎤
⎥⎦ (108)

and show that we can transform it into (67). Indeed, for
i = 0,

[
sin θk cosϕk

sin θk sinϕk

]
=

1

i

⎡
⎢⎣
ai− cg bi− ch c

di− fg ei− fh f

−g −h 1

⎤
⎥⎦

×

⎡
⎢⎣
sin θ0k cosϕ

0
k

sin θ0k sinϕ
0
k

cos θ0k

⎤
⎥⎦ . (109)

For i = 0, g = 0 or i = g = 0, h = 0 we can substitute
either sin θ0k cosϕ

0
k or sin θ0k sinϕ

0
k from the last equation

of (108) into the first two equations of (108), getting (84).
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The same holds for i = g = h = 0, with an additional
constraint cos θ0k = 0 on the reference normals.

4) 3D rank-4: Let us assume

[
sin θk cosϕk

sin θ0k cosϕ
0
k

]
=

[
a b c d

e f g h

]
⎡
⎢⎢⎢⎣
sin θk cosϕk

sin θ0k sinϕ
0
k

cos θ0k
cos θk

⎤
⎥⎥⎥⎦. (110)

Thanks to symmetry, this is the only case of our interest
and we transform it to the well-studied system (84) for
e = 0:

[
sin θk cosϕk

sin θk sinϕk

]
=

1

e

⎡
⎢⎢⎢⎣

a 1

be− af −f

ce− ag −g

de− ah −h

⎤
⎥⎥⎥⎦

� ⎡
⎢⎢⎢⎣
sin θ0k cosϕ

0
k

sin θ0k sinϕ
0
k

cos θ0k
cos θk

⎤
⎥⎥⎥⎦.

If e = 0 and h = 0, substituting cos θk from the second
into the first equation of (110) gives (84). By similar
substitutions for e = h = 0, f = 0, and e = f = h = 0,
g = 0, we get (92). Finally, e = f = h = g = 0 also cor-
responds to r = 5 in 3D, with an additional constraint
sin θ0k cosϕ

0
k = 0.
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