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Abstract— In this paper, we present an integrated approach
that provides compliant control of an iCub humanoid robot and
adaptive reaching, grasping, navigating and co-manipulating
capabilities. We use state-dependent dynamical systems (DS) to
(i) coordinate and drive the robots hands (in both position and
orientation) to grasp an object using an intermediate virtual
object, and (ii) drive the robot’s base while walking/navigating.
The use of DS as motion generators allows us to adapt
smoothly as the object moves and to re-plan on-line motion
of the arms and body to reach the object’s new location. The
desired motion generated by the DS are used in combination
with a whole-body compliant control strategy that absorbs
perturbations while walking and offers compliant behaviors for
grasping and manipulation tasks. Further, the desired dynamics
for the arm and body can be learned from demonstrations.
By integrating these components, we achieve unprecedented
adaptive behaviors for whole body manipulation. We showcase
this in simulations and real-world experiments where iCub
robots (i) walk-to-grasp objects, (ii) follow a human (or another
iCub) through interaction and (iii) learn to navigate or co-
manipulate an object from human guided demonstrations;
whilst being robust to changing targets and perturbations.

I. INTRODUCTION

One of the current goals in robotics is to deploy humanoid
robots that can interact and aid humans in our everyday lives.
A plethora of applications can be envisioned, be it in homes,
the work-place and smart-factories that would benefit from
such robotic assistants. Examples include reaching for and
picking-and-placing objects, carrying objects with a human
(or with another robot) and navigating through constrained
environments – while carrying or pushing objects (Fig.1).
To perform these tasks in dynamic environments, the robots
should be: (i) adaptive during task/motion planning and (ii)
compliant during both manipulation and locomotion.

Many humanoid robots are controllable solely in position.
Position-control is often seen as leading to stiff behavior. In
this work we show that we can achieve real-time adaptive and
compliant behavior with a position-controlled iCub robot, by
tackling the following challenges in an integrated approach:

1) Adaptive whole-body motion planning.
2) Balancing during reaching, grasping and manipulation.
3) Compliant arm control for manipulation tasks.
4) Compliant walking – robust to perturbations.
Adaptive motion planning for robots with many degrees of

freedom (DoF), such as humanoids, is still an open problem
[1]. The underlying issue is that most of the approaches, for
both manipulation and locomotion, rely on offline motion
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Fig. 1: Tasks achieved with our proposed approach.

planning and trajectory optimization algorithms [2], [3], [4].
In this work, instead of using a motion planning approach
to optimize for a desired trajectory, we adopt a dynamical
system (DS)-based motion generation approach. DS have
become the go-to method in robotics to provide adaptability
during motion planning, thanks to their ability to generate
on-line motion plans inherently robust to uncertainties and
changes in dynamic environments [5], [6], [7].

DS-based Motion Planning: In a DS-based motion plan-
ning problem, we assume that the motion of a robotic system
is defined in state space ξ ∈ RM and constrained by a system
of ODEs (Ordinary Differential Equation). Let f(ξ) be a first-
order, autonomous DS describing a nominal motion plan,

ξ̇ = f(ξ)
{

limt→∞ ‖ξ − ξ∗‖ = 0 (1)

where f(·) : RM → RM is a continuous differentiable
vector-valued function representing a DS that converges to
a single stable equilibrium point ξ∗; i.e. target or attractor.
DS-based motion generators are more often used in simpler
robotic systems; i.e. generating motion in Cartesian task-
space of an end-effector or of a mobile platform. Notably, the
use of DS-motion generation in humanoids is limited as using
a single DS to control the entire state-space of a multi-DoF
humanoid can become infeasible. Hence, we take a divide-
and-conquer approach, and instead generate the whole-body
motion of the robot with two decoupled DS (Challenge 1):
• grasp-DS: Generates coordinated velocities of both

hands to grasp an object in synchrony. (Section II-A).



• walk-DS: Generates velocities for the base of the robot
to reach a target or follow a path. (Section IV-.1, IV).

When the robot should grasp or manipulate an object, the
grasp-DS is activated. To achieve the desired motion from
the grasp-DS while balancing, we use an inverse kinematics
(IK) method which directly solves for joint positions given a
set of desired Cartesian tasks (Challenge 2). This method
is implemented as a non-linear optimization which also
exploits the sparsity of Jacobians to solve the whole-body
problem in less than 2ms [8]. If the task requires the robot
to walk towards a target or follow a path, the walk-DS is
activated. Transitioning between these two states is achieved
by running feasibility/reachability check routines.

To exploit the robustness and adaptability of DS-based
motion generators, the robot must be compliant [9], [10].
Compliant behavior in robotic systems can be achieved
either passively (due to mechanical design) or actively (due
to the control design). Recent efforts in humanoid robot
design have achieved compliant torque-controlled humanoids
with flexible (or passively compliant) joints (COMAN [11],
M2V2 [12] and ATLAS). Recent works have provided walk-
ing and/or balance/fall recovery schemes for such torque-
controlled robots by exploiting their natural dynamics [13],
[14], [15]. These strategies, however, are difficult to trans-
fer to position-controlled robots. To provide compliance
when manipulating an object, we extend the IK-balancing
method described above by adding compliant control laws
to the Cartesian tasks in order to track grasping forces and
be compliant to perturbations (Challenge 3). More recent
whole-body methods calculate accelerations through inverse-
dynamics to produce the desired tasks [16], [17], [18]. These
formulations incorporate physical limitations of the robot as
well, i.e. torque limits and contact friction cones. While with
these constraints one can push the robot to the extremes,
we assume slower motions and only include positions in
our IK. The method in [18] directly applies the resulting
joint torques on the body which can bring whole-body
compliance. However, due to missing torque sensors in iCub,
we adopt and simplify the methods in [16], [17] and use the
6D force/torque sensors to achieve compliance in the arms.

Compliant Position-Controlled Locomotion: In this work,
we adopt a compliant walking algorithm developed in [19]
which stabilizes a position-controlled robot dynamically by
adjusting footstep positions. This method solves inverse
kinematics and keeps the Center of Mass (CoM) on top of
the ankle joints. In presence of asymmetries, e.g. external
forces or internal shift of CoM, the robot starts falling
as it minimally relies on the foot size and ankle torques.
By predicting future steps using a simplified model of the
robot called 3LP [20], our method calculates plausible next
footstep locations to capture the fall and restore balance.
The 3LP model takes both stance and swing dynamics into
account and can produce faster motions [21] compared to
other push-recovery methods in the literature [22], [23].
With this algorithm, external forces can move the robot in
any direction while foot-placement resists moderately. This
makes the robot compliant, behaving like a global damper

TABLE I: Notation
Variable Domain Description
ξl, ξr ∈ R3 × S3 Left/right hand poses, ξl/r = [xl/r, ql/r]

xl,xr ∈ R3 Left/right hand positions.
ql, qr ∈ S3 ⊂ R4 Left/right hand orientations.
ξ̇l, ξ̇r ∈ R6 Hand velocities ξ̇l/r = [ẋl/r,ωl/r]

ẋl/r,ωl/r ∈ R3,∈ R3 Hand linear and angular velocities.
x ∈ R2 2D position on the xy-plane of the CoM.
θx [−2π, 2π] Heading of the CoM wrt. x-axis of the world.
ẋ, ωx ∈ R2,∈ < Linear and angular velocity on the xy-plane of the

CoM of the robot’s base.
q ∈ RM Joint angles of a robot with M -DoF.

in the environment (Challenge 4). Unlike recent works in
position-controlled walking [24], our controller does not need
any reference trajectory, since walking naturally emerges
from an interaction between foot-stepping and asymmetries.

Novelty and Paper Contributions: The novelty of this
work lies in the integration and extension of three sets of
techniques developed previously by the co-authors, namely
DS-based coordinated planning of reach to grasp motion
[25], whole-body balancing [8] and compliant walking [19].
We extended the methods as follows:
– grasp-DS (Section II): In [25] we introduced a DS-based
coordination strategy that allows multiple robot arms to
coordinate with each other, with a moving object or target.
The approach smoothly transitions between (i) a synchronous
behavior, where the robot arm’s task is to coordinate with
each other to simultaneously reach for a moving object and,
(ii) an asynchronous behavior, where each robot arm has its
own target or desired motion. In this work, we adopt this
motion planning strategy to transition between (i) generating
reaching-to-grasp motions for a humanoid robot and (ii) an
ideal standing posture when the object is not reachable. We
simplify [25] and add quaternion orientation dynamics.
– Compliant walking (Section III): We showcase how our
compliant position-controlled walking algorithm [19] can
make a first generation iCub (10 years old) walk. We extend
the algorithm to detect the intention of a collaborator through
interaction, by initiating walking in any direction given
displacements and interaction forces at the arm level.
– We use the compliant walking approach to collect trajec-
tories and learn desired complex navigation behaviors with a
state-of-the-art DS-based learning scheme [26] (Section IV).

Project webpage, including videos and code found here:
https://epfl-lasa.github.io/iCub-Assistant/.

II. REACHING, GRASPING AND MANIPULATING
OBJECTS WHILE BALANCING

A. Coordinated Multi-Arm DS-based Motion Planner

If the object is reachable and feasible to grasp, the grasp-
DS generates the desired motion of the left/right hands as,

ξ̇l/r =

[
ẋl/r

ωl/r

]
=

[
fxl/r(xl/r,x

∗
l/r,x

v
l/r)

fql/r(ql/r, q
∗
l/r, q

v
l/r).

]
(2)

Each DS is composed of both synchronous and asynchronous
behaviors for position and orientation, and coupled to the
pose of the object (ξo = [xo, qo] ∈ R3×S3) through a virtual
object (ξv = [xv, qv] ∈ R3 × S3) that tracks the real object.
Each DS in (2) either tracks the grasping pose on the virtual



Fig. 2: iCub following a moving object with the virtual-object DS.

object, defined by ξvl/r = [xv
l/r, q

v
l/r] ∈ R3×S3, or converges

to an ideal standing posture ξ∗l/r = [x∗l/r, q
∗
l/r] ∈ R3 × S3.

1) Position Grasp DS: The position grasp-DS, fxl/r(·),
modulates these two behaviors by a synchronization param-
eter 0 ≤ τx(t) ≤ 1 as shown below,

ẋl/r = τx(t)ẋv
l/r + τ̇x(t)(xv

l/r − x
∗
l/r)

+ Ax
l/r

(
xl/r − τx(t)xv

l/r + (τx(t)− 1)x∗l/r

) (3)

with Ax
l/r ∈ R

3×3 being the linear system matrix that de-
fines the convergence rate for each hand’s desired Cartesian
position. τx(t) ∈ < is a continuously differentiable function
in the range of [0, 1] as in [25]. xv

l/r, ẋ
v
l/r ∈ R3 are the

position/velocity of the grasping points on the virtual object.
Proposition 1: The position grasp-DS (3) globally asymptoti-

cally converges to the attractor τx(t)xv
l/r + (1− τx(t))x∗l/r , i.e.

lim
t→∞

||xl/r − τx(t)xv
l/r + (τx(t)− 1)x∗l/r|| = 0 (4)

if the following condition hold,{
Ax

l/r = (Ax
l/r)

T ≺ 0 (5)

Proof: Follows immediately from the proof of Theoreom 1 in [25]
and using V (x) = 1

2
(xl/r − τxx

v
l/r + (τx − 1)x∗l/r)

T (xl/r −
τxx

v
l/r + (τx − 1)x∗l/r) as its candidate Lyapunov function. �

2) Orientation Grasp DS: To generate the desired rota-
tional motion of the robot’s hands, the orientation grasp-DS
(2) transitions between tracking the orientation of the virtual
object (qvl/r(t) ∈ S3) or of the ideal posture (q∗l/r ∈ S3).
This transition is controlled by the switching variable τq =
[0, 1] ∈ Z which yields τq = 1 when the object is reachable
and τq = 0 otherwise. Unlike (3), τq is not a continuous
time-varying function. Due to hardware limitations on the
wrist joints, rather than interpolating between the rotational
behaviors we transition only when the object is reachable or
not. Thus, the orientation grasp-DS, fql/r(·) is1,

ωl/r = τqω
v
l/r + Aq

l/r

(
τqk

v
q (·) log(ql/r ⊗ q̄vl/r)

+ (1− τq)k∗q (·) log(ql/r ⊗ q̄∗l/r)
) (6)

with Aq
l/r ∈ R

3×3 being the linear system matrix. qvl/r,ω
v
l/r

are the orientation and angular velocity of the grasping points
defined on the virtual object. kv/∗q (·) are defined in (8).

Theorem 1: The orientation grasp-DS (6) globally asymptoti-
cally converges to the attractor τqqv

l/r + (1− τq)q∗l/r , i.e.

lim
t→∞

||τq log(qv
l/r ⊗ q̄l/r) + (1− τq) log(q∗l/r,⊗q̄l/r)|| = 0 (7)

1See Appendix A for preliminaries on quaternion operations.

Fig. 3: An iCub grasping an object and standing upwards.

if the following conditions hold,
Aq

l/r = (Aq
l/r)

T ≺ 0

k
v/∗
q (ql/r, q

v/∗
l/r ) =

||vec(ql/r⊗q̄
v/∗
l/r

)||

arccos(scalar(ql/r⊗q̄
v/∗
l/r

))

(8)

Proof: See Appendix B. �
3) Grasp DS Behavior: When τx(t) = τq = 1, the

object is within the robot’s reachable workspace. If (5),(8) are
ensured, (3),(6) perfectly track the virtual object-DS (Fig.2),

ẋl/r = ẋv
l/r + Ax

l/r(xl/r − xv
l/r) (9)

ωl/r = ωv
l/r + Aq

l/rk
v
q (·) log(ql/r ⊗ q̄vl/r) (10)

When the object is no longer reachable τx(t) = τq = 0, (3)
and (6) converge towards the ideal standing posture pose,

ẋl/r = Ax
l/r(xl/r − x∗l/r) (11)

ωl/r = Aq
l/rk

∗
q (·) log(ql/r ⊗ q̄∗l/r) (12)

4) Virtual Object Dynamics: (3) and (6) rely on a DS
describing the motion of the virtual object, which tracks the
motion of the real object. Formulations of the virtual object-
DS proposed in [27], [25] modulate this tracking behavior by
a coordination parameter γ(t) ∈ <>0. This is a continuously
differentiable function that controls the level of coordination
between the virtual object (ξv) and the real object (ξo). It
used to consider the feasibility of grasping the object at the
predicted intercept point. In this work, we do not predict a
feasible intercept point, as we trigger the grasp-DS solely
when the object is reachable and feasible to grasp. Hence,
we simplify the formulations from [27], [25] and extend it
by adding an orientation dynamics as follows,

ξ̇
v

=

[
ẋv

ωv

]
=

[
ẋo + Ax

v(xv − xo)
ωo + Aq

vk
o
v(·) log(qv ⊗ q̄o)

]
. (13)

(13) describes the tracking dynamics of the virtual object wrt.
the real object. The virtual object is a geometric replica of
the real object centered at the mid-point between the left and
right hands. Ax

o ,A
q
o ∈ R3×3 are the linear system matrices.

Theorem 2: The virtual object-DS defined in (13) globally
asymptotically converge to the the attractors xo and ωo, i.e.{

limt→∞ ||xv − xo|| = 0, limt→∞ ||ẋv − ẋo|| = 0

limt→∞ || log(qv ⊗ q̄o)|| = 0, limt→∞ ||ωv − ωo|| = 0
(14)

if the following conditions hold,{
Ax

v = (Ax
v)

T ≺ 0, Ax
q = (Ax

q )
T ≺ 0

kov(q
o, qv) = ||vec(qo⊗q̄v)||

arccos(scalar(qo⊗q̄v))

(15)

Proof: The position DS proof is trivially derived by following
Theorem 2 in [25] and using V (x) = 1

2
(xo + xv)T (xo + xv).

The orientation DS proof follows the steps of proof of Theorem 1,
when using V (q) = (so − sv)2 + ||uo − uv||2. �
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Fig. 5: Two iCubs carrying an
object as a master-slave.

B. Inverse Kinematics and Compliant Arm Control

To follow the desired hand motion generated by (3) and
(6) while keeping balance and guaranteeing kinematic limits,
we propose an IK solver for position control which extends
previous work on singularity-tolerant IK [8]. This method
solves a nonlinear optimization problem online to satisfy
a set of desired Cartesian tasks. Such tasks are defined in
a vector Ξ ∈ RN<M , and include an ideal pose of the
CoM (xd

b ∈ R3 × S3), ideal positions of the left/right foot
(xd

lf ,x
d
rf ∈ R3) and the desired hand poses (ξdl/r ∈ R3×S3);

i.e. Ξ = [ξdb ,x
d
lf ,x

d
rf , ξ

d
l , ξ

d
r ]. ξdb ,x

d
lf ,x

d
rf are set to pre-

defined ideal postures, the desired hand poses are computed
by integrating the grasp-DS (3) and (6) as follows,

ξdl/r =

[
xd
l/r

qdl/r

]
=

[
xl/r + ẋl/r∆t

exp
(
ωl/r∆t/2

)
⊗ ql/r

]
(16)

Given Ξ ∈ RN<M , we search for the desired joint angles,
q ∈ RM , by solving the quadratic optimization problem:

min
∆q,δ

δTQδ + ∆qTR∆q

h(q−) +
∂h(q−)

∂q−
∆q = Ξ +

[
δ
0

]
ql ≤ (q− + ∆q) ≤ qu

(17)

where q− ∈ RM are the previous joint angles and ∆q ∈
RM is the motion adjustment to be found. The matrix R ∈
RM×M is equivalent to the well-known damping term in
least-squares IK methods and Q ∈ RN×N is a diagonal
matrix that sets weights for the Cartesian tasks. h(q) and
J(q) = ∂h(q)

∂q denote the forward kinematics and Jacobian
functions. ql,qu ∈ RM are lower/upper joint limits and δ ∈
RN are slack variables to be minimized. After solving (17)
the desired joint angles are computed as q = q− + ∆q. To
grasp (or hold) objects with a desired force we modify the
Cartesian tasks defined in (16), to track a desired force:

x̃d
l/r = xd

l/r + kF (F d
l/r − F

m
l/r)∆t (18)

where Fm
l/r,F

d
l/r ∈ R3 are the measured and desired

Cartesian forces with the latter being computed as, F d
l,r =

x̄d
l,r−x

d
l,r

||x̄d
l,r−x

d
l,r||

(1 − g(t))Fmax with x̄d
l,r = 1/2(x̄d

r + x̄d
l )

representing the mid-point between the desired left and right
hand positions. kF ∈ <+ in (18) is a force tracking gain,
Fmax ∈ <+ is the max. desired grasping force and g(t) =
g(t− 1)(1− kG∆t) is a decaying function with g(0) = 1.

C. Feasible Grasping/Manipulating while Balancing

To achieve grasping while balancing (Fig. 2 and 3), we
must verify two important feasibility issues before command-
ing velocities to the robot.

1) Reachability/Feasibility: We ensure that the object is
reachable and a feasible whole-body grasping posture exists
by solving (17) with the current pose of the real object.

2) Self-Collision Detection: To avoid collided configura-
tions we perform a self-collision test every time we compute
a new feasible posture from the IK. To detect collisions we
use a mesh model of the robot derived from the official .sdf
files and the open-source library FCL [28]. Full self-collision
assessment of a given posture takes < 0.2ms. The entire
routine is executed at every control tick and takes 6− 7ms.
We validate this approach in real-world experiments where
the iCub tracks a moving object, grasps and manipulates it
while maintaining balance, see accompanying video.

III. COMPLIANT AND ADAPTIVE
WALKING-TO-GRASP AND GUIDED WALKING

The approach presented in Section II provides adaptive
manipulation behaviors thanks to the merging of DS-based
motion planning and compliant control. We follow the same
approach to achieve such behavior during locomotion.
A. Walking DS-based Motion Planner

The simplest walk-DS, fw(x), can take the form of ẋ =
Aw(x− x∗), where x∗ ∈ R2 is the desired 2D position of
the object or robot on the xy-plane and Aw ≺ 0 ∈ R2×2 is
a linear system matrix. fw(x) generates linear trajectories
towards the object from anywhere in the state-space as
depicted in Fig. 4. In Section IV, we introduce means to learn
non-linear DS to generate complex navigation behaviors. The
desired angular velocity of the base, ωx ∈ <, is computed
by aligning the heading angle of the robot to the direction
of motion given by a walk-DS. Let θx ∈ [−2π, 2π] be the
current heading angle wrt. the x-axis of the world coordinate
frame, then ωx is computed as ωx = −kb

(
θx − fw(x)·Ix

||fw(x)||

)
where kb ∈ < is a gain and Ix is the world x-axis.

B. Compliant Walking Controller

To provide compliant walking for a position-controlled
robot we use the time-projection foot-stepping controller
[19], [21]. In this method, the robot naturally steps in-place
by regulating the CoM on top of the ankle joints (to minimize
the ankle torques). The feet are commanded to follow arc



Fig. 6: Tasks Learned from Demonstrations: (left) Scenario 1: single iCub navigation towards target (right) Scenario 2: co-manipulation with 2 iCubs.
The orange shaded regions denote trajectories used for learning/shaping the DS, which are depicted as the super-imposed blue vector fields.

trajectories via IK, and the joints track desired joint positions
by PID controllers. Locomotion is achieved when the robot
is being pulled/pushed externally, or by shifting its CoM
horizontally. With these asymmetric disturbances, the con-
troller in the stance hip joint makes the robot fall naturally,
while the foot-stepping method suggests new footsteps to
recover from falling. Hence, given the desired CoM velocity
from the walk-DS, this time-projection controller is capable
of naturally generating sagittal, lateral and turning motions
to achieve it. Further, the robot behaves like a damper in
the environment, not resisting against external forces, but
stepping along their direction until they disappear.

Guided Walking and Co-Manipulation: Since both the
walking controller and the arm control are compliant (Section
II-B), we can make multiple agents (robot-robot or human-
robot) interact with each other while carrying objects. We
showcase this with a pair of humanoid robots picking up
an object on the floor, lifting it up and then carrying the
object while avoiding obstacles (see Fig. 5). Each robot
separately and tasked to grasp one side of the object and lift it
compliantly (following the approach presented in Section II).
When both robots start walking, we can command desired
walking velocities to one of them or both. In the master-
slave combination, one robot is commanded and the other
behaves as a damper and slows the motion down. To improve
performance, we ask the passive slave robot to measure
hand displacement with respect to the default hand posture
and use it as an indication of motion intention in the other
robot. This displacement is inversely proportional to the task-
space impedance of the arms. When multiplied by positive-
feedback gains, it produces desired velocities for the slave
robot, decreasing resistance and improving walking speed.
We showcase this in simulation with two iCubs and in a
real-world experiment with an iCub and a human, see video.

C. Adaptive Walking-to-Grasp Strategy

We now extend the feasible grasping/manipulation ap-
proach presented in Section II-C to include walking. Specif-
ically, when the object is not reachable, the robot walks
towards it following a walk-DS. When the object becomes
reachable, the robot stops and follows the grasp-DS (16). If
the object suddenly moves away, the grasp-DS (16) moves
the robot back to a default standing posture. Once reaching
the upright posture, the robot starts walking again with the
walk-DS towards the new target. Note that, in order to

transition from walking to reaching, the robot must stop
and stand in an upright posture, as depicted in the state-
machine of Fig. 4. We showcase this capability in real-world
experiments in which an iCub grasps an object while being
perturbed by a human and while dynamically changing the
location of the object, see accompanying video.

IV. LEARNING TO NAVIGATE WITH DS
With our compliant walking controller, when following

a desired velocity, the robot will be compliant to external
forces that will deviate it from a desired path. Hence, in
scenarios as the ones depicted in Fig. 6 where a single (or
team) of robots should follow a specific path, a linear DS
for walking (as in Section IV-.1) is no longer suitable. To
alleviate this, in this work, we propose to learn a non-linear
walk-DS from demonstrations gathered via guided walking.

1) Learning DS-based Walking Motion Planners: Works
in DS-based learning from demonstration encode a non-
linear DS as a Linear Parameter Varying (LPV)-DS [29],
[30], [31], [26], [32] that converges to an attractor x∗ as,

ẋ = fw(x) =
∑K

k=1
γk(x)(Ak

wx+ bkw) (19)

where γk(x) is a state-dependent mixing function that must
be 0 < γk(x) ≤ 1 and

∑K
k=1 γk(x) = 1. Further, bkw =

−Ak
wx
∗ ∀k = 1, . . . ,K.

Proposition 2: The nonlinear walking DS (19) globally asymp-
totically converges to the attractor x∗, if,{

(Ak
w)

TP + PAk
w ≺ Qk, Qk = QT

k ≺ 0 ∀k = 1, . . . ,K (20)

Proof: See proof of Proposition 2 in [26]. �

We follow the approach introduced in [26] to learn the pa-
rameters of (19) from the demonstrated walking trajectories.
Demonstrations are collected by (i) performing the task with
a human (using the compliant walking controller presented
in Section III-B an shown in Fig. 1b) for Fig. 6 (left) or
(ii) by performing the task in Gazebo simulation via joy-
stick commands for Fig. 6 (right). Given the demonstrated
walking trajectories, γ(x) is learned as a Gaussian Mixture
Model (GMM) that is automatically fitted with a physically-
consistent Bayesian non-parametric approach that discovers
the optimal K number of Gaussians/DS. The set of linear
DS parameters {Ak

w, b
k
w, }Kk=1 is then learned by solving

a constrained semi-definite programming problem ensuring
(20). The learned DS are depicted as vector fields in Fig. 6.



2) Scenario 1: Real-World Experiments: As shown in
the accompanying video, and Fig. 1c and 1d, the same
DS learned from guided demonstrations is used in two
applications. First, we use the compliant arm control strategy
from Section II-B to grasp a cart (Fig. 1c) and track a desired
force. The learned DS is then used to drive the CoM of the
robot, resulting in an iCub pushing a cart while following
a desired path. Then, we use the same DS to perform the
walk-to-grasp strategy from Section III-C. If we want the
robot to follow precisely the path, one can add additional
shaping to the LPV-DS to make it stiff around the desired
trajectory, as in the stiff-DS shaping approach introduced in
[32]. As shown in Fig. 1d, thanks to the shaping of the DS
with reference trajectories the robot is able to recover, follow
the path while ultimately reaching/grasping the object.

3) Scenario 2: Simulated Experiment: Here we use the
learned DS to generate the motion of the object, which
is grasped by both robots following the approach from
Section II. In this case, the desired velocity of the robot is
transformed to desired linear/angular velocities of the CoM
as we do in the guided walking approach (Fig. 5). As shown
in Fig. 6 and in the video, the robots are capable of picking
the object from one conveyor belt and sliding it onto a second
conveyor belt by following the learned DS.

V. DISCUSSION AND FUTURE WORK

We proposed an integrated approach that provides adaptive
and compliant behaviors for position-controlled humanoids.
The approach relies on leveraging DS-based motion planning
[25], [26] with IK-based whole-body balancing [8] and time-
projection walking control [19]. While the approach was
validated in a variety of adaptive and collaborative tasks,
there is still room for improvement. Firstly, the feasibility-
check routine does not actively avoid self-collisions. Instead,
if the computed posture from the IK leads to a collision
we simply stop the motion. We are currently developing an
approach to learn a self-collision avoidance function, as in
[25], that can be used as a constraint in the IK solver. Further,
in the case of co-manipulation, the set of coupled robotics
system is not proven to be stable. Current work is focused on
such proof to find principles for tuning the positive-feedback
gains in case of having more agents involved in the task.

APPENDIX

A. Preliminaries on Quaternion Math and Rotational Motion
The unit quaternion q ∈ S3 ⊂ R4 is defined as,

q =

[
s
u

]
=

[
scalar(q)
vec(q)

]
=

[
cos(θ/2)

sin(θ/2)n

]
(21)

where u = [ux, uy , uz ]T ∈ R3, s ∈ < and θ,n are the angle and
normalized axis of rotations in the axis-angle representation.⊗ is the symbol
for a quaternion product, computed as follows,

q1 ⊗ q2 =

[
s1s2 − uT

1 u2

s1u2 + s2u1 + S(u1)u2

]
(22)

with S(u) ∈ R3×3 being a skew-symmetric matrix with the following
known properties: (i) S(u)T = −S(u), (ii) S(u)u = 0 and (iii)
S(u1)u2 = −S(u2)u1. Even though the quaternion product is non-
commutative, i.e. q1 ⊗ q̄2 6= q2 ⊗ q̄1 thanks to the properties of skew-
symmetric matrices the following equivalences hold:

scalar(q1 ⊗ q̄2) = scalar(q2 ⊗ q̄1)

vec(q1 ⊗ q̄2) = −vec(q2 ⊗ q̄1)
. (23)

Finally, q̄ = [s,−uT ]T is the quaternion conjugate. The angular velocity
ω ∈ R3 required to rotate q2 onto q1 is computed as ω = 2 log(∆q)/∆t,
where ∆q = q1 ⊗ q̄2 and log(·) : S3 → R3 is computed as follows,

log(∆q) = log(

[
s
u

]
) =

{
arccos(s) u

||u|| if ||u|| > 0

[0, 0, 0]T , otherwise
(24)

which is the geometric logarithm equation that takes into account the
singularity at quaternion q = [−1, 0, 0, 0]T [33]. ∆q is the rotation
difference from q2 → q1, computed as ∆q = q1 ⊗ q̄2. The evolution
of a time varying unit quaternion with angular velocity, ω, is defined by,

q̇ =
1

2
ω̃ ⊗ q → q̇ =

[
ṡ
u̇

]
=

[
− 1

2
uTω

1
2

(sI− S(u))ω

]
(25)

with ω̃ = [0,ωT ]T [34]. The next desired quaternion is computed as
q(t+ ∆t) = exp (ω(t)∆t/2)⊗ q(t), with exp(·) : R3 → S3,

exp (ω∆t/2) =


[

cos(||ω∆t/2||)
ω
||ω|| sin(||ω∆t/2||)

]
if ||ω∆t/2|| > 0

[1, 0, 0, 0]T , otherwise

(26)

if we limit the domain of (26) to 0 ≤ ||ω|| ≤ π, it becomes a one-to-one
mapping and (24) can be considered its inverse as described in [33], [35].

B. Proof of Orientation Grasp DS
We propose the following Lyapunov function:

V (q) = (τqs
v + τ̄qs

∗ − s)2 + ||τquv + τ̄qu
∗ − u||2 (27)

where τ̄q = 1 − τq . (27) is positive definite, radially unbounded and
continuously differentiable. (27) holds for both hands; i.e. q = ql/r ,
to improve readability, we drop the l/r indices for all variables. Hence,
to prove global asymptotic stability of (6) towards τqqv + τ̄qq∗ the
following conditions must hold: (i) V (τqqv + τ̄qq∗) = 0, (ii) V (q) >
0 ∀q ∈ S3 \ q = τqqv + τ̄qq∗, (iii) V̇ (τqqv + τ̄qq∗) = 0 and (iv)
V̇ (q) < 0 ∀q ∈ S3 \ q = τqqv + τ̄qq∗. From (27) it is straightforward
to see that conditions (i) and (ii) hold. To prove conditions (iii) and (iv) we
compute the time derivative of (27) as below,

V̇ (q) = 2(τqs
v + τ̄qs

∗ − s)(τq ṡv − ṡ) + 2(τqu
v + τ̄qu

∗ − uT (τqu̇
v − u̇)

= 2(τqs
v + τ̄qs

∗ − s)(τq ṡv) + 2(τqu
v + τ̄qu

∗ − u)T (τqu̇
v)

− 2(τqs
v + τ̄qs

∗ − s)(ṡ)− 2(τqu
v + τ̄qu

∗ − uT )u̇

= τq
(
− (τqs

v + τ̄qs
∗ − s)((u̇v)Tω) + (τqu

v + τ̄qu
∗ − u)T (svI− S(uv))ωv

)
− (τqs

v + τ̄qs
∗ − s)(u̇Tω)− (τqu

v + τ̄qu
∗ − u)T (sI− S(u))ω

= −τq(ωv)T
(

(−suv + su− S(u)uv)︸ ︷︷ ︸
vec(q⊗q̄v)

+τ̄q (s∗uv − svu∗ − S(uv)u∗)︸ ︷︷ ︸
vec(qv⊗q̄∗)

)

+ ωT
(
τq (svu− suv − S(u)uv)︸ ︷︷ ︸

vec(q⊗q̄v)

+τ̄q (s∗u− su∗ − S(u)u∗)︸ ︷︷ ︸
vec(q⊗q̄∗)

)
(28)

Given that (via equivalences (23)): τqvec(q ⊗ q̄v) + τ̄qvec(q ⊗ q̄∗) =

vec(q ⊗ q̄∗)− τq
(

vec(qv ⊗ q̄∗)
)

, (28) becomes:

V̇ (q) =
(
τqvec(q ⊗ q̄v) + τ̄qvec(q ⊗ q̄∗)

)T(
ω − τqωv

)
(29)

Now, substituting (6) into (29)

V̇ (q) =
(
τqvec(q ⊗ q̄v) + τ̄qvec(q ⊗ q̄∗)

)T(
τqω

v − τqωv

+ Aq
(
τq k

v
q (q, qv)︸ ︷︷ ︸

(8)

log(q ⊗ q̄v) + τ̄q k
∗
q (q, qv)︸ ︷︷ ︸

(8)

log(q ⊗ q̄∗)
)

=
(
τqvec(qv ⊗ q̄) + τ̄qvec(q∗ ⊗ q̄)

)T
Aq︸︷︷︸
≺0 (8)

(
τqvec(qv ⊗ q̄) + τ̄qvec(q∗ ⊗ q̄)

)
≤ 0

(30)
From (30) we see that V̇ (τqqv + τ̄qq∗) = 0 and V̇ (q) < 0 ∀q ∈ S3 \q =
τqqv + τ̄qq∗. Hence, if (8) are met, (6) is globally asymptotically stable at
the attractor τqqv+τ̄qq∗ i.e., limt→∞ ||τqvec(qv⊗q̄)+τ̄qvec(q∗⊗q̄)|| =
0 which implies that limt→∞ ||τq log(qv ⊗ q̄) + τ̄q log(q∗ ⊗ q̄)|| = 0.�
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