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We present a 1 Mpixel single-photon avalanche diode camera featuring 3.8 ns time gating and 24 kfps frame rate, fab-
ricated in 180 nm CMOS image sensor technology. We designed two pixels with a pitch of 9.4 µm in 7 T and 5.75 T
configurations respectively, achieving a maximum fill factor of 13.4%. The maximum photon detection probability
is 27%, median dark count rate is 2.0 cps, variation in gating length is 120 ps, position skew is 410 ps, and rise/fall
time is <550 ps, all FWHM at 3.3 V excess bias. The sensor was used to capture 2D/3D scenes over 2 m with resolu-
tion (least significant bit) of 5.4 mm and precision better than 7.8 mm (rms). We demonstrate extended dynamic range
in dual exposure operation mode and show spatially overlapped multi-object detection in single-photon time-gated
time-of-flight experiments. ©2020Optical Society of America under the terms of theOSAOpen Access Publishing Agreement
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1. INTRODUCTION

Time-resolved imaging sensors enable a number of vision tech-
niques, such as time-of-flight (ToF) imaging, time-resolved Raman
spectroscopy, fluorescence lifetime imaging microscopy, super-
resolution microscopy, etc. [1–3]. Time-resolved single-photon
imaging sensors enable, in addition, quantum vision techniques,
such as ghost imaging, sub-shot-noise imaging, quantum LiDAR,
quantum distillation, etc. [2,4,5]. Common to these applications
is the need for single-photon detection and high timing resolution
with low noise and high sensitivity. An important limitation in the
majority of the implementations has been the image sensor, usually
made of a single pixel or at most a 1 kpixel array. Thus, a larger
format picture requires 1D or 2D scanning, thereby curtailing the
frame rate, which is limited by the speed of the scanner. In addition,
scanners may be bulky and add another level of complexity to the
imaging system. To address these issues, researchers have recently
created large-format cameras with a single-photon avalanche diode
(SPAD) in each pixel and time-gating or time-to-digital converters
(TDCs) on chip [6–10]. Though, the crux of a large-format camera
remains the pixel pitch and the amount of functionality per pixel.
Researchers have thus resorted to 3D integration using backside-
illuminated SPADs on the top tier and control/processing/readout
electronics on the bottom tier [11–14].

Recently, a novel photon-counting image sensor called the
quanta image sensor (QIS) has been demonstrated [15–17].
Single-photon sensitivity without avalanche gain is achieved in
the QIS with pixels having sub-0.5e- rms read noise as a result of a
high conversion gain. QISs inherit several advantages of CMOS

image sensors, such as a potentially small pixel size, high spatial
resolution, low dark current, high quantum efficiency, and low
power consumption. A spatial resolution of up to 1 megapixel with
1.1 µm pixels has been reported in a QIS [18,19], enabling low
noise and high dynamic range imaging for scientific, space, and
security applications. A limitation of the QIS technology, though,
is timing resolution. The finite time required for charge transfer
in the pixels and sequential scanning readout prevent QISs from
detecting timing information below 1 µs. SPADs, in contrast,
enable single-photon detection with a timing resolution of up to
few tens of picoseconds owing to the fast avalanche multiplica-
tion process. While a TDC-based approach enables precise time
stamping of the detected photons in a SPAD array, it is not suited
for scaling due to large circuit area and high power dissipation
[20–24]. Our time-gating approach, in contrast to [6–9], entails
less than eight transistors, and is promising for scalable photon
counting image sensors toward sub-100-ps timing resolution and
megapixel sensor resolution. In this paper, we advocate the use of
this approach to achieve large-format time-gated SPAD sensors
capable of high timing resolution and small pixel pitch.

2. IN-PIXEL TIME GATING

In-pixel time-gating approaches involve compact pixel circuits.
They are therefore well-suited for the implementation of large-
scale time-resolved SPAD sensors with low power dissipation.
Figure 1(a) illustrates the operation principle of time-gated ToF
ranging. Laser pulses are repeatedly sent toward the target; the
reflected photons are detected at the sensor with a delay of 1t .
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Fig. 1. Conceptual views of time-gated ToF ranging. (a) Pixel circuit
architecture of time-gated SPAD sensor. (b) Timing diagram of ToF
ranging based on time gate scanning, where N is the number of repeated
measurements in a single period. (c) Expected photon count distribution
as a function of gate position. (d) Schematic views of the gating window
profile, photon distribution, and measured intensity over time with single
reflective object (top) and double reflective objects (bottom).

Typical time-gating measurements involve consecutive frames
with a finely shifted gate window, each of which performs pho-
ton counting integrated over N sub-frames. Finer gate scanning
improves timing resolution, while sacrificing depth measurement
rate or range. From these measurements, a histogram may be
derived, as shown in Fig. 1(b). Photon counts in a histogram bin
include background photon counts and dark counts when the
reflected laser pulse is outside of the gate window, whereas the pho-
ton counts are offset by the reflected laser signal captured within
the gate window. When the peak intensity of the reflected signal is
higher than the background photon counts, the resulting photon
count profile for each pixel forms a rectangular distribution with its
width corresponding to the gate window length. The delay time1t
can be extracted from either the rising or falling edge of this profile,
while distance L from the detector to the target is estimated by

L =
c1t
2
, (1)

where c is the speed of light. Figure 1(c) shows a simplified
schematic of a time-gated SPAD pixel. The SPAD is connected
to a quenching transistor to limit self-sustained avalanche break-
down, and its output signal is selectively fed to an in-pixel memory
when a global gate switch is activated. The gate control pulse can be
as short as a few nanoseconds and is synchronized with repetitive
laser pulse emissions toward target objects. The stored signal is read
out through a fast data I/O circuit.

More generally, the detected intensity profile h(t) in a given
measurement time frame is formulated by the convolution of two
functions:

h(t)= f (t) ∗ g (t), (2)

where f (t) is the gating window profile and g (t) is the photon
probability density function. Note that h(t) yields a , when inte-
grated from −∞ to +∞, where a is the total detected photon
count in the measurement time frame. Figure 1(d) shows the
detected intensity profile of photons captured by the detector char-
acterized by f (t). When the photon probability density function

can be approximated by a single Gaussian distribution with a suffi-
ciently small standard deviation, if compared to the gate length, the
intensity profile can be expressed as

h(t)≈ f (t) ∗ a δ(t −1t)= a f (t −1t), (3)

where a and 1t are the photon count and delay time of the
Gaussian peak, respectively, and δ is the Dirac delta function
as an approximated form of a narrow Gaussian distribution. In
practice, the detected intensity profile can take more complicated
forms. For instance, when the target object is imaged through
semi-transparent (semi-reflective) materials such as glass, plastics,
or liquids, the photon distribution can be expressed as a superpo-
sition of multiple Gaussian functions with different peak heights
and positions. Assuming again negligible standard deviation, the
detected intensity profile is

h(t)≈ f (t) ∗

[∑
i

ai δ(t −1ti )

]
=

∑
i

ai f (t −1ti ), (4)

where ai and 1ti are the photon count and delay time of the i th
Gaussian peak, respectively. Equation (4) suggests that the multi-
ple reflection results in a superposition of multiple gating window
functions, each having different height and delay. An example
with two reflective peaks in the photon distribution is shown in the
bottom of Fig. 1(d).

Note that when h(t) is measured and f (t) is known, a full
profile of g (t) can thus be obtained by deconvolution. In a real
situation, h(t) can be distorted by non-ideal effects, such as
photon-shot noise, ambient light, dark counts, afterpulsing, cross
talk, timing jitter, etc. Those effects can introduce noise in the
deconvolution. In ToF ranging, however, the assumption for
reflected laser pulses to have negligibly narrow widths is valid in
most cases. This assumption simplifies the process of distance
calculation, where the time-of-arrival information can be readily
extracted by finding the rising or falling edges in the measured
intensity profile.

3. SENSOR ARCHITECTURE

In this paper, we present the first 1 Mpixel camera based on the
SPAD pixel described above, with a pitch of 9.4 µm. We propose
two architectures for the pixel: 7 T (7 transistors per pixel) for pixel
A and 5.75 T (5.75 transistors per pixel on average) for pixel B
without and with readout transistor sharing, respectively. The pix-
els achieve fill factors of 7.0% and 13.4%, respectively; both pixels
use a dynamic memory to store single-photon events generated
by the SPAD. Binary photon counting images are captured and
streamed out at 24,000 fps (maximum), corresponding to a total
data rate of 25 Gbps.

Figures 2(a) and 2(b) show the schematics and timing dia-
grams of both pixels (see Supplementary Notes S1 and S2 of
Supplement 1 for more information). The feedback loop in pixel B
prevents any subsequent avalanches within a frame; this is advanta-
geous in very large arrays, since it reduces the current drawn from
the cathode voltage node VOP and thus the power dissipation from
that node, which, given the high voltages used, can be significant
for pixel counts above 100,000. In our chip, under strong illumi-
nation, the current drawn from VOP by pixel A is over 400× that
drawn from pixel B (see Supplementary Note S3 of Supplement 1).

https://doi.org/10.6084/m9.figshare.11991108
https://doi.org/10.6084/m9.figshare.11991108
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Fig. 2. Schematic views of designed SPAD pixels. (a) Pixel circuit
schematics for pixel A and pixel B. Pixel A consists of thick- and thin-
oxide transistors, whereas pixel B consists only of thick-oxide transistors.
(b) Timing charts for pixel circuit operation.
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Fig. 3. 1 Mpixel time-gated SPAD image sensor architecture.
(a) Sensor block diagram. (b) Chip micrograph and magnified views
of pixel arrays.

The camera block diagram is shown in Fig. 3(a); it comprises
two independent sections of 1024 × 500 pixels, where the bot-
tom half array is based on pixel A and the top half on pixel B. A dual

binary tree controls the time gate, which reaches a minimum
length of 3.8 ns (tunable up to 9.6 ns), and its variation of 120 ps
(FWHM). Each row is read out in 83 ns and stored in a 1024-bit
and a 512-bit output register for pixel A and pixel B, respectively, at
the chip bottom and top. A multiplexer scans it in 128-bit words,
which are then transferred off-chip via 128 I/O pins (each half ) by
way of a dual parallel bus, thus achieving a frame rate of 24 kfps.
The micrograph of the image sensor is shown in Fig. 3(b). The
active area is drawn circular, and the drawn active diameters for
pixels A and B are 2.8µm and 3.88µm, respectively.

Unless otherwise noted, all of the following experiments are
performed in global shutter mode with 42 µs readout per binary
frame.

4. EXPERIMENTAL RESULTS

A. DCR and PDP

Figure 4(a) shows the room temperature (RT) cumulative dark
count rate (DCR) probability distribution of the SPADs through-
out the chip, with a median of 0.4 cps (pixel A) and 2.0 cps (pixel B)
at an excess bias of 3.3 V. The corresponding DCR per unit drawn
active area is 0.065 cps/µm2 for pixel A and 0.17 cps/µm2 for pixel
B. These DCR density metrics are equal to or better than state-of-
the-art SPAD devices [25,26]. Figure 4(b) shows the measured
median DCR as a function of excess bias at room temperature.
Figure 4(c) shows the measured photon detection probability
(PDP) as a function of wavelength. A maximum PDP of 10.5%
(pixel A) and 26.7% (pixel B) is reached at 520 nm at the same
excess bias of 3.3 V, while the PDP non-uniformity is better than
1.4% (pixel A) and 3.2% (pixel B) at RT. Lower PDP compared
to the previous work based on p-i-n SPAD [25] is caused by typ-
ical border effects [27]. The border effects are more significant
when the active diameter is smaller than 5 µm. Figure 4(d) shows
the maximum PDP as a function of the excess bias, whereas the
dotted lines are guides for the eye. (see Supplementary Note S4 of
Supplement 1 for more detailed analysis).
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Pixel B
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Fig. 4. Measured DCR and PDP for pixels A and B. (a) Room tem-
perature cumulative histogram of DCR at excess bias of 3.3 V. (b) Excess
bias dependence of median DCR at room temperature. (c) Wavelength
dependence of PDP at an excess bias of 3.3 V. (d) Excess bias dependence
of maximum PDP at room temperature.
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Fig. 5. Measured time-gating performance for pixel A. (a) Gate
window profiles for uniformly sampled 160 pixels. (b) Color plot of
gate position distribution over 1024 × 500 pixels. (c) Color plot of
gate length distribution over 1024 × 500 pixels. (d) Histograms for gate
position, gate length, rise time, and fall time.

B. Time-Gating Performance

The timing performance of pixel A was characterized in Fig. 5.
A 785 nm laser pulsed at 25 MHz (average power: 5 mW, opti-
cal pulse width: 80 ps FWHM, ALS GmbH, Berlin, Germany)
illuminates the whole array, while the time gate window is con-
tinuously shifted with respect to the laser trigger by steps of 36 ps
over a range of 10 ns. For each gate position, 255 binary frames are
acquired and summed in a Kintex 7 FPGA (Xilinx Inc., San Jose,
California, USA) to generate an 8-bit image. Figure 5(a) shows
the gate window profiles for 160 pixels uniformly sampled from
the bottom-left to the top-right of the pixel array. Broadening of
rising and falling edges indicates the non-uniformity of gate signal
propagation over the pixel array. Figures 5(b) and 5(c) demonstrate
the spatial uniformity of gate position and gate length. The gate
and recharge signals injected from the bottom side of the array
require more time to propagate and activate the gate of the pixels
in the top of the array. Horizontal skew of the gate position in the
top side of the array stems from the asymmetry of power routing
where the power and ground are supplied from the left, right,
and bottom sides, but not from the top side of the array. The gate
length distribution shows better uniformity than the gate position
distribution. Note that white pixels in the color plots indicate that
the measured timing is out of range with respect to the color bar.
Figure 5(d) shows the histograms of gate position, gate length, rise
time, and fall time. The gate position skews and variation in gate
length were measured as 410 ps and 120 ps (FWHM), respectively,
while an average gate length of 3.8 ns was achieved. These values
include the laser pulse width of 80 ps FWHM.

C. 2D Imaging

The chip was tested as an intensity image sensor with a standard
chart. Figure 6(a) shows a schematic view of the experimental
setup. Figure 6(b) shows a 1 Mpixel monochrome image obtained
at 24 kfps with a uniform illumination of 50 lx (indoors). For each

SPAD camera

50 cm

f=25 mm

20 cm

Resolution
chart

(a)

(b)

Fig. 6. 2D intensity imaging of a standard test chart with 1 Mpixel res-
olution. (a) Experimental setup. (b) A 14-bit image obtained by summing
16,320 binary images. Magnified views of two small areas, indicated by
blue and red squares, are shown on the right.

half, 16,320 binary images are taken in rolling shutter mode and
are summed to acquire a 14-bit intensity image. Exposure time is
set at 2 s to compensate the smaller aperture size for wide depth
of field. The image contrast for the top and bottom half is tuned
independently to compensate the difference in the photon detec-
tion efficiency (PDE). On the right side of Fig. 6(b), the magnified
images show that the line patterns are well-resolved, up to num-
ber 10 in the chart, indicating the spatial resolution of 1000 dots
within the horizontal and vertical fields of view.

The dynamic range of a 2D image sensor is critical for a wide
range of applications. Recently, a method to extend the dynamic
range by mixing multiple different exposure times in a single frame
has been reported for SPAD-based binary image sensors [28].
Compared to the case with fixed single exposure time for all the
binary frames, mixing multiple exposure times results in slower
saturation of the output counts when increasing the incident pho-
ton flux, giving richer tones for high illumination conditions. Yet,
dynamic range extension based on interleaved multiple exposures
in a SPAD sensor is reported only for a limited sensor resolution of
96 × 40 pixels. In addition, incident photon count dependencies
of output signal, noise, and SNR have not yet been systematically
compared between single and multiple exposure modes under
equalized total exposure conditions.

Figure 7(a) shows the timing sequences of single and dual expo-
sure modes in a time-gated SPAD sensor. The sensor is operated in
global shutter mode; each shaded region in the figure represents a
global exposure, followed by sequential readout of a full-resolution
binary frame. A set of streamed binary frames is integrated in the
FPGA to construct one N-bit image. In single exposure mode, the
global exposure time is fixed over one N-bit frame. In dual expo-
sure mode, short and long global exposures are staggered to form
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Fig. 7. Conceptual view and measured or simulated results for the
dynamic range extension technique. (a) Timing diagrams of single
and dual exposure modes. (b) Measured (markers) and fitted (dotted
lines) output photon counts as a function of incident photon counts for
pixel A. (c) Measured (markers) and Monte Carlo-simulated (dotted
lines) standard deviation. (d) Measured and simulated standard deviation
after linearity correction. (e) Measured and simulated SNR. Green lines
indicate the photon-shot noise limit.

one N-bit image. In this experiment, the ratio between short expo-
sure time τS and long exposure time τL for dual exposure mode
is set at 1 to 8, whereas the exposure time τM for single exposure
mode is set at 4.5τS . For systematic comparison of the two opera-
tion modes, maximum photon counts and total exposure time in a
single N-bit frame are set equal for the two modes: 2τM = τS + τL .

Figure 7(b) shows the measured output photon counts as a
function of incident photon counts for single and dual exposure
modes. 4080 binary frames are summed to form a 12-bit image. τS

is set to 121 µs, whereas the readout of a binary frame takes 42 µs.
The total exposure time is 2.2 s for both single and dual exposure
modes. Dotted lines are the fitted curves for each mode based on
the following equations:

NS
out = Nsat ×

(
1− e−

Nin
Nsat

)
, (5)

ND
out =

Nsat

2
×

[(
1− e

−
2τL

(τL+τS )
·

Nin
Nsat

)
+

(
1− e

−
2τS

(τL+τS )
·

Nin
Nsat

)]
,

(6)

where NS
out and ND

out are the output counts in the single and dual
exposure modes, respectively, Nsat is 4080, and Nin is the incident
photon count per one N-bit frame. The fitted curves are in good
agreement with the trends of measured output counts. The output
counts of the dual exposure mode saturate later than those of the
single exposure mode, indicating the extended dynamic range.

Figure 7(c) shows the standard deviation of measured outputs
as a function of incident photon counts. Raw output counts of

100 pixels in the center of the array are used to calculate the stand-
ard deviation, whereas the photon-shot noise limit is also shown.
In the lower incident photon counts, the measured standard devi-
ation is higher than the shot noise limit due to the contribution
from DCR non-uniformity. Under intermediate photon counts,
the measured standard deviation follows the shot noise limit. For
higher incident photon counts, the measured standard deviation
is lower than the shot noise limit due to the compression of the
output signal when a saturation of 4080 counts is reached [29].
To reproduce the output characteristics, a Monte Carlo simula-
tion was performed based on Poissonian statistics of the incident
photons and dark counts for each binary frame. The simulation
results for two modes are shown as dotted curves, which are highly
consistent with the measured trends.

In real situations, non-linear output characteristics in Fig. 7(b)
have to be corrected to ensure the natural contrast for human
eyes. Figure 7(d) shows the measured standard deviation based
on corrected output counts. Similar to the trends in Fig. 7(c), the
deviation from photon-shot noise limit is observed in the lower
incident photons due to the DCR non-uniformity, and the devia-
tion is suppressed for intermediate photon counts. For the higher
incident photons, the measured trends go above the shot noise
limit. The difference with respect to the uncorrected curves of
Fig. 7(c) arises from the amplification of photon-shot noise in
the linearity correction process. Again, Monte Carlo simulations
(dotted lines) precisely reproduce the measured results for both
operation modes. The noise increase in the dual exposure mode
is observed later than that of the single exposure mode, which is a
direct consequence of dynamic range extension.

Figure 7(e) shows the measured SNR plots for the two exposure
modes. The dynamic range, defined as a ratio of input-referred
photon counts for 99% of saturation counts to dark counts, was
measured at 96.3 dB for single exposure and 108.1 dB for dual
exposure. A 11.8 dB improvement is demonstrated with equal
maximum counts and total exposure time. The highest SNR for
single and dual exposure is 33.3 dB and 30.5 dB, respectively.

In Fig. 8, the effect of the dynamic range extension is inves-
tigated in a real-life scene. In the single exposure mode, the
background scene is overexposed [Fig. 8(a)], while the gray-
scale tone of the scene is clearly visible in the dual exposure mode

Fig. 8. 2D images of a real-life scene captured with pixel A: (a) 18-bit
image taken in single exposure mode; (b) 18-bit image taken in dual expo-
sure mode.
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[Fig. 8(b)]. The difference in the maximum SNR is too small to be
recognized.

D. 3D Imaging

Figures 9(a) and 9(b) show a 2D and a color-coded 3D picture
obtained by illuminating a scene with a 637-nm laser pulsed
at 40 MHz (average power: 2 mW, optical pulse width: 80 ps
FWHM, ALS GmbH, Berlin, Germany) and captured on the half-
resolution image sensor (pixel A). The gate window with its length
of 3.8 ns is shifted from 0.6 ns to 13.2 ns by steps of 36 ps to acquire
full photon intensity profiles as a function of the gate position. The
distance least significant bit in this measurement corresponds to
5.4 mm. The intensity profile for each pixel is smoothed by taking
the moving average over gate positions to suppress the effect of
photon-shot noise. The depth information is reconstructed by
detecting the rising edge position of the smoothed intensity profile
for each pixel, corresponding to the time-of-arrival of the reflected
laser pulse. The gate timing skew over the array is compensated by
subtracting the background distribution shown in Fig. 5(b) from
the measured time-of-arrival distribution. In Fig. 9(b), the red
color denotes higher proximity to the SPAD camera, whereas the
blue color corresponds to higher distance. The maximum depth
range for this measurement was set to 2 m, but it can be extended
to tens of meters by lowering the laser repetition frequency and
increasing the gate step. Note that some pixels in the scene show
“no data” (black) due to laser speckle patterns, leading to locally
insufficient photon counts for distance estimation. The fine gate
scanning pitch and long exposure are used to achieve high depth
precision, and the resulting data acquisition time for this measure-
ment was few tens of seconds. This is considerably longer than
that of other ranging methods, such as indirect ToF, but it can be
readily reduced by increasing the gate scanning pitch, reducing

10cm

no data
0.8
1
1.2
1.4
1.6
1.8

(m)
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(b)

(c) (d) (e)

Fig. 9. Measured results for time-gated ToF ranging: (a) real-life 2D
intensity image; (b) color-coded 3D image of the same scene obtained
with time-gated ToF; (c) measured distance versus actual distance;
(d) measured distance accuracy versus actual distance; (e) measured
distance precision versus actual distance.

the scanning range, and increasing the laser power to reduce the
exposure time. In addition, further improvement is expected by
implementing an on-chip microlens to boost the sensitivity.

Figure 9(c) shows the measured distance as a function of the
actual object distance. In Figs. 9(c)–9(e), a flat object covered
with white paper (reflectance around 60%) is used to evaluate the
measured distance, accuracy, and precision. In Fig. 9(c), the mea-
sured distance is extracted by taking the average of the single pixel
distance over 20 × 20 pixels at the center of the array. A very good
agreement with the actual distance is observed within the measured
range from 0.2 to 1.6 m. In Fig. 9(d), the distance accuracy is cal-
culated as the averaged measured distance subtracted by the actual
distance. For the measured distance range, the accuracy is always
better than 1 cm. In Fig. 9(e), distance precision is exploited as a
standard deviation of the single pixel distance over 20 × 20 pixels
in the center of the array. The precision is better than 7.8 mm (rms)
for all the measured points up to 1.6 m.

E. Multi-Object 3D Imaging

Compared to indirect ToF [30–32], direct ToF has the advantage
that spatially overlapped multiple reflective objects can be imaged
individually and accurately. Multi-object detection has been
experimentally demonstrated in SPAD-based direct ToF sensors
[33,34], where power- and area-consuming TDC circuits and large
computational cost for histogramming severely limited the size of
the detector. Multi-object detection has also been demonstrated
by either coding temporal illumination or exposure patterns
[35,36], which involves a large computational cost to recover
3D images.

A time-gated ToF sensor provides an alternative, scalable solu-
tion by means of compact pixel circuitry and less complicated
computation. A CMOS-based time-gating scheme has been
adopted for multi-object detection in a 160 × 120-pixel array
[37], where, however, the readout noise limits the lower bound of
detectable signal level for each pixel. The readout noise represents
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Fig. 10. Experimental setup and measured results for time-gated
ToF under multiple reflections. (a) Experimental setup to perform the
multi-object detection. (b) Captured 2D images with and without the
plastic plate. (c) Measured photon count profiles for three different pixels,
with and without the plastic plate.
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Fig. 11. Reconstructed 3D images in the multi-object detection
experiment. (a) 3D images reconstructed based on the distance range of
0.3–0.6 m (central 700 × 500 pixels cropped). Black color indicates
that no laser reflection is detected in the measured range. (b) 3D images
reconstructed based on the distance range of 0.6–0.9 m.

a critical issue for scaling the array size because smaller pixel size
and larger pixel array size result in the reduced number of reflected
photons per pixel, severely limiting SNR. Our gated SPAD pixel
enables scalable and readout-noise-free single-photon time gating
for multi-object detection.

Figure 10(a) shows the experimental setup: a 510-nm laser
beam pulsed at 40 MHz (average power: 2 mW, optical pulse
width: 130 ps FWHM, PicoQuant GmbH, Berlin, Germany) is
spread by a diffuser and used to illuminate a spherical target. The
SPAD camera is synchronized with the laser triggering signal, and
a transparent plastic plate is inserted between the camera and the
object. The distances from the camera to the plastic plate and the

This work
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Fig. 12. State-of-the-art comparison of pixel array size and pixel pitch
in SPAD sensors [6–10. 12, 13, 43–45], based on published works as of
December 2019.

object are 0.45 m and 0.75 m, respectively. Figure 10(b) shows 2D
intensity images under indoor lighting with and without the plastic
plate inserted. Since the plate is almost transparent, no significant
difference is observed in the 2D images for those two cases.

The measured time-gating profiles for three representative
points (A, B, and C) are plotted in Fig. 10(c). Without the plate,
the time-gating profiles for points A and B show only a single
smoothed rectangular function waveform with its rising edge
around gate position 100 (one step of the position corresponding
to 36 ps). For point C, the photon count stays close to zero over
the measured gate position range, indicating no reflective object is
detected at this pixel. With the plastic plate, by contrast, the profile
at point A shows two-step rising edges around gate positions 40
and 100. Given that the measured profile of photon counts is a

Table 1. State-of-the-Art Comparison of Performance and Specifications in Large-Scale SPAD Arrays, Based on
Published Works as of December 2019

[7] [6] [14] [10] [9]
This Work (Pixel

A/B)

Process
technology

350 nm HV CMOS 130 nm CIS 40/90 nm 3D-BSI 180 nm CMOS 65 nm CIS 180 nm CMOS

Chip size (mm2) 3.42 × 3.55 3.4 × 3.1 — 9.5 × 9.6 — 11 × 11
Sensor resolution 160 × 120 320 × 240 256 × 256 512 × 512 400 × 400 1024 × 1000
Pixel size (µm) 15 8 9.2 16.38 6 9.4
Fill factor (%) 21 26.8 51 10.5 70 7.0/13.4
Pixel output bit
depth

5.4b 1b 14b 1b 1b 1b

No. of pixel
transistors

8 9 >600 11 4 7/5.75

Median DCR
(cps)

580 (Vex = 3 V) 47 (Vex = 1.5 V) 20 (Vex = 1.5 V) 7.5 (Vex = 6.5 V) 100 (-) 0.4/2.0
(Vex = 3.3 V)

Max. PDP (%) — 39.5 (Vex = 1.5 V) 23 (Vex = 3 V) 50 (Vex = 6.5 V) — 10.5/26.7
(Vex = 3.3 V)

Max. PDE (%) — 10.6 (Vex = 1.5 V) 11.7 (Vex = 3 V) 5.25 (Vex = 6.5 V) — 0.7/3.6
(Vex = 3.3 V)

Cross talk (%) — — — — — 0.17/0.39
(Vex = 3.3 V)

Min. gate length
(ns)

0.75 — — 5.75 — 3.8

Frame rate (fps) 486 (5.4b) 16,000 (1b) — 97,700 (1b) 60 (–) 24,000 (1b)
Power dissipation
(W)

0.1567 — 0.0776 0.0267 — 0.284/0.535
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convolution of a single smoothed rectangular function and the
reflected photon intensity distribution, the two-step profile is a
convincing evidence of double reflection from the plastic plate and
the spherical object. Similar behavior is observed at point B, where
the slope of the first rising edge around gate position 40 is milder
than that of point A. The profile at point C shows only a single ris-
ing edge around gate position 40, corresponding to the reflection
from the plastic plate. The variation of the slope for the rising edge
around gate position 40 between different points is induced by the
non-uniform reflection from the surface of the plastic plate.

Figure 11 shows the reconstructed 3D images based on time-
gated ToF. The photon counting profile for each pixel is analyzed
to extract the position of rising edges. The rising edge is searched
by defining a virtual gate window containing 60 data points of the
measured intensity profile. The window is scanned over the whole
gate position in a non-overlapping fashion, and the existence or
non-existence of a rising edge in the virtual window is determined
for each scanning position. Figure 11(a) shows the estimated local
distance within the range of 0.3–0.6 m. Black pixels represent no
object detected within the range. Without the plastic plate, the
vast majority of the pixels show no detection (black), while the
majority of the pixels indicate a reflection at 0.45 m (dark red)
with the plastic plate, which is consistent with its actual position.
Figure 11(b) shows the estimated distance within the range of
0.6–0.9 m. For both cases, the distance map of the spherical target
object is reconstructed precisely. The measured target object dis-
tance is approximately 0.75 m, which is also consistent with the
actual distance.

The results demonstrate the capability of our time-gated SPAD
camera to perform spatially overlapped multi-object detection.
Note that the proposed scheme can be applied to the detection
of more than two reflection peaks. Finer scanning of the virtual
gate window in post-processing enables systematic detection
of multiple peaks. The minimum resolvable distance between
two neighboring reflective materials is fundamentally limited
by the finite rising or falling time of the gate window profile,
corresponding to 5–10 cm in this SPAD sensor.

5. CONCLUSION

In this paper, a 1 Mpixel time-gated SPAD image sensor is reported
for the first time. In SPAD research, achieving a megapixel SPAD
sensor has been considered one of the most important mile-
stones for over a decade [38,39]. The sensor is applied to high
dynamic range 2D imaging and high spatiotemporal resolution
3D imaging. To the best of our knowledge, the spatially overlapped
multi-object detection with the single-photon time-gating scheme
has been experimentally demonstrated for the first time. Figure 12
shows a state-of-the-art comparison of SPAD pixel pitch and
array size. The array size of our sensor is the largest, almost 4 times
higher than that of the state-of-the-art sensor [10], while the pixel
pitch is one of the smallest. A more detailed comparison is sum-
marized in Table 1. The median DCR is the lowest among other
works thanks to the optimized process and miniaturized active
size. The lower fill factor and PDE compared to the prior art and
other single-photon detector technologies (Electron-multiplying
charge-coupled device, Intensified charge-coupled device, QIS)
are due to the front-side illuminated configuration; these figures of
merit can be further improved, typically by a factor of 2 to 10, by
introducing on-chip microlenses [40–42] (see also Supplementary
Note S5 of Supplement 1). Owing to its noise and dynamic range

performance, the proposed sensor will be useful in a wide variety of
industrial applications, such as security, automotive, robotic, bio-
medical, and scientific applications, including quantum imaging
and ultra-high-speed imaging.
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