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Abstract

Estimation of the trajectory is a fundamental problem in robotics. Introduction of additional mea-
surements in a robotic platform reduces the uncertainty in the trajectory estimate. The limitations
on the power and payload in a UAV platform advocates for the usage of already existing inputs
such as Vehicle Dynamic Model over the addition of new sensors. These inputs from the Vehicle
Dynamic Model are independent from the lighting and texture of the surrounding environment.
Different methods exist in the literature for multi-sensor fusion problems. The conventional meth-
ods of sensor fusion are outperformed by the graph-based methods such as Dynamic Network,
which could model observations by constraining them in space or time. In this work we investigate
the improvement gained by introducing the Vehicle Dynamic Model as measurements in a Dynamic
Network for a Quadcopter. We investigate two separate studies - i) estimation of the trajectory
with the known sensor parameters, ii) estimation of trajectory with unknown sensor parameters.
In the second study the effect of correlation between the parameters on the estimated parameter
value is studied. The observation model required for using Vehicle Dynamic Model as measurement
was derived and was tested on simulated data.
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Chapter 1

Introduction

1 Background

Determining the position and orientation of a robot is an essential requirement in many applica-
tions involving autonomous mobile robots [1]. For projects such as planetary rovers, self-driving
cars, and unmanned aerial vehicles, knowing the location and orientation of robot accurately is
essential. Broadly, the positioning methods could be classified into two - relative and absolute
position measurements. The relative position measurements involve methods like dead-reckoning
using wheel encoders and IMUs, while absolute position measurements involve GNSS, beacon nav-
igation, landmark navigation, etc. Since relying on a single type of measurement is not ideal, the
usual approaches involve fusing measurements from different sensors to get a position and orien-
tation estimate with less uncertainty. These techniques to fuse data from different sensors are
becoming more relevant in the case of Unmanned Aerial System (UAS) and particularly in Micro
Aerial Vehicles (MAVs) that are increasingly being used as surveying equipment. With the advent
of low cost, off-the-shelf systems, they are increasingly being used in monitoring the vegetation
health, surveying, forest fire monitoring, etc [2]. The main challenge when designing a system
such as a Micro Aerial Vehicle comes from its reduced size and the maximum weight it can carry.
These limitations force the usage of small and light sensors which often provide measurements of
insufficient quality [3] for applications such as mapping.

2 Available Solutions

The localization of Unmanned Aerial Vehicles is commonly done by fusing the measurements from
satellite positioning systems and inertial sensors [4]. Relying solely on these sensors for localization
often results in scenarios where the quality of the estimate is below the requirement or cases where
the estimate of the position cannot be calculated at all. The most common of these scenarios
is when GNSS outage occurs primarily due to the surrounding environment. Various approaches
have been proposed to address this issue, some of them involve using dilution of precision [5] or
by fusing measurements from additional sensors such as camera [6]. When the issue of GNSS
outage is not addressed, the UAVs can quickly get lost in space posing a threat to living beings
and objects around. Hence in most of the developed countries the operation of Micro Aerial Vehi-
cles are restricted to Line of Sight (LOS) e.g.:-US [7], Canada [8], and EU [9]. Another approach
to address this issue is by using more sophisticated error modeling techniques for IMUs. Such
solutions using an improved stochastic error model for MEMS-based inertial sensors [10], by using
wavelet analysis [11], or by using an autoregressive process for modeling inertial sensor errors [12]
have been proposed. Even though such techniques yield an improved result compared to the con-
ventional methods, GNSS outages for prolonged time periods causes most of the above methods
to fail. Apart from improving the error models of the inertial sensors another approach to solving
the issue is the addition of more sensors to the platform. Adding sensors like camera and Lidar
[13], magnetometer and pitot tube [14], and dual laser scanners [15] yielded improved results. On
the other hand, adding additional sensors to the platform reduced the payload and flight time of
the MAVs. This limitation inspired researchers to look into other solutions such as using a Vehicle
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Dynamic Model(VDM) as an additional measurement. The dynamics of any robot platform is
controlled by the control inputs given to the motors. Using these control inputs one could predict
the dynamics of motion from a given model which is specific to that platform. Hence the control
inputs to the motors could be used as an additional measurement. The advantage of using a Ve-
hicle Dynamic Model over other methods is that it requires no additional sensors. The input to
the motors which is used for the measurements is already available in the auto-pilot system. This
method could easily be applied to any other platform provided that a suitable Vehicle Dynamic
Model is derived. Using VDM was already implemented in [16], [17], [18] and [19]. However, the
above implementations used IMU as the process model and VDM as additional measurements. A
new method was proposed in [20] where the VDM was used as the process model, this was further
extended in [21] to include a practical realization of the method. The advantage of [20] and [21] is
their ability to tolerate total IMU failure. This yielded a better result compared to the previous
methods where IMU was used as a process model.

3 Proposed Solution

In the works [20] and [21], the fusion of the different measurements were done using an Extended
Kalman Filtering (EKF). However, as demonstrated in the [22], graph-based methods are superior
compared to the methods based on filtering. It was also shown in the same study that the graph-
based based methods were superior compared to filtering methods in every aspect except in cases
where the available processing budget was small. Although this was the case, the popularization of
the graph-based methods was often impeded due to the complexity of computation associated with
them. But with the advances in Sparse Linear Algebra [23] and the advent of cheap processing
chips with higher computational powers, those problems have been addressed. One such graph-
based method was developed in [24] is the Dynamic Network. In a Dynamic Network, residuals
associated to measurements are minimized using a non-linear least squares approach. The aim of
this study is to implement the Vehicle Dynamic Model (VDM) as a measurement in the sensor
fusion in Dynamic Network in order to reduce the uncertainty in the trajectory estimate. The
observation models that are used for adding these measurements depends on some parameters
associated with that sensor. Determining the value of these parameters beforehand is difficult
due to numerical complexity and observability issues. The project conducts two studies on the
estimation of the trajectory. The first study will be with known sensor parameters while in the
second study the parameters are known and need to be estimated.



Chapter 2

Dynamic Network

Most autonomous robots gather data about their current state through the various sensors on
them. This data could be about their position and orientation with respect to a reference frame,
physical quantities such as temperature, or information related to their immediate surroundings.
Hence in situations where one need to perform functions such as localization and navigation, the
correct interpretation of the data from the sensors is crucial. In such situations, relying on a single
sensor more often than not produce unsatisfactory results. If only a single infrared sensor is used
in a robot for obstacle detection, it won’t be able to detect the obstacles on its sides and might
result in the robot crashing into them. Likewise, a sensor like GPS operates at a lower frequency
and hence won’t be suitable for an application such as mapping. Hence relying on a single sensor
often results in a limited spatial and temporal coverage In order to overcome these difficulties, the
measurements from various sensors are combined to get an estimate with less uncertainty through
a process called sensor fusion. By fusing data from different sensors we get extended spatial and
temporal coverage, redundancy in the system which increases the reliability, and the increased
confidence about the measurements.

Various methods exist in the literature to fuse measurements from different sensors. They
could broadly be classified into two. The filter-based methods which include the Kalman Filtering
and the graph-based methods such as Dynamic Networks. In a filtering based method such as
Kalman Filtering, it is difficult to formulate constraints between states at different epochs. But
in a dynamic network, such constraints could be modeled between states at different epochs. Also
as shown in [22], the graph-based methods are superior to the filter based methods. In this study,
a graph-based method called Dynamic Network (DN) will be used. In a Dynamic Network, the
joint probability of sensor readings given the current estimate of the state variables, i.e., the robot
poses and the sensor calibration parameters are represented by a factor graph [25]. Before getting
into the structure of a Dynamic Network, it is imperative to familiarize the readers with some
definitions. Those terms will be in the underlying sections followed by an overview of the Dynamic
Network approach.

1 Definitions used in Dynamic Network

1.1 Reference Frames in Dynamic Network

This section will introduce the different reference frames that are relevant to this study and the
notations used to represent them.

Body Frame

The body frame is a reference frame which is fixed to the body of the platform under consideration.
In the current study, the axes are fixed as shown in Figure(2.1). The X-axis is in the forward
direction of the drone, the Z-axis points upwards and the Y-axis points towards the left side of the
drone forming a right-handed coordinate system. This will be denoted by the letter b



Figure 2.1: The Body Frame used in the project. The Z axis is defined by the right-hand coordinate
system

World Frame

For this study, world frame is a reference frame that is fixed in an arbitrary point in space. For the
project we used the simulated measurements generated using a MATLAB simulator. The rotation
of the earth was ignored and acceleration due to gravity was taken to be a constant. The GPS
coordinates, position, and orientation of the UAV are expressed in this frame of reference. For the
GPS coordinates, the position of the quadcopter in world frame was sampled at regular intervals.
This is also a right-handed coordinate system with Z axis pointing upwards. It will be denoted by
the letter W

Sensor Frame

Sensor frame is a reference frame that is fixed to the particular sensor under consideration. It is
denoted by the letter s

1.2 State Variables in Dynamic Network

The position and orientation of a robot are collectively referred to as pose. The state variables
consist of the poses and the sensor calibration or geometric parameters. Each variable has a
domain, which may be euclidean or non-euclidean depending on the type of the variable. In order
to deal with non-euclidean domains, the operators H, H are defined so that euclidean increments
could be applied to the non-euclidean variable. This technique is called manifold encapsulation
[26]. There are two types of state variables, fixed and not fixed. Fixed variables are state variables
whose value is known and is not estimated. State variables are also classified on the basis of their
time dependency. Constant Variables are variables whose value does not change with time or is
constant in the time window considered. Whereas time variant with limited bandwidth variables
vary with a specified frequency as a function of time. When solving the dynamic network, the
unknown state variables are estimated. If ¢; is the time stamp of the measurements from the
sensor that is used as the process model, then the unknowns that need to be estimated are

e Position and Orientation of the MAV at each t,
e Parameters in the error models such as biases in the inertial sensors

e Parameters in the observation model that can be constant or varying with respect to time
such as proportional motor constants.

In our study, the Cartesian coordinates are used to represent positions while unit quaternions
are used to represent orientations. A bias was introduced to the observation model (explained in
section (1.4)) of accelerometer and gyroscope. These random yet time-constant variables, bf for
accelerometer and b, for gyroscope, are unknowns that need to be estimated when solving the



dynamic network. More details about the bias and other error models could be found in section
(1.2) in Chapter (3). Apart from these, there are different sensor calibration parameters that need
to be estimated. Some of these parameters are the drag coefficients, components of the inertia
matrix. These parameters will be listed in detail in section (3) in Chapter (3).

1.3 Backward Augmented State Estimator

Consider three robot poses I‘ZV(ti_g),I‘ZV (tizi), F})’V(ti) at time t;_o < t;_o < t;. Let s be a generic
sensor on the robot with
[ R 1)

For each Sensor S, the augmented state is defined to be the following.

o(t) =[5V R vl wip,, el o] (2.2)
where 34(;) is a function of T}V (t;_2), T}V (t;—2),TYV (t;), T2 and of Atﬁ:? =t;_1—ti_o and At;:*l =
t; — t;—1. Here the components of Equation (2.2) are the following.

e 5!V Position of the sensor at time ¢3 with respect to the world frame.
o R};‘: Orientation of the sensor frame s at time ¢; expressed in world frame.
e v:’ Linear velocity of the sensor at time ¢; expressed in sensor frame S at time ¢;

o wf/{,si Angular velocity of the sensor at time ¢; with respect to the world frame expressed in
sensor frame at time ;.

e a;’ Linear acceleration of the sensor at time ¢; expressed in sensor frame s at time ¢;

e oy, Angular acceleration of the sensor at time ¢; with respect to the world frame expressed
in sensor frame at time ¢;.

The terms in the equation (2.2) are calculated using the estimates of the poses and sensor calibra-
tion parameters available at that point.

1.4 Observation Models in Dynamic Network

In this section the concepts of observation models which is used to relate the measured sensor
values and the state variables are discussed. The observation model of a sensor is a mathematical
relation that calculates the error between the measured value of a sensor and the predicted value
of the sensor. An observation model should be specified for each type of sensor that needs to be
used. The observation model has the following general representation. Let s be a general sensor.

here Z5(t) is the augmented state that is defined in section (1.3), & is the vector of unknowns that
needs to be estimated, £ is the sensor calibration parameters and 7 is the Gaussian white noise.
The function f(t; Z5(t), z,€) is the difference between the measured value from the sensor and the
predicted value of that sensor. A mathematical model is used to predict the sensor value from
certain inputs. These inputs are a subset of the terms in the backward augmented state estimator
introduced in Section (1.3) of that particular sensor. such models were already derived for IMU
and GNSS sensors. In this paper we derive the same for vehicle dynamic measurements.

2 Overview of Dynamic Network

2.1 Structure of a Dynamic Network

In a Dynamic Network, the unknown poses, sensor calibration parameters, and measurements are
expressed in the form of a graph. In the graph, the unknown nodes are the robot poses and sensor
calibration parameters. Each measurement is then connected by an edge to the state variables
and parameters it is related to. These edges have a general form as shown in Equation (2.3). In



order to have more clarity, a small example is considered. f(¢;Zg(t),z,£) for a gyroscope could be
written as the following.

f(ta is<t)a 275) = Z2w,j — w;[/s,j - bw (24)

Here z,,; is the gyroscope measurement at time ¢;, wyy, ; is the difference between the orientation
of the sensor at time ¢; and ¢;_1, and b,, is the bias in the gyroscope. As seen from Equation (2.4),
the observation model is written in terms of quantities in the sensor frame. But the unknown poses
in the dynamic network are in the body frame of the robot. These quantities are related by the
Equation (2.6).

Lever —arm s = bW + RV s (2.5)

Bore — sight RY = R}V R® (2.6)

Here s" and RY are the position and orientation of the sensor in world frame, 8" and R}V
are the position and orientation of the robot in the world frame, and s and R® are the position
and orientation of the sensor in body frame. In this way, the edges are constructed for each
measurement. Figure (2.2) shows how these edges are represented graphically for a general sensor
s.

Poses

Measurements Zy Z;

Sensor P,
Parameters

Figure 2.2: A small example of a factor graph

In Figure (2.2) there are three unknown poses at time t1,t2, and ¢3. Two measurements z; and
z9 and a parameter p;. Here the Equation (2.3) is applied for both measurements z; and z3. In
the first case when calculating f(t; Zs(t), z,€) in equation (2.3), the sensor calibration parameter
p1 and poses at t; and t5 are used. In the second case, p; and poses at t5 and t3 are used. This
process is continued for each available measurements.

In Dynamic Network the unknown quantities to be estimated are the poses and sensor param-
eters. But often the measurements from sensors like accelerometers and gyroscopes are related to
a higher order of derivatives of the poses. For example, a gyroscope gives a reading which is the
rate of change of orientation between two consecutive poses. These higher order derivatives are
obtained by applying finite order differencing to the body poses. A finite difference operator =
is introduced to address this. A finite difference can be a forward, backward, or central operator
depending on the scheme implemented. A finite difference operator of the order i requires upto @
samples before and after the element under consideration. We define

w - W W w
sy = B85 5 85515 8520) (2.7
wl, =E2(RY, RY 11, RY10) (2.8)
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where v, w.'; are the velocity and angular velocity of the body at time ¢; in world frame. For

the second order, we have

agflj = E(U?/J,ij'ip ...,vyjio) (2.9)
W _ = W W w
Qg = a(ws’j,ws’jﬂ, ...,wstjio) (2.10)

where agf/j, a?fj are the acceleration and angular acceleration of the body at time ¢; in world frame.
Here Z is a finite differencing operator of the order O. For the study a finite backward differencing
of the order 1 is used. For eg:-

I T IS TG =G - 1) '

This could be represented graphically as shown in Figure (2.3)

le Q

wW,

Figure 2.3: The Finite Differencing expressed graphically. Here b}/V, U,Yf/j and a% are respectively
the pose, velocity, and acceleration of the body at time ¢; expressed in world frame.

2.2 Solving a Dynamic Network

Once the Dynamic Network is constructed, we have the unknown poses and sensor calibration
parameters associated with each measurement through equation (2.3). The unknown quantities
could be estimated by minimizing all the e;(¢) through non-linear least square since most of the
equations in the observation model are non-linear. The unknowns are listed in Section (1.2) of
Chapter (2) and (3) of Chapter (3). Recalling the definition of e;(#), we have

ei(2) = f(t;2s(t),2,8) +n (2.12)

here i € 1,2,...K, where K is the total number of measurements. The objective is to find the
unknowns such that the sum of the squares of all the e;(Z) is minimum. This could be written as

N
P arg min Yy & (i), & () (2.13)
® i=1

here Q., = E;l is the information matrix of the i** measurement. From the noise characteristics
of a sensor, Z;l could be determined using

Se, = JimSydi, it 0 (2.14)
Using Taylor series one can define
ez(is + A.f) ~ el(avt) + Ji7A‘i-Ai‘ (215)

10



where J; Az is jacobian of e; with respect to the elements in AZ. We define it as

_ | Oe; Oe;
Jing = [6501 S aiN:| (2.16)
and
Oey deq
OAT, te OAE N
Oey ey
OAZ4 T OAZ N

The elements of A% are the increments corresponding to the elements in &. We calculate the A%
by
A% = (JLQJTaz) 1 TL.QAy (2.18)

here Ay is the difference between the measured value and the estimated measurement from the
current estimates of the unknowns. Then we apply

P =i+ AF (2.19)

This is continued until a termination criterion is reached.

2.3 Advantages of a Dynamic Network

There are a couple of advantages by using the factor graphs, some of them are listed below

e An arbitrary number of sensors could be handled. Any type of sensor could be modeled and
inserted into the graph appropriately. This makes it easier to insert a new sensor like VDM
into the framework.

e Sensors could be turned on or off easily

e The network can handle out of the order measurements. This helps to address the lag in the
control if it arises. Also, different measurements are processed simultaneously.

e The graph methods were shown to be more accurate and in some cases faster than traditional
filter-based methods [22].

e No information is lost since marginalization of the variables is not done.

e Constraints between multiple poses at different time instants could be expressed.

11



Chapter 3

Vehicle Dynamic Model

This chapter introduces the observation model for using the control input given to the motors of
quadcopter through its vehicle dynamic model. As introduced in section (1.4), the observation
models relate the measured sensor values and the unknown state variables. In order to add a new
type of measurement to the dynamic network, it is necessary to develop an observation model for
it.

1 Model of the UAV

The motors 3 and 4 are interchanged in the current

@ o ,« @ model

Figure 3.1: The Quacopter model used for this project with the motor configurations

As shown in Figure (3.1), the z- axis of the drone will be pointed in the forward direction between
the two arms, the y-axis will pointing towards the left side when viewed from the top and the z-axis
will be pointing in the upward direction. This type of configuration is known as x-configuration in
the literature. The motors of the UAV are numbered in the manner shown in Figure (3.1). The
motors 1 and 2 rotate counterclockwise and motors 3 and 4 rotate clockwise when viewed from the
top.

2 Derivation of Dynamic Equations for a UAV

In order to derive the dynamic equations of a UAV, we need to start with the motors attached to
it. In a UAV, brushless motors are usually used. All the four motors in the UAV are identical and

12
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hence will analyze a single motor. The torque produced in a motor is given by

Here I is the current through the motor, 7 is the motor torque, and K; is a proportional constant.
The voltage across the motor is given by

V =1IR, + K,w (3.2)

Here R,, is the motor resistance, K, is the proportional constant, and w is the angular velocity.
Hence using equations (3.1 ) and (3.2), the power consumed by the motor is defined as

K,

2.1 Thrust Force from the motor

Let us consider a single motor, i € 1,2,3,4. From the conservation of energy we have

from this we get
P= %~ (3.5)
i — LTy dt = I'TiVh .

here vy, is the air velocity during hovering. From momentum theory for propellers, v, can be
written as
Fr;

3 (3.6)

Vp =
here p is the density of the air and A = 7R? is the area swept by a propeller with radius R.
From [27] the torque is proportional to the thrust generated with a proportional constant K that
depends on the blade geometry and hence can be written as

T = KTFT,i (37)
Using equations (3.3) and substituting (3.5),(3.6), and (3.7) we get,
3/2
KvK‘r FTi
P, = Fr,w=— 3.8
K, @ =9 (3.8)

solving for Fr;, we get

K,K.\/20A4 \*
Fri= <prz) = bw? (3.9)
t

Here b is proportional constant. Hence the thrust force on the UAV is

0
0

Fr=1|yu
> by
i=1

(3.10)

2.2 Drag forces

A UAV experiences drag forces when it moves through the air. This is modeled as a force propor-
tional to the square of air speed and it acts in the opposite direction to the motion. A proportional
constant C, Cy, and C, for each axis are defined. Hence the drag force is defined as

Ca (V)2 Sgn(Va)
FJbD == Cy(Vyb)25’gn(Vy) (3.11)
C=(V2)?Sgn(Vz)

here the V = [V;’; Vyb; Vzb] is the air speed. It is defined as
Vvi=vi-vb (3.12)

here de is the velocity of drone and V2 is the velocity of the wind.

13



2.3 Gravity

The UAV also experiences the gravity by the earth. For the study, the gravity is modeled as a
constant with a value g = 9.8m/s. Hence

0
FL=RY | 0 (3.13)
—mg

This model could be extended to include a gravity model.

2.4 Torque contributed by the motor propeller

The torque experienced in a UAV is contributed by each motor. When the propellers are spinning,
they experience a drag force on them. This drag force is given by

1
FD == §pCDA’l)2 (314)

here p is the density of the surrounding air, C'p is a proportional constant, and A is cross-sectional
area of the propeller. For the sake of simplicity, let us assume that the drag force acts on the tip
of the propeller. Then the torque due to the drag can be written as

1 1
™o =RxFp = 5RpCDAv2 = 5RpCDA(Rw)2 = dw? (3.15)

here R is the radius of the propeller. Even though we made an assumption that the force is acting
on the tip of the propeller, the end result is that the torque is proportional to the angular velocity
of the motor. For propellers rotating in the clockwise direction when viewed from the top, this
torque is positive and it is negative for propellers rotating in the anti-clockwise direction.

2.5 Vehicle Dynamic Model - Combined Forces and Moments

In this section, the Vehicle Dynamic Equation which will be used to give the inputs to the motors
of the UAV as a measurement in the dynamic network will be derived.
The total force acting on the UAV in its body frame is sum of thrust (Fr), drag force (Fp) and
gravity (Fg).

F=Fr+Fp+F} (3.16)

From Equations (3.11), (3.13), and (3.10) and dividing both sides of the equation with the mass
of UAV m, the acceleration of the center of mass of UAV, a; can be determined as

0

1 0 1 [Ca(V2)2Sgn(Va) 0
a=— |y — — | Cy(V)2Sgn(V,) | + Ry | 0 (3.17)
T p ] LG Sgn(V) -y

From Figure (3.1), the torque acting on each axis can be calculated, it can be written as

VBLE (0 4 wd + ] — ]
M, = @(_w% +w? —w? +w? (3.18)
d(—w? — w3 + w? + w?

here L is the distance between the propellers turning in the same direction as shown in Figure
(3.1), b is the proportional constant for the thrust of the motor, and d is the proportional constant
for the torque of each motor. The rotational equations of motion are derived using the Eulers
equations of rigid body dynamics. We have

To+w x (Iw) = M, (3.19)
Solving for w, we have

W =T Y My — w x (Iw)) (3.20)
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here I is the moments of inertia matrix of the form

Iww Ixy Iwz
I= I, I, I, (3.21)
I, Iyz I,

The f(t;&s(t), 2,£) in Equation (2.3) could now be derived for using Vehicle Dynamic model as an
additional sensor. Using Equations (3.17) and (3.20)

a — a(X,) ]

fsas) =6 = |~ 2 (3:22)

Here a(X,) and w’(X,) are the predicted linear and angular acceleration using the current knowl-
edge about the backward augmented state of the sensor. The inputs to the observation model
given by equation (3.22) are the angular velocities w1, wa, w3, and wy as seen in Equations (3.17)
and (3.18).

3 Parameters in the model

In the previous section, the vehicle dynamic model was derived. In this model, there are parameters
that are inserted as sensor parameters of the VDM in the dynamic network. These parameters
are sometimes known in advance or need to be estimated online. The section will introduce the
parameters used in this model.

3.1 Wind Parameters

Three parameters are used to model the wind, one for each axis. It is denoted by wy, w2, and ws.
Their unit is m/s. For this project the parameters of wind was fixed to be zero.

3.2 Drag Parameters

The drag parameters are the proportional constants in Equation (3.11). Three parameters are
used to model the proportional constant of the drag force in each axis. It is denoted by C,, Cy,
and C,. The unit is N.s?/m?

3.3 Copter Parameters

The copter parameters consist of the mass and length of the drone. The length of the drone is
measured as indicated in Figure (3.1). The length is denoted by L and mass by m. The units are
m and kg respectively.

3.4 Motor Parameters

The motor parameters consist of the proportional constants that we derived for the thrust and
torque produced by the body. They are denoted by b and d respectively. The unit of b is N.s? and
d is N.m.s?.

3.5 Inertia Matrix Parameters

The inertia matrix parameters consist of the terms from Equation (3.21). They could be classified
into two, diagonal elements and off-diagonal elements. The diagonal elements are indicated by I,.,,
Iy, and I, and the off-diagonal elements by Iy, I, and I,.. Their unit is kg.m?2.
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Chapter 4

Experimental Method

The chapter will explain the method of study adopted for this project. All the experiments in this
study were conducted using simulated data. The chapter is divided into three sections. In the
first section, an overview of the different sensors used in the UAV is provided together with their
stochastic parameter. This is followed by a section which explains how the measurements were
generated and the experimental procedure used. The final section provides an explanation about
the tool that was used to implement the dynamic network.

1 Experimental Setup

1.1 Sensors Simulated on UAV

The following sensors were simulated on the UAV

GPS Sensor

The GPS measurements were simulated with the help of the MATLAB simulator. The trajectory
of the quadcopter was obtained from the simulator and the coordinates of the quadcopter in the
world frame was sampled at specific intervals to simulate the GPS measurements. Te sampling
interval was fixed to be 1s.

IMU Sensor
An IMU sensor was also simulated. The IMU is composed of three accelerometers and three
gyroscopes, one for each axis. The sampling interval of the IMU sensors was fixed to be 0.01s.

VDM sensor

The inputs that were given to the motors during the flight was used as an additional measurement
in the trajectory estimation of the drone. No noise was given to the measurements for the VDM
sensor.

1.2 Noise Models used for Experiments

In the real world, the measurements from the sensors would contain noise from different sources.
Hence when simulated data is used for testing a system, it becomes imperative to account for these
noises. In the study we use, two types of noise models to emulate the real data

White Noise

The measurements from the sensors are sometimes perturbed by noise. These noises fluctuate at a
higher rate than the sampling rate. The noise could be modeled as a zero-mean Gaussian variable
with a variance o2. This noise was used for measurements from GPS and IMU. The variance o>
used for the sensors will be specified in Chapters (5) and (6).
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Bias

A Dbias is a constant offset in the measured value. This type of error is commonly found in
accelerometers and gyroscopes. This error is modeled as a random constant value. For the study,
the random constant value was generated for each experiment which was distributed with a variance

o2.

2 Experimental Approach

2.1 Generating the Measurements

The data for the experiments in this study was generated using the MATLAB simulator used in
[20]. The simulator uses a simple PID controller to take the UAV through the waypoints that
the user specified. One of the key challenges in the parameter estimation is the observability of
the parameters. The observability of a system is defined as the possibility to compute the initial
state of the system given a sequence of inputs and measurement. Hence the trajectory chosen for
analysis should be such that the states in the system are observable. A trajectory that satisfies this
condition is the lemniscate trajectory. Hence it was chosen for this study. The following equation
is the parametric form of lemniscate trajectory

~acos(t)
TTIF sin?(t) (4.1)

The trajectory used had a span of 80m in z-direction and 60m in y-direction. The time of flight
of the drone was 400s. Using the simulator the above trajectory was specified and the waypoints
were sampled at equal distances. The trajectory used and waypoints generated could be seen in
Figure (4.1).

Trajectory used for the study

Trajectory

FER #__Waypoints

Figure 4.1: The Trajectory used for the simulation
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Figure 4.2: The Roll, Pitch, and Yaw of the Trajectory used

The above trajectory was used to generate the measurements for the experiment. The IMU
measurements and VDM measurements had a frequency of 100Hz while the GPS measurements
had a frequency of 1Hz. The inputs to the motors for the VDM sensor was obtained from the
controller.

2.2 Monte Carlo Simulation

Monte Carlo simulations are widely used in the field of engineering to model the outcome of a
system that depends on the random variable. They rely on repeated random sampling to obtain
numerical results. Monte Carlo experimentation is the use of simulated random numbers to es-
timate some functional of a probability distribution [28]. Several realization of the experiment is
carried out and for each iteration, a set of random variables generated with the help of a probabil-
ity distribution is used as input. From the output of these realizations, the characteristics of the
solution could be inferred.

The data generated from the MATLAB simulator (section (2.1 )) was for the ideal case and
hence the measurements didn’t have noises. In order to perform a Monte Carlo Simulation, noise
vectors were generated using the noise models given in section (1.2). These noise vectors were
added to the ideal measurements to produce the measurements with noise. 100 such realizations
were generated for the Monte Carlo simulations. The weight was given through the information
matrix Q = ©~!. The information matrix is diagonal and its entries are taken as the inverse of
the variances associated with them. Since the knowledge about the variances associated with the
VDM sensor is not available, the experiments have to be done against different variances and the
effect on the output studied. 6 different cases were studied and the diagonal elements of ¥ for
each case are specified below. The first three elements are the variance of VDM measurements for
linear acceleration and the remaining are the same for the angular acceleration.

e Casel: X = [1.69¢ %m?/s* 1.69¢ %m? /s*,5.04e"m? /s*, 4.35¢~*rad? /s*, 4.35¢*rad? /s, 4.35¢ *rad? /s*]
e Case2: XP =10x %P

Case 3: P =50 x ¥P

Case 4 : ¥P =100 x 2P
e Case 5: TP =150 x XP
e Case Disable : VDM measurements are not used

The Monte Carlo simulations were done for each case.
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3 Experimental Tool

A tool was needed to implement the dynamic network and to estimate the trajectory from the
measurements generated from the Monte Carlo simulations. For this purpose, an open source
sensor fusion tool called ROAMFREE [29] was selected. The ROAMFREE was developed in
[30] and is used to estimate the pose and do self sensor calibration. The framework to use the
measurements from GPS and IMU was already been implemented in ROAMFREE [31] . We
extended this open source tool to include an additional measurement type which could be given
by the VDM measurements.
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Chapter 5

Trajectory Estimation with fixed
VDM Coefficients

In this chapter, the results obtained from the trajectory estimation using VDM for two different
IMU is presented. This is followed by a study on the effect of different IMUs on the final trajectory
estimate. The values of the parameters were known before-hand. Here the wind velocity in all
three different axes was set to zero. The VDM parameters had the following values

e Drag Parameters = [d1,dz,d3] = [0.1Ns?/m?,0.1Ns?/m?, 0.2N s? /m?|

Copter Parameters = [Lm] = [0.4m, 1.454kg]

Motor Parameters = [b,d] = [1.66_4N82,7.56_7Nm52]

Inertia Matriz Diagonal = [Im,fyy, ZZ} = [5.86*3kg m?,6.0e 3kg m?, 1.16’2kgm2]
e Intertia Matrixz Of f — Diagonal = [Imy,fm, Iyz] = [Okg m?, Okg m?, Okg mz]

Using these parameters and using the trajectory shown in Figure (4.1)), the measurements for
the experiment was generated as described in Section (2.1) of Chapter (4). After adding noise
to these measurements, a Monte Carlo simulation was performed to analyze the distribution of
errors in the trajectory estimate. For this study, separate experiments were conducted using two
different IMU’s. In the following sections, the results from these experiments are shown followed
by a comparison between them. For each experiment performed in this study, the Monte-Carlo
simulations were done for six different cases. The cases are specified in Section (2.2) of Chapter
(4). The different cases will be denoted by the numbers 1,2,3.4,5 and Disable respectively in the
subsequent plots.

1 Distribution of Error in the Trajectory Estimate using
IMU 1

The first IMU that was used, had the following noise properties.
Accelerometer

e White noise o = 4.02¢72 m/s?/vVHz

e Random Bias o = 7.84e¢72 m/s?

Gyroscope
e White noise o = 4.7¢~° rad/s/v Hz

e Random Bias o = 3.5¢73 rad/s
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Using the above noise properties, the noise was generated using the noise models in Section (1.2)
in Chapter (4). A white noise error of o = 1m was added to the GPS measurements. 100 sets of
noise were generated and were added to the ideal measurements from the MATLAB simulator to
obtain 100 sets of measurements for the Monte Carlo simulation. The Figure (5.1) and (5.2) shows
the results obtained from a single test.

Error in the estimate of Linear Acceleration
0.08 )

0.06

0.04 R

-0.12 - b

Figure 5.1: Error in the linear acceleration of the estimate

Error in the estimate of Angular Acceleration

\
IN
I
-
|

Figure 5.2: Error in the angular acceleration of the estimate
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Nim] : 80

Figure 5.3: The Trajectory Estimated using Dynamic Network

The reader can see from Figure(5.1) and (5.2), error in the estimated linear and angular accel-
eration is very low. Similar tests were done on the remaining set of measurements to study the
distribution of the error in the final estimate. The results from the tests are summarized in Figure

(5.4).
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Figure 5.4: Box Plots of Errors in Position and Orientation with IMU 1

From the Figure (5.4), certain trends can be observed. Variance given to the VDM measure-
ments plays a role in the errors in the final estimate of the trajectory. The general trend we can see
in this figure is that there is an optimal variance for the VDM measurement. The error distribution
at either end of the graph has a higher variance compared to the rest. When the VDM measure-
ments are not used or are given a high variance, the resulting estimated trajectory has an error
distribution of higher variance. Here the number of sources of measurement decreases resulting
in a higher uncertainty of the final estimate. When the variance of the VDM measurements is
low, the dynamic network places higher confidence on these measurements. This might result in
neglection of other measurement sources if they high variance with respect to the variance of the
measurement. This results in a higher uncertainty in the estimate.
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1.1 Bias Estimation

When the noisy measurements were generated, a bias was added to the measurements from ac-
celerometer and gyroscope. The Bias that was added was stored and was later compared with the
estimated bias. The results could be seen in Figure (5.5).

Bias Estimate Accelerometer Component 1

o P=3 F=3
o 2 = >

S
=

Elrror (m/sz)

-0.02
-0.03

-0.04
1 2 3 4 5 Disable

(a) Error in Bias Estimate Accelorometer X
Bias Estimate Accelerometer Component 2

0.04

0.03

0.02

Error (m/sz)
=) o
S o =Y

S
F=Y
159

-0.04= 3
1 2 3 4 5 Disable

(c) Error in Bias Estimate Accelorometer Y

¥103 Bias Estimate Accelerometer Component 3
6

)

o

Error (m/sz)

)

1 2 3 4 5 Disable

(e) Error in Bias Estimate Accelorometer Z

Error (deg/s)

Error (deg/s)

Error (deg/s)

0.05-

Bias Estimate Gyroscope Component 1

o
P=
=

o
P
=

o
o

o

S
o

-0.02

-0.03

1 2 3 4 5 Disable

(b) Error in Bias Estimate Gyroscope X

Bias Estimate Gyroscope Component 2

0.02

o
o

o

S
I=3

0.02-

1 2 3 4 5 Disable

(d) Error in Bias Estimate Gyroscope Y

Bias Estimate Gyroscope Component 3
0.04

0.03
0.02 -

g [=d
o o
2 s =2

0.02- L
0.03
-0.04

1 2 3 4 5 Disable

(f) Error in Bias Estimate Gyroscope Z

Figure 5.5: Box Plots of Errors in Estimated Bias of accelerometer and gyroscope with IMU 1

From Figure (5.5), one can see that the bias in the Accelerometer measurements is accurately
determined when VDM measurements are used. As mentioned earlier with the VDM, an addi-
tional measurement is being provided to the dynamic network which decreases the variance in the
estimate. Another trend that could be observed is the effect of the VDM measurements with low
variance on the variance of the error in estimated bias. In such cases, the mean of the error is



shifted from zero. This happens because in those cases, the measurements from IMUs are given
less weight making the bias estimation difficult. In the case of bias estimation of gyroscope com-
ponent Y, there isn’t a noticeable change in the variance of the estimate with the addition of VDM
measurements. This may be due to the observability issues arising from the trajectory that we are
using.

2 Distribution of Error in the Trajectory Estimate using
IMU 2

The next experiment was done using an IMU of higher quality. The aim was to see whether the
accuracy of the IMU would have any effect on the variance used for VDM measurements. The
IMU had the following properties
Accelerometer

e White noise o = 4.02¢~*m/s? /v Hz

e Bias 0 = 7.84¢ 2m//s?
Gyroscope

e White noise o = 4.7e %rad/s/v Hz

e Bias 0 = 3.5¢ %rad/s

Like in the previous experiment, noisy measurements were generated for a Monte Carlo simulation
with 100 iterations. The results of this experiment could be seen in Figure (5.6).
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Figure 5.6: Box Plots of Errors in Position and Orientation with IMU 2

Like in the previous experiment, the variance in the error of the estimate decreased with
the addition of VDM measurements. Unlike the previous case where using a low variance for
the VDM measurement gave a bad performance, here all the variances that were tested gave
comparable performances. In the previous case with the low variance for VDM measurements,
the measurements from other sensors were ignored or given less weight. Here we are using an
IMU with less noise and hence its measurements have lower variance.
variance for VDM measurements, the IMU measurements are still used for sensor fusion and hence

a performance drop is not seen.
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2.1 Bias Estimation

Like in the previous experiment, a bias was added when the noisy measurements were gener-
ated. This Bias was estimated by solving the dynamic network and the error in the estimate was
computed. The results are shown in Figure (5.7).
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Figure 5.7: Box Plots of Errors in Estimated Bias of accelerometer and gyroscope with IMU 2

The Bias estimates of the gyroscope follow the same trend as in the previous experiment, no
significant improvement in the Y component while there is an improvement for X and Z component.
For the accelerometer, we can see a significant improvement in the variance of the estimates as we
decrease the variance of the VDM measurements.

27



3 Comparison between the two IMUSs
In the previous sections, the effect of the accuracy of the different IMU on different variances of
VDM measurements was explored. In this section, the effect of IMUs on the variance of the esti-

mates would be studied. For the study, we chose V. DM> as the variance of the VDM measurements
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Figure 5.8: Error distribution of the estimates by using the IMU 1 and IMU 2 with VDM mea-
surements compared to the case without VDM measurements

In both cases of the IMUs, there is an improvement in the variance of the estimates when VDM
measurements are used. When the IMU is of a higher quality, the variance in the error estimates
decreases irrespective of whether the VDM is used. But when an IMU of higher accuracy is used,
the improvement in the variance of estimates from using VDM is lower compared to a case with
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an IMU having lower accuracy. Hence adding the measurements from the VDM might not have
any effect on systems containing sensors of high accuracy.

In the Figure (5.9), the effect of the noise in IMU on the accuracy of the Bias Estimate is shown.
As noted in the previous sections, the bias estimate in the Y component of the gyroscope is not
affected by the addition of VDM measurements. In the other cases, the variance of the estimates
improve with the addition of the VDM measurements. But when an IMU of higher accuracy id
used, the improvement gained from VDM measurements decreases.
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ments compared to the case without VDM measurements
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Chapter 6

Trajectory Estimation with
VDM-model calibration

In the previous chapter, the experiments were done with known parameters for the VDM sensor.
More often than not, it is difficult to determine the value of the parameter before the flight. Hence
the value of these parameters has to be estimated along with the estimation of trajectory. This
chapter will deal with such scenarios. The following values for parameters were used to generate
the measurements from the MATLAB simulator. These are the same values that were used in the
previous chapter, it is listed here again for the convenience of the reader.

e Drag Parameters = [d1,dy,ds] = [0.1Ns?/m? 0.1Ns?/m?,0.2N s* /m?|

Copter Parameters = [l,m] = [0.4m, 1.454kg]

e Motor Parameters = [b, d] = [1.66*4N s2,7.5¢""Nm sz]

e Inertia Matriz Diagonal = [Im,fyy, ZZ} = [5.86*3kg m?,6.0e 3kgm?, 1.1e %kg mz]
e Intertia Matriz Of f — Diagonal = [Imy,fm, Iyz] = [Okg m?, Okg m?, Okg mz]

In order for the dynamic network to estimate the sensor parameters, an initial guess should be
provided to them. The initial guess was generated from a Gaussian distribution centered at the
true value of the parameter. Since the length of the copter arm and mass of the copter can easily
be measured precisely, those parameters were not estimated on flight. The following standard de-
viation (o) was used for each parameter when they were generated for the Monte Carlo Simulation.

e Drag Parameters = [dl,dQ,dg} = [16’1Ns2/m2,16’1Ns2/m2,1e’1Ns2/m2]

e Motor Parameters = [b,d| = [le *Ns? le”"Nms?|

e Inertia Matriz Diagonal = (I, Iy, I..] = [le"*kgm?, le~?kgm?, le~*kg m?|

e Intertia Matriz Of f — Diagonal = [y, Iz, I,.] = [le ®kgm?, le ®kgm?, le kg m?]

Like in the previous case, experiments were done for 5 different sets of variances for VDM mea-
surements.

1 Distribution of Error in the Trajectory Estimation using
IMU 1

The IMU has the following properties

Accelerometer
e White noise 0 = 4.02¢ 73 m/s?/VHz

e Random Bias 0 = 7.84¢72 m/s?
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Gyroscope
e White noise o = 4.7¢7° rad/s/vVHz
e Random Bias 0 = 3.5¢73 rad/s
The measurements were generated as described in Chapter (5). A Monte Carlo simulation of 100

iterations was performed. Results obtained from it are shown in Figure (6.1) and (6.2)
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Figure 6.1: Error in the linear acceleration of the estimate

Error in the estimate of Angular Acceleration

1.5

-

%Ilmm it

-
wn

S

o 0

Z

—

o

-

—_

[NN]

-1.5

Figure 6.2: Error in the angular acceleration of the estimate
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Estimated Trajectory - Unknown Parameters

Figure 6.3: The Trajectory Estimated using Dynamic Network

Even when the parameters of the sensor is estimated, the variance in error remain smaller and
has a mean closer to the zero. The Figures (6.4) and (6.5) show a comparison plot of the error in
the estimate between the two studies, with a known parameter and with an unknown parameter.
The variance in the error of the estimate mostly remains the same or is slightly less in the second

study.
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Figure 6.4: Error in the linear acceleration of the estimate
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Error in the estimate of Angular Acceleration
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Figure 6.5: Error in the angular acceleration of the estimate

In order to get into a detailed analysis, the error distribution of the trajectory estimate obtained
from the Monte Carlo Simulation should be studied. The results from the Monte Carlo Simulation
is shown in Figure (6.6). As in the previous cases, the usage of VDM measurements reduces the
variance the estimated quantities. But unlike the case where the value of the parameters was
known, here the variance of the estimates is invariant with respect to the variance given for VDM
measurements. The expected increase in the variance of the estimates might have been offset by
the freedom to perturb the sensor parameters. There can be values around the true value of sensor
parameters which could give less error to the trajectory estimate.
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Figure 6.6: Box Plots of Errors in Position and Orientation with IMU 1

1.1 Parameter Estimation

In this section, a study about the estimation of sensor parameter is done. The term (JX,Q2Ja,) !
in the Equation (2.18) gives the covariance matrix for the estimated values. This could be used
as a metric to determine the confidence of that estimate. In the following figures, the true value
and the estimated value of a sensor parameter are plotted. Estimated values are shown with a 3o
confidence, where o is obtained from the covariance matrix.
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Drag Parameters
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Figure 6.7: Estimated Proportional Constant of Drag Force
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Figure 6.8: Estimated Motor Parameters
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Figure 6.9: Estimated Diagonal Elements of Inertia Matrix

35



Inertia Matrix - Off-Diagonal Elements

True Value

2 X 107 Error Ibod Parameter 1 Estimated Value
-
Eo
S
X
-2
0 10 20 30 40 50 60 70 80 90 100
Test No
2 X 107 Error Ibod Parameter 2
-
Eo
5
X
-2
0 10 20 30 40 50 60 70 80 90 100
Test No
5 x107 Error Ibod Parameter 3
-
Eo
S
<

0 10 20 30 40 50 60 70 80 90 100
Test No

Figure 6.10: Estimated Off-Diagonal Elements of Inertia Matrix
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Figure 6.11: Box plot of error in the estimated parameters

From Figure (6.11), one can see that for the C,, C,, and b, the errors in the estimate is distributed
around zero. In the case of C,, one can see that the mean is shifted from zero. This is due to
the observability issues that arise from the trajectory that is used. But for the parameters d, I,
Iy, and I, the errors in the estimate are centered around non-zero values. While d is distributed
around a positive value, the diagonal elements of inertia are distributed around negative values.
This indicates that these parameters might be correlated and hence the positive error in one is
offset by the negative error in the other. In the next section, the correlation between the parameters
is studied.

Correlation Matrix

The distribution of errors in the estimated parameters of d, I, I, and I.. from Figure(6.11)
indicates the possible existence of a correlation between them. From the covariance matrix obtained
at the end of the least square estimation, the correlation between the parameters is calculated and
is plotted in Figure (6.12). As expected there is a correlation between parameter d and diagonal
elements of the inertia matrix.
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Covariance between Parameters

Figure 6.12: Correlation between various parameters in the VDM model

This correlation could also be shown mathematically. For the study, the off-diagonal elements
of the inertia matrix were set to zero. Hence the inertia matrix is

L. 0 0
I=|0 I, O (6.1)
0 0 L.

From Equations (3.20) and (3.18) and using a diagonal inertia matrix, one could write the third
component of angular acceleration as

W, = - 6.2

z IZZ ( )

From the above relation, one could see that the positive error in d could be offset by a negative

error in the diagonal element of the inertia matrix. In the study, since the off-diagonal parameters

are estimated and hence has a non-zero value. So the other elements in the inertia matrix also
become slightly correlated with d.

1.2 Bias Estimation

Like in the other experiments, a bias was added to the IMU measurements. But unlike the previous
cases, here the addition of VDM measurement is increasing the variance in the trajectory estimates.
As shown earlier, if the estimated parameters are correlated, the positive error of one could be
offset by the negative error in the other. Hence the reason for this behavior is the correlation
between bias and the estimated sensor parameters.
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Figure 6.13: Box Plots of Errors in Estimated Bias of accelerometer and gyroscope with IMU 1

2 Distribution of Error in the Trajectory Estimate using

IMU 2

The IMU has the following properties

Accelerometer
e White noise o = 4.02¢=* m/s?/vVHz

e Random Bias o = 7.84e72 m/s?
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Gyroscope
e White noise 0 = 4.7¢7% rad/s/vVHz

e Random Bias o = 3.5¢73 rad/s
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The noisy measurements were generated and a Monte Carlo Simulation of 100 iterations was done.
The results are summarized in Figure (6.14)
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Figure 6.14: Box Plots of Errors in Position and Orientation with IMU 2

The behavior is the same as that we saw in the previous experiment in this chapter. There is an
improvement in the estimate when VDM measurements are used, but that improvement remains
invariant to the variance of the VDM measurements,
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2.1 Parameter Estimation

In this section, a study about the estimation of sensor parameter is done. In the following figures,
the true value and the estimated value of a sensor parameter are plotted. Estimated values are
shown with a 30 confidence.
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Figure 6.15: Estimated Proportional Constant of Drag Force

Motor Parameters

- True Value
1.6003 %10 Error Mc Parameter b e e Value
1.6002
< 1.6001
“
2 16
1.5999
1.5998
0 10 20 30 40 50 60 70 80 90 100
Test No
10 x107 Error Mc Parameter d
9
-
4
£ 8
z
7
6
0 10 20 30 40 50 60 70 80 90 100
Test No

Figure 6.16: Estimated Motor Parameters
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Inertia Matrix - Off-Diagonal Elements
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Figure 6.18: Estimated Off-Diagonal Elements of Inertia Matrix
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Figure 6.19: Box plot of error in the estimated parameters

The same behavior as seen in Figure (6.11) is seen in Figure (6.11). In order to study the effect
of the using a better IMU on the errors in the estimate, box plots of the errors from the two
experiments were plotted against each other on Figures (6.20) and (6.21). As expected using a
better IMU improves the errors in the estimated parameters.
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Correlation Matrix

Like the previous experiment, the diagonal value of the inertia matrix doesn’t converge to the true
nor it is within 3o of the estimated value. The correlation between various parameters could be
seen in Figure(6.22).

Covariance between Parameters

Figure 6.22: Correlation between various parameters in the VDM model
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2.2 Bias Estimation
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Figure 6.23: Box Plots of Errors in Estimated Bias of accelerometer and gyroscope with IMU 1

Like the previous experiment, the variance is high for bias estimates when VDM measurements
are used. Also, there is no change in the variance of the estimate with respect the variance of the

VDM measurements.
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3 Comparison Between the Two IMUs

Box Plot for Error in Position X Box Plot for Error in Roll

B I e
- 0] —_— . H
€ I ol =
Eos = T
o 1 0
£ = |
u o w
-1
1
05
1 2
-15
’ ; \)m D
N Y v v / &/ / /
\v‘\) ; O\@@ ; \é\) / c\@@ / \@ /b&o \@ §0
& & @ @
& & Q 9
(a) Error in Position X (b) Error in Roll
Box Plot for Error in Position Y Box Plot for Error in Pitch
15
15 ,
1 1
05 |
| 505
- 0]
E o 2 |
= . | 1
o | 0 0 —_——
505 | s I
1 05
-15 R
2 |
’ 6\ \)[L bq/
Y Vv v / / / /
\V\\) / 0\@@ / \‘k\) / c\@@ / \@ 0\0 \@ '?0
& & & ¢
(¢) Error in Position Y (d) Error in Pitch
Box Plot for Error in Position Z Box Plot for Error in Yaw
! 8
08 6
0.6 4
04 | 2
- | | 3 I :
£o2 g0 }
2 o 5 2 I '
« I
-0.2 4
-0.4 | 6
06 8
08 10
» 3 v v y N v 2
\Q\\S/ 0\@@/ \“\\)/ 0\?/6/ \Q\O/ 0\05/ §)/ 0\@5/
& & & &P
N N N N
(e) Error in Position Z (f) Error in Yaw

Figure 6.24: Error distribution of the estimates by using the IMU 1 and IMU 2 with VDM mea-
surements compared to a case without VDM measurements

The results are similar to the results in Chapter (5). With VDM measurements, the variance
of the estimate is lower. Also when a highly accurate IMU is used, the overall variance in the
measurement decreases, but the gain from using VDM also decreases.
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Figure 6.25: Error Distribution of the Bias Estimate using IMU 1 and IMU 2 with VDM measure-
ments compared to a case without VDM measurements

There is a significant increase in the variance of the bias estimate when VDM measurements
are used. When using VDM measurements, there isn’t a significant difference in the variance of

an estimate when different IMUs are used.
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Chapter 7

Discussions

Conclusions from the studies

Two studies were conducted as part of this project. In the first study, the trajectory was estimated
with known parameters for the VDM sensors. In the second, the VDM sensor parameters were also
estimated along with the trajectory. For each study, two experiments were performed using two
different IMUs. The first IMU was noisier compared to the to the second. For each experiment,
six cases were analyzed. The first five cases were with different variances for VDM measurement
and the sixth case was done without using VDM measurements. FEach case was analyzed by
performing a Monte Carlo Simulation of hundred realizations. Various trends were observed across
these studies. In all the studies, the usage of VDM measurements always reduced the variance in
the error of the estimate. It was also observed that using a very high or very low variance for the
VDM measurements results in an increase of the variance in the error of the estimate. At very high
variance, the VDM measurements are ignored and at very low variance other sensor measurements
are ignored, and it leads to an increase in the uncertainty of the estimates. The effect of variance
used for the VDM measurements was more profound in the first study, whereas in the second study
the effect of the variance was negligible. This may be due to the additional freedom available for
perturbing the sensor parameters. When a better IMU was used, the improvement gained from
using the VDM measurement decreased. When it comes to bias estimation, the improvement in
the error of the estimate is only seen in the study with fixed parameters. Also when the parameters
are known, the variance in the error of the bias estimate decreases with both the IMUs. But like
in the case of trajectory estimates, the gain in performance is less when an IMU of higher quality
is used. It was also noted that when the parameters are unknown, the variance in the error of
the estimate increased with the addition of VDM measurements. In the second study where the
parameters were unknown, certain trends were observed in the estimation of the parameters. In
both the experiments of the second study, the true value of some sensor parameter didn’t fall
with the 30 confidence interval of the estimated value of parameters. Upon further studies, these
parameters were found to be correlated with each other. A factor that needs to be considered
when doing parameter estimation is the observability of the parameters. This was evident in the
estimation of C, parameter where the trajectory used in the project made it less observable. In
the second study we also observed that when an IMU of better quality is used, the variances in
the error of the estimate decreases.

Limitations of the study and future work

The studies that were conducted were done using measurements that were generated using a
simulator. The measurements were generated by adding noise to the ideal measurements. For the
project, only the White Noise and Bias noise models were considered. As an extension of the work,
more complicated stochastic processes like the random walk and Gauss-Markov could be used to
study their effect. When the estimation of the sensor parameter was done, the wind was taken to
be zero. Although in the current implementation a constant wind could be estimated, a feature to
estimate varying wind could be implemented in the future. Another direction that can be taken
would be to test the implemented frame on a real system.
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