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Abstract

Charmed hadron spectroscopy is a quickly progressing field that has enjoyed a growing
interest in recent years from both theorist and experimentalists. Open-charmed hadrons
consist of a heavy ¢ quark bound to a light quark (u, d, s quarks). These particles are in
particular spin-parity states making for a very interesting quantum mechanical system
allowing the study of the QCD potential holding them together. Decays of type B— D*DK
offer a rich environment to study charmed spectroscopy thanks to their abundance and
low background. Using pp collision data at 7, 8, and 13 TeV center-of-mass energies
corresponding to an integrated luminosity of 9.1fb™! collected with the LHCb detector
at CERN’s Large Hadron Collider, this thesis presents the most accurate measurement
to-date of four branching fraction ratios of B —D® DK modes. These are measured to be

B(Bt— D**D~K*)
B(B+— DODOK+)

= 0.526 4 0.015(stat) + 0.013(syst) & 0.012(B(D)),

B(Bt— D*"DVYK™)
B(B*+— DODOK+)

= 0.583 4 0.016(stat) + 0.013(syst) = 0.013(B(D)),

B(B°— D*~D°K™)

=1. + 0.02 4+ 0.01 + 0. D
B(BY> D-DOK™) 766 + 0.028(stat) £ 0.016(syst) 4+ 0.035(B(D)),

B(B*— D**D-K*)
B(B*— D* DTK*)

= 0.917 = 0.034(stat) = 0.014(syst),

where the first uncertainty is statistical, the second systematic, and the third is due to the
uncertainties on the D meson decay branching fractions measured by other experiments.
Furthermore, this thesis shows the Dalitz plots of the final states for these decay modes using
data samples an order of magnitude larger than samples collected by other experiments.
These measurements are an important step towards a full amplitude analysis of B— D*DK
decays.

In addition, this thesis summarizes the installation and studies of the BCAM system used
to monitor the position of the Inner Tracker detector of LHCDb.

Keywords: particle physics, LHCb, LHC, hadron spectroscopy, flavor physics, branching
fraction
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Résumé

La spectroscopie des hadrons charmés est un domaine en rapide progression qui a suscité
beaucoup d’intérét ces dernieres années de la part des théoriciens et des expérimentateurs.
Les particules a charme ouvert consistent en un quark lourd ¢ lié & un quark léger (u, d, s
quarks). Ces particules sont dans des états de spin-parité particuliers, créant un systéme
de mécanique quantique tres intéressant qui nous permettant d’étudier le potentiel de la
QCD. Les désintégrations de type B— D*DK offrent un environnement tres riche pour
I’étude de la spectroscopie charmée grace a leur abondance et a leur faible bruit de fond. En
utilisant des données de collisions pp aux énergies dans le centre de masse de 7, 8 et 13 TeV
correspondant & une luminosité intégrée de 9.1fb~! enregistrées par le détecteur LHCh
du Grand Collisionneur de Hadrons (LHC) du CERN, cette thése présente la mesure la
plus précise a ce jour des quatre rapports de branchement des modes B —D®DK. Leurs
valeurs sont

B(Bt— D**D~K*)
B(B+— DODOK+)

= 0.526 4 0.015(stat) + 0.013(syst) = 0.012(B(D)),

B(Bt— D*"DtK™)
B(B*— DODOK)

= 0.583 = 0.016(stat) & 0.013(syst) & 0.013(B(D)),

B(B— D*~D°K™)
B(B'— D-DUK+)

= 1.766 == 0.028(stat) & 0.016(syst) = 0.035(B(D)),

B(Bt— D**D-K*)
B(Bt— D*~DtK™)

= 0.917 £ 0.034(stat) £ 0.014(syst),

ou la premiere incertitude est statistique, la deuxiéme systématique et la troisieme due
aux incertitudes sur les rapports de branchement de la désintégration du méson D. De
plus, cette these montre les diagrammes de Dalitz de ces désintégrations en utilisant des
échantillons de données d’un ordre de grandeur plus grand que les échantillons recueillis
par d’autres expériences. Ces mesures constituent un pas important vers une analyse des
amplitudes complete des désintégrations B— D*DK.

En outre, cette thése résume l'installation et les études du systéme BCAM utilisé pour
surveiller la position du détecteur Inner Tracker de LHCD.

Mots clés : physique des particules, LHCb, LHC, spectroscopie hadronique, physique
des saveurs, rapport de branchement
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Context and outline

Physics is one of the oldest academic disciplines. Its goal has always been to give the
most accurate and complete description of the world around us. Ever since the dawn of
mankind, people have tried to answer many questions about the nature of our world and
its phenomena. One of the many unsolved mysteries has for a long time been the mystery
of matter — more specifically, what are we, and our Universe, made of?

Many have tried to answer this question ever since the era of ancient Greece, where
philosophers such as Leucippus and Democritus coined the word atom, meaning uncuttable,
to describe what they believed were the basic discrete units of matter. Though only an
abstract and improvable idea at the time the theory of these small building blocks stayed
with us for millennia until the science has advanced enough to not only demonstrate that
atoms exist, but also to show that they themselves consist of smaller building blocks, the
most elementary ones being leptons and quarks.

In order to probe the smallest elementary particles, humanity had to, rather ironically,
build immense machines. The most prominent one is the Large Hadron Collider (LHC),
possibly the largest machine ever built. The scientists at the LHC collide bunches of
protons or heavy ions in order to explore the hidden worlds of elementary particles. One
of the four large experiments at the LHC is the LHCb detector and in the context of this
experiment is this work presented.

This thesis is organized as follows. Chapter 1 provides a theoretical introduction into the
world of the standard model and charmed hadron spectroscopy. Chapter 2 describes the
LHCb detector at which the data used in this work have been collected. In Chapter 3 the
work done with the BCAM monitoring system of the Inner Tracker (IT) is presented. The
main body, Chapter 4, focuses on the measurement of selected branching fractions. Chapter
5 summarizes the findings and puts them into the context of the current experimental and
theoretical status.






“The world of the quark has everything to do
with a jaguar circling in the night.”
— Arthur Sze

SHAPTER 1

Theory

The following sections contain a brief summary of selected topics within the Standard
Model which are relevant to the work presented in this thesis.

1.1 The Standard Model

The theory describing the world of elementary particles is the Standard Model of particle
physics (SM) [1-4]. It is an attempt to unify the known fundamental particles and forces
based on the local gauge group which can be written as

SU@B)e x SU(2)L xU(1)y. (1.1)

Here C' denotes color and represents the strong interaction, governed by Quantum Chro-
modynamics (QCD). The remaining L (left-handed) and Y (hypercharge) components
describe the electromagnetic and weak interactions unified into the electroweak interaction.

Within the standard model all particles can be classified into one of two groups, based on
their properties. Fig. 1.1 shows all these particles, together with their quantum numbers.

e Fermions (leptons and quarks) have half-integer spin and follow the Fermi-Dirac
statistics. Among fermions there are 6 quarks: the up-type (electric charge +2/3) up
(u), charm (c), and top/truth (¢); and the down-type (electric charge —1/3) down (d),
strange (s), and bottom/beauty (b). Furthermore, there are 6 leptons. Three charged
massive particles: electron (e™), muon (u~), tauon (77 ), and their associated neutral

3



Chapter 1. Theory
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Figure 1.1 — Schematic picture of the elementary particles of the Standard Model. Figure
from [5].

and (nearly) massless neutrinos (ve, v, v7). Each fermion also has a corresponding
antiparticle having the same mass and opposite quantum numbers (such as electric
charge, color, lepton number).

e Bosons (gauge bosons + Higgs boson) have integer spin and follow the Bose-Einstein
statistics. These are the particles mediating the fundamental interactions. Namely:
the massless photon () is responsible for the electromagnetic interaction, the massive
Z and W¥ bosons are responsible for the weak interaction, and the massless gluons g
mediate the strong interaction. To finish the list of bosons one needs to mention the
Higgs boson HY, first predicted in the three 1964 PRL symmetry breaking papers [6-8],
and later discovered in 2012 independently by ATLAS [9] and CMS [10].

The SM has been extensively tested but still has its limits, since many phenomena are
not accommodated by its current version. Unexplained phenomena, such as gravity, dark
matter, matter-antimatter asymmetry, and massive neutrinos, tell us that more work needs
to be done before we can turn the Standard Model into the holy grail of particle physics:
the theory of everything.

1.2 Hadrons

Quarks and gluons have an intrinsic property, called the color charge (or simply color),
which causes them to interact via the strong interaction. Quark color can take one of three

4



1.3. Charmed hadron spectroscopy

arbitrarily labeled values: red, green, and blue. These are complemented by anticolors
antired, antigreen, and antiblue, carried by antiquarks.

Due to a phenomenon of the QCD called color confinement, quarks can exist only within
color neutral particles, called hadrons, which have integer electric charge. For example, a
bound system of a quark carrying one of the colors together with an antiquark carrying
the opposite color is called a meson. A system of three quarks each carrying a different
color is then called a baryon. Example mesons include the B° (bd), BT (bu), D° (cu), D*
(cd) mesons, and their excited D* states. Example baryons are protons and neutrons.

Existence of more complex states, consisting of combinations of four or five quarks and
antiquarks, has long been theorized but not confirmed, until recent observations of particles
consistent with tetraquark in 2013 by Belle [11] and BES III [12], and the pentaquark
observation in 2016 by LHCb [13].

1.3 Charmed hadron spectroscopy

Hadron spectroscopy [14] focuses on the study of masses, production mechanisms, and
decay modes of hadrons. In its core it is trying to understand QCD in the strong coupling
regime (large distances, low momenta), where the QCD coupling constant becomes so
large that the perturbation theory based on Feynman diagrams can no longer be used.

One of the most successful approaches to calculating QCD nonperturbatively, is to numeri-
cally apply the theory on a discretized space-time lattice [15]. This method utilizes powerful
supercomputers to perform very computationally intensive Monte Carlo calculations on
this finite lattice which, in the limit of infinitesimally close nodes and infinitely large
dimensions, becomes continuum. Lattice QCD calculations have advanced to the point
where some of its predictions could be used as signs of new physics, if deviating from
experiment [16].

This theoretical progress is now being confronted with precise and abundant data. While
the field of hadron spectroscopy has long been confined to light (u, d, s) quarks, the
situation has changed with the discovery of the narrow D};(2317) excited state by the
BaBar collaboration in 2003 [17]. This prompted discussions of the DK molecular state [18]
and marked the start of a new era in the study of charmed quark spectroscopy.

Since then, dozens of new hadronic resonant structures emerged in experiments. The

*0(2317) observation was closely followed by its confirmation by the CLEO II collabo-
ration, which additionally reported a new narrow state denoted as D;;(2463) [19]. The
masses of these new charm-strange (¢3) mesons are much lower than expected from till
then successful quark models, such as in Ref. [20]. Shortly after these discoveries, two
charm-nonstrange (cg) mesons D};(2400)° and D7(2430)° were observed by the Belle col-
laboration [21]. The charm-strange and charm-nonstrange meson mass spectra (as of 2018)
are shown in Fig. 1.2. Beyond the lattice results, it is important to have experimental
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Figure 1.2 — (top) charm-strange and (bottom) charm-nonstrange mass spectra. The
mesons observed before 2003 are in blue and after 2003 are in red. The observed masses
are taken from the 2018 PDG review [23] and the thickness of the bands corresponds to the
uncertainty. The predictions from [20] are shown as black lines. Figure adapted from [24].

data to probe the internal structure of these states. Weak decays of the heavy B meson
into lighter states that strongly interact with each other offer a great opportunity for such
a purpose [22].

One such family of decays are the decays of type B — D®D® K, where the DK
system can be used to study the charm-strange spectrum. More details about the past
measurements performed with these decays and the future prospects are discussed in the
following sections.

1.4 B — D®D®K modes and their role in spectroscopy

Decays of neutral and charged B mesons of the form B — D®) D® K are interesting for
variety of studies. Here D™ is either a DY, D*, DT, or D*t meson, D™ is a charge

conjugate of one of the possible D) mesons, and K is either a KT or a K° meson (note
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1.5. Analysis goals

that charge conjugation is assumed throughout this work).

These decays have been used to investigate isospin properties of the b — ¢¢s transition [25].
In the same study, a new measurement of the ratio of branching fractions of 7(4S) — BT B~
and 7(45) — B°BY was also presented. Furthermore, the possibility of extracting sin(2/3)
and cos(2/3) parameters of the unitarity triangle from time dependent BY — D(*)D(*)Kg
decays has been proposed [26], and later executed by BaBar collaboration [27], which
determined the sign of sin(253) under some specific assumptions about the underlying
resonances.

Studies of B — D®D® K decays also allow to investigate resonances containing one or
more charm quarks. The good resolution and low backgrounds for these fully reconstructed
decays, as well as the relatively large signals, make them attractive for use in exploration
of spectroscopy. An analysis of the resonant structures in B® — D®D® K decays would
bring insight into both the ¢5 system (via the D™ K~ system), as well as the charmonium
ce (via D®) D™) [28].

In the past these quark systems were useful to probe the properties, such as mass, width,
and spin, of the Dy1(2536), D¥ (2700)", and +(3770) mesons, and of the X (3872) state
at BaBar [29] and Belle [30,31]. The c¢s system is of interest if one wants to explain
the features of a charm-strange spectrum mentioned in Section 1.3. This includes the
recent LHCb observation of a structure in the invariant mass of the DY K~ system of
BY — D°K—7t at ~ 2.86 GeV/c? [32], an admixture of spin-1 and spin-3 resonances.

1.5 Analysis goals

The history of B — D®D® K studies is long. Hadronic decays of the B meson of this
type were first observed in 1997, when CLEO [33] and ALEPH [34] fully reconstructed a
few B — D®) D™ K candidates. The motivation for these searches was to resolve a long-
standing problem of charm counting, where the measured values of branching fractions for
hadronic decays of the B meson were in disagreement with the values that were expected
based on semileptonic B branching fractions [35]. Further searches continued, and, in 2003,
BaBar published a study [36] reporting the observations, or, in case of the significance less
than 4 standard deviations, the limits on 22 B — D®) D® K decay modes. It was the first
complete measurement of all possible B — D®) D*) K channels. The results were updated
in 2011 [37] using a data sample about five times as big as the previous study. Branching
fractions and yields, as measured by BaBar, of modes relevant to the analysis presented in
this thesis are shown in Table 1.1.

The aim of the analysis presented in this work is to determine for the first time at LHCD the
branching fraction ratios of selected B— D*DK (where only one D is excited) decays. The
full Run 1 + Run 2 dataset collected at LHCDb gives a potential for measuring B— D*DK
yields substantially larger than those at BaBar (shown in Table 1.1), which is one of the
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Table 1.1 — Number of events for the signal, Ng, and branching fractions for selected decay
modes, as measured by BaBar [37].

Decay mode Ng B [1074]

Bt — D*"DtK*t 75+ 13 6.0 £ 1.0(stat) 4= 0.8(syst)
Bt — D**D K™ 91413 6.3 4 0.9(stat) 4 0.6(syst)
B’ D* DK+ 1300454 24.7+ 1.0(stat) & 1.8(syst)
(stat) £ 1.2(syst)
(stat) £ 0.9(syst)

stat

Bt — DYDYK+ 901 +54 13.1+ 0.7(stat
B> D-DYK+ 635 +47 10.7 4+ 0.7(stat

goals of this analysis. This is a first step towards a study of the amplitude structure
of these modes. These results will also serve as an input for theoretical models of D*
formation in B— D*DK decays. Furthermore, the background-subtracted Dalitz plots of
three selected modes are shown in this analysis for the first time, even though the detailed
study of the resonant states is not performed.

Decays in the B — D*DK family can occur via different processes and the Feynman
diagrams for the processes relevant for this analysis are shown in Fig. 1.3. At quark level
they proceed via the b — € transition associated with the emission of W+ and subsequent
W+ — ¢s production. The ones where the quark-antiquark pair produced by the W
finish up in different mesons than the spectator non-b quark in the B meson (also called
the external W-emission) are color-allowed, because this pair is automatically produced
in the requisite color-singlet combination. The ones where one of the quarks from the W
creates a meson with the spectator quark from the B (also called the internal W-emission)
are color-suppressed because this quark has to color-arrange with the spectator. Naively
this leads to an amplitude of about 1/3 of the one of color-favored decays, thus a reduction
of probability by a factor of 32 = 9. Some decays can proceed via a combination of the
external and internal emissions.
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Figure 1.3 — (top left) internal W-emission diagram for the decays BT — D*"DTK™ and
Bt — D**D~ K™, (top right) external W-emission diagram for the decays B® — D*~ DK+
and B’ — D~DYK™*, (bottom) external and internal W-emission amplitudes contributing
to Bt — DY'DYKT.






“Tapestries are made by many artisans working
together. The contributions of separate workers
cannot be discerned in the completed work, and
the loose and false threads have been covered
over. So it is in our picture of particle physics.”

— Sheldon L. Glashow

CHAPTER 2

Experimental Apparatus

All the data presented in the experimental part of this thesis were collected at the LHCb
detector of the LHC. This chapter is devolved to a description of various elements of the
detector, with a special focus on the parts relevant to my work.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [38] is the world’s biggest and most powerful particle
accelerator and collider capable of accelerating protons up to an energy of 6.5 TeV, allowing
for a center-of-mass proton-proton (pp) collision energy of /s = 13 TeV. It is located at
CERN (European Organization for Nuclear Research) laboratories, at the border between
Switzerland and France, in the Geneva region. It was built in a 27 km long tunnel
previously used by LEP (Large Electron-Positron collider) [39], approximately 100 m
underground.

In order to reach the aforementioned nominal energy, the protons, initially coming from
a hydrogen bottle, have to be incrementally accelerated through a series of smaller
accelerators, each of them more powerful than the previous one. After the hydrogen
atoms have been stripped of electrons by ionization the remaining protons are accelerated
by a linear accelerator Linac 2, to an energy of 50 MeV. They are then injected into the
Proton Synchrotron Booster, afterwards the Proton Synchrotron (PS) and, finally, into
the Super Proton Synchrotron (SPS), where they reach an energy of 450 GeV. From SPS
they are injected directly into the two (one for each direction) rings of the LHC, where
they are then accelerated to their nominal energy. The whole CERN accelerator complex
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Figure 2.1 — The CERN accelerator complex [40]. The yellow band highlights the proton
injection chain.

is schematically shown in Fig. 2.1, with the proton injection chain highlighted.

Once in LHC, the protons circulate in the two rings in opposite directions, and are allowed
to collide in four separate points along the accelerator. At these points the four major
particle detectors are located — ATLAS, CMS, ALICE, and LHCb. LHC is in stable
operation since 2010, operating at a center-of-mass energy of 7TeV in 2010 and 2011,
and 8 TeV in 2012. This period is known as Run 1. The second period, known as Run 2,
comprises years 2015, 2016, 2017, and 2018 at a center-of-mass energy of 13 TeV. At the
time of the writing of this thesis the LHC is undergoing a long shutdown, with a planned
start of Run 3 in early 2021.

2.2 The LHCDb detector

LHCb [41] stands for Large Hadron Collider Beauty experiment. As the name suggests, it
was mainly designed to study particles containing b quarks and ¢ quarks. For this reason,
the LHCb detector is designed as a single-arm forward spectrometer (see Fig. 2.2), in order
to exploit the forward production of these quarks (see Fig. 2.3).

Its coordinate system is right handed, with the z-axis pointing along the beam axis, y in the
vertical direction, and « in the horizontal direction. The x — z plane is the bending plane of
the dipole magnet. The angular coverage of LHCb spans in the range 10 mrad — 250 mrad
in the vertical plane and 10 mrad — 300 mrad in the horizontal plane. The geometry of the
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Figure 2.2 — Side view of the LHCb experiment [41].
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Figure 2.3 — Distribution of the bb pair production angles with respect to the beam axis at
/s = 13 TeV, as obtained from simulation. The LHCb acceptance region is shown in red.
Figure from [42].

13



Chapter 2. Experimental Apparatus

detector, together with the fact that the bb production in pp collisions has a rather large
cross-section at LHC energies (see Fig. 2.4), really makes LHCb a suitable detector for b
physics studies.
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Figure 2.4 — Cross sections for hard scattering as a function of y/s. The right dashed line
represents the nominal LHC energy of /s = 14 TeV. The value of the bb production cross
section at this point is o, = 0.633 mb. Figure from [43].

The LHCb detector is composed of different subdetectors. The following sections provide
their detailed overview.

2.2.1 Tracking system

Based on its physics programme, the LHCb detector has to be able to reconstruct particle
vertices (places of their origin and decay) to a very high accuracy. This information is
needed in order to distinguish between the different decay modes and to measure the
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lifetimes of unstable particles. This precise information is provided by the tracking system
whose components are described below.

The VErtex LOcator (VELO)

The system closest to the point where the two proton bunches collide, also called the
interaction point (IP), is the Vertex Locator [44]. As the name suggests, the task of this
tracking detector is to locate primary vertices (PV) and identify the displaced secondary
vertices (SV). For this it uses a silicon micro-strip technology in form of circular modules,
arranged approximately 1 m along the beam direction around the proton-proton interaction
region.

The radial distance of the modules from the LHC beam is only 7mm. This is smaller
than the aperture needed by the proton beam during injection. Therefore, the VELO is
constructed as having two retractable halves, making it possible to keep the VELO open
during injection and only close it when stable beams are achieved.

Each half of the VELO contains 21 standard modules along the beam line. The VELO
sensors are mounted in a vacuum vessel, separated from the primary LHC vacuum. Each
of these semi-circular modules contains one R module (to measure the radial distance) and

one ® module (to measure the azimuthal angle). These sensors are schematically shown in
Fig. 2.5.

The overall performance of the VELO is excellent, achieving the track impact parameter
(the distance of closest approach between the PV and the extrapolated particle trajectory)
resolution of < 35 um for particles with pp > 1GeV/c. Moreover, it was found that a
25-track vertex has a resolution of 13 pm in the transverse plane and 71 wm in z direction
(based on 2011 data) [45].

The Tracker Turicensis (TT)

Another tracking station, placed just before the magnet, is the Tracker Turicensis [46].
This detector consists of four layers of silicon strip sensors covering a total area of about
7.9m?. Tt is subdivided into two separate stations (TTa, TTb), each having two layers: X
and U for TTa, and X and V for TTh. The X layers are positioned such that the readout
strips are aligned vertically, while U and V layers are tilted by an angle of +5° with respect
to the vertical axis in the xy plane as shown in Fig. 2.6.

The Inner Tracker (IT)

The Inner Tracker [48] consists of three separate sub-detectors located on the three tracking
stations (T1, T2, T3). It covers a roughly 120 cm wide and 40 cm high cross-shaped region
in the center of these stations, providing total coverage of about 4.2m?.

15



Chapter 2. Experimental Apparatus

A SIDE X Y
beam envelope o ~5 cm 20 m‘“d L , L .
i LT AT L] o] Ll
3

im

UPSTREAM

DOWNSTREAM

C SIDE

R sensor Phi sensor

84 mm

EEEETRA

N \\\\\\
\\\\\\\\\

strig_s .
routing lines

Figure 2.5 — (top) VELO cross-section in the xz and yz planes. The solid blue (dashed
red) lines represent the R (®) sensors. (bottom) Visual representation of an R and &
sensor. Figure from [45].

The density of particles in this area is very high (intercepting around 20% of all particles
produced in the pp collision while covering less than 2% of the overall acceptance), so the
IT employs a silicon microstrip technology that offers a very fine spatial resolution. Each
station consists of four independent detector boxes, above (T), below (B) and to the both
sides (A and C) of the beam pipe. The arrangement of the boxes around the LHC beam
pipe is indicated in Fig. 2.7.

Inside each box there are four layers of sensors arranged in a X-U-V-X layout, similar to
the one used in TT. The T and B boxes contain seven short (containing only one silicon
sensor) modules while the side boxes contain seven long (each having two silicon sensors)
modules. This setup allows for a global hit resolution of the IT of about 50 pum.

The global position of the IT detector is visually monitored using the BCAM system. The
first year of my PhD I spent analyzing the data coming from this system and these results
are summarized in Chapter 3.
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Figure 2.6 — Schematic layout of TT layers [47].

Figure 2.7 — Computer drawing of one of the three IT stations. [41]. In this picture the
arrow going through the beam pipe is pointing away from the interaction point.
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Figure 2.8 — (a) Module cross section. (b) Arrangement of OT modules in layers and
stations. Figure from [50].

The Outer Tracker (OT)

The Outer Tracker [49] is a gaseous straw tube detector surrounding the IT detector on
the three tracking stations. It covers a rather large area of about 340 m?. The straw tubes
are 2.4m long with 4.9 mm diameter filled with a gas mixture of Ar (70%), CO2 (28.5%),
and Oz (1.5%). These straws are enclosed in modules of 128 drift tubes, arranged in two
staggered layers, called monolayers. A cross section of the module is shown in Fig. 2.8 (a).
The longest modules are split in the middle into two independent readout sections. The
short modules are about half the length of the long modules and are mounted above and
below the beampipe, leaving enough space for the IT.

Each of the three stations has four detection layers and follows the same X-U-V-X alignment
pattern as TT and IT, resulting in a total of 24 straw layers positioned along the beam axis.
Fach station is physically split into left and right halves which are mounted on support
structures called C frames. These can be retracted allowing for an easier access to the I'T
during shutdown periods, as shown in Fig. 2.8 (b). The overall hit resolution of the OT is
about 200 um.

The dipole magnet

Though the magnet is not a detector per se, the tracking system would not be able to
measure momenta of charged particles without a magnetic field. When a charged particle
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Figure 2.9 — Perspective view of the LHCb magnet [51].

travels through a magnetic field its trajectory bends. Knowing the strength of the magnetic
field one can calculate the momentum of the particle based on the magnitude of the
bending.

The magnet used in LHCD is a warm dipole magnet [51], located between the TT and T1.
It is composed of two saddle shaped coils mounted inside a steel frame, shaped in order to
follow the acceptance angles of the experiment. It provides an integrated magnetic field of
4 Tm for tracks originating near the primary interaction point, which assures momentum
measurements for charged particles with a precision of about 0.4% for momenta up to
200 GeV/ec.

The main component of the magnetic field is in the y direction bending the tracks in the
x — z plane. The polarity of the magnetic field is often alternated between MagUp (positive
y direction) and MagDown (negative y direction) configurations to make measurements
unbiased towards possible left /right asymmetries of the detector. A sketch of the LHCb
magnet is shown in Fig. 2.9.

2.2.2 Particle identification (PID) system

An efficient and correct particle identification is a key ingredient to most analyses performed
at LHCb. The analysis presented in this thesis consists purely of decays containing only
kaons and pions in the final state. The ability to distinguish between the two is thus
particularly useful. The different elements of PID at LHCb are described below.
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Figure 2.10 — (left) Side view schematic view of RICH1 [53]. (right) Top view schematic
view of RICH2 [52].

The Ring Imaging CHerenkov (RICH) detectors

A RICH detector is a device used to identify the type of a charged particle of known
momentum. It measures Cherenkov radiation, which is emitted by all charged particles
traveling through a medium (radiator) at speeds faster than light travels in the same
medium. The angle at which this radiation is emitted depends on the speed of the
particle and the the refractive index of the medium. Combining this information with
the momentum obtained from the tracking system allows us to calculate the mass of the
particle, thus providing particle identification.

LHCDb employs two RICH detectors [52], one placed before the magnet (RICH1) and one
after the magnet (RICH2), each providing PID information in a different momentum range.
RICH1 employs C4F1¢ as a radiator and provides an angular acceptance from 25 to 300
mrad in the vertical plane and from 30 to 300 mrad in the horizontal plane. This provides
an accurate PID in the momentum range from 1 to 60 GeV/c. RICH2, on the other hand,
is optimized for the momentum range from 15 to 100 GeV/c and uses CFy as a radiator.
Schematic layouts of RICH1 and RICH2 are shown in Fig. 2.10.

The complete RICH system provides us with a very good separation between kaons, pions,
and protons. For example, the average kaon identification efficiency can reach 95% with a
5% probability that a pion is wrongly classified as a kaon.
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The ELectromagnetic and Hadronic CALorimeters (ECAL, HCAL)

The LHCb calorimeters [54] are used to measure energies and positions of the final state
tracks. They provide complementary information about charged particles and virtually
the only information about neutral particles, e.g. photons, neutrons, and neutral pions.
Moreover, the information from the calorimeters is used in the first level of trigger. Both
types of calorimeters employ “shashlik” technology of alternating layers of scintillator and
a dense layer of lead (iron) in case of ECAL (HCAL). Particles traveling through these
dense layers create showers, which in turn excite atoms in the scintillating layers. By
collecting the light caused by the deexcitation of these atoms, we can deduce the energy of
the particle that caused the shower.

The ECAL measures energies of predominantly light particles, such as electrons and
photons. It uses a Pre-Shower (PS) component ensuring good separation between electrons
and pions, and the Scintillating Pad Detector (SPD) to discriminate between electrons
and protons. The HCAL measures the energy of hadrons. Both of them are segmented in
order to provide also directional information. The relative energy resolution of the ECAL
is op/E = 10%/VE @ 1%, and of the HCAL o/E = (69 = 5)%/VE @(9 + 2)%, where
FE is given in GeV.

The muon detectors

Muons play a crucial role in the LHCD trigger system. It is therefore needed to have a
muon detector which is able to correctly measure the momenta of muons at a high rate.
LHCb utilizes 5 muon stations (M1 — M5) [55]. M1 is located before the calorimeters and
the remaining four after, interleaved with 80 cm thick iron absorbers to select penetrating
muons. The detectors are Multi-Wire Proportional Chambers (MWPC) except for the
innermost part of M1 where, due to high occupancy, triple Gas Electron Multiplier detectors
are used. Fig. 2.11 offers a schematic view of the muon chambers.

PID variables

Each particle leaves a signature response in the detector (see Fig. 2.12). Information from
the aforementioned sub-detectors is then combined and dedicated algorithms are used
in order to distinguish different particles. One of these algorithms is a so called ProbNN,
which uses a multilayer perceptron (type of neural network) trained on different particles.
It combines many different parameters of a track (e.g. momentum and pseudorapidity)
and outputs a response. This response is defined such that the output of e.g. ProbNNK is 0
when the track is not likely to be a kaon, and 1 if the track is almost certainly a kaon.
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Figure 2.11 — Side view of the LHCb muon system [55], showing the position of the five
stations. The first station is placed before the calorimeters and the other four after them,
interleaved with the muon shield.
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2.2.3 The trigger system

The LHCD trigger system [57] plays a key role in selecting signal events and rejecting
background. Its task is to reject events which are not interesting from a scientific point
of view, and thus reduce the rate of events from 40 MHz (nominal LHC bunch crossing
frequency) down to a more manageable rate of a few kHz. In order to achieve this, the
trigger system looks whether the event satisfies some of the key signatures of an interesting
b or ¢ hadron decay, e.g. a significant transverse momentum pt of the decay products or
flight distances much larger that the vertex resolution. A collection of these requirements
is called a trigger line.

The LHCD trigger system is structured in two stages:

e The Level 0 (LO) stage implemented in hardware designed to reduce the event
rate down to ~ 1 MHz. To achieve this goal the L0 decision has to be reached in
under 4 us. The only pieces of information available at such a high rate are the
measurements from the calorimeter and muon systems. Only events with either high
pr muons or large transverse energy (Er) deposits in calorimeters are selected. The
efficiency of the LO requirements varies strongly, from around 20% for charm decays
up to more than 90% for dimuon B decays.

e The High Level Trigger (HLT) is implemented in software and runs on a
dedicated computing farm of 29 000 cores. HLT itself consists of two stages. In the
first stage, (HLT1), a partial event reconstruction is performed. First, tracks are
reconstructed in the VELO. For high-impact-parameter or muon-associated track
segments these segments are extrapolated into the tracking stations. If then these
segments can be associated with a high-pt track the event is saved for later processing
in HL'T2. In this second stage all tracks with pp > 300 MeV/c are reconstructed. It
then tries to build two-, three-, and four-track vertices, using an algorithm employing
a modified Boosted Decision Tree. The HLT1 and HLT2 reduce the event rate to
the final value at the order of kHz (e.g. 5kHz in 2012).

The events which passed these requirements at each stage are then written to disk while
the remaining events are irretrievably lost. If the trigger fires due to particles belonging to
the signal candidate, it is marked as Triggered On Signal (TOS), while if it fires due to
particles belonging to a non-signal part of the underlying event, it is marked as Triggered
Independently from Signal (TIS). These two categories are not mutually exclusive, the
Triggered On Both (TOB) category is used to describe events where both a particle from
the signal event as well as a particle from the rest of the event fired the trigger line.

A schematic diagram showing the trigger data flow in Run 1 and Run 2 is depicted in
Fig. 2.13. For Run 2 the system has been improved by introducing a new procedure of
real-time alignment and calibration of the detector.
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Figure 2.13 — Overview of the LHCD trigger flow in Run 1 (left) and Run 2 (right). Figures
taken from [58].

2.2.4 Software

The LHCD software [59] is based on an objective-oriented framework GAubpI [60]. It
contains multiple specific goal oriented applications handling the data flow from acquisition
(e.g. trigger and event reconstruction) all the way to physics analysis.

Simulation

An important ingredient in every particle physics experiment is a Monte Carlo (MC)
simulation which is used to validate different aspects of the analysis. At LHCb the
simulation is provided by the GAUSs [61] application implemented within the GAUDI
framework. In GAUSS the initial pp interaction and further hadronization is simulated
using the LHCb-tuned version of PYTHIA [62,63] simulation package. The ensuing decays
of hadrons are then handled by the EVTGEN [64] package, in which the final-state radiation
is generated using PHOTOS [65]. The interaction of the produced particles with the detector
is modeled using GEANT4 [66,67] toolkit. Finally, the electronic response of the detector
caused by the interaction with the particles is simulated using BOOLE [59].
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Figure 2.14 — Integrated luminosity of proton-proton collisions at LHCb. Figure from [69].

Event reconstruction

The digital signal coming either from different detector subsystems (for real data) or
simulated from BOOLE (for simulation) is then used to reconstruct the event using BRUNEL.
This means using track reconstruction and particle identification algorithms in order to
construct physical objects used for later offline analysis. MOORE then runs the HLT
triggers and, finally, DAVINCI is the analysis package used by end-user physicists to create
Roor [68] files used in the final analysis.

2.2.5 Luminosity at LHCb

An important quantity in particle colliders, such as the LHC, is the luminosity £. It is
essentially a measure of the amount of recorded data per unit time, linking the cross-section
o of a process to the rate of events R produced for such process through the relation

R=L-o0. (2.1)

By integrating this equation over a certain data-taking period one obtains the integrated
luminosity [ £ =, measured in units of inverse barn, corresponding to 10?4 cm=2.

The recorded integrated luminosity collected during each year of LHCb operation is shown
in Fig. 2.14.
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“If you want to find the secrets of the Universe, think
in terms of energy, frequency, and vibration.”

— Nikola Tesla
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3D Monitoring of LHCb Inner
Tracker using BCAM

In this chapter I summarize work that I have done during the first year of my PhD. It
involves the analysis of the system developed to visually monitor the positions of the I'T

detector boxes.

3.1 Introduction

The position of the Inner Tracker (described in more detail in Section 2.2.1) detectors of
the LHCb experiment is impacted by various effects. In the past the movements of the
IT stations have been measured using standard survey methods during shutdown periods.
But the survey targets are visible only in very narrow spaces and the access to the IT is
difficult, even impossible in the central region, when the detector is fully closed [70].

In 2013 and 2014, during the first long shutdown of the LHC, a permanent monitoring
system was developed, tested, and installed in order to provide precise 3D position
measurements of the IT detector boxes, even during the run periods. The system is
based on opto-electronic BCAM (Brandeis CCD Angle Monitor) sensors. This chapter
summarizes the studies of the BCAM system, its configuration and integration in the
experiment, as well as the results obtained during the Run 2 of the LHC.
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Figure 3.1 — Schematic drawing of the BCAM monitor.

3.2 The BCAM setup

This section offers a short introduction to the BCAM system and its implementation in
the LHCb experiment. For more detailed description I refer to the user manual [71].

3.2.1 The BCAM sensor

The BCAM is a relatively simple optical device originally developed by Brandeis University
for the ATLAS experiment at the LHC [72]. As is implied by the phrase “angle monitor”,
the BCAM measures angular, not linear, displacements. The basic setup consists of a thin
lens and a charge-coupled device (CCD) image sensor as shown on Fig. 3.1. As light is
emitted or reflected from a point light source (in our case a retro-reflective target) the
lens focuses an image of the source upon the CCD sensor. The image then appears at the
intersection of the CCD plane and the line linking the source and the center of the lens.
This line is called the central ray and the center of the lens the pivot point. All central
rays for all the sources pass through the pivot point.

As the BCAM is looking mainly at point-like light sources, the images need not be in
perfect focus. The only object of interest is the center of the intensity distribution which
does not change under sub-optimal focus. This makes the system very robust and easy to
implement technically, since there is no need to precisely adjust the focal length of the
lens, even when the image is out of focus.

When the light source moves along the central ray, the size of the image might change, but
its center of intensity remains the same. As a consequence, the position of the image on
the sensor depends only on the source bearing o (sketch of a simple 2D case in Fig. 3.1).

A BCAM camera has a relative accuracy of 5 urad within its field of view, and an absolute
accuracy of 50 urad with respect to its mounting plate. This corresponds to a 50 pm
relative and 500 pm absolute accuracy at the distance of 10m from the light source.
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Figure 3.2 — Description of the target holder.

3.2.2 The LHCD installation of BCAMs

A single BCAM can measure relative 2D movements (perpendicular to the camera axis)
with great precision. An absolute 3D measurement in the LHCb coordinate system is then
obtained by intersection of multiple camera lines of sight. This requires [70]:

e a minimum of 2 BCAMs observing each target,
e stability of the BCAMs,

e the absolute position and the orientation of each BCAM to be known within few
pwm and prad,

e the BCAM lines of sight to intersect with angles as close as possible to 90°.

In the actual LHCDb setup, 6 reflective targets are used, one on the A side box and one on
the C side box of each of the three IT stations. These targets are covered with reflective
tape in order to reflect the LED light flashes and are mounted on adjustable holders. The
model of such a holder is displayed on Fig. 3.2. In order to generate light flashes, that
illuminate the targets, each BCAM is equipped with an array of 2 x 3 white LED lights
mounted on the BCAM boxes and covered with a custom made 3D-printed cover, as shown
on Fig. 3.3.

In the case of I'T1 the targets point towards the interaction point and for IT2 and IT3
the targets are turned by 90° such that they point downwards. The actual location of the
targets can be seen on the model displayed in Fig. 3.4. As can be seen, they are positioned
under the beam pipe, where the z-movement of the IT stations is expected to be maximal.

For station T1 there are 4 BCAMSs positioned on a support attached to the concrete wall
around RICHI, two on the A side and two on the C side (see Fig. 3.5). Each BCAM is
looking at both targets on I'T1 so we have in total 4 BCAMs observing each target. For
targets positioned on stations T2 and T3 it is obviously impossible to look at them from
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Figure 3.3 — Description of the light flash system.

Figure 3.4 — Computer sketch of the reflective targets positioned on the I'T boxes.

the “front” since they are completely covered by station T1. In this case 2 BCAMs for
each station are used, one on the A side and one on the C side. They are positioned such
that they are looking at each target from below with their lines of sight intersecting at an
angle of 89°.

The BCAM absolute position, in the LHCb geodetic network, has been precisely measured
using an absolute tracker and the isostatic mount of the BCAM (inner elements of a BCAM
are known in an internal coordinate system defined by its mount system). Rotations of
the BCAM have been corrected in an initialization phase, in which some known target
positions have been measured by the BCAM system [70].

After flashing the LED lights and capturing the image, a detection algorithm is used to
identify the ellipses created by projecting the circular target images on the image sensor.
After calculating the positions of the centers of the ellipses, a least square adjustment is
run in order to combine the measurements of each target from different BCAMs in order
to obtain the position of the target in 3D space. This procedure is repeated every = 20s.

The observed intrinsic resolution of the individual BCAM measurements is rather high,
between 20 and 50 um. For this reason we perform an averaging where the individual
measurements within a time span of 1 hour are averaged to obtain one single measurement.
It is found that by doing this the resolution improves significantly to a level less than
10 pm.
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: I
Concrete wall |

~“ around RICH1

Concrete
platform

Figure 3.5 — Computer sketch of different configurations for the station T1 and the stations
T2 and T3.

In order to better understand the results that are presented below, Fig. 3.6 illustrates the
positions of A and C side targets in the LHCb coordinate system. The A (C) side target
has positive (negative) coordinate x and the decrease of the absolute value of  means the
targets move towards the beam-pipe.

3.3 Monitoring of target positions using the BCAM

3.3.1 Overall movements of the IT boxes

We present here the evolution of the target positions measured by the BCAM sensors.
Fig. 3.7 show these data for the IT1 station during the 2016 and 2017 data-taking periods.
Data for the IT2 and IT3 stations are shown in Appendix A.1. The data measured in 2015
are shown in Appendix A.2.

The most striking feature present in these plots are the significant movements in all the
coordinates between the magnet “on” and magnet “off” periods. These movements are
caused by small ferromagnetic connectors used in the IT detector boxes, which are affected
by the magnetic field. The observed variations between magnet on/off periods for all the
coordinates and all the targets are summarized in Table 3.1.
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X

Figure 3.6 — Drawing of target positions in LHCb coordinate system. The view is from the
interaction point looking at the IT station across the magnet. The z axis is perpendicular
to the shown plane and points away from us.

Table 3.1 — Average shifts between magnet “on” and magnet “off” for all coordinates and
stations. The sign indicates the direction of the movements.

IT1 IT2 IT3

[um] —150 250 100
AzC [pm] 300 —200 —100
[ pm]

[ pm)]

AyA [um 400 240 270
AyC [um] 320 300 250
AzA [mm] 10 4.5 2
AzC [mm] 10 4.5 2

We also notice that for the y and z coordinates the shifts are in the same direction for
both (A and C) sides of the IT. More specifically, both targets move up in y and away
from the interaction point in z when the magnet is turned off. On the other hand, the
movements in the x coordinate have opposite directions on the A and C side. Both targets
move slightly away from the beam-pipe when the magnet is turned off and are pulled
towards the beam-pipe when the magnet is turned on. This movement could be consistent
with the rotation of IT half-station around an unspecified axis parallel to the y axis of the
LHCDb coordinate system.

In summary, switching off the magnet causes the IT boxes to move but after switching
the magnet back on the detector moves back to the previous position. Furthermore,
no dependence of the I'T position on down and up polarizations of the LHCb magnet is
observed.

The large movements caused by the magnetic field hide the possible underlying smaller
movements of the detector boxes. In order to study the movements during the periods
when the magnet was turned on we then remove the magnet “off” periods. The resulting
plots for the IT1 station during 2016 and 2017 are displayed in Fig. 3.8 and for the I'T2
and IT3 stations in Appendix A.3. In general, these plots show several features:
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Figure 3.7 — Time evolution of x, y, and z coordinate of the A side target (top row) and
the C side target (bottom row) of IT1 for the data acquired in 2016 and 2017. In each
plot the blue line is the BCAM calculated position and the red line depicts the current
in the LHCb magnet. The current is positive or negative according to the polarity of the
magnet. The dashed line represents the level of zero current (magnet off). Since we are
interested in relative movements rather than the absolute position in the LHCb coordinate
system, absolute values are not shown. Instead, a green scale is shown on top right of each
sub-plot.
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Table 3.2 — Overall range of the movements during magnet “on” periods in 2016 (left) and
2017 (right) for all coordinates and stations.

2016 2017

IT1 IT2 IT3 IT1 IT2 IT3
AzA [pm] 100 100 200 AzA [pm] 100 100 100
AzC [um] 200 100 100 AzC [um] 200 200 100
AyA [um] 200 100 200 AyA [um] 200 200 200
AyC [um] 400 200 200 AyC [pum] 200 200 200
AzA [um] 600 100 200 AzA [um] 600 300 300
AzC [um] 600 400 200 AzC [um] 600 500 300

e the underlying overall movements over both 2016 and 2017 data-taking periods are
of the order of magnitude of ~ 100 um and vary between different coordinates. The
values are summarized in Table 3.2.

e When the magnet is turned on after a longer magnet “off” period, there is a period
of relaxation during which the boxes slowly move into their nominal position. This
relaxation takes several days and can be seen e.g. in the second half of September
2017.

e For y and z coordinates there is a very apparent correlation between the two sides
(A and C), i.e. the two IT half-stations move together in these two directions. On
the other hand, it seems that the two half-stations move in an anticorrelated fashion
in the x coordinate.

3.3.2 Effects of the detector status

In the previous section, the large effect that the status of LHCb magnet has on the position
of IT stations was presented. In this section the possible effects of the status of the IT
detector are investigated. When the IT detector is turned on the temperature increase
(caused by the service boxes located below the detector) inside of the detector boxes as well
as outside of the detector can cause an air flow or slight deformations of the frame of the
IT station. During operations, the currents drawn by the IT beetle chips can also induce a
parasitic magnetic field. These effects can be at the origin of the minor movements.

As an indicator of the detector status, the status of the IT readout hybrids can be used. If
the hybrids are active, the detector is turned on and the related electronics is in operation.
These effects are shown in Fig. 3.9. Quantitatively the shifts are at the level of ~ 20 —30 um
for all coordinates and all targets. This shift is much smaller than the resolution of the
tracking in y and z but it is at the same level as the resolution in the x coordinate.

The effect of the detector status on temperature can be seen in Fig. 3.10 where the
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Figure 3.8 — Time evolution of z, y, and z coordinate of the A side target (top row) and
the C side target (bottom row) of IT1 for the data acquired in 2016 and 2017 where
the “magnet off” periods are removed in order to enhance the visibility of the underlying
movements. In each plot the blue line is the BCAM calculated position and the red line
depicts the current in LHCb magnet. The current is positive or negative according to the
polarity of the magnet. The dashed line represents the level of zero current (magnet off).
Since we are interested in relative movements rather than the absolute position in the
LHCDb coordinate system, absolute values are not shown. Instead, a green scale is shown
on top right of each sub-plot.
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Figure 3.9 — Time evolution of z, y, and z coordinate of the A side target (top row) and
the C side target (bottom row) of IT1 during a one week period in the May of 2017. The
red line represents the status of the readout hybrids and is zero (on the dashed line) when
hybrids are off.

temperatures in all four boxes of IT1 are seen to be correlated with the status of the
readout hybrids. The temperature in the boxes switches between two values (which are
~ 2 — 3 °C apart) depending on the status of the detector. The generated temperature
can cause deformations of the frame or air flows which in turn can cause slight movements
of the IT stations, as observed by the BCAM system.

3.4 Comparison with the alignment

One of the main motivations for studying the BCAM data is to evaluate the possibility
to use the information from the BCAM system to validate the alignment of the IT or,
even better, to utilize the BCAM information in order to predict when the new alignment
constants are needed.

The global alignment constants with respect to survey are extracted from the alignment
database and are plotted for a given fill number in Figs. 3.11 and 3.12 for 2016 and 2017,
respectively. The displayed alignment constants are the translations of the centers of the
boxes in 2 dimensions (T« and T'z). The vertical translation Ty is not shown since the
online alignment procedure does not account for translations in y.

In order to evaluate how well does the evolution of the alignment constants follow the
evolution of the real movements captured by BCAMs, we can overlay the alignment
constants over the BCAM data and look for correlations. Figs. 3.13-3.15 show the BCAM
data overlaid with the updated alignment constants from Figs. 3.11 and 3.12. The plots
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Figure 3.10 — Temperature evolution in all four boxes of IT1. Red line at the bottom
represents the status of the readout hybrids. The shown time period is the same as in
Fig. 3.9.

with all (not only updated) alignment constants can be found in Appendix A.4.

Since the BCAM measurements measurements give only the relative movements of the
targets, only the variations over time are compared. The alignment data are overlaid such
that the mean value of the displayed BCAM data and the mean value of the displayed
alignment constants are equal.

The plots show a good agreement between alignment and BCAM data for the x coordinate.
Additionally, the overall scale of the BCAM movements during the displayed time period
is approximately the same as the overall scale of the changes in the alignment constants.
In the z coordinate, however, the scale of the variation of the alignment constants is
larger than the scale of the movements obtained by the BCAM system. This is especially
apparent for both targets of the I'T3 station. This makes drawing any significant conclusion
from these plots difficult.

In order to correlate the alignment constants with the BCAM measurements it is useful
to know the resolution of the alignment constant determination. This is done as follows.
First the differences between two subsequent alignment constants from Figs. 3.11 and 3.12
are recorded in a histogram. Then the standard deviation of this distribution is calculated,
after which we take into account only the points lying within two standard deviations.
With these remaining points yet another standard deviation is calculated, which is taken
as estimate for the resolution. The resulting values are o(T'z) ~ 30 um, o(7'z) ~ 150 pm.
The T'z resolution is small when compared to the tracking resolution. However, in the case
of Tz the value is approaching the level of resolution, which is about 50 pm.
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Figure 3.11 — Translational alignment constant Tz and Tz as a function of fill number for
A and C boxes of all stations for selected fill range in 2016. First fill (# 4965) corresponds
to the end of May and the last fill (# 5448) corresponds to the end of October. The vertical
axis represents the displacement of the constant with respect to the survey made in 2015
so we are only interested in relative differences between fills. Empty markers mark the
cases when the alignment constants were computed but not used whereas filled markers
denote cases when the alignment constants were updated. For brevity, only every other
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Figure 3.12 — Translational alignment constant Tz and Tz as a function of fill number for
A and C boxes of all stations for selected fill range in 2017. First fill (# 5883) corresponds
to the end of June and the last fill (# 6324) corresponds to the end of October. The
vertical axis represents the displacement of the constant with respect to the survey made
in 2015 so we are only interested in relative differences between fills. Empty markers mark
the cases when the alignment constants were computed but not used whereas filled markers
denote cases when the alignment constants were updated. For brevity, only every other
fill number is shown.
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Figure 3.13 — BCAM data in blue overlaid with the translational alignment constants Tz
(left) and Tz (right) of a given IT1 box during the magnet on periods in 2016 and 2017.
The red circles represent the respective alignment constant implemented in the system.
Note that the alignment constant are calculated with respect to survey so we are only
interested in relative changes and the vertical position of the alignment trend was chosen
such that the mean value of both BCAM data and alignment data is the same.
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Figure 3.14 — BCAM data in blue overlaid with the translational alignment constants Tz
(left) and Tz (right) of a given IT2 box during the magnet on periods in 2016 and 2017.
The red circles represent the respective alignment constant implemented in the system.
Note that the alignment constant are calculated with respect to survey so we are only
interested in relative changes and the vertical position of the alignment trend was chosen
such that the mean value of both BCAM data and alignment data is the same.
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Figure 3.15 — BCAM data in blue overlaid with the translational alignment constants Tz
(left) and Tz (right) of a given IT3 box during the magnet on periods in 2016 and 2017.
The red circles represent the respective alignment constant implemented in the system.
Note that the alignment constant are calculated with respect to survey so we are only
interested in relative changes and the vertical position of the alignment trend was chosen
such that the mean value of both BCAM data and alignment data is the same.
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3.5 Conclusions

The BCAM system has been installed in order to monitor in real time the positions of the
Inner Tracker detector at LHCb. The system has been in operation since the spring of
2015 and the data analyzed in this note were taken in the years 2015, 2016, and 2017 of
Run 2 of LHC.

In general the frames supporting the Inner Tracker form a rigid system. Thanks to highly
accurate measurements obtained using BCAMs we are able to observe small shifts in all
coordinates caused by the change of LHCb magnet status and IT detector operation status.
The BCAM data also confirm to some extent the validity of online software alignment.
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“There is nothing like looking, if you want to find
something. You certainly usually find something, if
you look, but it is not always quite the something you
were after.”

— J.R.R. Tolkien, The Hobbit

SHAPTER 4

The B— D*DK branching
fraction ratio measurement

The following chapter is the main part of this thesis. It summarizes the measurement of
several branching fraction ratios of modes belonging to the B— D*DK family of decays.
After a short discussion of the used conventions and analysis strategy, the selection of the
modes is outlined in Section 4.4. The selected sample is then fitted in Section 4.5 in order
to obtained the signal yields. These yields are then corrected for efficiency, as described
in Sections 4.6 and 4.7. The systematic uncertainties on these yields as then assessed in
Section 4.8. Finally, the computation of the desired ratios is performed in Section 4.9.

4.1 Decay notation conventions

This analysis considers following decays of D*) mesons into final states:

Dt - K rtrat,
DY — K~nt,
DYy — K rntntn, (4.1)
D*t — D%,

*t 0+
DK37F — DK37T7I- ,

where the K37 subscript denotes the decay of DY into kaon and three pions. No subscript
indicates Km or K7 for neutral D or for charged D respectively. Furthermore, D%. and
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np+ are used when talking about D° and 7 used to reconstruct the D*. Note that charge
conjugation is implied throughout this thesis, meaning that e.g. D™ — K~ w7 is used
to represent also D~ — K7~ 7~ and vice versa.

Modes studied in this analysis are all either of type B — D*DK (further called signal
modes) or B — DDK (further called reference modes). The daughter D mesons are
sometimes referred to as D1 and D2 where, in the case of signal modes, D1 is always the
excited D* and D2 the non excited D. For reference modes the D1 and D2 are chosen
arbitrarily. The K whose mother particle is the B meson, is sometimes referred to as the
bachelor. This labeling is summarized in Table 4.1. This table also fully shows all modes
studied in this analysis.

Table 4.1 — Labeling of the daughter particles in all of the studied modes. Note that in
the Decay channel column no assumption about the final state is made. In Studied mode,
however, we consider specific D decays from (4.1).

Decay channel ‘ Studied mode ‘ D1 D2 Bachelor
B*— D**D-K* | D** D~ K+
BT — D**D K™ * - * -
Bt— Dyt D"K* | Di& D K+
B*— D*"D*K* | D* D*t K+
Bt — D*"D*K* . .
Bt — Dj DYK* | Dy D7t K+
B~ D*~D°K* | D~ D K+
BY— D* DK™ B2—> D}3W€0K+ Dis Dg K+
B'— D* D%, Kt | D D% K%
- B*— DY, D'K+ | DY, D K+
+ 010+ ~ K3m ~ K3rm
BT = DK B*—D'DY, K+ |D° D%,  K*
B~ D-D°K+ D~ DY K+
0 — N0+
B D" DK B~ D D%, K+ | D~ D%, K%

4.2 Analysis strategy

Unlike BaBar and Belle, LHCb is not capable of directly measuring the branching fraction
of a specific decay. This is because both BaBar and Belle collide electrons and positrons
at center-of-mass collision /s = 10.58 GeV, corresponding to the 7' (4S)resonance. This
resonance immediately decays into a pair of B mesons, thus allowing for a precise deter-
mination of the number of produced B mesons. At LHCb, however, we can never know
the total number of B mesons produced. This is why all branching ratio measurements at
LHCDb require a so-called normalization channel, with respect to which we count the decay
of interest (so-called signal channel).
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4.2. Analysis strategy

The goal of this analysis is to calculate the following three branching fraction (BF) ratios:

B(Bt— D**D~K*)

R = — 1)
"7 B(BT— DVDOK )
B*— D*D*K+
R, - BB = I ), (4.2)
B(BT— D'DVK)
B(B°— D*~D°K™)
Rs =

B(BY— D-DOK+) "

A selected decay channel branching fraction B from (4.2) is proportional to the efficiency
corrected yield, N°°™, of the specific studied mode belonging to the decay channel, divided
by the BFs of D meson decays into the specific final state. For example, for B (BT —
D**D~KT), since we have two studied modes, we have two independent equations:

B(BT— D**D"K™)

N (Bt — D**D~K™)
B(D*=— DO7=)-B(DY— K—7nt) - B(Dt— K—ntrn™)
=ax NN(BT—= D*"D K"),

=a X

(4.3)
B(BT— D**D"K™)
Neo(BT — Dyt DK™)
B(D*~— D%~)-B(D°— K—ntntn—) - B(Dt— K—ntn™)
=ax N/°NBT— Di D™K'),

=a X

where « is a constant of proportion and 4™ is used to denote an efficiency corrected
yield that has also been corrected for the specific D decay branching fractions.

The efficiency corrected yield, N, of a given decay mode is calculated as

Neo™ =% W (4.4)

€ - esen’

Here the index ¢ runs over all candidates in the fitted sample, W; is the signal s Weight for
candidate i, €; is the efficiency for candidate ¢ as a function of its position in the relevant
phase space, and €8°" is the efficiency of the generator-level cut for the given mode. The
uncertainty on this corrected yield is then obtained as

o (N = JZ (ﬁi Vzgn>2 (4.5)
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Chapter 4. The B— D*DK branching fraction ratio measurement

4.3 Data samples

4.3.1 Data

This analysis employs the full Run 1 (2011, 2012) and Run 2 (2015, 2016, 2017, 2018) data
sample collected at a center-of-mass energy of 7, 8, 13 TeV. This corresponds to around
9.1fb~! of total integrated pp luminosity collected by LHCb.

4.3.2 Simulated samples

Simulated Monte Carlo (MC) samples are used to fulfill three objectives: (a) it serves as
signal in the training sample for the multivariate selection, (b) it is used to determine
efficiencies of various data selection steps and cuts, (c) it provides shapes of PDF's to
describe the B invariant mass distributions.

The simulated samples are based on different versions of the simulation software: Sim08h
for B — D~ D°K™* Run 1 samples, and Sim09(b,c) for all the rest. They are generated
with PYTHIA 8 [62] generator with a specific LHCb configuration [73].

Each decay mode was generated in four different EVTGEN [64] models: one flat in the
regular Dalitz plot (a so-called phase space, or PHSP, model), and three flat in the three
possible square Dalitz plots. A square Dalitz plot [74] is an alternative way of describing
the phase space of a three-body decay. The two degrees of freedom of a square Dalitz plot,
for a given pair of final-state particles P; and P, in the B — P, P, P3 decay, are obtained
as follows:

/ 1 arccos | 2 ’I?’L(Plpg) — m(P1P2)min
m = — ar i -
m(PIPQ)maX _ m(P1P2)m1n ?

(4.6)
1

0 = —0(PPy),
T

where m(P; P,) is the invariant mass of the Py, P, pair, m(PyPy)™™™8* are the minimum
and maximum kinematically allowed limits of m(P1P2) (equal to m(P;) + m(P2) and
m(B) — m(Ps), respectively), and 0(P; P») is the helicity angle between P; and Ps in the
P, P, rest frame. For a three body decay one can choose three possible pairs of particles
to create three possible square Dalitz plots (further denoted as SqDal 12, SqDal 13, and
SqDal 23).

Thanks to this choice of coordinates, the events populating the square Dalitz plot uniformly
are more concentrated at the specific edges of the regular Dalitz plot (based on the choice
of particles P; and P»). This gives a good coverage at the edges of the regular Dalitz plot,
which are often populated by the B decays due to the kinematics of the decay.
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The following list provides some more details about the simulation:

e PHOTOS [65] is used to generate final-state radiation.

e GEANT4 [66,67] toolkit is used to model the interaction of the generated particles
with the detector.

e Generator-level requirement is applied, meaning only decays having all daughter
tracks in the angle range between 10 and 400 mrad with respect to the beampipe
are fully simulated (more details in Section 4.6.1).

e Since the simulation is known to overestimate the performance of the tracking system,
momentum smearing is applied in order to bring the simulated momenta of the
tracks into agreement with data.

e Truth-matching (verifying that the particles are properly identified) is applied in
order to ensure that MC samples contain only signal candidates.

The details on the sizes of used MC samples are provided in Table 4.2 for Run 1 and
in Table 4.3 for Run 2. At the time of writing of this work only 2015 and 2016 MC
samples are available for Run 2 and these are used as proxy also for 2017 and 2018 data.
The validity of this approach is shown in Appendix B where s Weighted 201542016 and
201742018 data are compared with the simulation.

4.3.3 PID correction

Although the simulation aims to represent the real data as well as possible, there are some
variables which the MC fails to accurately simulate. These are, for example, variables
related to particle identification, such as ProbNN variables, mentioned previously in Sec-
tion 2.2.2. To correct for this discrepancy, several different techniques are employed at
LHCb. The one used in this analysis is based on unbinned re-sampling using kernel density
estimation (KDE).

This algorithm is based on PID re-sampling [75], where the PID response is completely
replaced by the one randomly generated from calibration probability density functions
(PDFs). This sampling is done in an unbinned approach, where the four dimensional
calibration PDF's are first sliced based on the transverse momentum, pseudorapidity, and
event multiplicity of the track. The result of this slicing is a distribution of the PID
variable (in our case ProbNNK and ProbNNpi) from which the sampling is performed. The
used calibration samples are collected individually for each of the two magnet polarities
and each of the four MC years (2011, 2012, 2015, 2016).

An example of how does the correction affect a selected ProbNNK distribution is shown in
Fig. 4.1.
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Chapter 4. The B— D*DK branching fraction ratio measurement

Table 4.2 — Run 1 Monte Carlo simulated data samples used in this analysis.

Mode Year Magnet polarity PHSP  SqDal 12 SqgDal 13  SqgDal 23
2011 Up 151273 170586 185267 151169
BY s D DK+ Down 151500 150711 173793 159727
92012 Up 344394 305862 328678 345240
Down 358317 330996 307605 328968
2011 Up 190010 208324 171799 167938
BY o D*t D-K+ Down 169679 176343 165069 177381
K3 92012 Up 399954 379007 341771 352458
Down 371677 329173 357850 367175
2011 Up 160448 164691 155075 156090
B+ D*-D+K+ Down 184042 183869 150430 161507
92012 Up 299360 319119 320347 322549
Down 353685 307997 305190 330227
2011 Up 180319 209154 181407 186352
BY o D= DVYE+ Down 169735 178688 182352 171252
K3m 92012 Up 377348 363642 360413 364562
Down 328513 329769 354642 342181
2011 Up 126816 158161 127877 142935
By D DOK+ Down 151397 158059 135645 162704
92012 Up 223812 209024 226114 234281
Down 207633 224276 217240 207650
2011 Up 203104 210810 212558 203598
B D'~ DOKH Down 208364 207928 212477 212054
K3m 92012 Up 320344 318918 333017 317111
Down 342637 305173 349298 341310
92011 Up 203118 200032 215418 233594
B D—DO. K+ Down 220248 203375 206484 245844
K3 92012 Up 425019 331481 344438 342568
Down 303411 308343 307876 309014
92011 Up 79431 80627 78134 75107
B+ DO DOK+ Down 76468 80557 75548 76676
K3m 2012 Up 152602 150757 154024 155567
Down 156726 152868 148116 152867
2011 Up 81130 75479 77060 82796
B+ DOPO. K+ Down 77661 75950 78546 77455
K3m 92012 Up 159889 150532 150226 162174
Down 144991 151017 150103 152707
92011 Up 104663 106501 108075 110278
B D-DOK+ Down 105347 121811 111550 119634
2012 Up 235521 210577 222883 203182
Down 210579 239480 218237 244288
92011 Up 127655 126092 128180 132812
B D-DO.. K+ Down 131433 126520 129345 125569
K3m 2012 Up 244548 249403 248441 247892
Down 295522 254340 250039 259110
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Table 4.3 — Run 2 Monte Carlo simulated data samples used

in this analysis.

Mode Year Magnet polarity PHSP  SqDal 12 SqgDal 13 SgDal 23
2015 Up 173063 175233 170855 173666
B D+ DK+ Down 176109 170795 174108 171228
2016 Up 171526 178510 176496 174654
Down 171052 171178 177546 172155
2015 Up 170445 171836 172446 171956
B+ D D-K+ Down 180248 172203 170122 170007
K3n 2016 Up 170463 178554 177379 176403
Down 170359 174696 181944 178813
2015 Up 183937 176770 177089 171410
Bt D DK+ Down 170462 173379 172645 170745
2016 Up 171420 177181 176955 174266
Down 172421 175121 179251 180072
2015 Up 176221 174835 180462 171294
B+ D= DVE+ Down 174309 174986 170914 177089
K3m 2016 Up 179852 174257 172873 178563
Down 171401 175739 186350 176094
2015 Up 203065 203829 207280 207519
BO_s D DK+ Down 206210 203106 201557 200190
2016 Up 204293 208609 205784 202912
Down 207745 200415 208049 203615
2015 Up 200669 203876 203304 203207
B D= DOKH Down 200748 205535 200547 205518
K3m 2016 Up 207679 203306 409138 202055
Down 200066 202690 204754 203876
2015 Up 200937 206960 206711 202776
B D DO K+ Down 204043 201172 200017 201533
K3m 2016 Up 205095 207138 0 207904
Down 203743 207027 206506 206292
2015 Up 108949 107247 102057 106920
B+ DO pOK+ Down 105491 108715 107835 105924
K3n 2016 Up 104189 104280 106951 107415
Down 107929 100196 106528 106867
2015 Up 105747 105375 105058 107338
B+ OO, K+ Down 108495 103356 108747 110461
K3m 2016 Up 108369 103773 104837 102813
Down 107282 105721 108125 103730
2015 Up 268012 267467 266519 269948
By D-DOK+ Down 264879 267774 270297 281181
2016 Up 314347 313212 313207 318414
Down 320381 357174 315096 313854
2015 Up 328108 327113 347936 333705
B D-DO.. K+ Down 338071 330325 337664 332614
K3m 2016 Up 329964 335237 382343 363849
Down 394561 378038 343078 380641
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Chapter 4. The B— D*DK branching fraction ratio measurement

LHCb 2015 Simulation
B* -~ D'DK"

— No correction

— PIDGen corrected

% 02 02 06 08 1
1-(1-Bach_ProbNNK)®?

Figure 4.1 — ProbNNK distribution for the bachelor in 2015 simulation of BT — D*T D~ K™
decays before (blue) and after (red) re-sampling. Note that a transformation has been
performed on the variable in order to ’spread out’ the region around ProbNNK = 1.
4.4 Data selection
Virtually all LHCb analyses follow the same sequence of selection steps when selecting
signal candidates in both data and MC. These are (in order):

1. stripping;

2. loose pre-selection and trigger requirements;

3. a multi-variate classifier (MVA);

4. further rectangular cuts and vetoes;

5. rejection of multiple candidates;

These steps will be discussed in more detail in following sections.

4.4.1 Stripping

Stripping is the first offline selection of candidates based on loose criteria that the recon-
structed event has to satisfy. Stripping is ran on the full sample of data collected (and
saved to disk) by LHCb, and brings the amount of events one has to work with down to a
manageable level. This shortens the computing time and saves valuable computing and
storage resources. Each decay channel has a dedicated stripping line (collection of these
selection criteria), which are often grouped into streams based on the intended physics
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Table 4.4 — Stripping lines used. The middle line separates the signal and reference modes.

Decay channel

Stripping line

Bt — D*DtK*
Bt — Dj DYK™
Bt — D**D K+
Bt— D}t DK+
BY— D* DK+
B~ Dj, DK
BY— D*~DY%, KT

B2DstDKBeauty2CharmLine
B2DstDKDstarD02K3PiBeauty2CharmLine
B2DstDKBeauty2CharmLine
B2DstDKDstarD02K3PiBeauty2CharmLine
B02DstDOKBeauty2CharmLine
B02DstDOKDO2K3PiBeauty2CharmLine
B02DstDOKDstarD02K3PiBeauty2CharmLine

BT — DY, D'KT
BT — DDV, K+
B D-DYK*

BY— D=DY., K+

B2DODOKDO2HHDO2K3PiBeauty2CharmLine
B2DODOKDO2HHD02K3PiBeauty2CharmLine
BO2DODKBeauty2CharmLine
BO2DODKDO2K3PiBeauty2CharmLine

goals. The stripping lines used in this analysis are all part of the BHADRON stream and

are summarized in Table 4.4.

The stripping of the data collected in each year is run in campaigns, or versions, where the

specific selection requirements for each line can change from one campaign to another, and

stripping lines can be added or removed. A summary of the stripping versions used for

each year are given in Table 4.5, together with the sizes of data samples split by magnet

polarity.
Table 4.5 — Data samples used in the analysis.
Run 1
Year 2011 2012
Stripping version Stripping2lrl Stripping21
MagUp data [pb™!] 418 997
MagDown data [pb™'] 559 990
Run 2
Year 2015 2016 2017 2018
Stripping version Stripping24rl Stripping28rl Stripping29r2 Stripping34
MagUp data [pb™!] 123 795 820 1106
MagDown data [pb™'] 163 850 861 1023

The selection criteria for all the stripping lines used in this analysis are the same and are

summarized in Table 4.6 for Run 1. In Run 2 minor changes to the lines were made and

these are shown in parentheses in the same table.
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Table 4.6 — Stripping cuts applied to the data sample in the stripping selection in Run 1.
Changes for Run 2 are shown in parentheses.

Particle Property Cut value / value range
B m(B¥) 4750 MeV/c? < m(B*) < 7000 MeV/c?
m(BP) 4750 MeV/c? < m(B°) < 6000 MeV/c?
Daughters Y pr > 5000 MeV/¢
Vertex x? per d.o.f. < 10
Lifetime w.r.t. best PV > 0.2ps
X3p w.r.t. best PV <25
cos(#) w.r.t best PV > 0.999
D* m(D*) |m(D*) — mppg(D*)| < 50(< 600) MeV/c?
m(D*) — m(D°) —(< 200) MeV/c?
Vertex x? per d.o.f <10
x? distance w.r.t. best PV > 36
cos(0) w.r.t best PV >0
Daughters closest approach < 0.5mm
D m(D?) |m(D°) — mppa(D®)| < 100 MeV/c?
m(D7F) 1770 MeV/c? < m(D*) < 2070 MeV/c?
Daughters > pr > 1800 MeV/c
Vertex x? per d.o.f. <10
x? distance w.r.t. best PV > 36
cos(0) w.r.t best PV >0
Daughters closest approach < 0.5mm
All charged  pr > 100 MeV/e
particles P > 1000 MeV/¢
Track x? per d.o.f. <3(<4)
Minimum X%P >4
PIDK for 7 <20
PIDK for K > —10
At least one prp > 1700 MeV/¢
final-state D > 10000 MeV/c
particle Track x2 per d.o.f. <25
Minimum x# w.r.t. PVs > 16
Minimum IP w.r.t. PVs > 0.1mm
General # of long tracks < 500
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The main motivations for the various selection cuts in Table 4.6 are described below.

e Minimum momentum and transverse momentum requirements on the reconstructed
particle aim to reduce the low-momentum background coming from random combi-
nations of particles (combinatorial background).

e The x? of the track fit (sometimes called simply track x?) per number of degrees of
freedom tells us about the quality of the reconstructed track.

e The x? of the vertex fit (sometimes called simply vertex x?) per number of degrees
of freedom tells us about the quality of the reconstructed decay vertex.

e The PID requirements try to accept properly identified particles.

e The X%P of a track with respect to primary vertex (the pp interaction point) is the
difference between the quality of the fit of the primary vertex (PV) reconstructed with
and without the track under consideration. The larger the x#» the more probable
it is that the particle did not come from the PV. Thus, the minimum cut on this
variable ensures that the tracks do not come from the underlying pp interaction, but
rather from the B meson.

e \? distance from the PV is the difference between the fit quality of the candidate
where the particle is or is not constrained to have zero lifetime. Lower cut on this
quantity ensures that the decay vertex of the particle is not too close to the PV
where the probability of including random tracks in the particle is higher.

e For D™ and B candidates the cosine of the angle between the reconstructed track of
the candidate and its flight distance (defined as the vector pointing from the origin
to the decay vertex of the candidate) is called the DIRA. This value should be very
close to one for signal decays and tends to be smaller for partially reconstructed
events.

e Closest approach is the shortest distance between a pair of tracks. Placing a maximum
requirement removes backgrounds that do not originate from the same decay vertex.

e The masses of D™ and B candidates are loosely constrained partially reducing
the combinatorial background but preserving the sidebands for various background
studies.

4.4.2 Trigger requirements

After stripping, the candidates are filtered according to the information coming from the
trigger system described in Section 2.2.3. The final states for the B candidates are required
to have fired a selection of trigger lines at each stage of the trigger. These are chosen based
on the particles in the final state and the decay topology.
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Table 4.7 — B_HLT1TrackA11L0 and B_HLT1TrackMVA trigger thresholds for individual years
of data-taking.

Quantity 2011 2012 2015 2016 2017 2018

p (GeV/e) >10 >3 >3 >5 >5 >5
pr (GeV/e) >17 >16 >05 >06 >06 >06
Track x? <2 <2 <4 <4 <4 <4

e At the LO level, the events are selected such that the B candidate is TOS on the
hadron trigger (LOHadron_TO0S) or because any L0 trigger fired as a result of activity
independent of the signal candidate, i.e. LOGlobal_TIS. The requirement on the
hadron trigger is a high transverse energy deposit in the HCAL.

e At the HLT1 level, events are triggered by the B_HLT1TrackA11LO line in Run 1, and
B_HLT1TrackMVA (one-track) or B_HLT1TwoTrackMVA (two-track) trigger lines firing
at the signal candidate (T0S) in Run 2. The Run 1 line requires a single high-py track
with a good-quality well displaced from all the pp interaction points, and the Run
2 lines are built on a multi-variate approach, based on transverse momentum and
impact parameter information, to select events with at least one(two) good-quality
track(s). The most relevant HLT1 criteria for the one-track lines are summarized in
Table 4.7. The two-track lines have the pr requirement removed, the p requirement
relaxed, and additional two-track vertex cuts.

e At the HLT?2 level, the candidate is required to be TOS on at least one of the three
topological lines H1t2Topo{2,3,4}BodyBBDT (these are the names of the lines for
Run 1, for Run 2 the BBDT is missing from the names). These lines use a multivariate
classifier (a bonsai boosted decision tree for Run 1 [76] and a MatrixNet [77] classifier
for Run 2) to reduce combinatorial background.

4.4.3 Preselection

After stripping and trigger, more loose requirements are applied to further reduce the
levels of background without losing signal. These contain a global cut requirement on PID
variables. Namely, the ProbNNK for final-state kaons and ProbNNpi for final-state pions is
required to be more than 0.05. Moreover, the reconstructed mass of the B is required to
be in the range [4800 MeV/c?, 6950 MeV/c?]. The distributions of the raw reconstructed B
mass after this preselection are shown in Figs. 4.2 and 4.3.

Note that raw in this case is used to denote the invariant B mass calculated purely from
the momenta of final-state particles (i.e. with no additional constraint applied). For real
decays, however, the masses of the intermediate charm mesons should correspond to their
real masses and the momentum vector of the B meson should point towards the primary
vertex. This information can be used as an input of a kinematic fit that improves the B
mass resolution. At LHCb we employ a Kalman filter [78] called DecayTreeFitter (DTF)
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4.4. Data selection

to perform a fit where the D masses are fixed at their nominal values and B point precisely
to the PV. In the rest of this thesis this will be referred to as the refitted B mass denoted
as MmMpTF-

In virtually all studied channels the B signal peak starts to be visible at the expected
mass of ~ 5280 MeV/c?. In all the cases it is accompanied with satellite peak(s) at lower
mass. In case of signal modes, there is only one coming from partially reconstructed
B — D*D*K decays and, in case of reference modes, we see a double peak structure
coming from partially reconstructed B— D*DK and B— D*D*K. Looking at the plots
it is clear that the combinatorial background is still dominating the dataset and further
selection has to be made.
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Figure 4.2 — Raw B mass distributions of stripped candidates after applying trigger
requirements and rudimentary PID cuts for all studied modes in Run 1. The green band
shows an interval of 60 MeV/c? around the PDG [79] B mass.
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Figure 4.3 — Raw B mass distributions of stripped candidates after applying trigger
requirements and rudimentary PID cuts for all studied modes in Run 2. The green band
shows an interval of 60 MeV/c? around the PDG [79] B mass.
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4.4. Data selection

4.4.4 Multivariate selection

Combinatorial background

As with most of the analyses of this type, the majority of candidates after stripping and
preselection are not real decays, but rather random combinations of final-state tracks
whose topology resembles the topology of the signal event, as asked from the stripping
line. These fake combinations are known as combinatorial background.

It is expected that various physical properties of the candidate, e.g. the kinematic properties
of particles in the decay, are different between true events and combinatorial background.
This can be exploited in various machine learning methods that can be trained to pick up
on these differences and classify the candidates as signal-like, or background-like.

TMV A classifier

The Multivariate Analysis (MVA) is thus applied in the next stage of the event selection
and is a powerful tool used to eliminate much of the combinatorial background. MVA
algorithms take a set of discriminating variables and combine them into a single classifier
that indicates how signal-like an event is. In order to achieve this the classifier has to be
trained on a sample containing labeled signal and background events.

In this analysis the MVA classifier of choice is a Boosted Decision Tree (BDT) [80,81]
implemented using the TMVA [82] framework in ROOT. For each of the studied modes
a separate BDT is trained for Run 1 and Run 2, using training datasets and variables
described below.

Training samples

The training of the BDT is performed in the same way for the signal and reference
modes. For all of them the signal sample is the relevant fully truth-matched Monte
Carlo sample that passed the same trigger, stripping, and preselection as real data. The
background samples are taken from the upper sideband in raw B reconstructed mass
(m(B) > 5500 MeV/c?) in data, well above the nominal B meson mass, since it is expected
that only combinatorial events are populating this region.

After applying the cuts to the data for the background and truth matching to MC for the
signal, we are left with signal and background samples of various sizes shown in Table 4.8.
Note that before the training these samples are divided into two equal halves, one used for
training the classifier and one used to test its performance.
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Table 4.8 — Sizes of signal and background samples used for TMV A training in Run 1 and
Run 2.

Decay channel Run 1 Run 2
# Signal # Background | # Signal # Background

Bt — D*"D KT 11,301 152,039 10,031 907,143
Bt— DL DK™ | 3,548 547,560 3,220 6,022,898
BT — D*"DYKT 10,949 164,338 9,995 922,858
Bt — Dy, DYK* | 3616 543,040 3,287 5,723,577
BY— D*~ DK+ 13,634 38,500 18,947 142,263
BY— Do, DK+ 6,676 128,766 7,219 1,006,012
B D* D%, KT | 6,862 129,353 6,253 911,074
Bt — D% DK 8,977 1,486,834 10,730 6,239,967
Bt — D°DY., K+ 9,034 1,576,137 10,802 6,560,026
BY— D=DYK™* 26,439 961,807 51,926 3,689,309
BY— D-DY., K+ 7,886 2,668,835 17,358 10,870,037

Table 4.9 — Variables used by the multivariate selection. The non-excited D is D2 in case
of signal modes and D1 and D2 in case of reference modes.

Particle Variable

B X12P w.r.t own PV
Decay vertex x?

Non-excited D Decay vertex x?2
log(x% w.r.t best PV)

K from non-excited D log(x#p w.r.t best PV)

ProbNNK

All 7 from non-excited D log(x% w.r.t best PV)
ProbNNpi

Bachelor ProbNNK

Discriminating variables

A set of discriminating variables is used to separate signal from combinatorial background.
The variables used in the multivariate training are shown in Table 4.9. For illustration the
distributions of these variables for signal and background for BT — D** D~ K™ in Run 1
are shown in Fig. 4.4. By simple visual inspection, one can see that these variables offer a
good discriminating power, in particular the ProbNNK response of the bachelor.

Boosted decision tree and its performance

This analysis employs BDTs using AdaBoost boosting method [83] as the classifier of choice.
During the boosting a weight is assigned to each event in the training. If the event was
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Figure 4.4 — Distributions of the input variables to the MVA for BT — D** D~ K+ mode
in Run 1. Blue is signal and red is background.

wrongly classified, it is assigned a higher weight, such that the classifier focuses on these
‘difficult’ events in the next iteration. The BDT is built out of 850 trees with a depth
limited to three. Minimum of 0.01% of the training sample has to be present at each
node and the £ boost factor is set to 0.5. A number of different boosting algorithms and
configuration were tried with the selected one being the best performing.

The performance of the BDT is evaluated using a Receiver Operator Characteristic (ROC)
curve. This curve displays the background rejection as a function of the signal efficiency.
The figure of merit in this case is the area under the ROC curve (AUC). In an ideal case
the curve would pass through the top-right corner of the plot (100% signal efficiency and
100% background rejection) such that the area under the curve would be 1.0. On the other
hand, in the case of a completely random guessing it would be 0.5. The ROC curves for all
studied channels are shown in Fig. 4.5 for Run 2. The ROC curves in Run 1 are presented
in Appendix C.1. From the AUC values one can see that the performance of the classifier
is very good.
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Figure 4.5 — ROC curves for the AdaBoost BDT for all studied modes in Run 2. AUC
shows the area under the ROC curve for each mode.

The distributions of the BDT response (further referred to as BDTa) for the signal and
background samples are shown in Fig. 4.6 for Run 2. The same plots for Run 1 are
presented in Appendix C.2. These plots show two well separated distributions for signal
and background, indicating that the classifier is well adapted to identify signal. At the
same time the BDT output distributions between test and training samples correspond
well for both signal and background components. This means that overtraining, which
happens when a classifier models signal/background differences that are specific to the
particular training sample used, is not significant.

4.4.5 BDT optimization

The output of the BDT is a single variable BDTa, on which a requirement (cut) can be put
to reject background while keeping as much signal as possible. An optimization has to
be therefore made in order to determine the optimal value of this cut. All of the studied
modes have already been observed and yields at the level of O(100) —O(1000) are expected
in our data samples. In this case, the optimization is data based with the significance
N,
vNg+ Np
as the relevant figure of merit. By maximizing this figure of merit one maximizes the
statistical significance of the signal yield and minimizes the statistical uncertainty on the
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Figure 4.6 — Comparison of the BDTa response for signal (blue) and background (red)
samples used for training (points) and testing (filled histograms) for all studied modes in
Run 2.

yields, and therefore the BF ratios. Here Ng is the B signal yield and Np the background
yield in a mass window between 5260 MeV/c? and 5300 MeV/c2. These yields are obtained
from fitting a model to the refitted B mass spectrum in data. The used fit model is the
same as the one used in the final B mass fit and will be described in detail in Section 4.5.
When performing this fit further rectangular cuts on particle masses are applied, which are
summarized in Table 4.10. Note that this fit, like all other fits mentioned in this thesis,
are performed using the ROOFIT [84] framework.

The fit is performed multiple times, each time to a dataset to which a lower BDTa cut has
been applied. The values of the lower BDTa cut were scanned between —0.3 and 0.3 with a
step of 0.01, providing 60 data samples. Plots showing the significance S as a function of
the lower BDTa cut value applied to the dataset, as well as the value of the lower BDTa cut
for which the significance is maximal, are shown in Fig. 4.7 for Run 2. The relevant plots
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Table 4.10 — Rectangular mass cuts applied for the mass fit.

Particle Mass range in MeV/c?

D* 1849 < m(D*) < 1889
DO 1845 < m(D") < 1885
D* m(D*) — m(D%.) < 150

Table 4.11 — Lower BDTa cuts chosen via significance optimization.

Decay channel Run1l Run 2
Bt— D**D-K* | —0.06 —0.05
Bt— Dyt DK+ | —0.06  0.05
Bt— D*DtK+ 0.01 —0.04
B*— Dy, DYK*t | —0.11  0.07
B D*~DYK+* —0.08 —0.17

B~ D3 D°K+ | —0.08 —0.01
B~ D*~DY%, KT | —0.03 —0.04
BT — DY, DK™ 0.10  0.11
Bt— D°DY., K+ 0.09  0.08
BY— D-DYK* 0.04  0.06
B~ D= D%, K+ 0.05  0.10

in Run 1 are presented in Appendix C.3. Table 4.11 summarizes the chosen lower BDTa
cuts.

The effect of applying the selected lower BDTa cut to the preselected data can be seen
on the refitted B mass spectrum in Fig. 4.8 for Run 2. The relevant plots in Run 1 are
presented in Appendix C.4. The BDTa cut removes most of the combinatorial background
without much of an effect on events in the signal region (between the green dashed lines).
Note that the rectangular mass cuts from Table 4.10 were applied in these plots.
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modes in Run 2. The red line indicates the chosen cut which maximizes the significance.
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4.4.6 Peaking background suppression

It is expected that for some of the studied modes the signal region might have a significant
contamination from decays where one, or both, D candidates are not real but instead are
faked by the products of a charmless or single-charm decay (these falsely reconstructed
‘D’ mesons are henceforth referred to as fake). For example, for the reference modes
B— DDK these could be:

1. Single-charm: B* — K-7TD°K* (D° fake), Bt - K ntatatDK* (D%,
fake), B’ - Ktntn~ DK~ (D™ fake)

2. Charmless: both D candidates fake, e.g. BT — KTn~ K 7t KT, etc.

In all of the cases specified above, these single-charm/charmless (in further text collectively
called non-double-charm (NDC)) candidates would peak in the raw reconstructed B mass,
since they come from a physical B decay to the same final state as the signal. On the
other hand, they do not peak in the respective falsely reconstructed D candidate mass
and this can be exploited in order to quantify the contribution of these backgrounds. The
treatment of NDC background is slightly different between signal and reference modes,
due to the presence of the D* meson.

Non-double-charm in reference modes (B— DDK)

The NDC background in reference modes can be one of three different types: D1 real and
D2 fake (further referred to as D2 charmless), D1 fake and D2 real (D1 charmless), and
both D1 and D2 fake (D1D2 charmless). To determine the contributions invariant mass
fits are performed to the raw B reconstructed mass distribution in data using D candidates
laying in sidebands of one or both D mesons. These regions in the m(D1), m(D2) space
are illustrated in Fig. 4.9 for one of the reference modes. For other reference modes they
are chosen in an identical way. The four colored regions are:

1. Signal (magenta): mass of both D mesons at most 20 MeV/c? from their PDG
values. Populated by all three possible NDC types.

2. D1 sideband D2 signal (red): mass of D2 at most 20 MeV/c? from its PDG value,
mass of D1 more than 30 MeV/c? and less than 100 MeV/c? from its PDG value.
Populated by D1 charmless and D1D2 charmless.

3. D2 sideband D1 signal (green): mass of D1 at most 20 MeV/c? from its PDG
value, mass of D2 more than 30 MeV/c? and less than 100 MeV/c? from its PDG
value. Populated by D2 charmless and D1D2 charmless.

4. D1 and D2 sidebands (blue): both masses of D1 and D2 more than 30 MeV/c?
and less than 100 MeV/c? from their PDG value. Populated only by D1D2 charmless.
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Figure 4.9 — (top) Scatter plot of D~ vs. DY raw reconstructed mass for B — D~ DK+
in Run 1. The four blue regions denote the fully charmless sidebands, the two red regions
show the D1 (in this case D) sidebands, and the red regions show the D2 (in this case
DY) sidebands. The magenta box in the middle indicates the signal window. The number
in each box signifies the area of the box in (MeV/c?)2. (bottom) Projections on the raw
D1 (left) and D2 (right) mass axes.

For all these regions, the candidates are selected using the same selection requirements
apart from the respective D1 and D2 mass cuts. The raw reconstructed B mass of these
candidates is then fitted separately in each of the 3 regions (not in the signal region). The
shape of the peaking B background is chosen to be a single Gaussian whose mean is fixed
at the nominal B mass and with a width fixed at 15 MeV/c?, which is a typical resolution
observed in simulated samples. To model the combinatorial background an exponential
function is used of which the exponent is allowed to vary. The yields of both the NDC
signal as well as the background are allowed to vary as well.

Example of such fits to the raw B mass in the different regions of the phase space depicted
in Fig. 4.9, are shown in Fig. 4.10 for one of the modes. The B yields from each of these
fits are shown in Table 4.12 for all reference modes.

68



4.4. Data selection

LHCb Run 2
B° - DDK*

LHCb Run 2
B° - DDK*

D1 sideband
n,= 1415 + 84

+

D2 sideband
n, = 1361+ 70

gt

Events/ (5MeV/c?)
Events/ (5MeV/c?)

5250 5300 5350 5400 5250 5300 5350 5400
Man(B) (MeV/c?) Mian(B) (MeV/c?)

T
LHCb Run 2
B° - DDK*
D1, D2 sideband
n,=1929 + 85

- NDC signal

- Combinatorial

Events/ (5MeV/c?)

5250 5300 5350 5400

Mean(B) (MeV/c?)

Figure 4.10 — Fit results to raw invariant B mass in D1 sideband and D2 signal (top left),
D2 sideband and D1 signal (top right), and both D1 and D2 sidebands (bottom left) for
B°— D~D°K™ in Run 2. The non-double-charm yield in these regions is denoted by n,
ng, Ni2, respectively.

Table 4.12 — Raw yields of NDC background in D1 sideband and D2 signal (n), D2
sideband and D1 signal (n2), and both D1 and D2 sidebands (n12).

Run 1 Run 2
ny N2 n12 n1 n2 n12

Bt — DY, D°K* | 227433 278428 464439 | 1443472 1704465 2475485
Bt = DDY%y Kt | 190425 1279450 615+41 | 984454 61454106 3561 +90
B°— D-DYK* | 243443 323436 449444 | 1415484 1361470 1929485
BY— D™D%, K* | 443442 1322455 986462 | 2101+91 63204119 5935+138

Decay channel

To obtain the expected yield in the signal region, a scaling factor is used to account for the
different areas of the regions. The scaled B yields from different regions are then combined
to obtain the overall expected NDC contribution in signal. During the combination one
has to keep in mind which regions are populated by which types of NDC background. The
D1D2 charmless background populates the whole phase space of Fig. 4.9 equally, so, in
order to prevent double counting, one has to subtract the D1D2 charmless component from
the sum of D1 and D2 charmless components. The final formula for the overall expected
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Table 4.13 — Expected NDC yields, nypc, calculated from (4.8), total peaking (i.e. signal
plus NDC) yields in the signal region ngs, and levels of NDC contamination in signal
(defined as nNpc/nsig) for reference modes.

Run 1 Run 2
NNDC Nsig cont. NNDC Nsig cont.

BT — DY, DYKT | 107+£13 1087439 10% | 697+29 5214485  13%
BT — D°DY%, K+ |370+£16 1346+44 27% | 1746+35 6302+95  28%
B°— D-DYK™* 125416 3004+62 4% | 636+32 12241+125 5%
B D D%, K+ | 424420 1791+51 24% | 1922444 8425+113  23%

Decay channel

NDC yield in signal and its uncertainty is then

1600 1600 1600
. n . — ’,’L  —
2.2800 2 2.2800 7 4.4900

o (npe) = <U<n)_ 1600 >2+(U(n) 1600 >2+<U(n ). 1600 )2
Npes T Y7 2772800 27722800 )74 4900 )

where the scaling factors are evaluated based on the sizes of the areas in Fig. 4.9. This

nNDC = N1

(4.8)

procedure requires that the background is flat in both D1 and D2 reconstructed masses.
This is indeed true as can be seen from Fig. 4.9, where is it shown for one of the modes. In
the rest of the modes the situation is the same.

Table 4.13 shows the expected total NDC contribution for all reference modes both in
absolute value as well as a proportion of all peaking events. The peaking yields were
obtained using a mass fit that will be described in detail in Section 4.5 and contain both
signal events as well as the peaking background. As can be seen, the level of non-double-
charm contamination in the peak varies widely between different modes from level of
several percent up to ~ 30% in some cases.

NDC suppression in reference modes (B— DDK)

As explained before, the NDC background consists of candidates where the Knm system
originates directly from the B decay vertex. In order to reduce the level of this background
down to an appropriate level, cuts can be placed on the signed significance, UED, of the
z-component of the B and D vertex separation (i.e. the flight distance) for both D mesons.
This flight distance significance 0¥’ is defined as the distance between the D and B decay
vertices (positive if the D decay vertex is further along z than the B decay vertex) along
the beam direction divided by its uncertainty, i.e. Az(B,D)/oa.(p,p)- Fig. 4.11 shows
the relevant B— DDK decay topology.
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B - DDK

Figure 4.11 — Schematic view of the topology of B — DDK decays. The black circle
denotes the primary vertex (point of pp interaction), the red circle is the B decay vertex
and the blue circles are D1 and D2 decay vertices. nm denotes multiple pion system
(between 1 and 3). Also shown is the flight distance Az between B and D1 mesons.

To see the effect of these cuts on the level of background, a scan in two-dimensional
ofP(D1) vs. ¢fP(D2) lower cut space is performed for reference modes. For each set of
cuts the NDC contribution and contamination is estimated using the procedure described
in previous section. The results can be seen on Fig. 4.12 for Run 2 and in Appendix D.1
for Run 1.

It is evident that these flight distance cuts are very effective at suppressing the non-double-
charm background, bringing it down to a level of several percent (or lower) of the overall
signal. The final o5'P cuts for D1 and D2 are chosen such that the contamination of the
signal region by NDC background does not exceed 1% of the signal yield. The chosen flight
distance significance cuts in the D1 vs. D2 space are marked as red boxes in the 2D plots.
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4.4. Data selection

Table 4.14 — All possible types of non-double-charm backgrounds in B— D* DK channels.

type | DY. mp- D2

real real fake
real fake real
real fake fake
fake fake real
fake fake fake

U W N

Table 4.15 — Definitions of signal and sideband regions for the three B— D* DK variables.
All values are in MeV/c?.

‘ signal sideband
m(D2) | |m(D2) — mppa(D2)| <20 |m(D2) — mppc(D2)] € (30, 100)
m(D%*) \m(DOD*) — mng(DO)| <20 |m(D0D*) — mpD(;(DO)| > 30
Am Am < 150 Am € (150, 200)

Non-double-charm in signal modes (B— D*DK)

For B— D*DK signal channels the situation is a bit more complex due to the presence of
the excited D* meson. Since the D* meson is reconstructed as DO, the possible fake D*
could be constructed in one of the following ways:

1. DO real, w background: real D° recombined with a slow pion coming from the B
decay vertex,

2. DY fake, 7 background: fake DY recombined with a slow pion coming from the
B decay vertex.

Each of these three fake D* can then be combined with either real or fake D2 to form
the B candidate. Together with real D* combined with fake D2 we thus have in total
5 potential sources of non-double-charm background in B— D* DK channels, which are
summarized in Table 4.14.

Analogous to the B— DDK case one can define a mass space, but this time in three
dimensions: D2 mass m(D2), D? from D* mass m(D%.), and the difference between the
reconstructed D* mass and m(D%,.) (Am = m(D*) — m(D%.)). Each of these dimensions
then has a signal and sideband region defined in Table 4.15.

This way one can divide the 3D space into 8 regions (different combinations of signal and
sideband requirements in each of the 3 dimensions), each having a set of possible NDC
backgrounds. Fig. 4.13 provides an illustrative picture of these regions, together with the
possible NDC backgrounds that can theoretically appear in these regions (e.g. any of the
NDC types that requires real D2 cannot appear in regions where the D2 mass is in upper,
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m(D2) signal m(D2) sideband
o o © (h)
8 8
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Signal Sideband Signal Sideband
Am Am

Figure 4.13 — Illustrative sketch of the 8 different regions ( (a) — (h) ) in the 3D B— D*DK
phase space. For better illustration the 3D space is shown in two slices of m(D2): in signal
(left) and sideband (right). The numbers denote the different types of non-double-charm
background in these regions. The blue area denotes the signal region.

or lower, sideband). The signal region can contain all seven types of these backgrounds
and it is important to evaluate, and, if possible, suppress the sizes of their contributions.

NDC suppression in signal modes (B — D*DK)

Non-double-charm background of types 1, 3, and 5 can be dealt with in a way similar
to the one for reference modes. Firstly, in order to estimate the combined contribution
of these four backgrounds in the signal region, one can perform a fit to the raw B mass
in region (e), which contains only these four types of NDC background. This region is
illustrated in Fig. 4.14. The used fit model is the same as the model used to fit the NDC
for reference modes, i.e. a sum of a Gaussian with fixed mean and width, and a decaying
exponential. These fits to the raw B mass in region (e) are shown in Fig. 4.15 for Run 2
and in Appendix D.2 for Run 1.

many of these fits exhibit a clear peaking structure of different magnitudes. By scaling
the obtained yields into the signal region (using a scaling factor 40/140) it is possible to
estimate the magnitude of the summed contributions of these 4 NDC types in the signal
peak. These raw and scaled NDC yields are shown in Table 4.16 together with the peaking
yields (obtained from the fit equivalent to the one in previous section) and the estimated
contamination in the B peak. It is clear that in some modes the level of 1, 3, 5 NDC
contamination is substantial, at the level of ~ 20% of the total B peak.
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Candidates (a.u.)
I||IIII$IIII$IIII|§IIII|§I

3
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m(D2) (MeV/c?)

Figure 4.14 — Plot of D2 raw reconstructed mass for B — D*~DYK™ in Run 2. The green
bands denote region (e) and the magenta stripe indicates the signal window. The number
in each box signifies the area of the box in MeV/c?.

Table 4.16 — Raw and scaled yields of NDC background in region (e) (ni%'s, nﬁcglgd),
together with the total peaking (i.e. signal plus NDC) yields in the signal region ngjs, and
estimated 1,3,5 NDC contamination.

Decay channel IR du nl leun 2

n’3 s niss Ngig cont. '3 s ni’ss Ngig cont.
Bt — D*"D Kt 21£12 6+3 287+19 2% 174+£26 50£7 1183438 4%
BT — D}}EﬂD—K‘*‘ 28 +11 8+3 161+14 5% 130+£22 37+£6 765+ 31 5%
BT — D*"DVtKT 223+18 64+5 328420 20% | 1167+44 334+13 1484443 23%
Bt — Dy DKt | 170£20 4846 247+19 19% 7T76+35 222410 10114+36  22%
BY— D*~ DK+ 44+ 14 124+4 916+33 1% 329434 94+10 3709 +66 3%
BY— D}}_?WDOK*' 56 £ 14 16+4 535+26 3% 227+£28  65+8  2728+£58 2%
BY— D*~ D%, K+ | 409+£27 11748 628+28 19% | 1998+59 571+17 3181+63 18%

Since these four NDC types all contain a fake D2, a sufficient flight distance cut on D2,
similar to the one in case of B— DDK, would be effective at removing them. The effect
of applying this cut is shown in Fig. 4.16 for Run 2 and in Appendix D.3 for Run 1. In
these plots the mass fit is performed for different values of lower cut on the flight distance
significance of the D2 meson ¢fP = Az(B, D2)/0 A (B, D2)-

It is again clear that these cuts prove to be highly effective at removing this type of
background. The red line signifies the chosen value of the flight distance significance cut.
This value was chosen such that the contamination coming from the residual NDC is
smaller than 1% of the signal yield. Due to the instability of the fit used to estimate the
NDC contribution in some small-statistic modes, a minimal value of the flight distance
significance cut is chosen to be 2. By applying these cuts the NDC backgrounds of types
1, 3, and 5 are heavily suppressed, therefore assuring that the D2s are mostly real. This
leaves us with NDC backgrounds of types 2 and 4.
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Figure 4.15 — Fits to raw invariant B mass in region (e) for the signal modes in Run 2.
The summed yield of NDC backgrounds of types 1, 3, 5 obtained from the fit is denoted

raw
by s
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Figure 4.17 — Scatter plot of m(D%.) vs. Am for B— D*~ DK™ in Run 2 after applying
the D2 ¢fP > 2 cut together with the projections. The Am projection contains data only
in m(D%.) signal area (horizontal band signified by the green dashed lines) and vice versa.
The meshed area denotes region (b). Note that a logarithmic color scale is used.

In order to estimate the contributions from NDC of types 2 and 4 one can look in region
(b) since these are the only surviving NDC types in this region after the type 3 has been
eliminated. This region is shown in the two-dimensional scatter plot of m(D%.) vs. Am
in Fig. 4.17. By performing a raw B mass fit in this region an estimation on the remaining
contributions from NDC of types 2 and 4 can be obtained by extrapolating the NDC yield
form this region into the signal region.

When performing this extrapolation, one has to take into account that the NDC background
in Am is not flat, unlike the background in m(D2). For this, a fit of Am in the (a)+(b)
regions is performed. The signal is modeled using the Johnson’s Sy-distribution [85]
implemented as RooJohnson [86] in ROOFIT and the background is modeled using a
dedicated RooDstDOBG [87] function. This fit is used to estimate the fraction of the Am
background lying in the Am signal region. This fraction is then used as the scaling factor
for the NDC extrapolation. An example of these fits is shown in Fig. 4.18. The results
showing the 2 and 4 NDC yields scaled into the signal region for all signal modes are
summarized in Table 4.17.

The NDC of type 4 contains a fake DOD* and thus could be suppressed by applying a cut on
the flight distance significance of the D%*. However, even by applying a rather tight cut
on 0P of DY, we do not see a significant decrease of the combined 2, 4 NDC contribution.
One can therefore conclude that the majority of the remaining NDC background in
Table 4.17 is of type 2, i.e. a real DY), combined with a random slow pion coming either
from the PV or, e.g. from a decay of an excited K* resonance. Only a rudimentary FD
significance cut JED > 0 is thus applied to the D%*.
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Figure 4.18 — (left) fit of Am in regions (a)+(b). The signal (blue) is modeled using
the Johnson’s Sy-distribution and the background (red) is modeled using a threshold
RooDstDOBG function fixed at 7% mass. This fit is used to estimate the fraction (shown in
the plot) of the Am background lying in the Am signal region (left of the green dashed line).
(right) fit of raw B mass in region (b). n3} denotes the overall 2, 4 NDC yield obtained
from the fit. The expected NDC yield in the signal region is obtained by multiplying this
yield with the scaling factor from the left plot. The two green dashed lines indicate the
region +25MeV from the PDG mass of B.

Table 4.17 — Raw and scaled yields of NDC background in region (b) (n3}, n%ffi‘led),
together with the total peaking (i.e. signal plus NDC) yields in the signal region ngs, and
the estimated 2, 4 NDC contamination.

Run 1 Run 2

scaled raw scaled
s s

Decay channel
n5’q Nsig cont. nyy Ny 4

raw

Ny Nsig cont.

BT — D**D- KT 37£9 4+1 217+16 2% | 255+£23 36+3 900 £ 33 1%
Bt — D}JEWD’K+ 31£9  4+1 121+£12 3% | 176+23 2143 633 £27 3%
Bt — D*"DTK™" 46£7 5=*1 212+15 2% | 179+£17 19+2 939 £ 32 2%
Bt — D, DTK' | 30+£8 4+1 155+13 3% | 133+18 1943 596 £ 26 3%
B — D*~ DK™ 2810 4+1 607+26 1% | 189+25 24+3 2437453 1%
B%— Dy, DK™ 6312 9+£2 334+20 3% | 18629 25+4 1787446 1%
BY— D* D%, KT |264+8 3+1 334+20 1% | 151+£21 20+£3 1570442 1%

NDC after suppression

To summarize, the D1 and D2 flight distance significance cuts are applied to suppress the
level of non-double-charm background in the signal B peak. Even after these cuts there is
still some residual NDC background, whose estimation is discussed in previous sections.
The final D1 and D2 flight distance cuts together with the estimated residual NDC are
summarized in Table 4.18. This leftover NDC background will then be subtracted from the
final efficiency corrected B yields in Section 4.7, and the residual uncertainty on the NDC
yield will then be contained in the systematic uncertainty further discussed in Section 4.8.
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Table 4.18 — The chosen cuts on o5 together with the residual NDC yield in absolute
values and as a fraction of the total B yield. Note that for signal modes the D1 cut denotes
a cut applied on the DY,..

Decay channel Run 1 Run 2

D1 cut D2 cut nnpc  cont. | D1 cut D2 cut nNpc ~ cont.
Bt D**D Kt |ofP>0 ¢fP>2 442 18%|cfP>0 ofP>2 3944  44%
Bt Dyt D Kt | ofP >0 ofP >3 5+£2 42% |ofP>0 ofP>2 2544  3.9%
Bt = D*"DTK+* |odP>0 ofP>3 6+2 26%|oP>0 o >3 2244 23%
Bt— D35 DTKY | ofP >0 ofP >3 6+£2 39% |ofP>0 ofP>3 19+£3  32%
B°— D*~D°K* o >0 ofP>2 442 06% | ofP>0 oP>2 2444 1.0%
B Dy, D°K*T | ofP >0 ofP>2 114+£2 33% | ofP >0 ofP>2 25+£5  14%
B D= D%, K+ |ofP>0 ofP>3 5+2 14% |ofP>0 oP>3 20+£4  1.3%
Bt — D%, DKt |ofP>1 ofP>4 444 09% | 0fP>2 6P >2 2349  0.9%
BT—=D'DY%, Kt |ofP >0 ofP>3 0+4 00%|0ofP>0 ofP>3 1249  04%
B— D-DYK* o >0 ofP>1 21410 08% | ofP>1 ofP>1 71+£16 0.8%
B - D DY, Kt |ofP>3 ofP>3 845 09% |ofP>1 P >3 32+12 08%

4.4.7 Multiple candidates

After stripping selection, trigger requirements, and cut on the BDT output, approximately
15% of events contain more than one B candidate. After full offline selection this proportion

goes down and the fractions of multiple candidate events for all the modes are summarized

in Table 4.19. A random selection is made to make sure there is only one candidate per

event.

Table 4.19 — Fraction of events with at least 2 candidates (fevents), fraction of candidates
sharing an event with at least one other candidate (feand.), and fraction of candidates
rejected via random selection (frejected). All numbers are after full selection.
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Decay channel Run 1 Run 2
fevents fcand. frejected fevents fcand. frejected

Bt — D**D K+t 1.9% 3.7% 1.8% | 28% 57% @ 2.9%
Bt— Dyt DKt | 26% 51% 25% | 50% 9.7%  5.0%
Bt — D*"DTK™* 0.8% 1.6% 0.8% | 2.3% 45%  2.2%
Bt — Dy DYKY | 32%  62%  31% | 55% 11.1%  5.9%
B~ D*~DK+* 0.9% 1.8% 09% | 1.4% 2.9%  1.5%
BY— Dy DK+ | 3.0% 58% 29% | 4.7% 9.6%  5.1%
B D D%, KT | 21% 41% 2.0% | 28% 56%  2.9%
Bt— D%, D'K* | 1.8% 35% 17% | 1.9% 3.9%  2.0%
BT—=D'DY%, KT | 08% 1.5% 07% | 1.7% 3.6% 1.9%
B~ D-DK* 11%  23%  12% | 1.1% 21% 1.1%
B D D%, Kt | 1.9% 39% 2.0% | 27% 55%  2.8%




4.5. Invariant mass fit

4.5 Invariant mass fit

After finalizing the selection of candidates a one-dimensional unbinned maximum likelihood
fit is performed to the refitted B mass mprr(B), where the D masses have been constrained
and the B was made to point to the PV. For a Poissonian process given by the sum of a
signal and a background process, the unbinned likelihood function has the form:

Ndata

L(mi|fs, fB.0) = [] fsS(mil6) + fsB(ml6), (4.9)

i=1

where 0 is the set of fitted parameters, m is the observable (in this case the refitted B
mass), and S and B are signal and background probability density functions (PDFs),
depending on #, and normalized to the fraction of signal and background events fg and
fB. The product runs through all entries in the dataset within the given mass range. The
goal of maximum likelihood estimation is to find the values of parameters 0, fg, and fg
that maximize the likelihood function over the parameter space.

In this analysis the parameter of interest is the signal yield. It is then convenient to work
with the fit PDF normalized to the total number of signal and background events like:

Mmax

/ S(ml|0) + B(m|0) = Ns + N, (4.10)
MM min

where Ng + Np are the signal and background expected yields, respectively.

The obtained overall yield will fluctuate according to Poisson statistics around some
expected value. Because of this, a Poisson term is included in the new extended likelihood

e_NNNObS Niata
obs: i=1

where N = Ng + Np and Nyps = Ngata are the number of expected and observed events,
respectively.

Computationally, it is more convenient to work with the logarithm of the extended
likelihood function, and to minimize rather than maximize. So in reality, the negative
log-likelihood (NLL), —log(£(#)), is minimized. The minimization is performed using the
MinuIT [88] algorithm implemented in the ROOFIT [89] package. The used fit PDF is

P(m|0) = Nsig * DSCB(m‘U, w,np, R, XL, O[R) + Ncomb exp(cl ’ m)v (412)

where signal candidates are described using a Double Sided Crystal Ball (DCSB) function
(gaussian core with exponential tails on both sides), with tail parameters ny, ng, ar, and
ap fixed from fits to simulated decays (see Figs. 4.19 and 4.20). The mean u together
with the width o and signal yield ng;, are then allowed to float in the fit to data. The
remaining combinatorial background is modeled using the decaying exponential function
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whose slope ¢l and yield n¢omp are allowed to vary. The fit is performed in the range from
5200 MeV/c? to 5400 MeV/c? separately for Run 1 and Run 2 data, with no split performed
by year. The lower limit is chosen such that no contribution from partially reconstructed
B decays is expected.

The results of the invariant mass fit to data are shown in Fig. 4.21 for Run 1 and in
Fig. 4.22 for Run 2 together with the values of the fitted parameters. The distributions of
pulls from the invariant mass fits are shown in Figs. 4.23 and 4.24. The RMS and the mean
of the distributions are within a standard deviation from what one expects for a gaussian
distribution. This shows that the overall quality of the fit is good with no observed bias.
Table 4.20 summarizes all parameters of the fitted PDF's.

4.5.1 Signal-background separation

The sPlot technique [90] is applied to statistically unfold the B signal from the combinatorial
background. This technique uses the discriminating variable (of which the distributions
for signal/background are known) in order to reconstruct the distributions for a set of
unknown control variables, without any prior knowledge on these variables. An essential
assumption is that the control variables are not correlated with the discriminating variable.
In our case the discriminating variable is the refitted B mass and the control variables
can be, for example, the BDT response, the BDT training variables, or the Dalitz plot
coordinates.

In practice, each candidate in the fitted range is assigned an sWeight derived from the
mass fit. An example distribution of sWeights in one of the samples is shown in Fig. 4.25.
Signal-like events peak strongly just above 1 and background-like events peak in the
negative values.

4.5.2 Background-subtracted Dalitz plots

The signal sWeights obtained from the mass fit, used later to calculate the efficiency
corrected yields, also allow us to generate background-subtracted Dalitz plot distributions.
These are made for the three studied B— D*DK signal modes (obtained by summing the
sWeighted Dalitz plots of the sub-modes for each mode). They are shown separately for
Run 1 and Run 2 in Fig. 4.26 for Bt — D**D~ K™, in Fig. 4.27 for Bt — D* " DTK™,
and in Fig. 4.28 for B'— D*~DYK ™, together with invariant masses of all three possible
combinations of the three B daughter particles. The distribution from the phase space
simulation is overlaid to see how the projections would look flat in the Dalitz plot. All of
these plots were obtained with quantities from the constrained kinematic fit. The sizes of
samples used to draw the plots are shown in Table 4.21.

Several features and resonances are seen in these plots. One of the more prominent ones
is a structure at ~ 8.5 GeV?/c* in the m?(D~K™) invariant mass spectrum also seen in
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Figure 4.19 — Fits to the refitted B mass for all studied modes in Run 1 simulation together
with the values of the fitted tail parameters.
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Figure 4.20 — Fits to the refitted B mass for all studied modes in Run 2 simulation together
with the values of the fitted tail parameters.
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Figure 4.21 — Fits to the refitted B mass for all studied modes in Run 1 data. The
individual components are (blue) signal PDF and (red) combinatorial background.
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Figure 4.22 — Fits to the refitted B mass for all studied modes in Run 2 data. The
individual components are (blue) signal PDF and (red) combinatorial background.
86



4.5. Invariant mass fit

Figure 4.23 — Distribution of pulls
in Run 1.
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Figure 4.24 — Distribution of pulls in the invariant mass fits to data for all studied modes
in Run 2.
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Figure 4.25 — Distribution of signal sWeights in the Run 1 sample of B — D~ DK+
decays.

Table 4.21 — Sizes of combined candidate samples used to draw the Dalitz plots.

Decay channel Run 1 Run 2

Y # candidates | # candidates
BT — D**D K+ 329 1488
BT — D*DtKT 361 1481
BY— D*~DYK+ 1254 5637

the B~ — D™D~ K~ analysis. Furthermore, there is a significant excess in the low end
of the charmonium-like spectrum m?(D*~ D7), between 15 — 16 GeV?%/¢?, close to the
D*D mass threshold. A neutral state around this mass has been previously observed in
ete™ — DT D* 70 at BESIII [91], although with a rather small width.

The analysis in this thesis does not aim to analyze and describe the resonant structures seen
in these Dalitz plots. Nevertheless, it is useful to show these plots both as a cross-check
and a reference for future analysts.
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Figure 4.26 — Background-subtracted BT — D** D~ K™ Dalitz plots (top row) and the
three respective invariant mass distributions in Run 1 (left) and Run 2 (right). The cyan
line in the two-dimensional plots shows the allowed kinematic region of the decay. The
thin red line shows the projections in the phase space (PHSP) Monte Carlo normalized to
the same number of events as s Weighted data.
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Figure 4.27 — Background-subtracted BT — D*~ DT K Dalitz plots (top row) and the
three respective invariant mass distributions in Run 1 (left) and Run 2 (right). The cyan
line in the two-dimensional plots shows the allowed kinematic region of the decay. The
thin red line shows the projections in the phase space (PHSP) Monte Carlo normalized to
the same number of events as s Weighted data.
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Figure 4.28 — Background-subtracted BY — D*~ DK+ Dalitz plots (top row) and the
three respective invariant mass distributions in Run 1 (left) and Run 2 (right). The cyan
line in the two-dimensional plots shows the allowed kinematic region of the decay. The
thin red line shows the projections in the phase space (PHSP) Monte Carlo normalized to
the same number of events as s Weighted data.
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Chapter 4. The B— D*DK branching fraction ratio measurement

4.6 Efficiencies

Decays into three scalar mesons, such as our reference modes B — DDK, can be fully
described by 12 parameters, which are the components of the four-vectors for each final
state particle. However, these decays have several constraints that significantly reduce the
number of degrees of freedom needed to fully describe the decay: 1 constraint from the
energy conservation, 3 constraints from the momentum conservation, 3 constraints from
fixed masses of the final state particles. This brings the subtotal number of parameters
down to 12 — 1 — 3 — 3 = 5. Furthermore, the relative orientation of the three momenta
of the final state particles is fixed if their energies are known, which introduces 3 more
constraints from 3 Euler angles. The decays of type B— DDK thus have only 2 degrees
of freedom.

However, in the case of signal modes B — D*DK, one of the final state particles is a
spin-1 particle (the D*). In this case only one degree of freedom associated to the Euler
angles can be removed by choosing a reference direction in space. This leaves us with
12 —-1—-3 -3 —1 = 4 degrees of freedom describing B — D*DK decays. These are
conventionally chosen to be:

e Two Dalitz plot coordinates, e.g. m?(D1K) and m?(D2K).
e Angle y between the decay planes of D* and DK in B rest frame.

e D* helicity angle 91?,;; defined as the angle between one of the decay products of D*,
in our case the pion, in D* rest frame, and D* in B rest frame.

In the simpler case of B — DDK modes the two degrees of freedom are chosen to be
the two Dalitz plot variables. Note that these variables are calculated in the refitted
configuration where the B is made to point to the IP and the D mesons masses are
constrained.

Ideally, an analysis would select candidates independently from their position in the phase
space. In reality, however, the different selection steps may introduce small biases which
favor some parts of the phase space to others. To account for this, the efficiencies of
various selection steps are calculated as a function of their position in the relevant phase
space. We consider the effect of:

e Trigger (LO, HLT1, HLT2)
e Reconstruction & stripping

e Offline selection

in biasing the efficiency. Furthermore, we also consider the efficiency of the acceptance
cut, but only as a single factor and not as a function of the position in the phase space.
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4.6. Efficiencies

In the final calculation of the efficiency corrected yields, only the total efficiency is used but,
in order to understand the individual contributions properly, the aforementioned efficiency
categories are studied separately. For both runs the efficiencies from both years are weight
averaged together, with integrated luminosities in respective year acting as weights, i.e.

~ego11() - 111 + ez012() - 2.08
Run (7) = 111 + 2.08 )
_e2015(2) - 0.33 + egpi6(w) - (1.67 + 1.71 + 2.19)

€Run2(T) = 0.33 4+ 1.67 +1.71 +2.19 ’

(4.13)

where €2011(2), €2012(x), €2015(2), and ezp16(x) are the efficiencies sampled at point z in
the phase space in the given year. Note that, since the 2017 and 2018 MC samples are
not available, the 2016 simulation sample is taken to represent 2017 and 2018 as well.
The efficiency could in principle depend on momentum and pseudorapidity n of the B
meson. It is thus good to verify that the momenta and pseudorapidities are reproduced
correctly in MC, and that the distributions in 2015 and 2016 data are accurate enough to
the distributions in 2017 and 2018 data. This is shown in Appendix E.

Note that in the figures for B— D* DK modes shown below the efficiency distributions in
the Dalitz plot are integrated over the y and 9}?5 angles and vice versa.

4.6.1 Geometrical efficiency

In order to save computational resources only events that fall within the acceptance of
the LHCDb detector are fully simulated. In practice this means that only events where the
charged products are produced at [10,400] mrad and the neutral products at [5,400] mrad
from the z-axis are accepted. In the rest of this text the simulated events that passed this
cut and were therefore fully reconstructed constitute a generator-level sample.

The efficiencies of this generator-level cut can be retrieved for each sample. The values
averaged over the different phase space models and magnet polarities and weight averaged
for each run according to Eq. (4.13) are shown in Table 4.22. One observes a systematic
increase in the generator-level cut efficiencies in Run 2, compared to Run 1. This is caused
by a higher center-of-mass energy of the pp collisions in Run 2, which boosts the produced
B mesons more towards the detector, causing its decay products to be less spread-out from
the beam axis. The relative uncertainties on the individual efficiencies are at the order of
per-mille and are neglected.

4.6.2 Trigger efficiency

For the candidates passing the LHCb acceptance cut the efficiency of different trigger
requirements (as seen in Section 4.4.2) in the following order is considered: L0, HLT1,
HLT2. This means that for HLT1 only candidates that passed L0 are considered, and
for HL'T2 only those that passed both LO and HLT1. Note that for the purpose of these
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Chapter 4. The B— D*DK branching fraction ratio measurement

Table 4.22 — Averaged generator-level cut efficiencies.

Decay channel ‘ Run1 Run 2

Bt— D**D"K* | 148% 15.8%
Bt— D*"DTK*t | 148% 15.8%
Bt— Dy D"K* | 141% 15.1%
Bt — D DYK*T | 142% 15.1%
B’— D* DK™ 15.5% 16.5%
BY— Dy, DK+ | 14.7% 15.7%
BY— D*~DY%, K+ | 14.7% 15.6%
BY— D-DYK* 151% 16.1%
B D D%, Kt | 144% 15.3%
Bt — D%, DK™ | 14.9% 16.0%
Bt— D'DY%, K+ | 14.9% 16.0%

indicative, intermediate, efficiency plots we do not attempt to determine whether the
object causing the trigger to fire was related to the signal candidate (TOS) or not (TIS),
and only consider the response of the particular trigger line to the event as a whole. The
following efficiency plots can therefore be understood as TOS OR TIS.

At the level of L0, the trigger strategy in data is LOHadron_TOS || LOGlobal_TIS.
The efficiency plots for LO are, however, showing only events passing LOHadron_TO0S
| | LOHadron_TIS. These plots should nonetheless accurately represent the possible effi-
ciency variations, since the LOGlobal_TIS efficiency is expected to be uniform across the
Dalitz plot. This is because the trigger biases the Dalitz plot only by cutting on particle
momenta or correlated quantities. But LOGlobal_TIS is selecting candidates completely
unrelated to any of these quantities, since we are cutting independently of the candidate.
Furthermore, any possible correlations via the underlying event, or the other-side b-hadron
in the bb pair, are thought to be negligible and thus are not considered.

Similarly for HLT1 and HLT2, in data we require the lines to be triggered by a track used
to form the signal candidate. In this MC study, however, we accept also events where
another track caused the trigger condition to be satisfied. This means that in data the
efficiency variations can be a bit bigger than shown here.

The efficiencies can be, in principle, different for LOHadron_T0S and LOGlobal_TIS. This
could cause problems if there was a discrepancy between the proportion of LOHadron_TO0S
events in Data and MC, since the LOGlobal_TIS trigger heavily relies on the non-signal
component of the signal event, which is known to be not very accurately simulated in MC.
In order to control for this a cross-check of the final results is performed in Section 4.9.3.

The efficiency results for one signal and one reference mode are shown for L0 in Figs. 4.29
and 4.30, HLT1 in Figs. 4.31 and 4.32, and HLT2 in Figs. 4.33 and 4.34. All trigger
efficiency plots are shown in Appendix F.1.
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4.6. Efficiencies

The ranges of trigger efficiencies across the Dalitz plot are summarized in Table 4.23. The
average efficiency is consistent between the two runs for LO and HLT2. A significant
increase in HLT1 efficiency is observed in Run 2, presumably caused by the lower pr
threshold in HLT1 lines (see Table 4.7).

Table 4.23 — Range of trigger efficiencies across the Dalitz plot.

Run 1
Decay channel ‘ €Lo range  €grri range  eyrre range
Bt — D**"D Kt | 24% —27% 63% —66% 49% — 53%
Bt — Dt D™K* | 22% —24%  55% — 59%  42% — 47%
Bt — D*"DYK* | 25% —27% 63% —66% 49% — 52%
Bt — Dy DYK*T | 23% —24%  55% — 58%  43% — 47%
BY— D*~D°K+ 26% —29% 64% — 68%  53% — 56%
BY— Dy D°KY | 24% —26%  58% — 62%  47% — 50%
BY— D*~ D%, KT | 24% —26% 58% —61%  46% — 50%
Bt — D%, DK+ | 24% —27% 59% —63%  49% — 54%
Bt — DDV, K+ | 24% —27% 59% —63%  49% — 54%
BY— D-DYK* 29% — 32%  61% — 65%  49% — 52%
B~ D= D%, K+ | 23% —25% 56% —60%  45% — 49%
Run 2
Decay channel ‘ €Lo Tange  €grr] range €ypr2 range
Bt — D*"D K+ | 23% —26% 84% — 8%  47% — 52%
Bt — Dy, DKt | 21% —23% 78% —83%  39% — 43%
BT — D**DYK*t | 23% —26% 84% —87% 47% — 52%
Bt — D5 DYKY | 21% —23%  79% —83%  39% — 43%
BY— D*~DOK+ 25% — 28%  85% — 88%  54% — 58%
BY— Djs DK+ | 23% —25%  81% — 84%  47% — 52%
BY— D* D%, KT | 23% —25% 80% — 84%  47% — 52%
Bt — D%, DK+ | 23% —27% 82% — 8%  49% — 56%
Bt — DDV, K+ | 23% —26% 82% — 8% 50% — 57%
BY— D~DYK™* 24% —27%  85% — 87T%  49% — 54%
B~ D D%, K+ | 22% —23% 81% —83%  41% — 45%
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Figure 4.29 — BT — D** D~ K™ L0 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure 4.30 — B~ D~ DYK* L0 efficiency over the Dalitz plot for Run 1 (left) and Run
2 (right).
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Figure 4.31 — Bt — D** D~ K+ HLT1 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure 4.32 — B — D~ DK™ HLT1 efficiency over the Dalitz plot for Run 1 (left) and
Run 2 (right).
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Figure 4.33 — BT — D** D~ K+ HLT2 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure 4.34 — B — D~ DK™ HLT?2 efficiency over the Dalitz plot for Run 1 (left) and

Run 2 (right).
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4.6.3 Stripping efficiency

The next step in the selection process is the stripping. The candidates that passed the
acceptance and trigger cuts are now checked to see if they satisfy the given stripping
requirements, as specified in Section 4.4.1. The stripping efficiency is then the ratio of
number of candidates that passed these conditions to the number of candidates passing

only the generator-level and trigger requirements.

As before the efficiency is studied in bins of Dalitz plot and helicity angles plot. This is
shown in Figs. 4.35 and-4.36 for one signal and one reference mode. The rest of the plots

can be found in Appendix F.2.

In case of the stripping efficiency, the variation over the phase space is significant and
varies greatly between the modes. The efficiency ranges are summarized in Table 4.24.
Evidently, the average stripping efficiency is significantly larger for the reference modes.
This is due to the presence of the slow D* pion in signal modes, which is more difficult to

reconstruct due to its low momentum.

Table 4.24 — Range of stripping efficiencies across the Dalitz plot.

Run 1 Run 2

Decay channel

Estrip range Estrip range
Bt — D**"D K+ | 5% —10% | 4% —10%
Bt— Dy DK™ | 5% —8% | 4% —8%
BT — D**DYK* | 4% —11% | 4% —11%
Bt — Dy, DYTKT | 5% —8% | 4% —8%
BY— D* DK™ % —13% | ™% —12%
BY— Do D°K* | 4% —8% | 3% — 1%
B'— D* DYy Kt | 3% —7% | 3%—71%
Bt — D%, D°K* | 12% —17% | 11% — 16%
Bt — DDV, K+ | 14% — 18% | 10% — 15%
BY— D-DYK™* 14% — 21% | 15% — 22%
B D™ D%, K+ | 9% —13% | 8% — 12%
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Figure 4.35 — BT — D** D~ K™ stripping efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure 4.36 — B — D~ DYK™* stripping efficiency over the Dalitz plot for Run 1 (left) and
Run 2 (right).
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4.6.4 Total selection efficiency

The selection steps described in Sections 4.6.2 and 4.6.3 combined are what is called first
selection. All further cuts, e.g. on daughter particle masses, PID response, MV A response,
and all other cuts described in previous sections are part of the second selection. The
first + second selection is then called the total selection. The total efficiency histograms
are then constructed by dividing the fully selected and truth-matched MC sample by
the generator-level sample. Note that the generator-level acceptance cut, mentioned in
Section 4.6.1, is not included in these efficiencies, and will enter the calculations later.

The total efficiency varies greatly in the phase space and the ranges are summarized in
Table 4.25. Figs. 4.37 and 4.38 show the total selection efficiencies as a function of the
position in the phase space for one signal and one reference mode. The rest can be found
in Appendix F.3. The visible variations have the same character as seen in the stripping
efficiency. One can therefore conclude that a cut, or a combination thereof, among the
stripping requirements, is responsible for these variations.

The uncertainty on the total efficiency is evaluated using the TEfficiency class. In general
it ranges within the Dalitz plot, the smallest being close to the edges of the Dalitz plot
thanks to a higher density of simulated events there. The relative value of this uncertainty
is found to be 10 — 20% with respect to the central value of the efficiency.

Table 4.25 — Range of total efficiencies across the Dalitz plot.

Decay channel

Run 1
€tot Fange

Run 2
€tot Tange

Bt — D**D- K+
Bt — D, D"K*
Bt — D*~DtK*
Bt — Dy, DTK*
BY— D*~DOK+
B~ Dy, DK
B~ D*~ D%, KT
BT — DY, DK
Bt — D°DY., K+
BY— D-D°K™*
B~ D=DY., K+

0.10% — 0.27%
0.02% — 0.10%
0.08% — 0.30%
0.02% — 0.09%
0.14% — 0.36%
0.04% — 0.16%
0.04% — 0.11%
0.14% — 0.26%
0.18% — 0.32%
0.56% — 0.79%
0.10% — 0.16%

0.13% — 0.42%
0.02% — 0.13%
0.09% — 0.37%
0.03% — 0.12%
0.14% — 0.47%
0.05% — 0.17%
0.04% — 0.17%
0.21% — 0.42%
0.21% — 0.40%
0.62% — 0.86%
0.11% — 0.20%
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Figure 4.37 — Bt — D** D~ K total efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure 4.38 — B — D™ DK™ total efficiency over the Dalitz plot for Run 1 (left) and
Run 2 (right).
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Figure 4.39 — (left) coarsely (8x8) binned total selection efficiency across the Dalitz plot
for B+ D=DYK™* in Run 1. (right) finely binned kernel density estimated total selection
efficiency across the Dalitz plot for B — D~ DK™ in Run 1. Note that in this plot as well
as in the rest of the KDE plots the numbers show the efficiency at only several selected
point in the Dalitz plot.

4.6.5 KDE total efficiency

In order to obtain a smooth efficiency distribution in the Dalitz plot (i.e. to remove
statistical fluctuations while keeping the underlying variations) a multi-dimensional kernel
density estimation (KDE) is performed using a MEERKAT package [92]. This method
replaces the bins with kernels described by a smooth PDF which are then added. In
MEERKAT, the Epanechnikov [93] kernel is used since it is easy to calculate and optimal
in a mean square error sense. The width of the kernels is chosen to be 2 GeV?/c?.

An example of performing the KDE for one of the modes is shown in Fig. 4.39. The KDE
efficiency histograms for all modes are shown in Figs. 4.40-4.50. In order to take into
account the variations in 9}% in signal modes this KDE is performed in four equally-sized
bins of cos 0}?6; between —1 and 1. In order to save space the plots show only the
efficiencies within the Dalitz plots, integrated over the helicity angles.
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Chapter 4. The B— D*DK branching fraction ratio measurement
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Figure 4.40 — BT — D*T D~ K™ total KDE efficiency over the Dalitz plot for Run 1 (left)

and Run 2 (right).
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Figure 4.41 — BT — D3, D~ K™ total KDE efficiency over the Dalitz plot for Run 1 (left)

and Run 2 (right).
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Figure 4.42 — Bt — D*~ DT K™ total KDE efficiency over the Dalitz plot for Run 1 (left)

and Run 2 (right).
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Figure 4.43 — B* — Dj;; DTK™ total KDE efficiency over the Dalitz plot for Run 1 (left)

and Run 2 (right).
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Figure 4.44 — B — D*~ DK™ total KDE efficiency over the Dalitz plot for Run 1 (left)

and Run 2 (right).
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Figure 4.45 — B — Dj; DK™ total KDE efficiency over the Dalitz plot for Run 1 (left)

and Run 2 (right).

107



Chapter 4. The B— D*DK branching fraction ratio measurement
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Figure 4.46 — B — D*~DY.. K™ total KDE efficiency over the Dalitz plot for Run 1 (left)
and Run 2 (right).
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Figure 4.47 — Bt — D%, DK™ total KDE efficiency over the Dalitz plot for Run 1 (left)
and Run 2 (right).
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Figure 4.48 — Bt — DD, K total KDE efficiency over the Dalitz plot for Run 1 (left)
and Run 2 (right).
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Figure 4.49 — B — D~ DK™ total KDE efficiency over the Dalitz plot for Run 1 (left)

and Run 2 (right).
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Chapter 4. The B— D*DK branching fraction ratio measurement

4.7 Efficiency corrected yields

According to Eq. (4.3) the branching fraction ratios are calculated using efficiency corrected
yields N, These are obtained using Eq. (4.4) on an event-by-event basis where the
sum runs over all events in the refitted B mass range, shown in Figs. 4.21 and 4.22. The
weights W; are obtained from the fit using the sPlot technique, and the total efficiencies ¢;
are sampled from the KDE histograms based on the position of the event in the 2D /4D
phase space, to account for variation of efficiencies across the phase space. This total
efficiency is further multiplied by the generator-level efficiency from Table 4.22.

The residual NDC background contaminating the signal region as per Table 4.18 is then
subtracted. During this subtraction we are assigning an average efficiency of the dataset
to the small contribution from NDC events since their distribution in the Dalitz plot is
unknown. In practice this means simply subtracting the fractions of NDC in non-efficiency
corrected signal yields from the efficiency corrected yields.

Table 4.26 summarizes the values of efficiency corrected yields for all studied modes. The
A values were obtained by dividing N by the product of D branching fractions as
per Eq. (4.3). The used D BFs are:

B(D® - K~ 77T = (3.999 + 0.045)%, Ref. [94],
B(D® - K nrntn™) = (8.23+0.14)%,  Ref. [79],
B(DT — K 77n") =(9.3840.16)%,  Ref. [79],
B(D*" — D) = (67.74+0.5)%, Ref. [79].

A different source (HFLAV) is used for the D° — K7+ BF since, unlike PDG, it takes
into account the fact that in earlier versions of PHOTOS, due to underestimation of the
final state radiation, the branching fraction of D° — K7 was biased ~ 1 — 3% too low
in certain experimental measurements.

4.8 Systematic uncertainties

In this section, different sources of systematic uncertainties that could potentially affect
the measurements are discussed. Thanks to the choice of signal and reference modes many
effects are assumed to cancel in the ratio. These are, for example, uncertainties in the bb
production cross-section and fragmentation fractions, and uncertainties in the luminosity.

The sources of systematic uncertainty that are evaluated are therefore those due to the fit
model, the MC modeling of efficiency variation across the Dalitz plot, the resampling of the
PID variables using PIDGEN, and the remaining charmless and single-charm background.
The systematic uncertainties are quoted relative to the central values of the efficiency
corrected yields 4™ as well as relative to the size of the statistical uncertainty.
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4.8. Systematic uncertainties

Table 4.26 — Table of all original, efficiency corrected, and efficiency and D BF corrected
yields with the residual NDC subtracted. N™ are rounded to the nearest thousand and
N to the nearest million. Shown uncertainties are statistical only.

Mod Run 1 Run 2
ode N Neorr (103) _yeorr (106) N Neorr (103) _ycorr (106)
Bt — D**D- K+t 213+ 16 736 + 54 290 + 21 880+ 32 2191 £80 863 + 32

Bt— Dyt D Kt | 116+11 1491+£147  285+28 608 £26  5221+£229 999 +44
Bt — D*"DTK™* 209+15 790+ 58 311+23 918 +32 2571+£91 1012+ 36
BT — D3, DTK'T | 152413 1921+167 368432 563 + 25 5046 +£233 966 + 45
BY— D*~DYK™* 604+26 1292456  1193+52 | 2410+52  3784+82 3495+ 76
B~ Dy, DK™ 323419 2133+126 957457 | 1696+44  7856+204 3526 +92
BY— D*" D%, KT | 327+19 2435+143 1093+64 | 1531441 84494231 3792+104
BT — DY, DK+ | 472+24 1685+83 512+£25 2551 + 56 5921 +127 1799+39
Bt — D°DY%, KT | 619+27 1724+75 524+23 | 2841+59  5597+114 1701435
B°— D-D°K* 2425+54 2425453 646+14 | 9029+£104  7605+85 2027 +23
B DDY%, K+ | 858+32 4967+181  643+23 | 3847469  15668+275 2030+ 36

4.8.1 Fit model parameters

For the fits of the invariant B mass distributions, multiple parameters of the signal
probability density function are fixed from a fit to MC. These are the tail parameters (o,
ag, nr, ng) of the DSCB used to model the signal. To assign an appropriate systematic
these parameters are randomly sampled (taking into account the correlations between the
fixed parameters) from a normal distribution centered at the nominal value obtained from
the MC fit and with a width corresponding to the uncertainty on this value. The yields
are then recalculated and their distribution is obtained. The RMS of these distributions
is then used as the systematic uncertainty. The values are shown in Table 4.27. These
systematics are presumed to be uncorrelated between different modes and runs.

Table 4.27 — Systematic uncertainties coming from varying the fit parameters as a fraction
of the central value and as a fraction of the statistical uncertainty (in parentheses).

Decay channel Run 1 Run 2

BY*— D**D-K*  0.6% (8%) 0.5% (15%)
Bt— D3t DK+ 1.2% (12%) 1.0% (25%)
BY— D**D*K*T  05% (6%) 0.8% (24%)
Bt — Di DTKT  1.4% (16%) 0.7% (17%)
BY— D*~DYK* 0.6% (14%) 0.5% (22%)
B~ Dy, D°K+  0.8% (14%) 0.8% (33%)
BY— D* D%, Kt 0.9% (15%) 0.6% (23%)
BT — D%, D°K*  0.6% (12%) 1.1% (52%)
Bt — D°DY%, K+ 0.7% (16%) 0.7% (36%)
B~ D~DYK+* 0.4% (18%) 0.3% (23%)
B D D%, Kt 02% (5%) 0.8% (46%)
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Chapter 4. The B— D*DK branching fraction ratio measurement

4.8.2 Background model variations

An alternative PDF model for combinatorial background is considered. The baseline
exponential model is replaced by an alternative second-order polynomial model. This leads
to A values which are different from the nominal values. These deviations are then
taken as the systematic uncertainty. They are shown in Table 4.28. The negative sign is
put where the alternative model value is smaller than the original value. As can be seen, in
vast majority of cases the alternative background model leads to a value which is smaller
than the original value meaning that this systematic is heavily correlated between the
modes. These correlations are taken into account when calculating the ratios in Section 4.9.

Table 4.28 — Systematic uncertainties coming from considering an alternative background
model as a fraction of the central value and as a fraction of the statistical uncertainty (in
parentheses). The negative sign signifies that the alternative model value is smaller than
the original value.

Decay channel Run 1 Run 2
BT — D**D~K*  -01% (1%) -0.2% (4%)
Bt— D5 DKt 0.2% (2%) 0.0% (0%)
BT — D**D*K*  -01% (2%) -0.1% (2%)
Bt — Dy, DYKY  —0.6% (T%) —0.2% (4%)
BY— D*" DK+ —0.1% (3%) —0.3% (12%

(12%)
B~ Dy, D°K+  —0.7% (12%) —0.4% (16%)
B D* D%, KT —01% (2%) —0.4% (16%)
BT — D%, D°K*  —0.9% (21%) —0.9% (44%)
BT— DDV Kt  —1.0% (22%) —0.8% (38%)
B~ D-DYK* -0.3% (13%) —0.4% (37%)
B D D%, Kt  —02% (T%) —0.4% (25%)

37%
25%

4.8.3 MC modeling of efficiency

The total selection efficiency is modeled by KDE efficiency distributions in the Dalitz plot.
This method is, of course, affected by the finite simulation statistics. To evaluate the
associate systematic, 200 bootstrapped MC samples are produced, resulting in an ensemble
of different efficiency distributions. The spread (RMS) of the resulting efficiency corrected
yield distribution is then used as the estimate for the systematic uncertainty. These are
summarized in Table 4.29.

4.8.4 PID sampling

As described in Section 4.3.3, the PID response in MC is corrected in order to match
the data. This is done using the PIDGEN package which uses known 4D (PID variable,
track pr, track 7, and event multiplicity) distributions of calibration samples in order to
generate the PID variable distribution that looks like in data, for given track kinematics
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Table 4.29 — Systematic uncertainties coming from MC modeling as a fraction of the
central value and as a fraction of the statistical uncertainty (in parentheses).

Decay channel Run 1 Run 2

BT — D**D"K*  0.8% (10%) 1.4% (40%)
Bt — Dy, DKt 1.2% (12%) 2.1% (49%)
BT — D**DTK*  1.0% (14%) 1.8% (50%)
Bt — Dy DYKY  1.6% (19%) 2.5% (54%)
BY— D* DK+ 0.7% (17%) 1.1% (51%)
BY— Dy DKt 1.2% (20%) 1.7% (68%)
BY— D*~ D%, K+ 1.2% (20%) 2.0% (73%)
Bt — D%, D°K*  11% (23%) 1.8% (83%)
BT — DDV, K+t  1.1% (25%) 1.6% (81%)
BY— D=DOK+ 0.7% (30%) 0.7% (60%)
BY— D™ D%, Kt  1.4% (36%) 1.3% (74%)

and multiplicity. The correction is done with an unbinned approach, where the calibration
PDFs in the four dimensions are described by a KDE procedure using the MEERKAT
library. These calibration PDF's then depend on the parameters of the KDE procedure,

such as the kernel width.

In order to estimate the systematic associated with the choice of the kernel width in PID

resampling, the procedure is repeated with a larger kernel width and the difference between

the new efficiency corrected yields and the baseline values are taken as the systematic.

These are summarized in Table 4.30.

Table 4.30 — Systematic uncertainties coming from the PID resampling as a fraction of
signal yield and as a fraction of the statistical uncertainty (in parentheses). The negative
sign signifies that the alternative model value is smaller than the original value.

Decay channel

Run 1

Run 2

BT — D**D K+
Bt— Dit DK+
BT — D* DK+
Bt — D DYK*
B~ D*~ DK+
B~ Di DK+
BY— D* DYy K+
Bt — D% DK™
BT — DDy, K+
B~ D-DYK+*
BY— D-DY%, K+

—1.5% (20%)
—0.9% (9%)
0.4% (5%)
1.1% (12%)

—0.9% (20%)
0.3% (6%)
—0.3% (5%)
1.0% (21%)

—0.5% (14%)
0.5% (23%)

—0.3% (14%)

—0.2% (5%)
0.7% (16%)
—0.7% (19%)
1.2% (27%)
0.2% (11%)
—0.6% (23%)
—0.3% (9%)
—0.5% (22%)
0.4% (20%)
—0.7% (60%)
0.4% (26%)
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4.8.5 Charmless and single-charm background

Even after applying the ¢f'P cuts on the D mesons there is still some underlying NDC
background whose estimation is discussed in detail in Section 4.4.6. This remaining NDC
background is then subtracted form the signal yield as described in Section 4.7. The
uncertainty on the residual NDC yield is then used as the systematic uncertainty coming
from NDC. Table 4.31 comprises the relative values of this systematic for different modes
and both runs.

Table 4.31 — Systematic uncertainty from the residual NDC in signal region as a fraction
of the signal yield and as a fraction of the statistical uncertainty (in parentheses).

Decay channel Run 1 Run 2

Bt— D**D-K* 08 % (11%) 0.5% (14%)
BT — Dy DKt 14 % (14%) 0.6% (13%)
Bt— D**D*K*  0.7% (10%) 0.4% (11%)
Bt — Din DYKT 1.2 % (14%) 0.6% (13%)
BY— D* DK+ 0.3% (7%)  0.2% (8%)

BY— Dy, D°K+ 0.7 % (12%) 0.3% (10%)
BY— D* D%, Kt 0.6 % (11%) 0.3% (11%)
BT — D%, D°K* 0.9 % (18%) 0.4% (16%)
BT— D°DY%. Kt 0.7% (15%) 0.3% (15%)
B~ D-DK+* 0.4 % (18%) 0.2% (15%)
BY— D=D%, Kt 05% (15%) 0.3% (17%)

4.8.6 Tracking efficiency systematic

In most of the ratios we calculate the final state tracks are the same in numerator and
denominator. In those where there are extra pions or kaons in numerator or denominator
we assign a systematic uncertainty on the ratio at the level of 1% per track, which is the
usual systematic seen in tracking efficiency corrections.

4.8.7 Total systematic uncertainty

The different systematic contributions described in previous sections are summed in
quadrature to obtain the overall systematic uncertainty for each of the studied modes.
These are shown in Table 4.32.
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Table 4.32 — Overall systematic uncertainty for each of the studied modes as a fraction of
the signal yield and as a fraction of the statistical uncertainty (in parentheses).

Decay channel Run 1 Run 2

Bt — D**DK*  1.8% (24%) 1.6% (43%)
BT— Dy DKt 1.9% (19%) 2.5% (56%)
BY— D" DtK*T  1.2% (16%) 2.1% (58%)
BT — Dy DYK'T  25% (28%)  2.9% (62%)
B’ = D*~DYK+* 1.3% (30%) 1.3% (58%)
BY— Dj5 DK+ 1.6% (27%)  2.1% (79%)
BY— D*" D%, KT 15% (25%) 2.1% (78%)
BT— DY, D°K* 1.6% (35%) 2.2% (102%)
BT — D'DY%., Kt 1.4% (32%) 1.9% (92%)
BY— D=DOK+ 1.3% (59%) 1.2% (102%)
BY— D~ D%, Kt 1.7% (45%) 1.9% (108%)

4.9 Determination of branching fraction ratios

4.9.1 Branching fraction ratios

The goal of this analysis is to calculate the following three branching fraction (BF) ratios:

B(Bt— D**D~K*)

B = 5+ = Dok
Ry — B(B*— D*"D*K™)
B(B*+— DYDVK+) "’
B(B°— D*~DYK)
Rs =

B(B"— D-DYK+)’

Table 4.33 gives an overview of the available signal and reference sub-modes for each of

the ratios.

Table 4.33 — Signal and reference sub-modes used to construct the three desired BF ratios.

Ratio ‘ signal (numerator) ‘ reference (denominator)

R BT — D**D K+ Bt — D, DK™
Bt— Dyt DK+ Bt— D'DY%, K+
R Bt — D" D*K* Bt — DYy, DK
Bt — Dy DYK* Bt— D'DY%, K+
BY— D*~ DK+ B~ D-DYK*
Ry | B'— Dj DK™ BY— D~ D%, K+
B~ D* D%, KT

In order to calculate Ry (R2) we take a weighted average of A4 of the two signal modes
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Chapter 4. The B— D*DK branching fraction ratio measurement

belonging to R;(Rs2), and divide it by the weighted average of the two reference modes.
This way the unknown « parameter in Eq.(4.3) cancels out in the ratio and we are left
with the correct ratio of branching fractions. However, we have to take into account
that the K3 signal mode in Ry (BT — Dy D™K™) and Ry (BT — Dj DTK™) has
a final state containing two extra pions compared to the other three modes entering the
calculation. For this, an extra systematic is assigned to these modes at the level of 1% per
track, as mentioned in previous section.

For R3 we take advantage of the fact that two of the signal modes (B" — D;(_&FDOK +
and BY — D*~ D%, K*) have the same final state as one of the reference modes
(B - D™ D%, K™), and the third signal mode (B° — D*”DYK™) has the same fi-
nal state as the other reference mode (B — D~DYK™*). By doing a weighted aver-
age of A °"(B® — Dy, D°K™T) and 4 (BY - D*~ D%, KT), and dividing this by
N (BY — D=DY%, KT), we obtain a measurement of Rz, in which the systematic
uncertainties coming from tracking cancel out (thanks to the same final states in nu-
merator and denominator). Further, by doing the ratio of 4" (B? — D*~D°K™*) and
N (BY — D~DYK™), one obtains a second measurement of Rz which can then be
combined (by weighted average) with the first one into the final Rj3 result.

To summarize mathematically:

B Avgw((/;/corr(B+% D*+D7K+),</VC°”(B+%D;('EWD*KJF))

Ry = = 4 ,
YT Avgy (N0 (BY = DYy DOKT), Ao (Bt — DODY.. K+))

. Aveu (N (BT 5 D DYKT), N N(B 5 Dy DYEY)) (414
? 7 Avgy (Ao (Bt — DY, DOK+), Ao (Bt — DODY. K+))’ '

b v ((AVBR(N (B0 Dy DK, A (B < D' Dy K1) N (B0 D'~ DK)
37 V8w Aot (B0 D-DY KT) "y (B0 D-DOK+) )’

where Avgy(z,y) is the weighted average of z and y and the associated weight is the
inverse of the variance of the value.

The variance on 47" is obtained by adding the statistical and the systematic uncertainty
(including the uncertainties on D branching fractions) on A4 " in quadrature. The
uncertainties on the ratios are then obtained using the standard method of propagation
of uncertainties. While doing these the correlations among the different systematic
uncertainties are taken into account. For this, the UNCERTAINTIES [95] package of PYTHON
was used.

It is useful to calculate one additional ratio in addition to the three main ones. It is the
ratio:

B(BT— D**D~K™)

R = BB DD R

which could bring insight into D* production. This ratio is calculated as the weighted aver-
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4.9. Determination of branching fraction ratios

Table 4.34 — Table of calculated BF ratios according to Eq. (4.2) for Run 1, Run 2, and
combined (by weighted average) Run 1 + Run 2. The first error is statistical and second
systematic containing also uncertainties on D branching fractions. PDG denotes BF ratios
calculated from current PDG values. Also shown is the standard score with respect to the

PDG value and the standard score between the two runs (in parentheses).

Ratio Run 1 Run 2 Combined PDG Score
Ry 0.55+0.04+0.01 0.52+0.02+0.01 0.53+0.02+£0.01 043+0.12 0.7(-0.8) ¢
Ry 0.634+£0.04+£0.01 0.57+£0.024+0.01 0.58£0.024+0.01 0.414+0.13 3(-1.3) 0o
Rs 1.73£0.06+£0.02 1.784+0.03£0.03 1.77+£0.034+0.02 2.314+0.31 —1 7(0 5) o
Ry 0.85+0.07+£0.02 0.94+0.04+0.02 0.92+0.03+0.01 1.05+0.29 —-0.4(1.1)0
R§heck | 0.874+0.07+£0.02 0.91+0.04+0.02 0.90£0.03+0.01 1.05+£0.29 —0.5(0.5) ¢

age of two ratios. The first one being A ™ (B* — D** D~ K) divided by A4 ™ (Bt — D* DT K™),
and the second one A (BT — Dt D™K™T) over A (BT — Dj, DYK™). This way

it is again ensured that the systematics coming from tracking are canceled out in the ratios

thanks to the same final states. To summarize:

(4.15)

corr B+ D*+D—K+ corr B+ D*+ D—K+
R4:Avgw<” (B ) N (B Dy >>

JVcorr(B+ N D*7D+K+) ’ r/Vcorr(B-i- N D;{—SWD—&-K—F)

Note that R4 can be also calculated as a simple ratio of R; and Ry. This ratio can serve
as a cross-check and is further denoted as R§"°k.

The values of Ry, Ro, R3, Ry, and R$", obtained using Eqs. (4.14) and (4.15) are
summarized in Table 4.34. The PDG values were calculated using the following branching
fractions taken from the PDG [79]:

B(B*— D*"D"K) = (6.3+1.1)-107*,

B(B*— D*"DTK") = (6.0+1.3)-107%,

B(B’— D*"D°K*) = (2.37+£0.21)-1073,

B(B*— D°D°K™) = (1.45+0.33)-1073,

BB~ D"D'K™) = (1.07+0.11)-1073.

One can see that Ry and R$™* are compatible. Note that the uncertainties on ratios

of PDG values were obtained naively not taking into account any possible correlations
between the systematic uncertainties, since these are not specified in the relevant papers.

4.9.2 Cross-check ratios

In order to check the validity of the procedure described in the previous section, one can
perform several cross-checks. These are ratios of A" of different sub-modes belonging
to the same decay channel, which should be identically 1. These cross-check ratios are
summarized in Table 4.35.
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The B— D*DK branching fraction ratio measurement
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4.9. Determination of branching fraction ratios

BB*->D"*DK")
Run oo |
—Dgaz )
BB D" DKk
Run 1 BB DD KD
(B* >Dys D K)

BB’ ->Dg5:D k)

Run 1 =7 —=——

BB »D "Dk
-0

Run 1 BB -Dg3:D k)
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Run 2 BB ->D" " D*k")
BBY DD K
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Figure 4.51 — Measured cross-check ratios in Run 1 and Run 2. The gray bars represent
the combined statistical and systematic uncertainty. The dark green line represents the
expected value of 1.0 and the light green band represents the average value with the
re-scaled o as the width. Also shown is the value of x? and x? divided by the number of
degrees of freedom v (in this case 9).

For a more quantitative check we do a weighted average of these cross-check ratios. In
total we have 12 measurements (2 runs x 6 ratios) but only 10 of them are independent,
since the third and fourth ratios in Table 4.35 share the BY — D;(_?WDOK T mode. For this
reason the third ratio is excluded from this test. The average of the remaining 10 ratios is
found to be 0.97 £ 0.02, very close to the expected value of 1.0. These measurements are
visually shown in Fig. 4.51.

One can then construct the test y? statistic:

x2=§(xi_“>2, (4.16)

i=1 i

where the sum runs over the 10 independent ratios in Run 1 and Run 2, whose measured
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Chapter 4. The B— D*DK branching fraction ratio measurement

values are x; with a combined statistical and systematic uncertainty o;. Parameter p
denotes the fitted value which, in our case, is the average 0.98. From the measurements
we get a value x? = 10.6. This value is then divided by the number of degrees of freedom,
for our sample 9 (10 independent measurements minus 1 constraint), to get x? per degrees
of freedom of ~ 1.3. This presented x2 value leads to the p-value of around 0.30.

4.9.3 LO response cross-check

We perform a control of the stability of the results by dividing the data into the two
disjoint LO trigger categories used in this analysis — LOHadron_TO0S, and LOGlobal_TIS &&
ILOHadron_TO0S. The results are shown in Table 4.36 and indicate no problems.

Table 4.36 — Table of calculated BF ratios in the two trigger categories. Shown uncertainties
are statistical only. For quick comparison the nominal values are shown as well.

Ratio Run 1 Run 2
Ry 0.56+£0.04 0.5140.02
Ry  0.64+0.04 0.57+0.02
Nominal Ry  1.74+0.06 1.7840.03
Ry 0.8540.09 0.93+0.03
R§Peck 0.88+0.08 0.89 +0.03
Ry 0.64£0.05 0.50 % 0.02
Ry 0.6840.05 0.57 +0.02
LOHadron_TOS R3 1.78 £ 0.08 1.78 +0.04
Ry, 0.90£0.11 0.9140.05
R$Peck0.9440.09 0.88+0.05
Ry 0.49+0.05 0.48+0.03
LOGLobal TIS &k Ry 0.5840.07 0.55+0.03
' LOHadron TOS Ry  1.66+0.10 1.8340.05
- Ry, 0.77£0.19 0.9240.06
R$Peck 0.834+0.17  0.88 £0.06
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“The strongest arguments prove nothing so long
as the conclusions are not verified by experience.
Experimental science is the queen of sciences and
the goal of all speculation.”

— Roger Bacon

CHAPTER B

Summary and Outlook

B — D*DK decays are a valuable probe to investigate resonances containing one or more
charm quarks, making them attractive for use in exploration of spectroscopy. Thanks to
the quarks present in these decays they can be used to study both the ¢35 system (via the
D™ K~ system), as well as the charmonium ¢¢ system (via D®*)D®*)). The former being
of high interest also thanks to a recent observation of a resonance in the DYK ~ system at
LHCb.

The analysis presented in this thesis contains the first measurement at LHCb of four
branching fraction ratios in the B — D*DK family of decays. These measurements
incorporate the full Run 1 and Run 2 pp collision data sample collected with the LHCb
detector, corresponding to an integrated luminosity of about 9.1fb~!. The branching
fraction ratios are measured to be

B(Bt— D**D~K*)
B(B+— DODOK+)

= 0.526 4 0.015(stat) + 0.013(syst) = 0.012(B(D)),

B(Bt— D*"DVYK™)
B(B*+— DODVK+)

= 0.583 4 0.016(stat) + 0.013(syst) = 0.013(B(D)),

B(B°— D*~D°K™)
B(BY— D-DYK)

= 1.766 4 0.028(stat) + 0.016(syst) = 0.035(B(D)),

B(B*— D**D~K*)
B(B*— D* DVTK™)

= 0.917 + 0.034(stat) = 0.014(syst),

where the first uncertainty is statistical, the second systematic, and the third one is due to
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Chapter 5. Summary and Outlook

the uncertainties on the D meson decay branching fractions. These results are compatible
with the current PDG averages

BB = D'D KT)| a1
B(B+*— D°DOK™) |ppa o
B(BY —» D™ DVK™) — 0414013
B(B+*— D°DOK™) |ppa Y
B(B®— D" D’K™) — 92314031
B(B°— D-DYK*) |ppa o
B(B" = DD KT) —1.05+0.29
B(Bt— D**D*K*)|ppa o

where the uncertainty is combined systematic and statistical. Evidently, our results are
significantly more precise with an uncertainty smaller by a factor of =~ 6 for all measured
ratios, when compared to the PDG.

Based on naive assumptions one would estimate the third ratio to be larger than 1. This
comes from the fact that decays into an excited D* mesons are, in general, preferred to the
decays into a non-excited D mesons, thanks to three available spin states of the vector D*,
compared to only one for the scalar D meson. This should lead to an increase in amplitude
by a factor of 3, thus an increase in branching fraction by a factor of 9. In practice,
however, the factor is smaller thanks to some final states of the D* being suppressed due
to the necessary spin flips of constituent quarks. The observed ratio is at the level of
~ 1.8 — 2, which is qualitatively consistent with the assumptions.

For the first and the second ratio, one has to take into account that the signal decay in the
numerator can proceed only via color-suppressed transition, while the B* — D°DYK* de-
cay in the denominator can proceed via both color-suppressed and color-favored transitions
(see Fig. 1.3). This leads to a factor of 1/9 for the numerator and 1/9 4 1 for the denomi-
nator. On the other hand, the signal channel should be enhanced by a factor of ~ 2 based
on the discussion in the previous paragraph, leading to a factor of 2 for the numerator and
1 for the denominator. All things considered, this gives us %/99 =1/5= 0.2 as our simple
prediction for ratios 1 and 2. Our measurements are not that far off considering the very
naive suppositions. In reality, the two possible Feynman diagrams of the Bt — DDOK+
decay interfere non-trivially, making it hard to make accurate quantitative predictions.

Using the same logic one would assume the fourth ratio to be around 1 since both decays
in this ratio proceed via color-suppressed transitions and both of them contain a D*. This
is again confirmed by experiment.

These measurements represent an important starting point towards future analyses of
the B— D*DK final states at LHCb. The combined Run 1 + Run 2 yields are: 1817
for Bt — D*t D~ K™, 1842 for BT — D*~DVtK™, and 6891 for B~ D*~DYK™*. These
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yields correspond to an increase by a factor of ~ 20, &~ 24, and = 5, respectively, compared
to the previous largest samples collected by BaBar [37]. The sizes of these samples allow
for a detailed analysis of the Dalitz plots in order to determine the intermediate resonances
contributing to the signal peak. First steps towards this goal are done in this analysis by
showing the background-subtracted Dalitz plots and projections onto m?(D* D), m?(D*K),
m?(DK) systems. These already show a number of interesting features. One of the more
prominent ones is a structure at ~ 8.5 GeV?/c* in the m?(D~ K*) invariant mass spectrum
of BT — D**D~K™, also seen in a different B~ — D™D~ K~ analysis, which is currently
being reviewed, and results from this thesis provide a good complementary result.

Last but not least, this analysis also showcases the techniques and methods that will
hopefully prove to be useful in future analyses of B — D*Dh decays.
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Appendix A. Additional BCAM plots

A.1 BCAM data for IT2 and IT3 from 2016 and 2017
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Figure A.1 — Time evolution of z, y, and z coordinate of the A side target (top row) and
the C side target (bottom row) of IT2 for the data acquired in 2016 and 2017. In each
plot the blue line is the BCAM calculated position and the red line depicts the current
in the LHCb magnet. The current is positive or negative according to the polarity of the
magnet. The dashed line represents the level of zero current (magnet off). Since we are
interested in relative movements rather than the absolute position in the LHCb coordinate
system, absolute values are not shown. Instead, a green scale is shown on top right of each

sub-plot.
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A.1. BCAM data for IT2 and IT3 from 2016 and 2017
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Figure A.2 — Time evolution of z, y, and z coordinate of the A side target (top row) and
the C side target (bottom row) of IT3 for the data acquired in 2016 and 2017. In each
plot the blue line is the BCAM calculated position and the red line depicts the current
in the LHCb magnet. The current is positive or negative according to the polarity of the
magnet. The dashed line represents the level of zero current (magnet off). Since we are
interested in relative movements rather than the absolute position in the LHCb coordinate
system, absolute values are not shown. Instead, a green scale is shown on top right of each
sub-plot.
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A.2 BCAM data from 2015
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Figure A.3 — Time evolution of z, y, and z coordinate of the A side target (top row) and the
C side target (bottom row) of IT1 for the data acquired in 2015. In each plot the blue line
is the BCAM calculated position and the red line depicts the current in the LHCb magnet.
The current is positive or negative according to the polarity of the magnet. The dashed
line represents the level of zero current (magnet off). Since we are interested in relative
movements rather than the absolute position in the LHCb coordinate system, absolute
values are not shown. Instead, a green scale is shown on top right of each sub-plot.
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Appendix A. Additional BCAM plots

A.3 BCAM “magnet on” data for IT2
and 2017
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and IT3 from 2016

IT2

0.08 mm

XA

yA

0.08 mm

zA

0.08 mm

19/06/18 1908116 5709118 4511116

10/06116 48108116 57/09116 4111116

19/06/18 (19108116 57109116 4g111/10

xC [
€

oo}
8
\‘WW\”NWO

yC

£

S
©
=
[}

zC €

0.20 m

19/08118 0816 5709116 45141116

19/06/18  1g/08116  57/00/16

IT2 - 2017

16111118

‘9(061\6 08103“6 27)09116 \6““‘6

XA

0.08 mm

yA

0.20 mm

zA

IS
£
o
N
(=}

0410817 04107117

120017 a7

04,061\7 2A107"7 ‘2,09[\7 01“‘“7

0al081T o407 T 410017 g4 1A1N7

xC

yC

0.20 mm

zC

0.40 mm

04,061\7 2A,Q7n7

120017 gaAtA7

0al081T o407 T  4o00117

01;\1!17

04081 T 4077 420017 41T

Figure A.6 — Time evolution of z, y, and z coordinate of the A side target (top row)
and the C side target (bottom row) of IT2 for the data acquired in 2016 and 2017 where
the “magnet off” periods are removed in order to enhance the visibility of the underlying
movements. In each plot the blue line is the BCAM calculated position and the red line
depicts the current in the LHCb magnet. The current is positive or negative according to
the polarity of the magnet. The dashed line represents the level of zero current (magnet
off). Since we are interested in relative movements rather than the absolute position in the
LHCb coordinate system, absolute values are not shown. Instead, a green scale is shown

on top right of
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A.3. BCAM “magnet on” data for IT2 and IT3 from 2016 and 2017
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Figure A.7 — Time evolution of z, y, and z coordinate of the A side target (top row)
and the C side target (bottom row) of IT3 for the data acquired in 2016 and 2017 where
the “magnet off” periods are removed in order to enhance the visibility of the underlying
movements. In each plot the blue line is the BCAM calculated position and the red line
depicts the current in the LHCb magnet. The current is positive or negative according to
the polarity of the magnet. The dashed line represents the level of zero current (magnet
off). Since we are interested in relative movements rather than the absolute position in the
LHCD coordinate system, absolute values are not shown. Instead, a green scale is shown
on top right of each sub-plot.
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A.4 BCAM overlaid with alignment constants
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Figure A.8 — BCAM data in blue overlaid with the translational alignment constants Tz
(left) and Tz (right) of a given IT1 box during the magnet on periods in 2016 and 2017.
The red circles represent the respective alignment constant and are either empty when the
constant was only calculated or filled if the constant was calculated and implemented in
the system. Note that the alignment constant are calculated with respect to survey so we
are only interested in relative changes and the vertical position of the alignment trend was
chosen such that the mean value of both BCAM data and alignment data is the same.
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Figure A.9 — BCAM data in blue overlaid with the translational alignment constants Tz
(left) and T'z (right) of a given IT2 box during the magnet on periods in 2016 and 2017.
The red circles represent the respective alignment constant and are either empty when the
constant was only calculated or filled if the constant was calculated and implemented in
the system. Note that the alignment constant are calculated with respect to survey so we
are only interested in relative changes and the vertical position of the alignment trend was
chosen such that the mean value of both BCAM data and alignment data is the same.
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Appendix A. Additional BCAM plots
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Figure A.10 - BCAM data in blue overlaid with the translational alignment constants Tx
(left) and T'z (right) of a given IT3 box during the magnet on periods in 2016 and 2017.
The red circles represent the respective alignment constant and are either empty when the
constant was only calculated or filled if the constant was calculated and implemented in
the system. Note that the alignment constant are calculated with respect to survey so we
are only interested in relative changes and the vertical position of the alignment trend was
chosen such that the mean value of both BCAM data and alignment data is the same.

134



APPENDCIX

s Weighted BDTa comparison

In order to validate the usage of only 2015 and 2016 MC samples for the multivariate
training on the full Run 2 dataset, we compare the s-weighted BDTa distributions in
combined 201542016 data sample and combined 201742018 data sample. The sWeights
are taken from the unbinned mass fit described in Sec. 4.5. These plots are shown in
Fig B.1. Also on these plots is overlaid the BDTa distribution in simulation which passed
the same selection as data. Additionally, the MC is re-weighted to match the data Dalitz
plot distribution, in order to account for different kinematics (and hence PID response) in
different regions of the Dalitz plot. Furthermore, the MC samples are also re-weighted
to bring the nTracks variable (the event track multiplicity) distribution into agreement
between data and MC. For completeness, the same plots for Run 1 are shown in Fig. B.2.
The overall agreement is found to be good.
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Appendix B.

s Weighted BDTa comparison
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Figure B.1 — Comparison of the s Weighted BDTa response for 201542016 (blue) data sample
and 201742018 (green) data sample. Also shown is the BDTa distribution in MC (red

point
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APPENDCIX

Run 1 TMVA plots

This appendix shows plots relevant to the TMVA for Run 1, to complement the Run 2
plots shown in the main text.

C.1 ROC curve
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Figure C.1 — ROC curves for the AdaBoost BDT for all studied modes in Run 1. AUC
shows the area under the ROC curve for each mode.
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Appendix C. Run 1 TMVA plots

C.2 Overtraining test

L : . T T ;45 T q
34"517 LHCbRun1 S 45F LHCbRun1 = aF LHCbRun1 3
a5t B' - D'DK' 3‘; E B - DL DK 35F B' - DD'K* E
3 3k
2.5; 25E
2F 2F
15f 15F
1F 1E
0.5F 0.5F . 3
0 -05 0 05 0 -05 0 0 -05 0 0.5
BDTaresponse BDTaresponse BDTaresponse
< T T < E T L= < [ T T 3
S 45F LHCbRun1 = 45F LHCbRun1 ER LHCbRun 1 }
B' - DK’ B° - D'D)" E af B’ - D DK
ab
2 -
1 -
-05 0 -05 0 0.5 0 -05 0
BDTaresponse BDTaresponse BDTaresponse
S 4.5F T T = T T 3 5 4 T
S 4F LHCbRun1 LHCbRun1 ++ @ 35F LHCb Run 1
B° - D' DY, K* B* - D% DK* £ B - D'DR,K"
25
15
05

-0.5

0
BDTaresponse

-0.5

0
BDTaresponse

LHCbRun1
B° . DDK*

05
BDTaresponse

a u.

LHCbRun1
B° - DDy, K"

+

BDTaresponse

05
BDTaresponse

- Signal (Test)
% Background (Test)

I Signal (Train)

I Background (Train)

Figure C.2 — Comparison of the BDTa response for signal (blue) and background (red)
samples used for training (points) and testing (filled histograms) for all studied modes in

Run 1.
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C.3. BDT optimization

C.3 BDT optimization
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Figure C.3 — Observed significances as a function of applied BDTa lower cut for all studied
modes in Run 1. The red line indicates the chosen cut which maximizes the significance.
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Appendix C. Run 1 TMVA plots

C.4 Effect of applying BDT cut
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Figure C.4 — Effect of applying the BDTa cut on data in Run 1 for all studied modes. The
blue histogram indicates all events passing the preselection and mass cuts and the red
histogram shows events which did not pass the BDTa cut. A 50 MeV/c? window around the
signal region is indicated by the dashed green lines.
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APPENDCIX

Run 1 NDC plots

This appendix shows plots relevant to the non-double-charm estimation for Run 1, to
complement the Run 2 plots shown in the main text.
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Appendix D. Run 1 NDC plots

D.1 D1 and D2 FD significance cut scan for reference modes
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Figure D.1 — Evolution of the non-double-charm background as a function of the D1 and
D2 ofP cuts on the level of non-double-charm background in absolute values (left) and
relative to the overall signal yield (right) for reference modes in Run 1. The red boxes
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D.2. Fits to the raw B mass in region (e) for signal modes

D.2 Fits to the raw B mass in region (e) for signal modes
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Figure D.2 — Fits to raw invariant B mass in region (e) for the signal modes in Run 1.
The summed yield of NDC backgrounds of types 1, 3, 5, and 7 obtained from the fit is
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Appendix D. Run 1 NDC plots

D.3 D2 FD significance cut scan for signal modes
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Figure D.3 — Evolution of the summed 1, 3, 5, 7 NDC background yield as a function of
D2 ¢fP cuts in absolute yields (blue circles, left axis) and as a fraction of the overall yield
in the signal region (red squares, right axis) for signal modes in Run 1. The dashed green
line illustrates the chosen value of the cut used in the selection.

146



APPENCIX
s Weighted B kinematic variables

comparison

The efficiency could in principle depend on momentum and pseudorapidity n of the B
meson. It is thus good to verify that the momenta and pseudorapidities are reproduced
correctly in MC. Analogously to the previous section we compare the p, pr, and n of
the B meson between fully selected and s-weighted Data and fully selected MC. These
comparisons are shown in Figs. E.1-E.6 for both runs and show a good agreement.
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Appendix E. sWeighted B kinematic variables comparison
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Figure E.1 — Comparison of the s-weighted momentum for 201142012 data (blue) and MC
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Figure E.2 — Comparison of the s-weighted momentum for 201542016 data (blue),
201742018 data (green) and MC (red points).
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Appendix E. sWeighted B kinematic variables comparison
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Figure E.3 — Comparison of the s-weighted transverse momentum for 201142012 data
(blue) and MC (red points).
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Figure E.4 — Comparison of the s-weighted transverse momentum for 201542016 data
(blue), 201742018 data (green) and MC (red points).
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Figure E.5 — Comparison of the s-weighted pseudorapidities for 201142012 data (blue)
and MC (red points).
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Figure E.6 — Comparison of the s-weighted pseudorapidities for 201542016 data (blue),
201742018 data (green) and MC (red points).
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APPENCIX

Efficiency plots

F.1 Trigger efficiency
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Figure F.1 — BT — D**D~ K™ L0 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Appendix F. Efficiency plots
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Figure F.2 — BT — D}, D~ K™ L0 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.3 — Bt — D* DT K™ L0 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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F.1. Trigger efficiency

P 24 ey > 1
24 23 24 24 .

23 23 23 24 24 .4
23 23 23 23 28 4
23 23 23| 23 |23

23 23 23 23 38

24 23 24 7%
‘24 oa ot 3
8

m2(D* K*) (GeV?3/c*)

4

2 2 B

™23l 23 22 2
8 23 23 2

SN R 3 2

8 2N - -}O 21 4
m(DmnK ) (GeV“IcY)

m2(D* K*) (Gev?/ct

Figure F.4 - BT —

B* - D, D'K* Runl LOEeff. (%)
1

Y2240 24 23

o3 DT K™ LO efficiency over the Dalitz plot (left) and the helicity

angles plot (right) for Run 1 (top) and Run 2 (bottom).

—

B » D D°K* Run1l LOe&ff. (%)
? 1

m2(D° K*) (GeVc?

10
m2(D " K") (GeVZc?)

B° . D DK* Run2 LO eff. (%)
1

m(D° K*) (GeVc?)

10
m2(D"” K*) (Gev¥ch

Y 27 27

—

3
X (rad)

Figure F.5 — BY — D*~ DK™ L0 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Appendix F. Efficiency plots
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Figure F.6 — B — D35 DYK™ L0 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.7 — B~ D*~DY%, K™ L0 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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F.1. Trigger efficiency

B* - D%, D°K* Runl LO&ff. (%) B* - D%, D°K* Run2 LO&ff. (%)

m2(D° K*) (GeV?/c?

8

m?(D° K*) (GeV?/c?

10 6 8 10

m2(D% ,, K*) (GevZch m2(D% . K*) (GevZc?

Figure F.8 - BT — DY%; DK™ L0 efficiency over the Dalitz plot for Run 1 (left) and Run

2 (right).
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Appendix F. Efficiency plots
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Figure F.11 — B~ D~ DY, K™ L0 efficiency over the Dalitz plot for Run 1 (left) and

Run 2 (right).
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F.1. Trigger efficiency
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Figure F.12 — BT — D** D~ K+ HLT1 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.13 — BT — D}% D~ KT HLT1 efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Appendix F. Efficiency plots
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Figure F.14 — Bt — D*~ DT K+ HLT1 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).

B* -~ D, D'K* Runl HLT1 ff. (%)

—

56 56 57 57

m2(D* K*) (GeV3/c?

56 52756

8 , 10

m?D,, K*) (Gevc?)

B* - D5 D'K" Run2 HLT1é&ff. (%)
1

21 T,
8l o ‘ !
82 81 o1 .
80 8l 8
81 80 80

82 82" 7

80 o7
81 °2 “s0

8 , 10
mD,, K*) (Gev/c?)

81 818 80

m3(D* K*) (GeV3/c?

3
X (rad)

Figure F.15 — Bt — D} DTK"™ HLT1 efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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F.1. Trigger efficiency
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Figure F.16 — B"— D*~DYK* HLT1 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.17 -~ B®— D}, DK™ HLT1 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Appendix F. Efficiency plots
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Figure F.18 — BY — D*~ D%, K+ HLTI efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.19 - Bt — D%, DK™ HLT1 efficiency over the Dalitz plot for Run 1 (left) and
Run 2 (right).
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F.1. Trigger efficiency
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Figure F.21 — B’ — D~ DK+ HLT1 efficiency over the Dalitz plot for Run 1 (left) and
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Appendix F. Efficiency plots
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Figure F.23 — Bt — D** D~ K+ HLT2 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.24 — BT — D}, D~ K* HLT2 efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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F.1. Trigger efficiency
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Figure F.25 — Bt — D*~ DT K+ HLT?2 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.26 — Bt — D} DTK"™ HLT2 efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Appendix F. Efficiency plots
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Figure F.27 - B — D*~DYK* HLT?2 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.28 — B’ — Dj;, DK™+ HLT?2 efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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F.1. Trigger efficiency
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Figure F.29 — BY - D*~ DY, K+ HLT?2 efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.31 - Bt — D°DY., K HLT? efficiency over the Dalitz plot for Run 1 (left) and
Run 2 (right).
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Figure F.32 - BY— D~ DK+ HLT? efficiency over the Dalitz plot for Run 1 (left) and
Run 2 (right).
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F.2. Stripping efficiency
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Figure F.34 — BT — D** D~ K™ stripping efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.35 — BT — D34 D~ K™ stripping efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.36 — BT — D*~ DT K™ stripping efficiency over the Dalitz plot (left) and the

helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.37 — BT — D5 D1TK™ stripping efficiency over the Dalitz plot (left) and the

helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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F.2. Stripping efficiency
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Figure F.40 — B — D*~DY%, K™ stripping efficiency over the Dalitz plot (left) and the
helicity angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.41 — BT — D%, DK™ stripping efficiency over the Dalitz plot for Run 1 (left)
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F.2. Stripping efficiency
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Figure F.42 — BT — DYDY, K™ stripping efficiency over the Dalitz plot for Run 1 (left)

and Run 2 (right).
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Figure F.43 - B — D~ DK™ stripping efficiency over the Dalitz plot for Run 1 (left) and

Run 2 (right).
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Figure F.45 — BT — D*T D~ K total efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.47 — BT — D*~ DV K™ total efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.48 - BT — D} DT K™ total efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Figure F.49 - BY — D*~DYK™ total efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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F.3. Total selection efficiency
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Figure F.51 - B— D*~DY%, K™ total efficiency over the Dalitz plot (left) and the helicity
angles plot (right) for Run 1 (top) and Run 2 (bottom).
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Appendix F. Efficiency plots
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Figure F.53 — Bt — DDV, K™ total efficiency over the Dalitz plot for Run 1 (left) and
Run 2 (right).
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Run 2 (right).

B® - DDR,K* Runl Total eff. (%) B® - DDR,K* Run2 Tota eff. (%)
< Jo.i4014013014 016 o o6 017015 218
&~ 11 S~ 11
> 0112 0.110.14 0.12 0.12 0.23 05 £.17 0.14 0.15 0.15 0.17 0.15
(U 0.75 0.12 0.14 0.13 0.12 018 0.11 /0 14 o © Y 0.1210.18 0.13/0:18 0.11 0.14 0.16 0.14
P15 0.11 0.12/0.14 014 0.13 0.11 0.13| | PR 0.16 0.16/0.18 0.17 0.16 0.15 0.17 0.17
RN 1508 0.12 0.10 0.13 0.12 0.12 0,15 |RROIN ) 17/G¥5 0.17 0148 015818 0.14 0.1¢,
PRI ) 13 0.13 0.14 0.12 0.13 0.13 0.13 0.23| |SXFEEECICS

2.17 0.16 0.14 0.16 6180 0.18 6126 0.7

a) a)
T ¢ 13010014 0.12 010024 0,12 011 014 0150047 017 015 0.14 0,17
N 100120120126.12 01 SN ©.14 015 0.16 0 135,47
6 8 10 6 8 10
m2(D” K*) (GeV?/c?) m2(D” K*) (GeV?/c?

Figure F.55 — B~ D~DY%, K™ total efficiency over the Dalitz plot for Run 1 (left) and
Run 2 (right).

180



1]
2]
[3]

[4]

[5]

Bibliography

S. L. Glashow, Partial Symmetries of Weak Interactions, Nucl. Phys. 22 (1961) 579.
S. Weinberg, A Model of Leptons, Phys. Rev. Lett. 19 (1967) 1264.
A. Salam, Weak and Electromagnetic Interactions, Conf. Proc. C680519 (1968) 367.

C.-N. Yang and R. L. Mills, Conservation of Isotopic Spin and Isotopic Gauge
Invariance, Phys. Rev. 96 (1954) 191.

M. Lubej, Standard model, https://www.physik.uzh.ch/groups/serra/StandardModel.
html.

F. Englert and R. Brout, Broken Symmetry and the Mass of Gauge Vector Mesons,
Phys. Rev. Lett. 13 (1964) 321.

P. W. Higgs, Broken Symmetries and the Masses of Gauge Bosons, Phys. Rev. Lett.
13 (1964) 508.

G. S. Guralnik, C. R. Hagen, and T. W. B. Kibble, Global Conservation Laws and
Massless Particles, Phys. Rev. Lett. 13 (1964) 585.

ATLAS Collaboration, G. Aad et al., Observation of a New Particle in the Search for
the Standard Model Higgs Boson with the ATLAS Detector at the LHC, Phys. Lett.
B716 (2012) 1, arXiv:1207.7214.

CMS Collaboration, S. Chatrchyan et al., Observation of a New Boson at a Mass
of 125GeV with the CMS FExperiment at the LHC, Phys. Lett. B716 (2012) 30,
arXiv:1207.7235.

Belle Collaboration, Z. Q. Liu et al., Study of ete™ —T w~Jhb and Observation
of a Charged Charmoniumlike State at Belle, Phys. Rev. Lett. 110 (2013) 252002,
arXiv:1304.0121.

BESIII Collaboration, M. Ablikim et al., Observation of a Charged Charmoniumlike
Structure Z.(4020) and Search for the Z.(3900) in eTe™ — w7~ h, Phys. Rev. Lett.
111 (2013), no. 24 242001, arXiv:1309.1896.

LHCb Collaboration, R. Aaij et al., Observation of a Narrow Pentaquark State,
P.(4312)", and of Two-Peak Structure of the P.(4450)", Phys. Rev. Lett. 122 (2019),
no. 22 222001, arXiv:1904.03947.

181


http://dx.doi.org/10.1016/0029-5582(61)90469-2
http://dx.doi.org/10.1103/PhysRevLett.19.1264
http://dx.doi.org/10.1103/PhysRev.96.191
https://www.physik.uzh.ch/groups/serra/StandardModel.html
https://www.physik.uzh.ch/groups/serra/StandardModel.html
https://www.physik.uzh.ch/groups/serra/StandardModel.html
https://www.physik.uzh.ch/groups/serra/StandardModel.html
http://dx.doi.org/10.1103/PhysRevLett.13.321
http://dx.doi.org/10.1103/PhysRevLett.13.508
http://dx.doi.org/10.1103/PhysRevLett.13.508
http://dx.doi.org/10.1103/PhysRevLett.13.585
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://dx.doi.org/10.1016/j.physletb.2012.08.020
http://arxiv.org/abs/1207.7214
http://dx.doi.org/10.1016/j.physletb.2012.08.021
http://arxiv.org/abs/1207.7235
http://dx.doi.org/10.1103/PhysRevLett.110.252002
http://arxiv.org/abs/1304.0121
http://dx.doi.org/10.1103/PhysRevLett.111.242001
http://dx.doi.org/10.1103/PhysRevLett.111.242001
http://arxiv.org/abs/1309.1896
http://dx.doi.org/10.1103/PhysRevLett.122.222001
http://dx.doi.org/10.1103/PhysRevLett.122.222001
http://arxiv.org/abs/1904.03947

Bibliography

[14]

[15]

[16]

[17]

[20]

[21]

[28]

182

J. L. Rosner, Hadron Spectroscopy: Theory and Experiment, J. Phys. G34 (2007)
S127, arXiv:hep-ph/0609195.

HPQCD, UKQCD, MILC, Fermilab Lattice, C. T. H. Davies et al., High Pre-
cision Lattice QCD Confronts FExzperiment, Phys. Rev. Lett. 92 (2004) 022001,
arXiv:hep-lat/0304004.

J. J. Dudek, Recent Progress on Hadron Spectroscopy from Lattice QCD, in 13th
Conference on the Intersections of Particle and Nuclear Physics (CIPANP 2018)
Palm Springs, California, USA, May 29-June 3, 2018, 2018. arXiv:1809.07350.

BaBar Collaboration, B. Aubert et al., Observation of a Narrow Meson De-
caying to Df 7% at a Mass of 2.32GeV/c?, Phys. Rev. Lett. 90 (2003) 242001,
arXiv:hep-ex/0304021.

T. Barnes, F. E. Close, and H. J. Lipkin, Implications of a DK Molecule at 2.32GeV,
Phys. Rev. D68 (2003) 054006, arXiv:hep-ph/0305025.

CLEO Collaboration, D. Besson et al., Observation of a Narrow Resonance
of Mass 2.46 GeV/c? Decaying to D:tn’ and Confirmation of the DZ(2317)
State, Phys. Rev. D68 (2003) 032002, arXiv:hep-ex/0305100, [Erratum: Phys.
Rev.D75,119908(2007)].

S. Godfrey and N. Isgur, Mesons in a Relativized Quark Model with Chromodynamics,
Phys. Rev. D32 (1985) 189.

Belle Collaboration, K. Abe et al., Study of B~ — D**r—(D**0 — D(*)+7r_) Decays,
Phys. Rev. D69 (2004) 112002, arXiv:hep-ex/0307021.

E. Oset et al., Weak Decays of Heavy Hadrons into Dynamically Generated Reso-
nances, Int. J. Mod. Phys. E25 (2016) 1630001, arXiv:1601.03972.

Particle Data Group, M. Tanabashi et al., Review of Particle Physics, Phys. Rev.
D98 (2018), no. 3 030001.

F.-K. Guo, Status of Charmed Meson Spectroscopy, EPJ Web Conf. 202 (2019) 02001.

M. Zito, Isospin Analysis of B -D®D®K Decays, Phys. Lett. B586 (2004) 314,
arXiv:hep-ph/0401014.

T. E. Browder, A. Datta, P. J. O’Donnell, and S. Pakvasa, Measuring 8 in B —
DWW+ DMK, Decays, Phys. Rev. D61 (2000) 054009, arXiv:hep-ph/9905425.

BaBar Collaboration, B. Aubert et al., Measurement of the Branching Fraction and
Time-Dependent CP Asymmetry in the Decay B® — D*TD*~K? Phys. Rev. D74
(2006) 091101, arXiv:hep-ex/0608016.

BaBar Collaboration, J. P. Lees et al., Dalitz Plot Analyses of B® — D~ DK and
BT — DYDYK™ Decays, Phys. Rev. D91 (2015), no. 5 052002, arXiv:1412.6751.


http://dx.doi.org/10.1088/0954-3899/34/7/S07
http://dx.doi.org/10.1088/0954-3899/34/7/S07
http://arxiv.org/abs/hep-ph/0609195
http://dx.doi.org/10.1103/PhysRevLett.92.022001
http://arxiv.org/abs/hep-lat/0304004
http://arxiv.org/abs/1809.07350
http://dx.doi.org/10.1103/PhysRevLett.90.242001
http://arxiv.org/abs/hep-ex/0304021
http://dx.doi.org/10.1103/PhysRevD.68.054006
http://arxiv.org/abs/hep-ph/0305025
http://dx.doi.org/10.1103/PhysRevD.68.032002, 10.1103/PhysRevD.75.119908
http://arxiv.org/abs/hep-ex/0305100
http://dx.doi.org/10.1103/PhysRevD.32.189
http://dx.doi.org/10.1103/PhysRevD.69.112002
http://arxiv.org/abs/hep-ex/0307021
http://dx.doi.org/10.1142/S0218301316300010
http://arxiv.org/abs/1601.03972
http://dx.doi.org/10.1103/PhysRevD.98.030001
http://dx.doi.org/10.1103/PhysRevD.98.030001
http://dx.doi.org/10.1051/epjconf/201920202001
http://dx.doi.org/10.1016/j.physletb.2004.02.042
http://arxiv.org/abs/hep-ph/0401014
http://dx.doi.org/10.1103/PhysRevD.61.054009
http://arxiv.org/abs/hep-ph/9905425
http://dx.doi.org/10.1103/PhysRevD.74.091101
http://dx.doi.org/10.1103/PhysRevD.74.091101
http://arxiv.org/abs/hep-ex/0608016
http://dx.doi.org/10.1103/PhysRevD.91.052002
http://arxiv.org/abs/1412.6751

Bibliography

[29]

[30]

33]

[34]

[35]

[36]

[41]

[42]

BaBar Collaboration, B. Aubert et al., Study of Resonances in Fxclusive B Decays
to DM DM K Phys. Rev. D77 (2008) 011102, arXiv:0708.1565.

Belle Collaboration, T. Aushev et al., Study of the Decays B — Dg1(2536)T D),
Phys. Rev. D83 (2011) 051102, arXiv:1102.0935.

Belle Collaboration, J. Brodzicka et al., Observation of a New D,; Meson in BT —
DODYK* Decays, Phys. Rev. Lett. 100 (2008) 092001, arXiv:0707.3491.

LHCb Collaboration, R. Aaij et al., Dalitz Plot Analysis of B? — DK 7+ Decays,
Phys. Rev. D90 (2014), no. 7 072003, arXiv:1407.7712.

CLEO Collaboration, CLEO-CONF 97-26, EPS97 337 (1997).

ALEPH Collaboration, R. Barate et al., Observation of Doubly Charmed B Decays
at LEP, Eur. Phys. J. C4 (1998) 387.

I. I Y. Bigi, B. Blok, M. A. Shifman, and A. I. Vainshtein, The Baffling Semileptonic
Branching Ratio of B Mesons, Phys. Lett. B323 (1994) 408, arXiv:hep-ph/9311339.

BaBar Collaboration, B. Aubert et al., Measurement of the Branching Fractions for
the Exclusive Decays of B® and Bt to D DK Phys. Rev. D68 (2003) 092001,
arXiv:hep-ex/0305003.

BaBar Collaboration, P. del Amo Sanchez et al., Measurement of the B — D) D™ |
Branching Fractions, Phys. Rev. D83 (2011) 032004, arXiv:1011.3929.

L. Evans and P. Bryant, LHC' Machine, JINST 3 (2008) S08001.

S. Myers, The LEP Collider, from Design to Approval and Commissioning, 1991.
doi: 10.5170/CERN-1991-008.

C. Lefevre, The CERN Accelerator Complex. Complexe des Accélérateurs du CERN,
Dec, 2008.

LHCDb Collaboration, A. A. Alves Jr. et al., The LHCb Detector at the LHC, JINST 3
(2008) S08005.

LHCb Collaboration, C. Elsiisser, bb Production Angle Plots, https://1-
hcb.web.cern.ch/lhcb /speakersbureau/html/bb_ ProductionAngles.html.

CERN, CERN Workshop on Standard Model Physics (and more) at the LHC, (Geneva),
CERN, 2000. doi: 10.5170/CERN-2000-004.

LHCb Collaboration, LHCb VELO (VErtex LOcator): Technical Design Report,
CERN-LHCC-2001-011. LHCb-TDR-005.

R. Aaij et al., Performance of the LHCb Vertex Locator, JINST 9 (2014) P09007,
arXiv:1405.7808.

183


http://dx.doi.org/10.1103/PhysRevD.77.011102
http://arxiv.org/abs/0708.1565
http://dx.doi.org/10.1103/PhysRevD.83.059902, 10.1103/PhysRevD.83.051102
http://arxiv.org/abs/1102.0935
http://dx.doi.org/10.1103/PhysRevLett.100.092001
http://arxiv.org/abs/0707.3491
http://dx.doi.org/10.1103/PhysRevD.90.072003
http://arxiv.org/abs/1407.7712
http://dx.doi.org/10.1007/s100520050216
http://dx.doi.org/10.1016/0370-2693(94)91239-4
http://arxiv.org/abs/hep-ph/9311339
http://dx.doi.org/10.1103/PhysRevD.68.092001
http://arxiv.org/abs/hep-ex/0305003
http://dx.doi.org/10.1103/PhysRevD.83.032004
http://arxiv.org/abs/1011.3929
http://dx.doi.org/10.1088/1748-0221/3/08/S08001
http://dx.doi.org/10.5170/CERN-1991-008
http://dx.doi.org/10.1088/1748-0221/3/08/S08005
http://dx.doi.org/10.1088/1748-0221/3/08/S08005
https://lhcb.web.cern.ch/lhcb/speakersbureau/html/bb_ProductionAngles.html
https://lhcb.web.cern.ch/lhcb/speakersbureau/html/bb_ProductionAngles.html
http://dx.doi.org/10.5170/CERN-2000-004
http://cdsweb.cern.ch/search?p=CERN-LHCC-2001-011&f=reportnumber&action_search=Search&c=LHCb+Reports
http://dx.doi.org/10.1088/1748-0221/9/09/P09007
http://arxiv.org/abs/1405.7808

Bibliography

[46]

[47]

[52]

[53]

[58]

[59]

[60]

184

LHCDb Collaboration, LHCb Reoptimized Detector Design and Performance: Technical
Design Report, CERN-LHCC-2003-030. LHCb-TDR-0009.

LHCb Collaboration, LHCb Silicon Tracker - Material for Publications,
https://www.physik.uzh.ch/groups/lhcb/public/material/.

LHCb Collaboration, LHCb Inner Tracker: Technical Design Report, CERN-LHCC-
2002-029. LHCb-TDR-008.

LHCb Collaboration, LHCb Outer Tracker: Technical Design Report, CERN-LHCC-
2001-024. LHCb-TDR-006.

LHCDb Outer Tracker Group, R. Arink et al., Performance of the LHCb Outer Tracker,
JINST 9 (2014), no. 01 P01002, arXiv:1311.3893.

LHCb Collaboration, LHCb Magnet: Technical Design Report, CERN-LHCC-
2000-007. LHCb-TDR-001.

LHCDb Collaboration, LHCb RICH: Technical Design Report, CERN-LHCC-2000-037.
LHCb-TDR-003.

LHCDb RICH, J. He, Real-time Calibration and Alignment of the LHCb RICH Detectors,
Nucl. Instrum. Meth. A876 (2017) 13, arXiv:1611.00296.

LHCb Collaboration, LHCb Calorimeters: Technical Design Report, CERN-LHCC-
2000-036. LHCb-TDR-002.

LHCb Collaboration, LHCb Muon System: Technical Design Report, CERN-LHCC-
2001-010. LHCb-TDR-004.

C. Lippmann, Particle Identification, Nucl. Instrum. Meth. A666 (2012) 148,
arXiv:1101.3276.

LHCDb Collaboration, LHCb Trigger System: Technical Design Report, CERN-LHCC-
2003-031. LHCb-TDR-010.

LHCb Collaboration, Trigger Schemes, http://lhch.web.cern.ch/lheb/speakersbu-
reau/html/TriggerScheme.html.

G. Corti et al., Software for the LHCb Ezxperiment, IEEE Trans. Nucl. Sci. 53 (2006)
1323.

G. Barrand et al., GAUDI - A Software Architecture and Framework for Building
HEP Data Processing Applications, Comput. Phys. Commun. 140 (2001) 45.

M. Clemencic et al., The LHCb Simulation Application, GAUSS: Design, Fvolution
and Ezperience, J. Phys. Conf. Ser. 331 (2011) 032023.

T. Sjostrand, S. Mrenna, and P. Z. Skands, A Brief Introduction to PYTHIA 8.1,
Comput. Phys. Commun. 178 (2008) 852, arXiv:0710.3820.


http://cdsweb.cern.ch/search?p=CERN-LHCC-2003-030&f=reportnumber&action_search=Search&c=LHCb+Reports
https://www.physik.uzh.ch/groups/lhcb/public/material/
http://cdsweb.cern.ch/search?p=CERN-LHCC-2002-029&f=reportnumber&action_search=Search&c=LHCb+Reports
http://cdsweb.cern.ch/search?p=CERN-LHCC-2002-029&f=reportnumber&action_search=Search&c=LHCb+Reports
http://cdsweb.cern.ch/search?p=CERN-LHCC-2001-024&f=reportnumber&action_search=Search&c=LHCb+Reports
http://cdsweb.cern.ch/search?p=CERN-LHCC-2001-024&f=reportnumber&action_search=Search&c=LHCb+Reports
http://dx.doi.org/10.1088/1748-0221/9/01/P01002
http://arxiv.org/abs/1311.3893
http://cdsweb.cern.ch/search?p=CERN-LHCC-2000-007&f=reportnumber&action_search=Search&c=LHCb+Reports
http://cdsweb.cern.ch/search?p=CERN-LHCC-2000-007&f=reportnumber&action_search=Search&c=LHCb+Reports
http://cdsweb.cern.ch/search?p=CERN-LHCC-2000-037&f=reportnumber&action_search=Search&c=LHCb+Reports
http://dx.doi.org/10.1016/j.nima.2016.12.041
http://arxiv.org/abs/1611.00296
http://cdsweb.cern.ch/search?p=CERN-LHCC-2000-036&f=reportnumber&action_search=Search&c=LHCb+Reports
http://cdsweb.cern.ch/search?p=CERN-LHCC-2000-036&f=reportnumber&action_search=Search&c=LHCb+Reports
http://cdsweb.cern.ch/search?p=CERN-LHCC-2001-010&f=reportnumber&action_search=Search&c=LHCb+Reports
http://cdsweb.cern.ch/search?p=CERN-LHCC-2001-010&f=reportnumber&action_search=Search&c=LHCb+Reports
http://dx.doi.org/10.1016/j.nima.2011.03.009
http://arxiv.org/abs/1101.3276
http://cdsweb.cern.ch/search?p=CERN-LHCC-2003-031&f=reportnumber&action_search=Search&c=LHCb+Reports
http://cdsweb.cern.ch/search?p=CERN-LHCC-2003-031&f=reportnumber&action_search=Search&c=LHCb+Reports
http://lhcb.web.cern.ch/lhcb/speakersbureau/html/TriggerScheme.html
http://lhcb.web.cern.ch/lhcb/speakersbureau/html/TriggerScheme.html
http://dx.doi.org/10.1109/TNS.2006.872627
http://dx.doi.org/10.1109/TNS.2006.872627
http://dx.doi.org/10.1016/S0010-4655(01)00254-5
http://dx.doi.org/10.1088/1742-6596/331/3/032023
http://dx.doi.org/10.1016/j.cpc.2008.01.036
http://arxiv.org/abs/0710.3820

Bibliography

[63]

[64]

I. Belyaev et al., Handling of the Generation of Primary Events in GAUSS, the LHCbH
Simulation Framework, J. Phys. Conf. Ser. 331 (2011) 032047.

D. J. Lange, The EvtGen Particle Decay Simulation Package, Nucl. Instrum. Meth.
A462 (2001) 152.

P. Golonka and Z. Was, PHOTOS Monte Carlo: A Precision Tool for QED Correc-
tions in Z and W decays, Eur. Phys. J. C45 (2006) 97, arXiv:hep-ph/0506026.

Geant4 Collaboration, S. Agostinelli et al., Geant4: A Simulation Toolkit, Nucl.
Instrum. Meth. A506 (2003) 250.

Geant4 Collaboration, J. Allison et al., Geant4 Developments and Applications, IEEE
Trans. Nucl. Sci. 53 (2006) 270.

R. Brun and F. Rademakers, ROOT: An Object Oriented Data Analysis Framework,
Nucl. Instrum. Meth. A389 (1997) 81.

LHCb Collaboration, Lheb operations plots webpage, https://Ibgroups.cern.ch/on-
line/OperationsPlots/index.html.

P. Sainvitu, 3D Monitoring of LHCb Inner Tracker, CERN-Poster-2015-501, Jun,
2015.

K. Hashemi, BCAM User Manual, 2002-2017.

K. S. Hashemi and J. Bensinger, The BCAM Camera, Tech. Rep. ATL-MUON-
2000-024, CERN, Geneva, Sep, 2000.

LHCb Collaboration, I. Belyaev et al., Handling of the Generation of Primary FEvents
in GAUSS the LHCb Simulation Framework, J. Phys. Conf. Ser. 331 (2011) 032047.

BaBar, B. Aubert et al., An amplitude analysis of the decay B* — nn+7nF, Phys.
Rev. D72 (2005) 052002, arXiv:hep-ex/0507025.

R. Aaij et al., Selection and processing of calibration samples to measure the particle
identification performance of the LHCb experiment in Run 2, EPJ Tech. Instrum. 6
(2019), no. 1 1, arXiv:1803.00824.

V. V. Gligorov and M. Williams, Efficient, Reliable and Fast High-Level Triggering
Using a Bonsai Boosted Decision Tree, JINST 8 (2013) P02013, arXiv:1210.6861.

LHCb Collaboration, R. Aaij et al., Design and Performance of the LHCb Trigger
and Full Real-Time Reconstruction in Run 2 of the LHC, JINST 14 (2019), no. 04
P04013, arXiv:1812.10790.

W. D. Hulsbergen, Decay Chain Fitting with a Kalman Filter, Nucl. Instrum. Meth.
A552 (2005) 566, arXiv:physics/0503191.

185


http://dx.doi.org/10.1088/1742-6596/331/3/032047
http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/10.1016/S0168-9002(01)00089-4
http://dx.doi.org/10.1140/epjc/s2005-02396-4
http://arxiv.org/abs/hep-ph/0506026
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/10.1016/S0168-9002(03)01368-8
http://dx.doi.org/10.1109/TNS.2006.869826
http://dx.doi.org/10.1109/TNS.2006.869826
http://dx.doi.org/10.1016/S0168-9002(97)00048-X
https://lbgroups.cern.ch/online/OperationsPlots/index.html
https://lbgroups.cern.ch/online/OperationsPlots/index.html
http://dx.doi.org/10.1088/1742-6596/331/3/032047
http://dx.doi.org/10.1103/PhysRevD.72.052002
http://dx.doi.org/10.1103/PhysRevD.72.052002
http://arxiv.org/abs/hep-ex/0507025
http://dx.doi.org/10.1140/epjti/s40485-019-0050-z
http://dx.doi.org/10.1140/epjti/s40485-019-0050-z
http://arxiv.org/abs/1803.00824
http://dx.doi.org/10.1088/1748-0221/8/02/P02013
http://arxiv.org/abs/1210.6861
http://dx.doi.org/10.1088/1748-0221/14/04/P04013
http://dx.doi.org/10.1088/1748-0221/14/04/P04013
http://arxiv.org/abs/1812.10790
http://dx.doi.org/10.1016/j.nima.2005.06.078
http://dx.doi.org/10.1016/j.nima.2005.06.078
http://arxiv.org/abs/physics/0503191

Bibliography

[79]

[30]

[81]

[82]

[83]

[84]
[85]

[36]

[87]

[33]

[89]

[90]

[91]

[92]

[93]

186

Particle Data Group, M. Tanabashi et al., Review of particle physics, Phys. Rev. D
98 (2018)) 030001, and 2019 update.

L. Breiman, J. H. Friedman, R. A. Olshen, and C. J. Stone, Classification and
Regression Trees, Wadsworth International Group, Belmont, California, USA, 1984.

B. P. Roe et al., Boosted Decision Trees as an Alternative to Artificial Neu-
ral Networks for Particle Identification, Nucl. Instrum. Meth. A543 (2005) 577,
arXiv:physics/0408124.

P. Speckmayer, A. Hocker, J. Stelzer, and H. Voss, The Toolkit for Multivariate Data
Analysis, TMVA 4, J. Phys. Conf. Ser. 219 (2010) 032057.

Y. Freund and R. E. Schapire, A Decision-Theoretic Generalization of On-Line
Learning and an Application to Boosting, J. Comput. Syst. Sci. 55 (1997) 119.

W. Verkerke et al., RooFit, http://roofit.sourceforge.net/.

N. L. Johnson, Systems of Frequency Curves Generated by Methods of Translation,
Biometrika 36 (1949), no. 1/2 149.

U. Egede, M. Turri, C. Cheng, and D. Kirkby, RooJohnson, https://root.cern/doc/-

master /classRooJohnson.html.

U. Egede, M. Turri, C. Cheng, and D. Kirkby, RooDstDOBG, https://root.cern.ch/-
doc/master /classRooDstDOBG.html.

F. James, MINUIT Function Minimization and Error Analysis: Reference Manual
Version 94.1, .

W. Verkerke and D. P. Kirkby, The RooFit Toolkit for Data Modeling, eConf
C0303241 (2003) MOLTO007, arXiv:physics/0306116, [,186(2003)].

M. Pivk and F. R. Le Diberder, sPlot: A Statistical Tool to Unfold Data Distributions,
Nucl. Instrum. Meth. A555 (2005) 356, arXiv:physics/0402083.

BESIII Collaboration, M. Ablikim et al., Observation of a Neutral Structure near the
DD* Mass Threshold in ete™ — (DD*)70 at \/s = 4.226and4.257 GeV, Phys. Rev.
Lett. 115 (2015), no. 22 222002, arXiv:1509.05620.

A. Poluektov, Kernel Density Estimation of a Multidimensional Efficiency Profile,
JINST 10 (2015), no. 02 P02011, arXiv:1411.5528.

V. A. Epanechnikov and B. Seckler, Non-Parametric Estimation of a Multivariate
Probability Density, Theory of Probability and its Applications 14 (1969) 153.

Heavy Flavor Averaging Group, Y. S. Ambhis et al., Averages of b-hadron, c-hadron,
and T-lepton properties as of 2018, arXiv:1909.12524.

E. O. Lebigot, Uncertainties: a Python Package for Calculations with Uncertainties,
http://pythonhosted.org/uncertainties/.


http://dx.doi.org/10.1103/PhysRevD.98.030001
http://dx.doi.org/10.1103/PhysRevD.98.030001
http://dx.doi.org/10.1016/j.nima.2004.12.018
http://arxiv.org/abs/physics/0408124
http://dx.doi.org/10.1088/1742-6596/219/3/032057
http://dx.doi.org/10.1006/jcss.1997.1504
http://roofit.sourceforge.net/
https://root.cern/doc/master/classRooJohnson.html
https://root.cern/doc/master/classRooJohnson.html
https://root.cern.ch/doc/master/classRooDstD0BG.html
https://root.cern.ch/doc/master/classRooDstD0BG.html
http://arxiv.org/abs/physics/0306116
http://dx.doi.org/10.1016/j.nima.2005.08.106
http://arxiv.org/abs/physics/0402083
http://dx.doi.org/10.1103/PhysRevLett.115.222002
http://dx.doi.org/10.1103/PhysRevLett.115.222002
http://arxiv.org/abs/1509.05620
http://dx.doi.org/10.1088/1748-0221/10/02/P02011
http://arxiv.org/abs/1411.5528
http://arxiv.org/abs/1909.12524
http://pythonhosted.org/uncertainties/

PAVOL STEFKO

Nationality: Slovak, Birth date: 6 of August 1992
Rue de Bassenges 3B, 1024 Ecublens, Switzerland
0779704329 | pavol. stefko@gmail. com

EDUCATION

EPFL, Lausanne, Switzerland

Ph.D. at the Laboratory of High Energy Physics
Participation in the LHCb experiment.

Charles University in Prague, Czech Republic
MSec. Nuclear and Particle Physics

Studies passed with best marks and highest honors (summa cum laude).

Charles University in Prague, Czech Republic
BSc. General Physics

Pierre de Coubertin Gymnasium, Piestany, Slovakia
High School diploma
School leaving examination in Slovak language, English language, Mathematics, and Physics passed with
best marks.

WORK EXPERIENCE

EPFL 9/2015 — 12/2019
Ph.D. Student
— Worked on a full analysis which allowed improvements upon previous determinations of branching
fractions.
— I was responsible for the vertical alignment of the Inner Tracker (IT) subdetector.
— I developed a framework used to monitor the positions of IT boxes with the help of BCAM cameras.
— I was responsible for the calibration and the maintenance of the Silicon Tracker detector of LHCb.
— Supervised the lab work of 3rd year bachelor students (4 semesters).
— Teaching assistant for "Physics of nuclei, atoms, and particles’ course (2 semesters).
— Teaching assistant for ’Selected topics in particle physics’ course (1 semester).

IPNP, Charles University in Prague
Master Student

— Thesis elaborated under the supervision and with collaboration of the members of the ATLAS heavy ion
working group. They contain both the theory of particle detectors and analysis of ATLAS experimental
data.

Laboratory of Information Technologies, JINR, Dubna, Russia 7/2013 — 8/2013
Summer Internship
— Project: ‘Grid technologies and practical usage of Glite middleware’.

Department of Chemical Physics and Optics, Charles University 10/2011 — 9/2012
Research Assistant
— Student Project: ‘Measurement of length and phase of femtosecond laser pulses using FROG technique’.



SELECTED TALKS

Lake Louise Winter Institute 2018

Alberta, Canada

Heavy flavour spectroscopy and exotic states at LHCb

2016 CHIPP Annual Plenary Meeting

Lugano, Switzerland
3D Monitoring of LHCb Inner Tracker using BCAM

Multiple talks at LHCb meetings

TECHNICAL AND LANGUAGE SKILLS

Programming C++/C, Python, matlab, bash

Data analysis scikit-learn, tensorflow, matplotlib, pandas

Other git, grid computing, multithread programming, LaTeX

Languages Slovak (mother), Czech (bilingual), English (fluent), French (proficient)
OTHER

e [ am an enthusiast in science popularization. I participated in several CERN Masterclasses
where I consulted interested high-school student from all around the world on their experi-
mental results.

e [ volunteered as a guide at CERN guiding people around the CERN experimental facilities.

e [ am also an avid Lindy Hop dancer actively participating in the Lausanne dance scene as a
member of the dance association.



	Acknowledgements
	Abstract (English/FranÃ§ais)
	Context and outline
	Theory
	The Standard Model
	Hadrons
	Charmed hadron spectroscopy
	BtoDstDK modes and their role in spectroscopy
	Analysis goals

	Experimental Apparatus
	The Large Hadron Collider
	The LHCb detector
	Tracking system
	Particle identification (PID) system
	The trigger system
	Software
	Luminosity at LHCb


	3D Monitoring of LHCb Inner Tracker using BCAM
	Introduction
	The BCAM setup
	The BCAM sensor
	The LHCb installation of BCAMs

	Monitoring of target positions using the BCAM
	Overall movements of the IT boxes
	Effects of the detector status

	Comparison with the alignment
	Conclusions

	The BtoDstDK branching fraction ratio measurement
	Decay notation conventions
	Analysis strategy
	Data samples
	Data
	Simulated samples
	PID correction

	Data selection
	Stripping
	Trigger requirements
	Preselection
	Multivariate selection
	BDT optimization
	Peaking background suppression
	Multiple candidates

	Invariant mass fit
	Signal-background separation
	Background-subtracted Dalitz plots

	Efficiencies
	Geometrical efficiency
	Trigger efficiency
	Stripping efficiency
	Total selection efficiency
	KDE total efficiency

	Efficiency corrected yields
	Systematic uncertainties
	Fit model parameters
	Background model variations
	MC modeling of efficiency
	PID sampling
	Charmless and single-charm background
	Tracking efficiency systematic
	Total systematic uncertainty

	Determination of branching fraction ratios
	Branching fraction ratios
	Cross-check ratios
	L0 response cross-check


	Summary and Outlook
	Additional BCAM plots
	BCAM data for IT2 and IT3 from 2016 and 2017
	BCAM data from 2015
	BCAM ``magnet on'' data for IT2 and IT3 from 2016 and 2017
	BCAM overlaid with alignment constants

	sWeighted BDTa comparison
	Run 1 TMVA plots
	ROC curve
	Overtraining test
	BDT optimization
	Effect of applying BDT cut

	Run 1 NDC plots
	D1 and D2 FD significance cut scan for reference modes
	Fits to the raw B mass in region (e) for signal modes
	D2 FD significance cut scan for signal modes

	sWeightedB kinematic variables comparison
	Efficiency plots
	Trigger efficiency
	Stripping efficiency
	Total selection efficiency

	Bibliography



