
Acceptée sur proposition du jury

pour l’obtention du grade de Docteur ès Sciences

par

Scalable Nanowire Networks: Growth and Functionality

Martin George FRIEDL

Thèse n° 7191

2020

Présentée le 28 février 2020

Dr Y. Leterrier, président du jury
Prof. A. Fontcuberta i Morral, directrice de thèse
Prof. L. Lauhon, rapporteur
Dr Ph. Caroff, rapporteur
Prof. N. Grandjean, rapporteur

à la Faculté des sciences et techniques de l’ingénieur
Laboratoire des matériaux semiconducteurs
Programme doctoral en science et génie des matériaux 





We can only see a short distance ahead, but we can see plenty there that needs to be done.

— Alan Turing

To my family,

and my teachers. . .





Acknowledgements
As I turn the page on this chapter in my life, I am grateful for the opportunity to thank the ones

who helped make my PhD work possible. At the same time, I would like to acknowledge those

that have made my time in Lausanne during the PhD so enjoyable. I am afraid I will not be

able to do everyone justice in this condensed text, but I will do my absolute best.

First, I would like to extend my deepest gratitude to Anna Fontcuberta i Morral for everything

she has offered me, both on a personal and professional level. She is a supervisor with seem-

ingly superhuman levels of compassion, kindness and selflessness. Her venerable qualities

make her a great source of both professional and academic inspiration. I appreciate that,

despite her busy agenda, she always makes time for her students and I greatly valued being

able to discuss with her nearly every day. This human element is a big part of what made

working at LMSC such a pleasure. Though, more than a just a boss, her friendship is something

I will cherish for the rest of my life. Thank you, Anna.

I would like to thank Yves Leterrier, Lincoln J. Lauhon, Nicolas Grandjean and Philippe

Caroff for taking time out of their busy schedules and agreeing to be on my PhD defense

committee. I feel very humbled to have such a highly-qualified panel of experts and very much

look forward to the discussion.

I would like to also thank a few of my collaborators. Specifically, thank you to Dominik

Zumbühl at Uni Basel for our close collaboration throughout my PhD. Thank you for having

consistent faith in the project, for devoting a significant amount of your lab’s resources to the

collaboration and for inviting me to Basel to see how the magnetotransport measurements are

done. Kris Cerveny, I am very thankful that we got the chance to work together. I appreciated

being able to discuss all things quantum with you and I appreciate the patience you showed

during those times where you stuck it out with the difficult samples and managed to get some

very nice measurements out of them. I additionally appreciated our conversations about ev-

erything from longevity to meditation. I would further like to acknowledge Pirmin Weigele for

his collaborative work and our discussions. A very warm thank you to Vladimir Dubrovskii for

our fruitful collaborations and his fundamental insights into crystal growth. Equally-important

were the collaborations with Andrés Raya, Sara Martí Sánchez and Chunyi Huang so thank

you to them; much of this work would not have been possible without their tireless efforts.

i



Acknowledgements

A very large contribution to life in the lab was my beloved colleagues. My first experience

at LMSC was during my first four months of the Master’s, having just arrived in Switzerland

and feeling a bit overwhelmed with it all. I did a semester project with Francesca Amaduzzi

on Raman Spectroscopy of InAs nanowires. This was my first dive into the nanowire world

and opened my eyes to LMSC as a group which stuck with me. So, thank you Francesca and

Esther Alarcón Lladó for taking me under your wing and opening my eyes up to the field.

After this, I came back for the Master’s Thesis at LMSC with Heidi Potts performing electrical

measurements on InAs nanowires. Thank you, Heidi, I learned a great deal from you during

this time. Your ability to hit a perfect work/life balance is commendable and something I hope

to be able to achieve myself one day.

Then came the start of the PhD, a change of topic from nanowires to nanomembranes and

along with it my introduction to the world of MBE growth. Thank you to the growers at the

time Gözde Tütüncüoglu, Heidi Potts, Federico Matteini and Jelena Vukajlovic Plestina for

helping me learn the ropes of the big complicated machine that is the MBE. Gözde, thank

you for patiently passing on to me your process for nanomembrane growth, helping debug

my failed growths and the life you brought to every party. Heidi, being the only other InAs

grower in the group I appreciated your insight and experience on InAs nanowire growth when

I was looking to do the same on the nanomembranes. Your enthusiasm when it came skiing,

hiking and sailing was refreshing and helped break up the work discussions. Thank you for

the fond memories, be it travelling for conferences or during dinners with you, Patrick and

Irene. Federico, I was always intrigued by our discussions which often strayed from nanowires

towards entrepreneurship and technology. Whether you know it or not, you were one of the

people that sparked my interest in business and start-ups. For this, I am grateful as I keep my

eyes open for the next opportunity. Jelena, I am thankful for your helpful advice in cleanroom

fabrication which benefited me several times. I am equally grateful for your company at the

many conferences, including in St Petersburg, and am very grateful for the family dinner-

s/lunches we’ve shared. Daniel Rüffer, you left already before I began my PhD so I never had

the chance to work with you, nevertheless, I learned a great deal from the scripts you left

behind. Going through your old codes was like doing digital archaeology on long-lost artefacts

of coding wizardry. It pushed me to become a better python coder and I kept discovering

useful features you had implemented to control various lab setups. This culminated in being

able to use your cryostat scripts for the temperature-dependent Hall measurements which

saved me an immense amount of time. For this alone, I owe you a big "thank you!".

Bridging the gap between the old and the new generation of PhD students were the two last

graduates, Dmitry Mikulik and Luca Francaviglia. Dmitry, though our research topics didn’t

have many commonalities, I still appreciated being able to discuss aspects of the cleanroom

processes with you and always appreciated the unique perspective you brought to many

discussion topics. Luca, we shared many things during our time at LMSC, including many

hotel rooms, an office and a house. Your calm demeanour and sense of humour always made

the time we spent very pleasant, both at the office and otherwise. I have particularly fond

ii



Acknowledgements

memories of exploring Japan with you during our conference, thank you for this.

In recent years there has been a shift change in the group with the latest batch of fresh PhD re-

cruits coming on-board. Thanks to the new-age III-V MBE crew: Akshay Balgarkashi, Didem

Dede, Lucas Guniat, Nick Morgan and Wonjong Kim. Akshay, in our growths, we are often

both playing the same game of "where will the indium go?" and I valued having someone to

discuss this with to improve my understanding. I have also enjoyed the perspective you bring

to other, more spiritual, aspects of my life including discussions of meditation and Buddhism.

Didem, thank you above all for your patience in taking over the project, my long rambling

explanations and also for putting your faith in my past work. Your contagious enthusiasm and

inquisitive nature keep me energized and on my toes, perfect preparation for my upcoming

defense! Lucas, I am very thankful for having worked with you because you bravely walk

the fine line of serious intellectual discussion and light-hearted jokes which you (usually)

pull off perfectly. I always appreciated your input on growth results as well as discussions

about cleanroom fabrication. Though I quickly learned to not tempt you on the subjects of

Swiss watches, keyboards or Japanese coffee-making contraptions out of fear of having to

postpone my graduation by another year. In all seriousness, I value your friendship and time

spent together both in and out of the office. Nick, ever since your Master’s with Heidi, I was

secretly hoping you would stay so you could bring your industrial experience, and love of

Tex-Mex to the lab. I think the lab is much richer now that you did and I value very much

having been able to discuss all aspects of nanomembrane growth with you. I admire your

fortitude and systematic approach in the face of difficult problems, such as nanomembrane

growth on silicon. Though, equally-important has been your friendship even outside of work

and someone in the lab who can relate with me on my love of peanut butter, among other

(often unhealthy) American foods. Wonjong, thanks also to you for the shared insight into

your fabrication process. Given the sensitivity of your process to any small variation and your

ability to get fantastic, reproducible nanowire arrays, I feel like I have learned a lot from you

on the fabrication side. Outside of the lab, you’ve been a fantastic friend and memories of

our dinners are something I will always cherish. Jean-Baptiste Leran, you’re the leader of

both MBE crews and you’ve been here the whole time, steadfast and dependable. I greatly

value everything you have done for the whole lab when it comes to keeping the MBE running.

Whether there was water pouring into the control electronics or a power cut so bad that it

crashed everything in the whole MBE lab, you always had a no-nonsense approach to get the

machine back online ASAP. I also appreciated our dinners at your chalet and your generosity

when it came to bringing delicious croissants, oysters, fondue and crêpes to the office for us to

enjoy.

Then there are the (current) office mates, thank you all for the company and the discussions,

academic or otherwise. Elias Stutz, thank you for the collaboration on the Zn3P2 nanomem-

branes, without you I don’t think my first six months of measurements during the PhD would

have ever been published as I moved on to the nanomembrane growth! Mahdi Zamani, back

when you were doing III-V MBE growth we would often discuss nanowire polarity which

iii



Acknowledgements

I found very helpful when growing my own (111)A nanowires, thank you. Simon Escobar

Steinvall, I appreciate your kind heart and your willingness to lend a hand, for example on

tricky topics like phase diagrams and crystallography, among many other things.

I am thankful also to the rest of my (current) lab mates, Andrea Giunto, Anna Kúkol’ová and

Rajrupa Paul for the intense games of Catan and for their contribution to the wonderful spirit

in the lab. Lea Ghisalberti, ever since our collaboration on the nanomembranes during your

Master thesis, I was very grateful to have a theorist around with whom I could discuss growth,

thank you for being that person and for offering your unique perspective. Nicolas Tappy,

thank you for the helpful technical discussions in the lab, I think the lab needs someone like

you with practical experience to keep the equipment running in tip-top shape. Also, thank

you for generously sharing your secret mushrooming spots with me.

I would also like to take the chance to thank the CMi staff that keeps everything running

smoothly in the EPFL cleanroom. I am very grateful for all of the skills I was able to acquire

while working in this facility. Thank you specifically to Zdenek Benes for all his help on the

e-beam tool: from process advice to debugging exposure problems and for keeping the tool

at peak performance. Equally, thank you to Joffrey Pernollet for his help in teaching me to

prepare TEM lamellas with the FIB tool and for his unwavering devotion to making sure the

tool was well-tuned for preparing lamellas.

Transmission electron microscopy was a significant part of this work and for this, I would

like to acknowledge the support of all the CIME staff for their fantastic work keeping the

microscopes up and running. Furthermore, I would specifically like to thank Marco Cantoni,

Thomas LaGrange and Duncan Alexander for lending their experience during many discus-

sions about TEM of my samples.

Life outside of EPFL was always a welcome distraction and a way to de-stress. At home I had

the pleasure of having great housemates, so thank you to Leo Kahle and Daniel Marchand for

the intellectual exchanges over beer and for dragging me out to the mountains when it looked

like I needed it. Thanks to Martin Uhrin for the companionship, I valued your methodological

approach to dealing with life and the unique perspective you brought to all our debates. Thank

you to Konrad and Agata Domanski for the couples dinners we shared and our outdoor ex-

cursions which were always a pleasure.

I would very much like to thank Irene Bardi for her constant love and support at home as well

as her family Cinzia Cotifava, Marco Bardi and Elena Bardi for always welcoming me with

open arms. Finally, a big thank you to my mother Sarka Friedl and the rest of my family across

the pond, Julia Haas, Barbara Haas and Zora Zeman for fostering my love of science in the

early days and for being supportive of me doing my PhD so far from home.

Civiasco, September 27, 2019 M. F.

iv



Abstract
With the rise of quantum computing and recent experiments into topological quantum com-

puters come exciting new opportunities for III-V semiconductor quantum nanostructures. In

this thesis, we explore the scalable fabrication of patterned arrays and branched networks of

horizontally-oriented III-V nanowires with potential applications in the highly-relevant fields

of topological quantum computing and infrared photodetection. We approach this challenge

through the use of selective-area epitaxy applied to the technique of molecular beam epitaxy.

The first part of this thesis serves to introduce the reader to the relevant topics of quantum

computing and epitaxial crystal growth in the context of molecular beam epitaxy. It contin-

ues by touching on the applied topics related to electrical transport in nanostructures and

transmission electron microscopy.

The second part of this thesis begins with the main result which is the growth of In(Ga)As

nanowires through the use of selective-area GaAs nanomembranes as templates on GaAs

(111)B substrates. Here, we find that the deposition of InAs on a GaAs nanomembrane

favours the growth of an intermixed InGaAs nanowire at the top of the GaAs. We build

upon this by also demonstrating the growth of branched wires by patterning branched slits

into the SiO2 mask. Electrical transport is then demonstrated by adding extrinsic dopants

that are shown by atom probe tomography measurements to segregate to the top of the

wire. Magnetotransport measurements on these wires show diffusive transport and weak

localization with coherence lengths on the order of 100 nm. In a follow-up publication, we

then explore the remote-doping of InGaAs nanowires to improve their electrical properties and

achieve quasi-1D transport. We start by optimization of the growth parameters to increase In

content in the wires. This is followed by growing a remote-doped structure with which we can

to improve the electron mean free path by roughly two orders of magnitude to 250 nm. With

this, magnetoconductance measurements now show transport in the weak anti-localization

regime. At the same time, remote-doped test structures analysed by atom probe tomography

uncover a dopant segregation effect taking place during the GaAs nanomembrane growth.

Rounding out the growth on GaAs substrates, the third part of the thesis switches the platform

to GaAs (100). Here we find that the GaAs nanomembranes do not grow very much in the

vertical direction and as a result, the nanowires grow very close to the substrate. We observe a

significant reduction in intermixing between InAs and GaAs which allows for the growth of pure

InAs wires. We then describe initial promising results on field-effect transport measurements

performed on these nanowires.

The fourth and final section of this thesis addresses the integration of GaAs nanomembranes
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on the silicon platform, starting with Si (111). Here, it is found that different surface treatments

before the start of GaAs growth allow for preferential orientation of GaAs nanomembranes. We

further discuss the effects of a polynucleated growth regime on the formation of defects, includ-

ing anti-phase boundaries, and suggest an approach to reduce such defects by encouraging

mononucleated growth.

Finally, the thesis is concluded with some closing remarks, an outlook and appendices includ-

ing everything from extra experiments to a summary of technical lab contributions and paper

supplementaries.

Keywords: nanowires · nanoscale membranes · III-V semiconductors · template-assisted

growth · selective-area epitaxy · molecular beam epitaxy · heteroepitaxy · transmission electron

microscopy · electrical properties · quantum transport
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Résumé
Avec l’essor des ordinateurs quantiques et les récents développements dans le domaine des

ordinateurs quantiques topologiques, de nouvelles opportunités s’offrent aux nanostructures

quantiques semi-conductrices III-V. Dans cette thèse, nous explorons la fabrication évolutive

de maillages et réseaux ramifiés de nanofils orientés horizontalement sur un substrat. Celles-ci

ont des applications potentielles dans le domaine des ordinateurs quantiques topologiques

et des photodétecteurs infrarouges. Nous abordons ce défi en utilisant l’épitaxie par zones

sélectives appliquée à la technique de l’épitaxie par jets moléculaires.

La première partie de cette thèse sert à présenter au lecteur les thèmes pertinents sur les

ordinateurs quantiques et de la croissance de cristaux épitaxiaux dans le contexte de l’épitaxie

par jet moléculaire. Elle continue en abordant des sujets appliqués liés au transport électrique

des nanostructures et à la microscopie électronique à transmission.

La deuxième partie de cette thèse commence par le résultat principal qui est la croissance de

nanofils In(Ga)As sur des nanomembranes GaAs fabriquées par épitaxie à zones sélectives

comme support des substrat de GaAs (111)B. Nous observons ici que le dépôt d’InAs sur

une nanomembrane de GaAs favorise la croissance d’un nanofil InGaAs mixte au sommet du

GaAs. Nous nous appuyons sur cela pour démontrer également la croissance de fils connectés

en gravant des ouvertures ramifiées dans le masque de SiO2. Le transport électrique est

ensuite démontré en ajoutant des dopants extrinsèques. Des mesures tomographiques à sonde

atomique ont montré leur ségrégation au sommet du fil. Les mesures de magnétotransport

effectuées sur ces fils montrent un transport diffusif en mode de faible localisation avec des

longueurs de cohérence d’environ 100 nm. Dans une publication ultérieure, nous explorons le

dopage à distance de nanofils InGaAs pour améliorer leurs propriétés électriques et réaliser un

transport quasi-1D. Nous commençons par une optimisation des paramètres de croissance

pour augmenter la concentration d’indium dans les nanofils. Ceci est suivi par la croissance

d’une nanostructure dopée à distance avec laquelle nous observons une amélioration du libre

parcours moyen des électrons d’environ deux ordres de grandeur à 250 nm. Simultanément,

des structures de test dopées à distance analysées par tomographie à sonde atomique révèlent

un effet de ségrégation des dopants se produisant pendant la croissance des nanomembranes

GaAs.

Pour compléter la section sur la croissance sur des substrats en GaAs, la troisième partie de

la thèse traite des croissances sur des substrat de GaAs (100). Nous constatons ici que les

nanomembranes de GaAs ne croissent pas beaucoup dans la direction verticale et que, par

conséquent, les nanofils se développent très près du substrat. Nous observons une réduction
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Résumé

significative du mélange entre InAs et GaAs, ce qui permet la croissance de fils InAs purs.

Nous décrivons ensuite les premiers résultats prometteurs des mesures de transport à effet de

champ effectuées sur ces nanofils.

La quatrième et dernière section de cette thèse traite de l’intégration des nanomembranes

de GaAs sur la plateforme silicium, en commençant par la croissance sur du Si (111). Ici,

on constate que différents traitements de surface avant le début de la croissance de GaAs

permettent une orientation préférentielle des nanomembranes de GaAs. Nous discutons en

outre des effets d’un régime de croissance polynucléé sur la formation de défauts, y compris

les limites d’antiphase, et proposons une approche permettant de réduire ces défauts en

encourageant la croissance mononucléée.

Enfin, la thèse se termine par quelques remarques finales, une perspective et des annexes-

contenant des expériences supplémentaires, un résumé des contributions techniques et les

compléments aux articles scientifiques.

Mots-clés : nanofils · membranes nanométriques · semiconducteurs III-V · croissance as-

sistée par modèle · épitaxie à zone sélective · épitaxie par jet moléculaire · hétéroépitaxie ·
microscopie à transmission d’électrons · propriétés électriques · transport quantique
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1 Motivation & Context

Following several decades of Moore’s Law scaling, further increases in field-effect transistor

(FET) densities are becoming increasingly difficult and expensive to realise in general [1]. This

can be seen by the delay in releasing new technology nodes, for example, Intel’s 10 nm Cannon

Lake processors were planned for release at the end of 2016, though due to production issues,

the release had to be pushed back to 2018. While certain manufacturers are dealing with

density scaling issues better than others, the challenge of making smaller transistors is only

going to get increasingly difficult as feature sizes approach atomic length scales. Putting things

into perspective, current commercial FinFETs at the 10 nm node are only about 7 nm wide

which corresponds to only ∼26 Si atomic planes!

Below the 10 nm node, quantum effects begin to play an important role as tunnelling currents

and short channel effects make it very difficult to keep the transistors in the off state. Con-

sequently, maintaining low static power dissipation is a significant obstacle. This is being

combatted by moving to structures with increased electrostatic control over the channel, such

as FinFETs and eventually wrap-gate nanowire (NW) geometries. This effectively increases the

barrier height when the transistor is off, thus reducing the tunnelling current and static power

dissipation. Nevertheless, process variability, specifically in the transistor threshold voltage,

is another significant challenge [2]. With channel widths below 10 nm fabricated using a

self-aligned quadruple patterning (SAQP) approach [3, 4] even slight etching variability over a

single wafer can broaden the distribution of threshold voltages of transistors, resulting in yield

problems. Furthermore, in such scaled structures, differences in the electrostatic environment

around a channel due to trapped charges and process variations can also significantly broaden

the distribution of transistor threshold voltages [5].

Still, many ideas are being proposed to continue the Moore’s Law trend using traditional com-

plementary metal-oxide-semiconductor (CMOS) technologies, including moving to vertically-

integrated gate-all-around NW transistors [6–8]. While this may temporarily alleviate the

physical scaling constraints, the challenges of static power dissipation and increased sensi-

tivity to process variation will only make it increasingly difficult to scale down further. Thus,

many so-called "More than Moore" approaches are being devised to achieve better perfor-
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Chapter 1. Motivation & Context

mance at the same physical scales [9]. The development of these beyond-CMOS ranges from

using tunnel field-effect transistors (TFETs) with the promise of low sub-threshold swings

[7, 10, 11] to using high-mobility materials to increase transistor speeds [12–14]. In all cases,

research into new materials that can be integrated with silicon is a significant part of the

research effort.

Apart from "re-engineering" the transistor, entirely new computing paradigms are also be-

ing explored for their possible benefits in solving practical problems. Magnetic computing

schemes for example, have the advantage of not having any current flow and therefore a

computation could theoretically only consume close to the minimum thermodynamic energy

needed to perform a calculation [15]. Other approaches explore ultra-parallelized approaches

such as DNA computing which use millions of DNA strands to solve specific problems by

highly-parallelized chemical interactions [16–18]. While for DNA computing a universal

computational architecture for solving many problems is quite a challenge to implement,

the approach of quantum computing is one that promises to combine a highly-parallelized

approach with the practicality of universal computation.

1.1 Quantum Computing

The concept of quantum computing was first introduced by Richard Feynman in 1981 during

his famous lecture "Simulating physics with computers" [19]. Feynman proposed that the

optimal way to simulate the quantum world would be by using a quantum simulator which

could take the form of a quantum computer. In such a quantum simulator, whole quantum

systems could be simulated through the controlled interactions of many quantum particles.

Indeed still today, quantum simulation is one of the most promising applications of quantum

computers because the simulation of quantum systems is extremely computationally expen-

sive for classical computers [20, 21]. Currently, due to the exponential scaling of quantum

states with the number of qubits, classical simulations of quantum systems are limited to ∼50

qubits [22]. To, therefore, prove that quantum computers are superior to classical ones (for

certain problems), also given the controversial name "quantum supremacy", a minimum of

around 50 qubits is needed [23]. Due to the enormous complexity involved in building and,

more importantly, reliably operating these machines, arriving at the ∼50 qubit number and

proving that quantum computers do have an advantage over classical computers is proving

very challenging. The latest reports, however, look promising and suggest this may have

recently been achieved by Google [24].

1.1.1 Complexity Theory

An important question to ask oneself before venturing into the endeavour of building a

quantum computer is: "Once we have a quantum computer, what do we do with it?" To

understand where quantum computers stand compared to classical computers when solving

various kinds of problems, we need to delve into computational complexity theory.
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1.1. Quantum Computing

Computers today are highly-refined computing machines with billions of transistors in every

central processing unit (CPU). Nevertheless, each transistor computes part of a solution to

a given calculation. To have a faster CPU and perform many calculations, more transistors

are simply condensed on a single chip to all work in parallel. The problem arises once the

density cannot be scaled any further due to previously-mentioned scaling constraints. For

computationally-expensive problems, such as determining the prime factors of a large number,

the solution can take a long time to compute even with billions of transistors working towards

the solution.

The complexity of a given problem can be classified by how the computing time scales with the

number of inputs. Visual representation of the categories associated with complexity theory

is given in Figure 1.1. Polynomial (P) time problems are problems that classical computers

can solve in polynomially increasing timescales. This means that as the algorithm input size n

is increased, the computation time scales as nx where x > 1. These are generally considered

problems that are not difficult for classical computers to solve. The difficulties arise with

non-deterministic polynomial (NP) time problems. These consist of a more difficult class of

problems that are classically solvable in longer-than-polynomial time but are still verifiable in

polynomial time. Our society depends heavily on problems in this category for encryption

schemes. In one of the first encryption schemes, Rivest–Shamir–Adleman (RSA) encryption,

the security lies in the fact that factoring the product of two large prime numbers is not feasible

in a reasonable (polynomial) amount of time on a classical computer [25]. On the other hand,

if one of the secret prime factors is known, it is easy to verify that it is, in fact, the correct

solution.

P-SPACE

NP

NP
Complete

P

BQP

Example Problems
n × n Chess
n × n Go

Box Packing
Map Colouring
Travelling Salesman
n × n Sudoku

Graph Isomorphism

Factoring
Discrete Logarithm

Graph Connectivity
Prime Number Test
Matchmaking

E�ciently solved by quantum computer

E�ciently solved by classical computer

D
i�

cu
lty

Figure 1.1 – Diagram showing the various types of problems classified based on their complex-
ity. Figure heavily inspired by Aaronson [26].
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It is in these certain kinds of problems where quantum computers promise to have a large

advantage over classical computers. Qualitatively, in a universal quantum computer with N

quantum bits, the bits exist in a coherent state that is a quantum superposition of 2N possible

classical solutions. Through successive gate operations on the coherent state, it is possible

to manipulate it in such a way that the measurement probability of the solution is enhanced

through constructive interference while the wrong solution destructively interfere. Thus, once

the state is ultimately measured, it yields the solution to the problem with a high probability.

Because an extremely large (2N ) number of classical states can be represented by a relatively

small number of N qubits, in a sense, quantum computers perform the equivalent of a highly

parallelized computation on many classical states simultaneously.

Due to the nature of quantum information systems, writing algorithms for quantum com-

puters requires a drastic shift from conventional programming with a good understanding of

quantum information theory. Though the learning curve can be steep, many resources exist to

learn about quantum algorithms one of the most comprehensive of which is by Vogel [27], for

those that are interested. Many quantum computing algorithms have already been developed,

many of them offering the previously-mentioned speed-up over classical computers [28–30]

while future applications that are being researched include quantum machine learning [31].

Also worth mentioning is that the development of quantum algorithms has even led to the

improvement of certain classical algorithms [32]. Especially in the noisy intermediate-scale

quantum (NISQ) era that we are about to enter [33], as qubits are scarce, quantum algorithms

must continue to be streamlined since lack of hardware scalability can be compensated to

some degree by more efficient algorithms.

1.1.2 Decoherence

In any real-world quantum computer, the qubits cannot be fully isolated from the environment.

Because of this, there will be some minimal environmental interaction, whether it be through

phonons, electric fields, etc. When these interaction occurs, the carefully-prepared coherent

qubit state becomes entangled with the many degrees of freedom that exist in the environment.

Consequently, the desirable quantum interference effects upon which quantum computing

relies on get suppressed, introducing errors into the computation [34]. When this happens for

small, quick calculations they can simply by restarted. The problem arises when an algorithm

with many sequential gate operations takes longer to complete than the coherence time of

the qubits. This is exacerbated when scaling up to larger numbers of qubits because the

probability of having a qubit decohere during the calculation approaches one. Furthermore,

for larger calculations with many steps simply restarting the whole calculation is not possible.

Instead, quantum error correction (QEC) hardware/code is used to add redundancy and to

correct for any errors that occur during the calculation. In fact, the amount of QEC that has to

be constantly performed to correct for errors will be so great that it is believed that the large

majority of future quantum computer’s resources will be spent on performing QEC [35].
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As any useful quantum computing algorithms will likely have to have (at least) hundreds of

logical qubits employing multiple orders of magnitude more sequential gate operations, there

has been an immense effort put into developing theoretical QEC schemes. One of the most

error-resistant class of QEC are so-called surface codes. Surface codes are a promising type of

QEC as they have been theorized to work even at relatively high error rates of up to 3% [36].

The disadvantage of these is that the number of physical qubits providing the error correction

can be very large, around 104 physical qubits per single logical qubit, with even more physical

qubits required for higher error rates [37].

1.1.3 Current State of Quantum Computing

Today, many competing quantum computer architectures are being supported to various

degrees by different research groups and industry players. Table 1.1 shows a summary and

comparison of some of the different kinds of quantum computing architectures that currently

exist.

Architecture
Dephasing
Time (T∗

2 )
Gate Operation

Time
# of Qubits

Single Qubit
Gate Error

SC Qubits 100µs [38] ∼10-100 ns [38, 39] 19 [40] <0.1% [41]
QD Qubits 100µs [42] ∼100 ns [42] 4 [43–45] <0.1% [42]
Ion Qubits >10 min [46] ∼1µs [47] 7 [48] <0.1% [49]

Topo. Qubits >1 min est. [50] 10-100 ns est. [51] 0 -

Table 1.1 – Comparison of state-of-the-art qubit architectures.

Gate fidelity, the percentage of time that a gate operation is successful, is equally, if not more

important than the coherence time of the qubits. Conversely, the gate error rate describes the

portion of gate operations with introduce errors into the calculations.

While there are many specific ways to reduce decoherence and gate-induced errors, industry

has polarized into two general approaches for one day reaching a practical quantum computer.

The first approach is that of using very large numbers of qubits and deal with errors by

performing QEC. This is being undertaken by most companies, including Google, IBM, and

Rigetti working on SC qubits, but also by newer companies employing trapped ion systems

such as IonQ and AQT. This method uses unprotected, relatively short-lived but easy-to-build

qubits in large numbers. Their large numbers (eventually in the millions/billions of physical

qubits), combined with QEC schemes, would make up for their short coherence times to

enable universal quantum computation using a few thousand logical qubits.

On the other hand, the approach employed by Microsoft is slightly different in that they are

developing topological qubits with, theoretically, much longer coherence times and lower

error rates [50, 52]. The advantage of this approach is that they would need to perform much

less QEC and they could therefore have orders of magnitude less physical qubits to make an
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equally powerful quantum computer. However, the disadvantage of this approach is that,

unlike SC qubits that have been extensively studied in many groups all over the world, a

working topological qubit (to the best of our knowledge) has never been demonstrated. It is

thus a higher-risk approach but one that holds a greater reward if it does work.

1.2 Majorana Fermions

Topological qubits have become a very important topic in the field of quantum computing.

This is because topological qubits have been predicted to have exceptionally long coherence

times due to their inherent topological protection. Various kinds of quasi-particles and systems

have been proposed, though Majorana fermions (MFs) seem to be the most experimentally-

accessible. As such, there has recently been a surge of research predicting their behaviour,

gathering experimental proof of their existence and architectures for using them as qubits in a

topological quantum computer.

These quasi-particles were first proposed to exist by Italian physicist Ettore Majorana in 1937

[53]. He theorized that, in contrast to common Dirac fermions (all fermions in the standard

model, except possibly neutrinos), other non-Dirac fermions may exist which have non-

abelian properties. This means that exchanging these particles changes their wave-function

in some non-trivial way and can for example introduce a phase offset.

For decades, it was not apparent in which sort of physical systems it would be possible to

observe these exotic quasi-particles. The first mention of MFs in a physical system were

suggested in an important work by Read and Green [54] in 1997 where they showed that

in a 2D p-wave superconductor, vortices could bind Majorana zero modes (MZMs). A few

years later, Kitaev [55] took this to 1D and proposed his seminal chain model with which he

described the existence of MZMs at the ends of a 1D p-wave superconductor. He theoretically

described how within a 1D p-wave superconductor so-called Majorana operator pairing (and

annihilation) occurs between adjacent cooper pairs such that at each end of the 1D wire a

single unpaired Majorana bound state is left, as illustrated in Figure 1.2.

Figure 1.2 – Illustration of the Kitaev chain model describing two possible scenarios for
Majorana pairing. Only scenario on the right leads to unpaired Majorana particles at the ends
of the 1D chain.

Despite the fact that p-wave superconductors do not readily exist in nature, later works pro-

posed ways to circumvent this by producing "effective" p-wave superconductors by combining

existing materials. Using a theoretical approach, Fu and Kane [56] first looked at the supercon-

ducting proximity effect between an s-wave superconductor and a topological insulator. They
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found that the resulting material had effectively the same properties as p-wave superconduc-

tor and could support MZMs. In 2010, other theoretical reports showed that the same could

be obtained using a high spin-orbit semiconductor in a strong magnetic field [57, 58]. Thus,

taking a common s-wave superconductor and putting it in close proximity to a semiconductor

NW allows for cooper pairs to tunnel into the NW. If then Zeeman splitting is induced by apply-

ing a strong magnetic field and the NW material has a high enough spin-orbit coupling, one

creates an effective p-wave superconductor with a Hamiltonian similar to the one proposed

by Kitaev. Such a system could, in theory, be able to host MZMs.

1.2.1 Recipe for Majorana Fermions

Experimentalists have proposed a list of ingredients that would be needed for the experimental

demonstration of MFs. This can be summarized by the following recipe: Starting with a normal

1D semiconducting NW, the conduction band of both spin up and spin down electrons are

degenerate, as shown in Figure 1.3a. If instead we use a semiconductor NW with high spin-

orbit coupling, the conduction bands of each spin shift in opposite directions, breaking

the spin degeneracy within the wire (Figure 1.3b). If a magnetic field is then applied to the

nanowire, it induces a Zeeman splitting, Ez (Figure 1.3c). Finally, the last required ingredient

is to create a superconducting gap, which is done by inducing superconductivity in the NW

from a nearby s-wave superconductor (Figure 1.3d).

(a) Regular semiconductor. (b) Add high spin-orbit coupling.

(c) Magnetic field causing Zeeman
splitting.

(d) Proximitize with superconduc-
tor.

Figure 1.3 – Recipe for Majorana Fermions.
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1.2.2 MF-Based Quantum Computing

The non-abelian characteristics of MFs lead to very interesting possibilities for quantum com-

puting. Proposed approaches for building qubits based on MFs involve encoding quantum

information into a minimum of four MFs hosted on two superconducting NWs islands [52, 59,

60].

The method by which gate operations are achieved on MF-based qubits can be broadly divided

into two categories: physical manipulation of MFs and measurement-based approaches. The

exchange of non-abelian particles creates a non-trivial change in the state of the quantum

system. Exploiting this, multiple exchanges of MFs in a network of Y-junctions can thus be

used to manipulate a topological qubit and implement gate operations [61–68].

More recently, measurement-based approaches have been proposed in which, instead of

physically braiding the MFs, the computation is performed by successive parity measurements

on groups of MFs [52, 59, 67, 69, 70]. Such so-called projective parity measurements have

the same effect as adiabatic braiding of MFs without having to physically move them. This

approach has the advantage of simplifying the device fabrication, as branched NW geometries

for physical braiding of MFs are no longer required. At the same time, these kinds of schemes

still benefit from topological protection.

However, one of the drawbacks of topological quantum computation with MFs is the funda-

mental problem that the available gates only make up a Clifford-complete set which is a only

subset of what is needed for a universal quantum computation [62, 71]. Luckily, a Clifford-

complete set of gates can be combined with a single non-Clifford gate in order to achieve

universal quantum computation. This however means that at least part of the computation

will not benefit from topological protection. Many designs have been proposed to augment

MF-based architectures with other kinds of qubits in order to get to a universal set of gates [52,

68].

There has been increasing interest specifically in combining gate-defined quantum dots with

MFs in order to perform quantum computation without physical braiding of MF excitations

[52, 59, 69, 70, 72]. In such approaches, gate-defined quantum dots in between MFs can be

tuned to allow adjacent MFs to interact and/or perform readout operations. An example of

such an architecture is given in Figure 1.4.

Finally it should also be noted that while the significant challenges associated with realizing

a MF-based qubit are slowing down the experimentalists, theorists continue to forge ahead

with exciting new architectures and proposals involving even more exotic quasiparticles. Two

examples include Fibonacci anyons which hold the promise of fully topologically-protected

universal quantum computation [73, 74], and parafermions which have been suggested to

allowing topological quantum computation either without strong magnetic fields [75] or

without the need of a superconductor [76].

8



1.2. Majorana Fermions

Figure 1.4 – Illustration of a proposed scalable MF-based quantum computing architecture
based on semiconductor nanowire networks proximitized by a superconductor. Reproduced
from Karzig et al. [52] with permission from the American Physical Society.

1.2.3 Dephasing Time Limitations of Topological Qubits

A challenge in achieving long-lifetime topological qubits was described in 2012 by Rainis

and Loss [77] where they identified that a likely limitation to the coherence of a proximitized

topological qubit would be the tunnelling of a free electron from the environment into the

superconducting NW. Known as quasi-particle poisoning, this has the effect of changing the

parity of the bound state and thus causing decoherence of the quantum state. They went on

to estimate the timescales at which poisoning events occur using quantitative results from

experiments and concluded that such Majorana qubit lifetimes likely would range from 10 ns

to 100µs. This was cause for some concern as 100µs is roughly the same dephasing time

achieved by current SC qubits and thus such MF-based qubits would offer no advantage over

SC qubits.

In 2015, Higginbotham et al. [78] measured the quasi-particle poisoning time and estimated

that the parity lifetime of the bound state was ∼10 ms. This was an encouraging result, sug-

gesting that a MF-based qubit would in fact be able to achieve long coherence times. To

further increase the coherence times of topological qubits, architectures that protect against

quasiparticle poisoning (QPP) are being proposed. Most of these approaches involve "charge

protecting" the superconducting island by making it large enough that its Coulomb charging

energy is large enough so as to make it energetically unfavourable for a free electron to tunnel

into the island from the environment [52, 59]. Current estimates of the coherence times in

such charge-protected qubits have been estimated by Knapp et al. [50] to be on the order of

minutes.

1.2.4 Experimental Systems for the Observing MFs

Since the first experimental signatures of MFs in 2012 in vertically-grown III-V NWs [79–81],

both incremental improvements to these systems as well as the investigations of new systems

have been performed in order to further understand these phenomena. The III-V material

systems in which MFs are being actively investigated can be broken down into three main
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categories: vertically-grown NWs, gated two-dimensional electron gas (2DEG) systems and

in-plane selective-area growth (SAG) NWs. A good review of the progress in the field was given

last year by Lutchyn et al. [82].

For many reasons, vertically-grown NWs were the initial system in which MF signatures

were observed. These types of wires have been around for a long time [83] and as a result,

a deep level of understanding has been achieved in the field. This level of understanding

includes a large degree of control over the crystal structure during growth [84–89] and has

been augmented by an equally-good understanding of their electrical transport properties

[90–94]. Since the first experiments, groups have focused on improving the fabrication of MF

devices using such wires by implementing cutting-edge growth techniques. One of the most

impressive growth advances in this field has been the achievement of growing an epitaxial

aluminium superconducting layer on the side of a InAs NWs [95]. Though this method isn’t

without its critics [96], it has been shown to greatly reduce the number of interfacial traps and

was shown to give a hard superconducting gap [97]. Other notable advancements in the field

include the growth of NW crosses or junctions where the direction and position of the NWs

has been controlled to yield intersecting NW structures for future MF braiding experiments

[98–101].

The second category of systems that are being investigated for MFs are those based on 2DEGs.

This approach leverages the in-depth knowledge of the 2DEG growth community to create

high-mobility InAs/GaAs 2DEGs which, similarly to vertically-grown NWs, can then be prox-

imitized with a superconducting epitaxial aluminium layer for MF experiments [102]. The

elegant aspect of this approach is that the aluminium can be patterned and acts as a gate to

electrically-define the NW in the 2DEG while at the same time inducing superconductivity

in it. The result is a very clean, hard-gapped system in which subtle transport features in

the topological regime can be observed due to the lack of disorder caused by semiconductor

surfaces [103–105]. These detailed investigations into the subtle behaviour of Majorana-like

features have provided further evidence to suggest the existence of MFs predicted by theory.

The last category is that of SAG NW systems and is the approach described in this thesis. This is

an approach in which NWs are now grown in-plane by selective-area epitaxy (SAE) (described

in Section 2.3), yielding several advantages of vertical NW growth. The first reports using this

relatively new approach with potential applications to MF investigations only appeared in the

last few years [106–109] with the most recent reports even implementing epitaxial aluminium

superconducting contacts [110–113]. The advantage of this method over vertical NW growth

is the improved the scalability granted by the patternable SAE mask. This allows for a finer

degree of control over NW position and growth direction while also enabling the growth of

highly-branched structures in a scalable way.
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2 Theoretical & Experimental
Foundations

This chapter is meant to serve as an introduction to the concepts and techniques that one

should generally be familiar with to understand the experimental results discussed in the

following chapters. I first introduce the basic concepts of general 2D crystal growth (indepen-

dent of growth technique), before moving on to the specific case of adding a growth mask to

obtain SAE. Here, I tried to again start with general SAE before moving towards specific cases,

finishing with SAE for NW growth and a comparison between various NW growth techniques.

Electrical transport is then also introduced in the following section, beginning with classical

concepts before touching on relevant key topics in quantum transport. Lastly, in addition to

concepts, I felt that it is essential to also describe some of the experimental tools and methods

used extensively throughout this thesis. Given the number of processes used in the cleanroom,

this could have been a very long section! I, therefore, decided to focus on a few key techniques,

namely molecular beam epitaxy (MBE): for growth, transmission electron microscopy (TEM):

for high-resolution analysis of grown samples and lamella lift-out by focused ion beam (FIB):

for preparing thin samples to image by TEM.

2.1 Epitaxial Growth

Epitaxy refers to the ordered arrangement (Greek: taxis) of atoms on top (Greek: epi) of a

another crystal. The term was first coined roughly 100 years ago and today is used regularly

to describe an approach to produce or "grow" semiconductor crystals through an inherently

bottom-up approach. When atoms are sent on a substrate surface at a high enough tempera-

ture, they diffuse until they find a lattice site which minimizes the total system’s energy. The

grown crystal structure thus matches that of the substrate with no discontinuity meaning

that the grown crystal has what is called an epitaxial relationship with the substrate. If the

atoms are not able to find an appropriate lattice site due to too-low growth temperature,

incompatible substrate or because the high growth flux causes them to get covered first, this

can lead to island formation and polycrystalline/amorphous growth which in this research is

undesirable.
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The term bottom-up refers to the method by which complex structures are created through

material deposition and self-assembly (ex: epitaxial growth). It is often used in contrast

with top-down approaches, meaning fabrication of complex structures by subtraction of

material (ex: photolithography + etching). The tools in the toolbox of a top-down process

engineer generally involve various approaches for large-area deposition, patterning and

selective removal. On the other hand, when performing bottom-up growth of structures one

must instead take into careful consideration the thermodynamic and kinetic effects as these

are the forces that drive the formation of nanostructures during their growth. Often these

two approaches can be combined, as top-down approaches are widely-used technologies

while the bottom-up offers very fine control over interfaces and dimensions while being able

to overcome material mismatch [114] and utilizing smaller amounts of expensive materials.

SAE is a great example of an epitaxial growth method that utilizes aspects of both top-down

fabrication and bottom-up epitaxial growth.

2.1.1 Driving Force for Epitaxial Growth

Epitaxial growth is fundamentally a crystallization process, involving a phase change from a

liquid or gas to a solid. As with all phase changes, thermodynamics will dictate whether or not

it will occur. The driving force behind crystallization is known as the Gibbs free energy. The

term Gibbs free energy can be summarized as the reversible work (energy) that can be extracted

from a closed system at constant temperature and pressure. This is very elegantly described

in more detail by other sources, such as Refs [115, 116], I, therefore, refer the reader there for

a more rigorous explanation. Though, for understanding epitaxial growth, it is sufficient to

know that a system tends to evolve by minimising its Gibbs free energy. Furthermore, once

the system has reached its minimum energy, it is said to have reached its thermodynamic

equilibrium.

In a system such as an MBE growth chamber, this means that the atomic growth species will

self-assemble into a crystal only if their solid form is energetically favourable, meaning the

system can decrease its Gibbs free energy by crystallizing into a solid. This decrease in Gibbs

free energy is thus the driving force behind the growth of the crystal. Gibbs free energy is

composed of both interface and bulk contributions. Therefore, the growth will tend to proceed

in a way that minimizes interface energy which is already enough to be able to explain the

fundamental processes involved in epitaxial crystal growth.

2.1.2 2D Growth Modes

The most basic case of epitaxial growth is simple 2D layer growth. The description of how

crystal epitaxy proceeds in the 2D case is a very good precursor to describe growth within a

constrained area, as in SAE.

Starting with the substrate, epitaxial growth is highly dependent on the substrate that is used
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as this serves as a platform upon which the deposited atoms (given enough thermal energy)

will arrange themselves. Ideally, the atoms in the grown material a continuation of the same

crystal structure of the substrate without any defects. This is relatively straightforward then the

substrate and the grown material are the same, a case known as homoepitaxy. However, when

the substrate and grown materials differ, this is called heteroepitaxy. Heteroepitaxy is typically

more challenging as the two materials have a different lattice constant, thermal expansion

coefficient and sometimes even crystal structure. As a result, strain accumulation and/or

defect formation (described in Section 2.2) in the grown material can occur. Despite the

challenges, the rich number of material combinations make heteroepitaxy a very interesting

and active area of research. A significant portion of the work in this thesis can be boiled down

to trying everything possible to get around the difficulties associated with heteroepitaxial

growth.

To understand the method by which these defects are formed I will begin by describing the

physical effects that play a role in epitaxial growth. One can imagine atoms impinging on a

surface made of the same material (homoepitaxy) as shown in Figure 2.1. Note that the method

by which the atoms arrive (adsorb) on the surface is defined by the growth method (MBE,

MOCVD, etc.), however, once the atoms are on the surface, the surface physics is, to a first

approximation, common across different growth methods. In Figure 2.1 we can see the basic

processes involved in 2D epitaxial crystal growth. First, the incoming flux supplies atoms that

become adsorbed on the surface, thus becoming adatoms. At sufficiently high temperatures,

these weakly-bonded adatoms have enough energy to diffuse on the surface of the crystal.

They have some temperature-dependent chance of desorbing from the surface and being lost.

Alternatively, there is also a probability that the adatoms on the surface spontaneously begin

to nucleate a monolayer or crystal. Though, due to the low nucleation probability and long

adatom diffusion lengths at high temperatures, step-flow growth is the most likely mechanism

through which a monolayer grows. In this case, the monolayer is randomly nucleated and this

island grows progressively larger, as almost all incoming adatoms find their way to the growth

front because it is highly energetically favourable (minimizes energy due to dangling bonds at

the surface). As a result, the monolayer grows quickly. All of these stochastic processes happen

simultaneously on the surface with different probabilities and as a whole, they contribute to

the macroscopic growth of the layer.

We turn now to the heteroepitaxial case, where it is necessary to begin to look at the energy

contribution of the interfaces to describe the growth. Before we begin, it is important to note

that, in reality, subtleties such as surface reconstructions and bonding configurations need to

be considered. Here, however, the treatment has been boiled down to the fundamentals to help

explain the general concepts. Let us define γs as the surface energy density of the substrate,

γd as the surface energy density of the deposited layer and γi as the interface energy density

between the substrate and the deposited layer. The growth will depend on the relationship

between γs and (γd +γi ). If γs ≥ (γd +γi ) then the growth of the layer is energetically favoured

and it will grow layer by layer in the Frank-van der Merwe growth mode shown in Figure 2.2a.

This is also the case for homoepitaxy because γs == γd while γi is very small because the
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Incoming Flux
(Adsorption)

Surface Di�usion

Step-Flow
Growth

Desorption

Crystal
Nucleation

Figure 2.1 – Figure depicting various processes taking place at the atomic scale during 2D layer
growth.

substrate and grown materials are the same. If instead γs ¿ (γd +γi ) then the system will tend

to leave as much of the substrate uncovered as possible, despite the deposited material. This

highly 3D form of growth is referred to as Volmer-Weber growth and is depicted in Figure 2.2b.

Finally, there exists an intermediate regime where γs < (γd +γi ) called Stransky-Krastanov

growth, depicted in Figure 2.2c. Here, the layer begins to grow in the Frank-van der Merwe,

but beyond a certain thickness (called the critical thickness) the layer is so highly strained that

it switches to the 3D Volmer-Weber growth mode.

(a) Frank-van der Merwe (b) Volmer-Weber (c) Stransky-Karastanov

Figure 2.2 – 2D crystal growth modes.

The desired growth mode depends on the ultimate goal of the grower. For 2DEG growth, for

example, Frank-van der Merwe growth is desirable because it will lead to the lowest disorder

and highest mobility devices. Instead, a 3D growth regime can also be used to engineer a

desired structure. A classic example of this is using the large lattice mismatch between InAs

and GaAs to form InAs QD on GaAs by the Stransky-Krastanov growth mode [117, 118].
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2.1.3 Wulff Construction

Extending the previous concepts to 3D crystal growth, in this case, there is a much richer

array of crystallographic planes that need to be considered when determining the lowest-

energy arrangement of the crystal, known as the equilibrium crystal shape (ECS). Each family

of crystallographic planes has a different density of dangling bonds, this leads to different

surface energy contribution for each facet. For example, high-index facets with many dangling

bonds will have a high energy density and they will not appear in a given crystal’s ECS as

low-index facets with lower energies will be favoured instead. Even the surface reconstruction,

meaning the arrangement of atoms on the surface of the facet, will affect the surface energy

and thus the ECS. The surface reconstruction can also be influenced by extrinsic factors such

as temperature and pressure [119–121] this is one of the ways by which the grower can control

which facets are expressed in the grown crystal [122, 123].

As shown in Equation (2.1), we can express the surface contribution Gs of a crystal’s Gibbs free

energy as a sum over the crystal’s facets i where we multiply each facet’s area Ai by its surface

energy density γi .

Gs =
∑

i
γi Ai (2.1)

Gibbs postulated that for a given ECS, the free surface energy of the crystal must be at a

minimum. Consequently, the ECS will tend to suppress high-surface-energy facets in favour

of lower-surface-energy facets which will have the largest area. In 1901, Wulff hypothesized

that in a given crystal at thermodynamic equilibrium, the surface energy density of a facet is

proportional to the distance of this facet from the centre of the crystal [124]. This was later

coined the Gibbs-Wulff theorem and it was only in 1953 that this was formally proven by

Herring [125].

If we know the surface energy density of all possible facets of a given crystal, the Gibbs-Wulff

theorem provides one of the most useful ways of visualizing the ECS: the Wulff construction.

In 2D, this approach consists of drawing a polar plot with coordinates (r,φ) where the length of

the vector (r) represents the surface energy of a given crystallographic plane and the direction

of the vector (φ) is the normal of the given plane. The centre of this polar plot is called the

Wulff point. Once the surface energy plot has been obtained, tangent lines can be drawn in at

the nodes to represent the most favourable crystal planes that will make up the ECS. Figure 2.3

shows an example of a Wulff construction where the surface energy density is plotted in blue

while the crystal itself is plotted in black. We see how r1 < r2 which tells us that the facet

corresponding to r1 has a lower surface energy density. This is reflected in the final shape

because the r1 facet is much larger than the r2 facet.
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φ1 φ2
r1 r2

Figure 2.3 – Example of a Wulff construction. The polar plot is shown in blue, with the resulting
crystal shown in black.

2.1.4 Winterbottom Construction

Most epitaxial growth does not happen in free space but rather on a growth substrate. This

changes the energetics of the system and needs to be taken into account. The equilibrium

crystal shape of a crystal attached to a flat substrate was first introduced by Winterbottom

[126] and is therefore called the Winterbottom construction. The difference between the Wolff

shape and the Winterbottom construction is that now there is a crystal-substrate interface

energy γC S that has to be taken into consideration. As the system will always try to minimize

its total energy, if the solid-solid interface energy is much smaller than the substrate-vapour

interface energy γSV , then the crystal will favour a larger interface with the substrate, also

known as a higher "wetting" of the substrate.

The general approach to drawing the Winterbottom construction is to take the Wulff shape and

draw the substrate at a distance of γC S −γSV below the Wulff point, as shown in Figure 2.4a.

The case where the crystal-substrate interface energy is larger than the substrate-vapour

interface energy is shown in Figure 2.4b. The opposite case is then shown in Figure 2.4b.

(a) Relaxed (b) γC S > γSV (c) γC S < γSV

Figure 2.4 – Description of the Winterbottom approach for drawing the ECS of a crystal in
contact with a flat substrate. Reproduced from Kaplan et al. [127] under the Creative Commons
Attribution License
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2.1.5 Kinetic Considerations

Although the Wulff and Winterbottom constructions provide an intuitive way to imagine the

lowest energy shape of a crystal, they only apply to systems at thermodynamic equilibrium.

In reality, during crystal growth, the system is not at thermodynamic equilibrium due to the

constant flux of growth species arriving on the substrate. Kinetic considerations, including

facet-dependent fluxes (due to inclination), relative facet growth rates, diffusion of adatoms

between facets and facet-dependent adatom diffusion lengths, will define a so-called kinetic

crystal shape (KCS) which is the kinetic equivalent of the ECS. In other words, the KCS is the

steady-state crystal shape that is reached after an infinitely-long growth and is purely dictated

by the growth kinetics in the absence of thermodynamic considerations. As summarised in

Figure 2.5, in reality, the final crystal shape is the result of a competition between the ECS and

KCS [128]. The degree to which each is expressed is dependent on the growth conditions.

Figure 2.5 – Diagram depicting the competition
that occurs between the ECS and the KCS dur-
ing crystal growth. Reproduced from Albani
et al. [128] with permission from John Wiley &
Sons, Inc.

The material deposition rate plays an im-

portant role in determining to which de-

gree kinetic effects will play a role in the

growth. For example, very low deposition

rates will result in the system being very

close to equilibrium conditions and there-

fore one can expect shapes close to those

predicted by the Wulff/Winterbottom con-

struction predictions. On the other hand,

high deposition rates can force the shape to

expresses thermodynamically-unfavourable

(high-index) facets due to kinetic effects

[128–130]. Figure 2.6 shows the theoretical

prediction of nanomembrane (NM) growth

by SAE when only thermodynamics are con-

sidered compared to when kinetic effects

are also taken into account. Finally, growth

catalysts further complicate matters as they

can increase the growth rate of certain facets

significantly leading to non-Wulff-like crys-

tal shapes, such as in vapour–liquid–solid

(VLS) nanowire growth where the (111)B

facet grows significantly faster due to the presence of the metal catalyst droplet [131].

Phase-Field Approach

Simulating kinetic effects using atomistic approaches becomes too computationally-expensive

at the scales required to observe faceting, even at the nanoscale. Thus, a promising alternative

for modelling crystal growth while taking kinetic effects into account is by using a so-called
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Figure 2.6 – Comparison of growth models for SAE of a GaAs NM using a purely thermodynamic
regime (a) and including kinetic effects (b). Notice the model only gives realistic predictions
when accounting for kinetic effects. Reproduced from Albani et al. [128] with permission from
John Wiley & Sons, Inc.

phase-field approach [128, 130, 132, 133]. This approach models the facets of a crystal as

diffuse/continuous interface defined by the value of a phase-field function φ. This function is

defined over the whole simulation space, in 2D or 3D. The function takes on the value of φ= 1

inside the crystal andφ= 0 outside of the crystal. Since the function is continuous everywhere,

the surface of the crystal is defined as the line/surface where φ= 0.5 as it transitions between

0 and 1. The time-evolution of the phase-field function can then be expressed as a function of

various terms that represent physical (kinetic) aspects of growth. An example given by Albani

et al. [130] is:

∂φ

∂t
= F (n̂)

∣∣∇φ∣∣+∇· [M(φ)∇φ]
Here, the first term accounts for the incoming material and F (n̂) represents flux which depends

on the surface normal n̂ = −∇φ/
∣∣∇φ∣∣. The second term accounts for surface diffusion of

adatoms between facets with some mobility coefficient M(φ). The surface adatom diffusion

is further expressed in terms of the difference in chemical potential between facets which

drives the diffusion from one facet to another. The final parameter included in the model is a

facet-dependent adatom lifetime term which takes into account the growth rate of various

facets. The reader is encouraged to look at references [128, 130] for more details on these

equations.

The facet-dependent adatom lifetime can also be thought of as the growth rate of various

crystal facets. This value needs to be defined from experiment, making this a semi-empirical

model. After the facet growth rates have been defined, typically by performing a time series of

MBE growths, the time evolution of the phase-field function can be solved numerically using

a finite element approach. After proper calibration of the facet growth rates, this phase-field

approach becomes a powerful method for predicting the time evolution of kinetically-driven

crystal growth. It is important to note that this approach is flexible enough to also be applied

even when the growth surface is masked by an oxide, as is the case in SAE [130]. Lastly, recently

it has also been shown that the phase-field approach is flexible enough to also be extended

to take thermodynamic considerations into account allowing for the modelling of crystal
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growth that falls somewhere in between the two extremes of purely-thermodynamic and

purely-kinetic growth [128].

2.2 Defects in Heteroepitaxial Growth

Heteroepitaxial growth of crystals can often result in the formation of defects. In this section, I

would like to touch on the two major reasons for defect formation which are relevant in the

context of this thesis, namely lattice mismatch and polarity mismatch.

2.2.1 Lattice Mismatch

The lattice mismatch ε is defined in terms of the lattice constants of the substrate and deposited

material, as and ad , respectively. The lattice mismatch can be expressed as ε= (ad −as)/(as).

The larger the lattice mismatch, the larger the interface energy between the two materials and

the harder it is to grow one material on top of the other without forming defects. Figure 2.7

shows a comparison between different semiconductor materials and their lattice constants.

Figure 2.7 – Graph of lattice constant vs. bandgap of various semiconductor materials. The
epitaxial growth of a material on a substrate with a different lattice constant leads to a lattice
mismatch and potentially the formation of defects. Reproduced without modifications from
Smith et al. [134] under the Creative Commons Attribution 3.0 license.

When performing heteroepitaxy with lattice-mismatched materials, the mismatch can be

accommodated by elastic and/or plastic relaxation. As depicted in Figure 2.8a, elastic strain

relaxation is the reversible deformation of the unit cell of a material under compressive or

tensile stress which acts to accommodate the lattice mismatch and the deposited material

eventually regains its relaxed lattice constant. The limitation of this growth mode is that in a

2D film, the unit cell is unable to expand laterally and instead expands in the vertical direction

to accommodate for the reduced lattice constant in the horizontal direction. This is very

energetically-expensive and beyond a certain critical thickness, the material will switch to a
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plastic relaxation mode and begin to form defects. However, it has been shown that for vertical

NW growth the critical thickness is inversely proportional to the NW diameter [114]. As such,

sufficiently thin NWs can overcome very large lattice mismatches due to elastic relaxation and

lateral expansion/contraction at the base of the wires.

Plastic relaxation is when a defect is formed in the crystal which accommodates some of the

lattice mismatch. A defect with its Burgers vector located in-plane with the substrate will act

to relax the strain, as depicted by the formation of a perfect misfit dislocation at the interface

between the two materials shown in Figure 2.8c. Techniques such as the growth of a periodic

interfacial misfit array have been developed to overcome large lattice mismatches and regain

a smooth growth regime when growing highly mismatched materials [135–158].

as

ad

(a) Relaxed

as

ad

(b) Elastic strain relaxation

as

ad

(c) Plastic strain relaxation

Figure 2.8 – Ways of accommodating for lattice mismatch.

2.2.2 Polarity Mismatch

Polarity mismatch is the second major cause of defects in heteroepitaxial growth. This kind of

mismatch becomes a concern when a polar material (such as a compound III-V semiconduc-

tor) is grown on top of a non-polar substrate (such as silicon), as shown in Figure 2.9. When a

polar crystal forms on a non-polar substrate, since the substrate has no polarity, the polarity

of the crystal can be either A-polar (group III atom on top) or B-polar (group V atom on top).

When two nuclei with different polarities merge, they will form anti-phase boundaries (APBs)

at their interface which are characterized by, for example, Ga-Ga and As-As bonds in GaAs

shown in Figure 2.9a [159]. Therefore, it is crucial to control the initial stages of crystal growth

to ensure that all nuclei start to grow with the same atomic species so their all nuclei have the

same polarity and merge without forming defects. However, as displayed in Figure 2.9b, even

if we carefully control that the first layer is composed of the same atomic species (in this case

Ga), mono-atomic steps on the substrate can also lead to the formation of APBs. Therefore, to

avoid polarity mismatch it is very important that both initial layers of all nuclei are composed

of a single atomic species and that the substrate is atomically smooth. Alternatively, if one

can grow the nanostructure from a single nucleus, this is also an approach to reduce APB
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formation. This is the topic of Chapter 5.

As
Ga
Si

A-Polar
Crystal

B-Polar
Crystal

APB

(a) Flat substrate.

As
Ga
Si

A-Polar
Crystal

B-Polar
Crystal

APB

(b) Mono-stepped substrate.

Figure 2.9 – Example of different ways of forming APBs due to polarity mismatch when growing
GaAs on Si. a) Two crystals are nucleated with different polarities leading to an APB due to
different atomic species in their first monolayer. b) Two crystals are nucleated with different
polarities leading to an APB this time due to a mono-step in the substrate, despite having the
same atomic species in their first monolayers.

2.3 Selective Area Epitaxy

Selective-area epitaxy, also called selective-area growth, is a specific approach used in epitaxial

growth that is particularly useful for the growth of nanostructures. It consists of using a

high-surface-energy material, typically an oxide or nitride, to cover most of the substrate

and limiting the growth within small patterned openings. At sufficiently high temperatures,

adatoms arriving on the mask see a high-energy surface that is not energetically favourable

to nucleate on and so they tend to diffuse on the surface and/or eventually desorb. This

leaves the mask portion typically free of deposited material. At the same time, within the

patterned holes the cost to nucleate solid material is significantly smaller and, as a result,

growth happens exclusively within the openings in the mask.

This type of growth is interesting for the growth of nanostructures as the openings in the mask

can be patterned on the scale of tens of nanometres, giving rise to nanostructured crystal

semiconductors. Patterned semiconductor NW arrays, for example, have been grown both by

MBE and by metalorganic chemical vapour deposition (MOCVD) using this approach. The

disadvantage of SAG is that a sufficiently high growth temperature is required to prevent the

growth of material on the oxide mask to get a high selectivity [160]. Achieving high selectivity

means that the material only grows within the patterned openings rather than on the oxide

mask.

One of the first reports of selective area growth was described in 1962 by Joyce and Baldrey
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[161] working a Texas Instruments where they reported on the growth of Si within openings in

SiO2. This was followed by Tausch and Lapierre [162] in 1965 and Shaw [163] in 1966 who took

a similar approach to grow GaAs using a selective-area epitaxy within openings in a SiO2 mask.

While Tausch and Lapierre saw significant lateral overgrowth onto their SiO2 masks, Shaw

reported well-defined faceting of the grown GaAs crystals. Coincidentally, this work coincided

roughly with the discovery of the VLS mechanism for vertical NW growth which was reported

by Wagner et al. [83]. Though SAE was not used for NW growth for some time, many groups

focused on using it for two-dimensional (2D) device fabrication by epitaxial lateral overgrowth

(ELO) processes, also known as microchannel epitaxy (MCE) [164, 165]. Fukui and colleagues

published a series of papers describing the fabrication of quantum wires grown by SAE using

MOCVD [166–168] as shown in Figure 2.10.

(a) Fukui and Ando [167] (b) Fukui et al. [168]

Figure 2.10 – Images from first SAE quantum wires grown by Fukui and colleagues by MOCVD.
Reproduced by permission of the Institution of Engineering & Technology and AIP Publishing,
respectively.

Around this time, SAE by MBE was being attempted for the first time by many Japanese groups.

Okamoto and Ohata [169] noted that relatively high growth temperatures were necessary in

order to achieve selectivity by conventional MBE [169]. This led to further investigations using

SAE combined with several exotic flavours of MBE including electron-cyclotron resonance

plasma-excited molecular beam epitaxy (ECR-MBE) [170], migration-enhanced epitaxy (MEE)

[171] and hydrogen-assisted molecular beam epitaxy (H-MBE) [172, 173]. All of these studies

were attempting to achieve selectivity at lower growth temperatures to improve the crystal

quality of the resulting structures.

Since then, SAE has been used extensively to grow a multitude of semiconductor geometries
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and materials. A non-exhaustive summary of the publications utilizing SAE for nanostructure

growth has been compiled in Table 2.1. Given the number of reports on using SAE for vertical

NW growth [174], a separate table, Table 2.2, has been dedicated to the use of SAE applied to

vertical NW growth.

MBE MOCVD

GaAs [175–178] [179–181]

GaSb [106, 107] -

GaN - [182–184]

InP [185–187] [129, 188–191]

InAs [106, 107, 192] [113, 188, 193]

InSb [109] -

Table 2.1 – Table of references for SAE of nanostructures (not including vertical NWs).

MBE MOCVD

GaAs [160, 194, 195] [196–203]

GaSb - -

GaN - [204]

InP - [205, 206]

InAs [194, 207, 208]
[6, 197, 209,

210]

InSb - -

Table 2.2 – Table of references for SAE of vertical NWs.

2.3.1 SAE Growth Dynamics During GaAs Growth by MBE

To interpret growth results, it is important to have a clear picture of what is happening on the

sample. Previously, the growth dynamics of single species crystals were described generally.

Now, moving to the description of growing a binary compound such as GaAs, an extra layer of

complexity is added as both atoms have to be present for the material to form into the desired

crystal phase. To complicate matters further, both growth species behave very differently from

one another during growth, and it is important to understand the behaviour of each species

separately to explain a certain growth outcome.

Figure 2.11a gives a visual representation of the four main processes that play a major role

during the growth of crystals by SAE. Many of the same processes from planar 2D crystal

growth are at play in SAE, however, there are some subtle differences due to the presence of

the SiO2 mask. The presence of the mask results in the appearance of secondary fluxes that

can also contribute to crystal growth, as shown in Figure 2.11b.
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The Group III species, depicted as Ga atoms in red, arrive on the substrate as single atoms.

They adsorb to the substrate, which is mostly covered by the SiO2 mask, and due to the high

growth temperatures they can diffuse on the surface up to several microns [120, 211, 212].

This means that under certain conditions, the indirect group III flux that is collected from

diffusion around the base of the nanostructure can contribute substantially to nanostructure

growth [213]. SAE nanostructures can thus grow at much higher growth rates compared to the

nominal 2D layer growth rate.

The Group V species, depicted in blue, arrive on the substrate as As2 or As4 molecules de-

pending on the cracker temperature of the As cell (see Section 2.5.1). The cracker in this

work was kept at a relatively low temperature of 600 ◦C, resulting in mostly As4 arriving on the

sample. As4 flux has been shown to result in longer Ga diffusion lengths which is advantageous

for vertical NW growth [214]. It has been simulated by density functional theory (DFT) on

GaAs (100) that As4 molecules split into two As2 dimers, one of which gets adsorbed while

the other desorbs [120]. Furthermore, in contrast to Ga atoms, these As molecules are much

more weakly bonded to the surface and as a result, tend to desorb much more easily than Ga

while also not being mobile on the surface [120]. Therefore, the typical method by which As

indirectly contributes to the growth is through (multiple) adsorption/desorption processes

from neighbouring sites.

Adsorption

Ga As4

DesorptionDi�usion

Incorporation As2

SiO2

GaAs

(a) MBE Processes

Ga As4 As2
Primary Flux

Secondary Flux

SiO2

GaAs

(b) MBE Fluxes

Figure 2.11 – a) Summary of the different processes that occur during MBE growth b) Compar-
ison of primary growth flux compared to secondary growth flux.
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2.3.2 Comparison of NW Growth Methods

Shown in Table 2.3 is a comparison of three methods used to grow NWs in a position and

direction-controlled manner. All of these methods are quite different, each with their advan-

tages and disadvantages which I would like to highlight here.

Technique
Growth

Direction

Max NW

Length

Large-Scale NW

Networks?
On Si?

SA-VLS Vertical/Tilted >20µm No Yes

TASE [215–217] Any <10µm No Yes

SAE In-Plane >1 mm Yes No

Table 2.3 – Comparison of patternable NW growth approaches.

SA-VLS is a method for nanowire growth similar to SAE where an oxide mask is patterned with

holes exposing the substrate beneath. However, the first step in the growth is the deposition

of a catalyst droplet such as Ga into these holes before growing NWs via the standard VLS

approach. Note, vertical SA NWs can also be grown without a liquid catalyst using a vapour-

solid approach, however, they have very similar characteristics to VLS NWs and have therefore

been omitted from the comparison in Table 2.3. This technique is useful for growing NWs in

the 〈111〉 direction [218] which can also be used to grow tilted wires on (100) substrates [219].

The NW length by VLS is theoretically unlimited and it has the advantage that this approach

works well for growing NWs on silicon substrates. The drawback of this approach is that

horizontally-oriented wires are quite difficult to grow, as are reliable intersections between

NWs. As such, it is not a viable approach for growing large-scale NW networks.

TASE is an approach that can be described as SAE extended into the third dimension. Instead

of a 2D oxide mask, TASE, uses patterned silicon on insulator substrates, oxidation and

selective Si etching to create a three-dimensional growth template of SiO2 [215, 216]. This

template is then used to constrain the growth of III-V crystals to create complex nanostructure

geometries with favourable electrical properties [217]. Due to the very low surface diffusion

length of elemental As2 and As4, TASE is only possible when using metal-organic As precursors

with large diffusion lengths on SiO2, such as in MOCVD. In this case, the precursors diffuse

along the SiO2 template walls until they reach the Si substrate where they finally dissociate,

depositing their elemental growth constituents and thus nucleating crystal growth. Due to

this necessity of having precursor diffusion down to the Si surface, TASE NWs grow at a rate of

about 1µm/h and their maximum length is fundamentally limited by the diffusion length of

the precursors which is generally on the order of a few microns [216]. Large-scale TASE NW

networks have thus far not been demonstrated but it is worth mentioning that TASE networks

may be challenging to realize due to formation of APBs during the merging of NWs.

In comparison to these two methods, SAE NWs offer certain benefits with few drawbacks. The
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growth direction is not as flexible as TASE, however, following certain specific crystallographic

directions, NWs can typically be grown in at least three directions on the substrate [108–113].

This, combined with no limitation on the maximum NW length makes it an ideal approach

for growing NW networks. Though, the greatest disadvantage of this approach is that so far

integration on Si remains very difficult and has not been demonstrated. The integration of

SAE NMs on silicon is the topic of Chapter 5.
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2.4 Electrical Transport

Due to the electrical nature of computers, including those of the quantum variety, knowledge of

the behaviour of electrons and holes within the materials used is essential to the understanding

and optimization of their operation. This section serves to remind the reader of the most

important concepts that are relevant to the understanding of the research goals and direction

of this thesis. I begin with the basic concepts of classical semiconductor transport before

touching on a few topics which become important when size reduction gives rise to tangible

quantum effects.

2.4.1 Classical Transport in a Semiconductor

The discussion of classical transport in a semiconductor in this thesis will assume some basic

prior exposure to the concepts of semiconductor band structure, doping and carrier mobility.

There are several textbooks [220, 221] that have been written on the subject and the reader is

encouraged to refer to these for a more in-depth approach to the topic.

As a recap, the concept of an electrical band diagram consists of a low-energy valence band

that represents the nominally-occupied electron states while the higher-energy conduction

band represents all of the nominally-unoccupied electron states. At the lowest possible energy

of the system (ie: temperature of absolute zero), all states in the valence band are filled while

all states in the conduction band are empty. The degree to which the valence band and

conduction band differ in energy is called the bandgap. The bandgap changes according

to material and this difference is what classifies the material as a conductor, insulator or

semiconductor.

In a conductor (such as a metal) the valence electrons are weakly bound to the nuclei in the

crystal lattice and as such, it is not very energetically-expensive to hop to empty neighbouring

lattice sites and consequently, the bandgap in the material is considered to be zero. If a voltage

is applied to the material, the drift and diffusion of mobile carriers in the material give rise to

a measurable electrical current.

In the case of an insulating material, the electrons are strongly-bonded to each nucleus and/or

there are no neighbouring lattice sites to which it is energetically favourable to hop. This is

represented in the band structure as a large bandgap (∼4eV or greater). In these materials, an

applied voltage does not cause a significant current to flow and thus they are called insulators.

In between these two extremes are semiconductors. These are considered to be materials

that are insulating at absolute zero but at higher temperatures, thermal energy is enough to

overcome the bandgap and make them conductive. By convention, these types of material are

considered to have bandgaps in the range of 0 to ∼4eV.
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Conductivity

Conductivity is arguably the most important concept in semiconductor transport as it is the

most easily electrically-measurable property of a material. This means that in many experi-

ments, as well as practical applications, it is the change in conductivity that is fundamentally

at the centre of measuring the presence of some phenomenon or that is responsible for an

operation in a CPU.

Conductivity in a semiconductor is a function of both the free carrier concentration (number

of charges) and the mobility of those carriers (roughly the speed at which they travel in the

material). In a semiconductor, we can have two types of carriers, electrons and holes. Holes

are simply an empty lattice site in a sea of electrons which has a net positive charge. Similarly

to electrons, this pseudo-particle can travel and behaves as if it were its own positively-charged

particle. By analogy, we refer to holes in the same way we refer to bubbles underwater, despite

them being simply voids in a medium.

The total conductivityσ in a material is thus composed of the contribution from both electrons

and holes, taking into considering the concentrations (n and p, respectively) and mobilities

of both (µn and µp , respectively), as described by Equation (2.2), where q is simply the

fundamental charge constant.

σ= nqµe +pqµh (2.2)

Doping

Extrinsic doping is the method by which carriers are added to the conduction band or valence

bands by adding impurities to the material. This is a method used to change the carrier

concentration (and by extension the conductivity) in a semiconductor by adding impurities.

By adding dopant impurities with extra valence electrons (n-type) or with fewer valence

electrons (p-type), we can add electrons to the conduction band or holes to the valence band,

thus influencing the free carrier concentration. It is also important to note that if both n and

p-type dopants are added to a material, the resulting holes and electrons recombine with each

other forming a compensation-doped material with a net free carrier concentration that is

lower than either of the added dopant concentrations.

In silicon (group IV), a common n-type dopant is phosphorus (group V) while a common p-

type dopant is boron (group III). For compound (III-V) semiconductors such as GaAs, group IV

materials such as silicon and carbon can be used as dopants [222]. What complicates matters

is that depending on which lattice site (Ga or As) the impurities go to, the effect of doping can

be p-type and n-type [223, 224]. Furthermore, at high doping concentrations, the dopants

become less efficient due to the formation of defects so the overall carrier concentration of

the material does not increase much beyond this point [225].
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Mobility

Along with carrier concentration, mobility is the second important contribution to the con-

ductivity in a material. As discussed previously, when a voltage is a applied to a material it

creates an electric field and causes the charge carriers to drift. Formally, mobility is defined as

the constant of proportionality between the carrier drift velocity vd and electric field E in the

material, as described by Equation (2.3).

vd =µE (2.3)

In a diffusive medium, the carriers are accelerated by the electric field but at the same time,

they are also slowed down due to scattering processes. The average velocity of these carriers,

taking into account the scattering, is the drift velocity. Various kinds of scattering processes ex-

ist, including phonon scattering [226–229], ionized impurity scattering [230, 231] and interface

scattering [232–234], all of which negatively affect the mobility of the material. As described

by Matthiessen’s rule in Equation (2.4), the overall mobility in a material can be calculated as

the reciprocal sum of all individual scattering-limited mobility components. Each mobility

component corresponds to the mobility of carriers in the presence of only a single particular

scattering mode.

1

µT
= 1

µ1
+ 1

µ2
+ ... (2.4)

Furthermore, these scattering mechanisms are temperature-dependent, as shown in Fig-

ure 2.12. For example, phonon scattering is dominant at high temperatures while at low

temperatures lattice phonons are suppressed, reducing this form of scattering while other

scattering mechanisms, such as impurity scattering, become dominant.
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Figure 2.12 – Temperature-dependence of mobility in a GaAs sample, showing the temperature
dependence of various scattering mechanisms. Reproduced from Wolfe et al. [229] with
permission from AIP Publishing.

2.4.2 Figures of Merit

When optimizing any system, quantitative (and measurable) performance metrics, also known

as figures of merit, are essential. These serve as a point of comparison between iterations to

reach an optimal result. In the current work, the goal was to build a NW structure to host MFs

in future experiments. Therefore, the performance metrics, in this case, were low disorder,

measured as long elastic mean free path and coherence length, combined with a high spin-

orbit interaction (SOI) in the material, measured by a short spin-orbit length. These figures of

merit are broken down in more detail in the following subsections.

Elastic Scattering Length, le

The first figure of merit to consider is the elastic scattering length le , also called the electron

mean free path. This quantity describes the average distance an electron travels before it is

scattered by one of many possible scattering processes. To conserve the properties of the

electrons, we try to make le as long as possible. Scattering processes can be either elastic

(energy and phase conserving) or inelastic (changing energy, adding phase error). le does not

distinguish between these two types of scattering events, so an increase in the frequency of

either one will result in a lower le .
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Phase Coherence Length, lφ

The phase coherence length lφ is a figure of merit describes the distance that a carrier travels

on average before its wave function has accumulated enough phase error (through inelastic

scattering events) that any information encoded in the phase is lost. The significance of this

value is that in a quantum computer, all quantum states must remain coherent throughout

a calculation for quantum interference effects to take place and produce the desired result.

Therefore, lφ should be made as long as possible to minimize disruption to the quantum

information in the system.

Spin-orbit Length, lSO

A last important semiconductor property for the chance of observing MFs is having a material

with large SOI. SOI coupling is a material property that describes how closely the spin of the

electrons couple to their orbital angular momentum around the nucleus. Heavier materials,

such as InAs and InSb have higher spin-orbit coupling as they have more positively-charged

protons in their nuclei which couple more strongly to the electron spin. The effect of SOI is

that as electrons move through the material, they feel a relativistic effective magnetic field

which causes their spin to precess due to Larmor precession.

To experimentally measure the SOI, we can measure the spin-orbit length lSO . This value

represents the average length that an electron with a well-defined spin travels on average

before its spin is fully randomized due to spin-dephasing scattering events [235]. Each scat-

tering event causes the electron to change momentum, thus changing its position in k-space

and experiencing a different effective magnetic field due to SOI. The result is that after each

scattering event, the electron spin precesses around a different axis, and multiple scattering

events eventually cause the spin to become fully randomized. The stronger the SOI, the faster

this happens and as a result, lSO is inversely proportional to SOI strength.

As a final note, in diffusive mesoscopic systems, the relationship between lSO and lφ is impor-

tant as it defines whether or not quantum backscattering in the material will be enhanced or

reduced. This effect is described in more detail in Section 2.4.4.

2.4.3 1D Transport

Up until now, I have been describing the basics of electrical transport in the classical case,

however, the picture changes significantly when we begin to enter the mesoscopic regime

between macroscopic and nanoscopic systems. The dimensionality of a mesoscopic system is

defined by comparing its size to lφ [235]. Starting from a 3D system, a dimension is removed

for each dimension in which lφ is smaller than the size of the system. For example, a 2DEG is

a 2D system because it is only confined in the vertical direction. Similarly, a nanowire can be

considered a 1D system because it is confined in two dimensions while a quantum dot is an

example of a 0D system. From now on I will only discuss transport in 1D systems as they are

31



Chapter 2. Theoretical & Experimental Foundations

the only relevant system to this thesis work.

Therefore, a 1D mesoscopic system will have lφ >W and lφ < L. Where W is the width of the

NW and L is the length of the NW. This feature of having a long lφ compared to the NW width is

what differentiates quantum transport from classical transport due to the effects of quantum

interference, something that is not visible in classical systems. Based on the size of the electron

mean free path, 1D mesoscopic transport can be broken down into three regimes: diffusive,

quasi-ballistic and ballistic transport. These three regimes are summarized in Figure 2.13.
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Figure 2.13 – Description of different transport regimes, depending on the mean free path in
the material.

Diffusive Transport

Diffusive transport occurs in systems with high scattering rates. In such systems, the electron

mean free path is shorter than both the width and length of the NW. Although the electron

mean free path is shorter than the width, the phase coherence length can be much longer, thus

quantum effects still need to be considered in such systems to fully describe their electrical

transport properties. An example of diffusive transport will be discussed later in this thesis in

the case of Si-doped InGaAs NWs in Section 3.1.

Ballistic Transport

In systems with very little scattering, the mean free path can be much longer than both

the width and length of the NW. Thus, most electrons can travel on a straight (ballistic)

path through the NW. This second type of transport is called ballistic transport and has the

interesting feature that the resistance becomes independent of NW length in this regime. A

further feature of ballistic transport is the quantization of conductance which takes place as a

function of applied gate voltage. This effect appears due to charge quantization under reduced

dimensions which results in a finite number of conductance channels conducting in the NW

at any given time. A nice example of ballistic transport across InAs NW junctions was recently

shown by [217].
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Quasi-ballistic Transport

Finally, in between the diffusive and ballistic transport regime, we have the quasi-ballistic

regime. In general, we can consider the quasi-ballistic regime to encompass the case where

electron mean free path is longer than the NW width but not as long as the NW length.

2.4.4 Magnetoconductive Effects

Magnetoconductance refers to the change in a material’s conductance as a function of an

applied magnetic field. Along with applying an electric field, applying a magnetic field is one

of the few ways through which the carriers in a material can be manipulated by macroscopic

means. Furthermore, magnetic fields have the important effect of influencing the trajectory of

electrons in the material by the Lorentz force, thereby also affecting their quantum properties.

Thus, the magnetoconductive properties of a mesoscopic system offer insight into the quan-

tum behaviour of electrons in the material from which quantum figures of merit such as le , lφ
and lSO can then be deduced. In this subsection, the phenomena of weak localization (WL)

and weak anti-localization (WAL) will be summarised due to their relevance in the electrical

characterization of the NWs studied in this thesis. If the reader is interested, references for a

more mathematically rigorous treatment of these phenomena are given here [236–238].

Coherent Backscattering

In a classical system, knowing the initial conditions and classical equations of motion, it is

possible to deterministically calculate the trajectory of a particle through a medium. As such,

there is only one possible path for the particle to take given a set of initial conditions. In

a quantum system with sufficiently long coherence length, this is not the case as there is a

probabilistic distribution of infinitely-many possible paths that must be considered. Thus, to

calculate the conductivity of the material in the quantum regime, all possible paths and their

probabilities must be considered in a superposition. Because of this quantum treatment, there

is the possibility of quantum interference between electrons paths resulting in a conductivity

that is not explained classically. Quantitatively, a system will exhibit WL when lSO > lφ > le

while lφ > lSO > le will lead to WAL [235].

The path which makes the difference in the quantum correction to conductivity, in the case of

WL and WAL, is the backscattered path. This means any path in which the electron follows a

loop, changing momentum by multiple elastic scattering events and eventually returning to

its original position. Figure 2.14 shows the behaviour of an electron (and its spin) in a diffusive

system as it scatters around a closed path. The red path represents the time-reversed path of

the electron around the loop. In the absence of strong SOI, the electron spin is unaffected by

the elastic scattering events around the path and so the spin does not precess. When looking at

the probability of obtaining the state containing these two time-reversed paths, it is observed

that the interference terms between the two possible paths add up to increase the overall
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probability of the backscattered path. As such, coherent backscattering is enhanced by a factor

of two above the classical case which does not take into account the quantum interference

terms. This leads to a decrease in conductivity G at zero magnetic field. When a magnetic field

is applied, the Lorentz force on the electrons causes their trajectories to curve, thus breaking

time-reversal symmetry and destroying the quantum interference between the two paths [237].

At high fields, the conductance values return to that of the classical prediction.

e- e-
no SOI

B

G

with SOI

B

G

Weak 
Localization

Weak 
Anti-Localization

Figure 2.14 – Depiction of a possible electron scattering path (black) and the time-reversed
path (red) both with and without SOI with electron spins shown as arrows.

With strong SOI, the electron spin precesses in the SOI-induced magnetic field due to Larmor

precession. Each scattering event slightly modifies the axis around which the spin is precessing

and over time the spin is modified. In the mathematical treatment, again calculating the

probability of the two time-reversed paths, this time taking into account the spin precession,

it is observed that the interferences terms this time reduce the probability of observing the

backscattered paths to one half of the classical value. This then leads to an increase in

conductivity G at zero magnetic field which again approaches the classical value at high

magnetic fields due to breaking of time-reversal symmetry.

Lastly, it has been reported that the conductance regime can be tuned. There are two com-

ponents that make up the total SOI in zincblende crystals: so-called Dresselhaus SOI arising

from atomic crystal inversion asymmetry and Rashba SOI arising from structural/geometrical
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inversion asymmetry such as the presence of an interface [239–241]. Reports have shown

that the degree of Rashba SOI can be tuned in a semiconductor by inducing asymmetry ei-

ther structurally [242, 243] or by applying an electric field [244, 245] resulting in a transition

between WL and WAL regimes.

2.4.5 Surface States and Fermi Level Pinning

In nanostructures with higher surface-to-volume ratios, the surface states contribute greatly to

the overall electrical properties. On any crystal surface, the atoms naturally rearrange into the

most energetically favourable position, creating a certain surface reconstruction that differs

from the bulk crystal, as mentioned in Section 2.1.3 in the context of epitaxial growth. The

surface reconstruction also has implications for the electrical properties of the crystal because

it defines which kinds of surface states are formed. Both intrinsic (ex: dangling bonds) and

extrinsic (ex: dopants) surface states are important in determining the resulting the band

structure at the surface of the crystal. The effect of ionized surface states is the appearance

of a surface charge density which causes surface band bending. This band bending fixes the

Fermi level at a certain potential at the surface and is referred to as Fermi level pinning. The

potential at which the Fermi level is pinned is entirely dependent on the types of surface states

that are present. The band bending at the surface of various semiconductors is compared in

Figure 2.15.
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Figure 2.15 – Diagrams of how surface Fermi level pinning affects different semiconductors.
a) Si surfaces passivated by SiO2 are not pinned due to the perfect passivation and lack of
surface states. b) GaAs surfaces with a native oxide are pinned in the middle of the band-gap.
c) InAs surfaces with a native oxide are pinned in the conduction band. (Note: energies are
not to scale)

In the case of Si (111), in vacuum the surface states cause the Fermi level to be pinned in the

mid-gap [246], however upon exposure to oxygen, the surface states were entirely passivated

and led to the unpinning of the Fermi level at the surface [247]. The availability of this nicely-

behaved oxide on silicon is one of the main reasons for its widespread use in the semiconductor

industry. On the other hand, in III-V materials the oxides are not as well-behaved and generally
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do not passivate the surface well. Pristine GaAs (110) in vacuum, for example, does not have

its Fermi level pinned due to lack of surface states with energies within the bandgap [248].

However, the addition of oxygen to the surface causes strain and break-up of the chemical

bonds at the GaAs surface. This leads to defects which pin the Fermi level in the mid-gap even

with just 3% oxide surface coverage for both n-type and p-type samples [249].

On InAs (110) surfaces however, it has been widely reported that the Fermi level gets pinned

in the conduction band due to a surface electron charge density on the order of 1×1012 cm−2

[250–254]. Though in certain cases, namely on InAs (110) non-polar surfaces just after cleaving,

flat-band conditions were reported as in GaAs [255, 256]. However, after a certain time, even

in ultra-high vacuum (UHV) conditions, surface states begin to appear due to adsorption

of hydrogen atoms [257, 258]. Adsorbates and oxidation have also been reported to lead to

surface accumulation on InAs (110) surfaces [259–263].

In an bulk undoped semiconductor, the Fermi level falls approximately in the middle of the

bandgap (the exact value depends on the density of states in the conduction and valence

bands). In nanostructures with a large surface-to-volume ratio, the effect of surface states

plays a very important role in the properties of the material. If the surface of a semiconductor

were perfectly passivated, the Fermi level would be that of the bulk. However, this is rarely

found to be the case in III-V materials due to the presence of surface states. Tersoff [264]

suggested that the relevant gap to consider is the indirect gap rather than the direct gap in the

Γ-valley because the indirect gap spans a larger region in k-space and is more representative

of the overall conduction band properties. In Figure 2.16 we can see qualitatively how the

indirect mid-gap energy EB can predict why the Fermi level is pinned close to the direct

mid-gap Eg /2 in AlAs and GaAs, while pinning the Fermi level in the conduction band of InAs.

The arrows represent how changing the group III and group V element affects the conduction

band minimum (CBM) and valence band maximum (VBM), respectively. Heavier group III

elements cause the CBM to decrease in energy, while lighter group V elements cause the VBM

to decrease in energy.
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Figure 2.16 – Schematic of band alignment in various III-V semiconductor materials showing
the branch-point energy close to which the Fermi level is pinned. Adapted from Piper et al.
[265] with permission from the American Physical Society.
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2.5 Experimental Methods

This section serves to elucidate the techniques employed to obtain the results in this thesis.

The important experimental techniques in this thesis can be divided into two categories:

growth and characterization. First, I will discuss the details of MBE growth from an experimen-

talist perspective. Second, I will move to the optical characterization of samples, including

sample preparation by FIB followed by TEM imaging and energy-dispersive x-ray spectroscopy

(EDS) for obtaining elemental maps. It is worth mentioning that although scanning electron

microscopy (SEM) was used extensively throughout this work to characterize all MBE-grown

samples, it will not be described here because it is has become such a mainstream technique

that the reader can read up on if they wish outside of the context of this thesis [266].

2.5.1 MBE

Since the 1960s, where much of the growth was performed by chemical vapour deposition

(CVD) at high pressures and high temperatures, there was significant push to develop growth

techniques at lower temperatures and lower pressures. The motivation for this was to decrease

both solid-state diffusion of layers as well as the presence of unwanted dopants in the final

materials [267]. In this direction, the first report of SAG of GaAs by MBE was in 1975 from Bell

labs where Cho and Ballamy grew samples at very low pressures in comparison to CVD meth-

ods [268]. They used growth temperatures between 530 ◦C and 670 ◦C and growth pressures

of around 1×10−7 Torr. The resulting films were monocrystalline within the openings in the

SiO2 but polycrystalline and insulating on top of the SiO2 mask. Their very low selectivity was

possibly due to the quality of their CVD oxide mask.

MBE is an approach used to grow high-quality crystals of various materials, including Si,

III-V and some oxide-based semiconductors. The advantages of the technique are that the

growth is performed under ultra-high vacuum conditions using ultra-pure (99.9999%) source

materials, which means that the resulting material is also extremely chemically pure. At the

same time, the growth can be performed in a large range of substrate temperatures from 0 ◦C

up to 800 ◦C (in our system) while purpose-built high-temperature MBE chambers can go

as high as 1850 ◦C [269]. At the other end of the scale, certain MBEs can reach temperatures

below −30 ◦C for the epitaxial growth aluminium superconductors on InAs [95]. The high

growth temperatures allow for high crystal-phase purity in the materials that are grown. As

a result, both the high chemical and phase purity means that MBE growth can produce a

material with figures of merit close to the material’s theoretical limits. For example, researchers

working on state-of-the-art GaAs/AlGaAs 2DEG devices can consistently produce devices with

low-temperature electron mobilities exceeding 1×107 cm2/Vs [270, 271].

In the next sections, I will describe in detail the MBE system used for this work, including the

features of the growth chamber itself, followed by the capabilities of the cluster as a whole.
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Growth Chamber

A schematic diagram of our MBE growth chamber is shown in Figure 2.17. The chamber

is composed of a rotating substrate holder, referred to as the manipulator, which rotates at

7 rpm with infrared heating of the sample from the top (back of sample). A thermocouple

is located on the manipulator allowing for temperature feedback, taking into account that,

around the growth temperature, the sample surface is generally about 120 ◦C colder than the

thermocouple reading (depending on holder and sample).

Cryopanels Cryopanels

RHEED Gun

RHEED
Screen

Material Sources

Substrate
Holder

CryopumpCryopump

Beam Flux Monitor

Figure 2.17 – Diagram of the internals of our MBE system.

The sample is loaded facing downwards, with the material sources located in the bottom part

of the chamber. Each cell is loaded in one of the ten ports and has a pneumatically-actuated

shutter (not shown) in front of it to achieve binary control over the fluxes. As shown in Table 2.4,

there are three main kinds of cells used in our MBE which will be described in more detail. All

cells, regardless of type, are water-cooled by an open-circuit cooling water line, preventing the

rest of the chamber from heating up significantly during cell operation.

The group III materials (Ga, In, Al) were supplied to the substrate using solid-source effusion

cells. In these cells, the material is melted in a crucible and heated to the point where its

vapour pressure exceeds the pressure in the growth chamber(∼1×10−10 Torr). At this point,
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Material Cell Type Standby Operation

Gallium Effusion 550 ◦C 900-1000 ◦C
Indium Effusion 515 ◦C 760-850 ◦C

Aluminium Effusion 750 ◦C 1000-1120 ◦C
Arsenic Valved Cracker 374 ◦C 374 ◦C

Antimony Valved Cracker 380 ◦C 450 ◦C
Silicon (Dopant) Sublimation 10 A 20-40 A
Carbon (Dopant) Sublimation 10 A 20-40 A

Table 2.4 – Summary of growth materials loaded in our solid-source MBE, including cell types
and rough operating parameters.

atoms begin to be ejected from the crucible and travel towards the growth substrate along a

straight (ballistic) trajectory due to the high vacuum in the chamber. The flux is then controlled

by the cell temperature and higher deposition rates are achieved simply by heating the cells to

higher temperatures.

Due to their high vapour pressure in the solid phase, the group V materials (As, Sb) were

supplied by solid-source valved cracker cells. In this type of cell (depicted in Figure 2.18), the

bulk of the material is kept at a constant temperature (in the solid form) while the growth flux

is controlled by a needle valve. This also allows for greater flux stability and reproducibility as

the material is generally not ramped up or down like effusion cells. However, the Sb cell in our

system still has to be ramped during operation for two reasons. First, its needle valve cannot

be fully closed, leading to a small leak into the chamber on the order of 1×10−9 Torr even at

0% valve opening when the bulk is hot. Second, its location directly underneath the ion gauge

means that the measured chamber pressure will never reach transfer conditions needed for

sample removal unless the Sb bulk is ramped down to ∼380 ◦C.

For doping, the chamber is equipped with two solid wire sublimation cells (Si, C). These are op-

erated by running a current through them causing them to heat up to ∼1000 ◦C and begin emit-

ting an atomic flux suitable for doping. These cells were not proportional–integral–derivative

(PID)-controlled but rather current-controlled with higher currents corresponding to higher

dopant fluxes.

The UHV conditions are achieved in part by the dual cryopumps (CTI Cryo-Torr 10 and CTI

Cryo-Torr 8) located on either side of the growth chamber fed by a closed-loop helium circuit.

The helium is supplied by compressors located outside of the lab. The cryopumps are assisted

by two cryopanels fed by a liquid nitrogen supply line and vented outside (open-loop). With

this configuration, the nominal base pressure achieved by the system is ∼1×10−10 Torr.

Pressures are measured using a standard ion gauge equipped with dual filaments for redun-

dancy. A second ion gauge is mounted on a retractable arm and is referred to as the beam

flux monitor (BFM). This filament is used exclusively for flux calibration of the cells when it is
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inserted into the middle of the chamber, below the sample. Here, in the path of the material

fluxes, it can measure the beam equivalent pressure (BEP) which is related to the rate of atoms

arriving on the substrate.

The BFM calibrations are combined with reflectance high-energy electron diffraction (RHEED)

calibrations which are more time-consuming to perform, though more accurate as they di-

rectly measure the monolayer growth-rate of the III-V semiconductors. RHEED was performed

using a 12 keV electron gun shooting electrons at a grazing angle of a few degrees towards

the sample. Opposite the RHEED gun is a phosphorescent screen for visualising the RHEED

patterns combined with a leaded viewport to block any x-rays. The RHEED growth rate can be

related to the measured BEP allowing for more frequent, quick calibrations by BFM. In general,

RHEED calibrations were performed once a year with BFM calibrations performed every 2-3

months, depending on flux stability and frequency of growths.

For monitoring temperature reproducibility, the chamber is equipped with a pyrometer.

Recently, this has been augmented with the installation of an infrared-transparent ZnSe

viewport and a high-definition infrared camera allowing us to obtain detailed images of the

temperature distribution on the sample during growth.

As2 vs As4 Flux

Due to the majority of our growths being III-As compounds, the most important cell in our

MBE is the As cell. The As cell used in the growth of these structures is a Veeco valved cracker

cell, a diagram of which is shown in Figure 2.18. It functions differently than the standard

effusion cells used for the Group III materials in both its containment and release of the growth

material. The area of the cell that contains the bulk As material is a separate chamber, called

the As tank. It is maintained in the range of 350-400 ◦C (depending on how full it is) and is

kept at a constant temperature throughout a growth. At these temperatures and pressures,

the solid As sublimates into mostly As4 molecules which are released through a needle valve

controlled by a stepper motor to create a finely-adjustable flux. The As4 molecules then travel

down a heated tube called the cracking zone which, depending on its set temperature, can be

used to crack the As4 molecules into smaller As2 molecules.

Depending on if As2 or As4 is used during growth, different growth results can be observed.

Typically in our group, for NW growth, the cracker is set to a relatively low temperature of

600 ◦C and produces mostly As4. The As4 flux gives Ga atoms a longer diffusion length on the

substrate [214], and as a result, As4 is more desirable for vertical NW growth where the Ga

diffusion up the NW sidewalls is a significant source of Ga feeding the growth [272].
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Figure 2.18 – As cracker cell diagram.

MBE Cluster

The MBE growth chamber makes up only part of the whole vacuum system. A drawing of

the overall MBE cluster built by DCA is shown in Figure 2.19. The system of UHV chambers

takes on a planetary configuration around a single central chamber. What makes this system

particularly user-friendly and compact (but at times also a headache to maintain) is the robotic

manipulator arm located in the central distribution chamber. From the moment the cassette

of eight samples is loaded into the load-lock, until the moment they are unloaded, the robot

arm performs all of the sample manipulations between various chambers. As a result, the

whole degassing and growth process can be performed remotely from the office.

When the time comes to perform a growth, samples are loaded in the load-lock cassette and

the load-lock chamber is pumped down. Halogen lamps heat the load-lock to 150 ◦C for

2 h to get to UHV conditions. At which point, the samples are transferred into the storage

chamber one at a time. From here, the samples are transferred from the storage chamber to

the degassing chamber and degassed one at a time for 2 h at 400 ◦C or 600 ◦C for GaAs or Si

substrates, respectively. After degassing, samples can be transferred into one of the growth

chambers for MBE growth. After growth, the samples are again transferred to the load-lock

cassette and unloaded. In this thesis, the hydrogen chamber and #2 growth chamber were not

used.
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Figure 2.19 – Diagram of MBE cluster.

2.5.2 TEM

The samples grown in the context of this PhD thesis were characterized in various ways.

Structural characterization of the growths made up the majority of the analysis, with only

select samples being further characterized electrically or by more advanced characterization

methods such as atom probe tomography (APT). All samples were imaged by SEM to get an

initial idea of the growth quality by looking at NM uniformity and faceting. The resolution of

SEM is orders of magnitude better than optical microscopy, however, the minimum practical

resolution of about 5 nm is still too large for imaging crystal defects. Furthermore, high-

resolution chemical contrast was also desired. Therefore, further analysis of a selection of

membranes was then performed by various TEM techniques to shed light on the crystal quality

and elemental distribution in the NWs.

TEM can be broadly described as a collection of techniques in which high-energy electrons

passing through a sample are imaged to gain information about it. Theoretically, one benefit

of TEM, compared to the other popular imaging technique, SEM, is due to the high electron

energies used. The de Broglie wavelength of a 3 keV electron typically used in SEM is about

410 pm whereas for a 200 keV electron typically used in TEM the de Broglie wavelength is
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only 6 pm. This means that the diffraction-limited resolution of a TEM is substantially higher.

Though, in practice, unlike optical microscopy, factors such as magnetic lens aberrations and

electron interactions with the sample generally limit the resolution before the diffraction limit

is reached.

A diagram of the typical internals of a TEM microscope is shown in Figure 2.20. The TEM

microscope used throughout this PhD was an FEI Tecnai Osiris microscope, installed at EPFL

in 2011. It consists of a high-brightness 80-200 keV field emission gun (FEG), a pole piece with

four EDS silicon drift detectors (SDDs) for x-ray analysis and has a scanning transmission

electron microscopy (STEM) resolution of 0.18 nm. Furthermore, this microscope is equipped

with a bright-field (BF), two annular dark-field (ADF) and a high-angle annular dark-field

(HAADF) detector for STEM imaging. A double-tilt sample holder was used to align the sample

along the desired zone axis.

X-ray detector

Condenser lenses

Objective aperture 

Selected area aperture

Objective lens

Condenser aperture

STEM scan coils

Anode

Electron source

Viewing screen

Sample

Projector lenses

BF, ADF, HAADF
detectors

CCD camera

Figure 2.20 – Diagram of modern TEM column, similar to the FEI Tecnai Osiris microscope
used in this thesis. Adapted from [273] with permission from Elsevier.
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To help describe the electron path during TEM mode operation, Figure 2.21 has been included

here. In traditional TEM mode, the condenser lenses are set such that the sample is illuminated

by a large, parallel beam of electrons. The electrons diffract within the sample and exit the

other side. The objective lens then serves the purpose of focusing the electrons into what is

known as the back focal plane, in line with the objective aperture. Here a reciprocal-space

image is formed and is where a diffraction pattern would be observed for a crystalline substrate.

The objective aperture can be used to select a single diffraction spot to perform dark-field TEM.

Below this, an intermediate image of the sample is formed at the level of the selective-area

diffraction aperture. Similarly, an aperture can be inserted here and a smaller portion of the

sample can be selected to get a diffraction pattern from only this region. Finally, the adjustable

intermediate and projector lenses work together to project either the reciprocal space image

or the real space image onto the charge-coupled device (CCD) camera below. By adjusting

the current in the bottom two lenses, the user can thus switch at will between imaging and

diffraction modes.
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Figure 2.21 – Diagram showing electron path for bright-field TEM imaging vs. diffraction mode
imaging.
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STEM

STEM is a flavour of TEM where the incident beam is converged to a sub-nanometre spot and

rastered across the sample, similar to SEM. Unlike conventional TEM where the scattered elec-

trons are directly imaged on a single CCD detector, in STEM multiple annular CCD detectors

are used.

The consideration of electron interactions with the sample, as shown in Figure 2.22, is an

important consideration for understanding the resolution advantages of STEM compared to

SEM. In both cases, the electron beam penetrates the sample, spreading as it does so. In SEM,

relatively low-energy secondary electrons can only escape relatively close to the surface while

elastically backscattered electrons have more energy and thus can be emitted from deeper

within the sample. Finally, for chemical mapping, x-rays interact very little with the substrate

and thus are emitted from a large volume under the beam, resulting in a very low resolution

for chemical mapping in SEM.
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Figure 2.22 – Comparison of resolution limits due to interaction volumes in SEM vs STEM.

A significant advantage of TEM over SEM is the fact that the higher-energy 200 keV beam

does not spread as quickly as the 3 keV beam when it travels through the sample. The second

advantage in TEM stems from the fact that the sample is much thinner, thus the beam does

not spread very much before it exits the sample, resulting in a significantly smaller interaction

volume. This smaller interaction volume is also a significant advantage for chemical mapping

by x-ray spectroscopy techniques because in STEM, due to the small sample thickness, the

resolution of EDS is significantly better.
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EDS

EDS is an approach used both in SEM [274] and STEM [275–277] which enables elemental

mapping of a sample by measuring the x-ray signal emitted from the sample. Over the years,

advancements in aberration correction, x-ray spectrometry and computational speed have

made it possible to perform chemical mapping down to the atomic limit [278]. Today, this

option is available in many high-end aberration-corrected commercial microscopes.

Figure 2.23a shows the process by which x-rays are produced from the atoms of the sample.

Inner electrons close to the nucleus get scattered by the high-energy electron beam. An outer-

shell electron then jumps down to fill the vacancy and releases its surplus energy in the form

of an x-ray photon when doing so. The resulting photon energy is in the range of a few to

several keV. Each element has multiple such transitions that can occur, depending on which

electron is scattered and which electron takes its place. This is summarized in Figure 2.23b

showing the different transitions in a single atom and their corresponding names.
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Figure 2.23 – Depiction of how x-rays used in EDS are produced in the TEM column.

The key point which makes EDS such a powerful tool is that for each element these transitions

all have different energies, and thus each element has an x-ray fingerprint by which it can

be uniquely identified. In practice, however, with multiple elements in a single sample, this

becomes more challenging due to overlapping x-ray peaks. Going a step further, by taking into

account sample geometry and absorption effects, elemental quantification becomes possible

to within a few percent error. This was, therefore, an essential tool in quantifying the material

purity of samples grown in this thesis, specifically when looking at the In concentration in

InGaAs NWs, as well as when looking at intermixing between InAs and GaAs.

The FEI Tecnai Osiris microscope used in this thesis was specially-equipped for high-speed and
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high-sensitivity EDS spectroscopy thanks to its four Super-X SDD x-ray detectors built into the

pole piece, just above where the sample sits in the column. These four liquid nitrogen cooled

detectors integrate the x-ray signal from an exceptionally large area and as a result, offer a larger

signal to noise ratio over conventional single or double detector setups. Additionally, a low-

profile double-tilt sample holder based on beryllium components and specifically designed

for minimizing x-ray absorption and background x-ray signal was used in all investigations.

2.5.3 TEM Sample Preparation

Proper sample preparation for TEM analysis was critical to obtain good images and was often

even more time-consuming than the imaging itself. Here I explain the three methods that

were explored to prepare TEM samples. A summary of the pros and cons of these methods is

shown in Table 2.5.

Technique Dry Transfer Ultramicrotomy FIB Lamella

Time/Cost Low (10 min) Med. (2 h) High (4 h)

Difficulty Easy Med. Hard

Yield (NMs) High (>100) Med. (>10) Low (<10)

Selectivity Low Med. High

Cross-section? No Yes Yes

Min. NM Height ∼200 nm ∼500 nm 0 nm

Min. Achievable

Thickness
Sample thickness ∼50 nm ∼20 nm

Table 2.5 – Comparison of TEM preparation techniques.

From this comparison, we see that dry transfer is the easiest approach, while FIB is the

most arduous. However, the difficulty, cost and low yield of FIB are offset by the fact that this

technique offers unparalleled selectivity without a restriction on minimum NM height because

it does not rely on the mechanical scraping/peeling to remove the nanostructures from the

substrate. Ultramicrotomy was also tried as a compromise between the two previously-

mentioned techniques because it offered the ability to prepare cross-section samples without

the use of FIB. However, the peeling of NMs from the substrate by epoxy embedding means

the NMs need to be at least about 500 nm tall or they will not be removed reliably. Due to this

limitation, this approach was abandoned after the first few samples, as typical NMs grown in

this thesis were about 300 nm tall. The technique, however, is still included in the comparison

for completeness.
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Dry Transfer

Dry transferring of grown samples onto a copper carbon TEM grid was the simplest TEM

sample preparation approach used in this work. Due to its speed, ease of implementation,

low-cost and large yield, it is by far the most common sample preparation technique for

analysing MBE-grown nanostructures in our lab. The technique consists of mechanically

transferring nanostructures from a growth substrate onto an electron-transparent substrate

used for TEM.

The transfer can be performed in several ways, including directly touching the TEM grid to the

growth substrate to break off the nanostructures, some of which then stick to the grid. This

was later refined by using a razor blade to first remove the nanostructures followed by gently

dispersing them with the help of an eyelash over the delicate carbon grid to avoid damaging it.

Dry transferring has the advantage that in one transfer hundreds of nanostructures can

be deposited on the grid allowing for the imaging of many structures. All nanostructures,

however, land flat on their sides and therefore only side-view TEM images are obtainable.

Also, nanostructures can agglomerate and overlap on the grid which results in a lower yield of

nanostructures that are suitable for imaging. Another disadvantage for large nanostructures

such as NMs is that the mechanical transfer method inevitably leads to breakage resulting in

the loss of information regarding the nanostructure’s relationship with the substrate. Lastly,

if the nanostructures are thicker than about 150 nm then they will absorb too much of the

incident electron beam for high-resolution transmission electron microscopy (HR-TEM)

imaging. Therefore this technique is not suitable for thick nanostructures.

FIB Lamella Lift-Out

Despite its large time investment, FIB lamella lift-out was the technique that yielded the most

useful insight into how the NWs were growing on top of the NMs. The main tool that enables

this type of TEM sample preparation is the FIB microscope, a schematic of which is shown in

Figure 2.24.
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Figure 2.24 – Diagram of a dual-column FIB tool used to cut and lift out lamellas for TEM
analysis.

The dual-beam microscope can be thought of as a regular 5 keV SEM column including a

secondary electron detector, combined with a second column tilted at 52 ° to the main electron

column. Instead of an electron source, the second column uses a 30 keV ionized Ga atom

source. The Ga atoms have a much higher kinetic energy than the electrons and can sputter

away material from the sample surface. By controlling the sweeping pattern and ion beam

current, complex shapes can thus be patterned into the substrate using the ion beam.

The ion beam enables the selective removal of material, however, a second important feature

of the FIB microscope is the ability to selectively add material to the substrate. This is achieved

using the gas injection system (GIS) nozzle. The GIS nozzle consists of a very small-diameter

tube from which a metal-organic precursor gas is injected into the chamber. When hit by

either electron or ion beams, this precursor decomposes into solid carbon-rich platinum

that is deposited on the sample. The amount of carbon is higher when the electron beam is

used, while when the ion beam is used there is much less carbon deposited as the precursor is

almost entirely decomposed by the beam. This ability for selective Pt deposition is very useful

because it allows for the sticking of lamellas to TEM grids.

The final important feature of the FIB microscope is the Omniprobe AutoProbe. This consists

of a very small-diameter Tungsten needle which can be inserted into the chamber. It is

mounted on a 3-axis piezo stage for very precise movements down to 100 nm increments. The

AutoProbe is what is used to perform the physical manipulation of the lamella, enabling the

transfer of the lamella from the substrate to the TEM grid.

The process of preparing a sample by FIB consists of many steps which are outlined here.

First, the area of interest is prepared by depositing a 15µm long, 2µm wide and 4µm thick
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layer of protective platinum. Next, the areas to either side of the platinum are removed with

the ion beam. The sample is tilted to 45 ° to the ion column and the lamella is released from

the bottom and on one side. Next, the tungsten Omniprobe AutoProbe needle is approached

to the sample until it makes contact with the lamella. The final approach is done in 100 nm

increments to avoid breaking the lamella. It is then stuck in place using a combination of ion

and electron beam-assisted Pt deposition. Next, the lamella is cut away from the substrate on

the remaining side and the substrate is retracted to leave the lamella stuck to the Omniprobe

tip.

The lamella is then approached to an M-shaped post on a copper lift-out TEM grid. Unlike

standard carbon film grids, this special type of TEM grid is made specifically with posts where

lamellas can be attached. The grids used in this thesis had three posts, two M-shaped posts

and a single I-shaped post in the centre. The M-shaped posts were used for all samples in this

thesis, this is because they offer more stability to the final lamella as they allow for sticking the

lamella with Pt on both sides as opposed to just one side. This reduces the chances that the

lamella warps/curls during the thinning process, something that had been observed in the

first lamellas made. Additionally, the M-shaped post provides a bit of extra protection for the

lamella in the event of loading mishaps when performing TEM.

Upon contact of the lamella with the M-shaped post, the two bottom corners of the lamella

were stuck to the post with Pt. This was followed by the cutting off of the AutoProbe tip to

release it from the sample and retracting it. The lamella was then thinned. Thinning was per-

formed by successively smaller beam currents of 1000 nA, 500 nA and 100 nA at successively

shallower grazing incidence angles. After the last thinning step, the lamella is somewhere be-

tween 100-150 nm thick. Though this is still somewhat too thick for optimal atomic-resolution

HR-TEM, the extra thickness gives more signal in STEM EDS which was given priority in this

case.

Peel-off Ultramicrotomy

Ultramicrotomy was briefly tested as an easier alternative to FIB lamella preparation. This

technique consists of pouring an epoxy resin on an area of interest on the growth sample. The

epoxy cures around the high aspect-ratio nanostructures which become embedded within it.

The epoxy resin is then peeled from the substrate, taking the nanostructures with it. The epoxy

piece is then cut down to size using a diamond wire saw. Finally, the step of ultramicrotomy

consists of taking the remaining epoxy piece with nanostructures embedded within it and

cutting very thin slices from it, as thin as 50 nm if desired. The thin slices are then transferred

onto a traditional carbon TEM grid for imaging. See Ref [279] for more details about how this

method is applied for vertical NWs.

The advantage of this approach compared to FIB is that many consecutive slices can be cut

from a single sample, allowing for many more cross-sections to look at in TEM. Furthermore,

basic depth profiling into the sample can be performed by looking at every Nth slice cut by
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the ultramicrotome. The disadvantages of this method were that the NMs had to be quite tall

to be properly peeled by the epoxy resin and that the ultramicrotomy often led to cracking of

the NMs cross sections, as shown in Figure 2.25.

200 nm

Figure 2.25 – HAADF STEM image of a GaAs NM cross-section obtained by peel-off ultra-
microtomy showing large cracks that develop likely through the process of diamond knife
cutting.
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3 Template-Assisted NW Growth on
GaAs (111)B

The results of lateral NW growth on top of GaAs NMs grown on GaAs (111)B substrates will be

presented in this chapter. Our initial publication on the topic of template-assisted In(Ga)As

NW growth is first presented in Section 3.1. Then, Section 3.2 explores the follow-up to this

initial work in which we looked at modulation-doping these wires with silicon in order to

improve their electrical properties.

3.1 Template-Assisted Scalable Nanowire Networks

M. Friedl, K. Cerveny, P. Weigele, G. Tütüncüoglu, S. Martí-Sánchez, C. Huang, T. Patlatiuk, H.

Potts, Z. Sun, M. O. Hill, L. Güniat, W. Kim, M. Zamani, V. G. Dubrovskii, J. Arbiol, L. J. Lauhon,

D. M. Zumbühl and A. Fontcuberta i Morral. Template-Assisted Scalable Nanowire Networks.

Nano Letters 18, 2666 (2018)

The content of this paper has been reformatted to match that of this thesis with references

combined with those at the end of this thesis. The content and figures have been reproduced

here without modification with the permission of the American Chemical Society.

My contribution to this work consisted of growing and imaging all samples, including all

growth campaigns leading up to obtaining NWs on top of the NMs. This was rounded out

with finite element simulations of the strain relaxation in the grown samples and direct

measurement of the strain by Raman spectroscopy (both included in the supplementary

information (SI) in Appendix C.1.5, Appendix C.1.4).

This work represents a substantial portion of work performed over the course of my PhD. This

work was the result of a large collaboration between five groups and it took about two years

to go from the initial results until the publication of the paper. Initial attempts at growing

InAs on GaAs NMs were promising and it was confirmed by TEM that the NW was fairly pure.

However, NW uniformity along the length of the NW was somewhat lacking for good electrical

measurements likely due to the large lattice mismatch. The growth parameter space was

explored we believed that if we reduced the dimensions of the NW we might be able to achieve
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better uniformity. Indeed we saw that it was possible to make the NWs more uniform by

depositing less InAs but what we didn’t know at the time was that by reducing the amount of

InAs deposited, we were increasing the relative fraction of intermixed Ga, thus yielding InGaAs

NWs. The resulting NWs, therefore, had very high resistances (measured in Basel), despite

the better uniformity observed by SEM. This was surprising because it was expected that an

InAs NW would have its Fermi level pinned in the conduction band at the surface and the NW

would thus be highly-conductive.

In order to some conduction, the decision was made to add Si dopants to the NWs. When

this was done, the NWs began to conduct many orders of magnitude better than before and it

was possible then to perform magnetotransport measurements in Basel. The results of these

magnetoconductance measurements gave WL behaviour which was perplexing because it

was expected that an InAs NW would, in fact, exhibit WAL due to the high SOI. The extracted

figures of merit were promising. The short electron mean free path of on the order of a few

nanometres was expected due to the high doping concentration while the phase coherence

length of greater than 100 nm was also promising.

At the same time, at Northwestern they were able to perform APT to image the wire along

with the dopants in the wire which were undetectable to us by other methods such as TEM or

nano-secondary ion mass spectrometry (SIMS). There were three important results that came

out of the APT analysis: first, the In content in the wire was only about 17%, second, what we

expected to be a single NW was, in reality, two small NW each sitting on the {113} facets of the

NM, and third, the dopants had all accumulated at the top of the structure rather than being

uniformly incorporated in the NW.

Despite the surprises, the result of these investigations showed us that it was possible to use

GaAs NMs as templates for the growth of in-plane NWs and even use the templates to create

branched NW structures. The quantum electrical transport properties of the NWs, however,

had some room for improvement, and this was largely the goal of our next paper (described in

Section 3.2) where the figures of merit of the NWs were increased significantly.

3.1.1 Abstract

Topological qubits based on Majorana Fermions have the potential to revolutionize the emerg-

ing field of quantum computing by making information processing significantly more robust

to decoherence. Nanowires are a promising medium for hosting these kinds of qubits, though

branched nanowires are needed to perform qubit manipulations. Here we report a gold-free

templated growth of III-V nanowires by molecular beam epitaxy using an approach that en-

ables patternable and highly regular branched nanowire arrays on a far greater scale than what

has been reported thus far. Our approach relies on the lattice-mismatched growth of InAs

on top of defect-free GaAs nanomembranes yielding laterally oriented, low-defect InAs and

InGaAs nanowires whose shapes are determined by surface and strain energy minimization.

By controlling nanomembrane width and growth time, we demonstrate the formation of
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compositionally graded nanowires with cross-sections less than 50 nm. Scaling the nanowires

below 20 nm leads to the formation of homogeneous InGaAs nanowires, which exhibit phase-

coherent, quasi-one-dimensional (1D) quantum transport as shown by magnetoconductance

measurements. These results are an important advance toward scalable topological quantum

computing.

3.1.2 Introduction

In the past few years, much progress has been made toward fabricating and scaling up qubit

density to build universal quantum computing systems that can outperform classical comput-

ers by quantum schemes [38, 280–283]. The ideal qubit should combine long coherence times,

fast qubit manipulation, and small size, while maintaining scalability to many-qubit systems.

Long coherence times are fundamentally challenging to achieve in various qubit systems due

to the presence of numerous forms of environmental noise, requiring operating temperatures

in the range of a hundred millikelvin [284, 285]. A system, which has been proposed to be

much more robust against such perturbations, is the topological qubit [286, 287]. This type of

qubit, for example, composed of Majorana fermions (MFs) [55, 286] or Majorana parafermions

(MPFs) [75, 76], would have the inherent property of being topologically protected and would

thus exhibit exceptionally long coherence times. Signatures of MF states have been observed

experimentally in, among other systems, III-V semiconductor nanowires (NWs) in close prox-

imity to an s-wave superconductor [79, 80, 288], while a few other groups have reported

anomalous MF signatures in similar systems [81, 289, 290]. In general, these studies have

focused on using III-V materials, such as InAs and InSb, due to their high-spin-orbit coupling

strength and g-factor [291]. Current efforts are focused on performing the first manipulations

of MFs to further verify theoretical predictions, for which low-disorder, connected 1D branches

are required [62]. Gold-free and defect-free NW branches made of a high-purity, high-spin-

orbit III-V material would be an ideal platform for manipulating MFs. Excellent progress has

been made toward this goal with reports on the growth of monocrystalline gold-assisted InSb

NW branches, which display a weak anti-localization due to the large spin-orbit interaction of

the material, as well as a hard superconducting gap [98, 100]. Scalability is another important

aspect of any future computational system, and on this front, the Riel group has recently

demonstrated patternable ballistic InAs NW crosses through template-assisted growth on

silicon [217].

Despite recent progress, a few challenges still exist with current methods to produce branched

structures. The fabrication of NW networks and intersections has been explored for many years

for classical computing by overlapping individual wires [292–294]. For MF applications, the

stringent requirement of maintaining coherent transport across the intersection means that,

currently, the most popular NW cross structures rely on the intersection of two gold-catalysed

NWs grown along two different 〈111〉B directions leading to an interface-free junction [99, 219,

295–297]. After growth, free-standing crosses are obtained, which then need to be transferred

onto a separate substrate for further device fabrication, limiting the ultimate scalability. A
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scalable scheme would instead enable the NW growth and intersections to be realized directly

on the final device substrate. At the same time, for future device integration, the use of gold

seeds poses a problem for compatibility with complementary metal-oxide-semiconductor

(CMOS) technologies [298]. Here, we demonstrate a new approach to grow gold-free branched

In(Ga)As NWs at the wafer scale by using GaAs nanomembranes (NMs) as templates.

Defect-free GaAs NMs of exceptional quality constitute the ideal templates for further In(Ga)As

NW growth [177, 299]. Such structures have been successfully grown by both metalorganic

chemical vapour deposition (MOCVD) and molecular beam epitaxy (MBE) using a gold-free

selective area approach [177, 300]. The NMs are patternable at the wafer scale and can

additionally be fabricated in the form of Y-shaped structures by growing them along the three

〈112〉 directions on GaAs (111)B substrates [300]. When the growth of these GaAs NMs is

followed by InAs, the InAs accumulates at the top of the NMs, forming In(Ga)As NWs along the

NM vertex, as depicted schematically in Figure 3.1a. Shown in Figure 3.1b is the progression

of the NW growth, which initiates as InGaAs and then evolves to pure InAs for longer growth

times. By varying the deposition times and growth conditions, the size and composition of

the NWs can be changed. Combining the concepts of patterning NMs into Y-branches and

performing In(Ga)As NW growth on top of GaAs NMs, Y-shaped In(Ga)As NW junctions can

be obtained, as shown in Figure 3.1c,d. Our approach thereby enables the growth of gold-free

branched NWs at the wafer scale.
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Figure 3.1 – Growth of NWs on NMs. (a) Model of a single GaAs/InAs NM/NW structure.
(b) Diagram showing NW growth progression. (c) A 30 ° tilted scanning electron microscopy
(SEM) image of a branched NM/NW structure taken with an energy-selective backscattered
electron detector for z-contrast. The image is false-coloured for visibility and annotated with
relevant substrate directions. (d) SEM image of branched NW structures grown in a regular
array. (e) Model of an array of contacted linear NM/NW structures used in magnetotransport
measurements.

In this Letter, as the first step toward building MF devices based on this approach, we demon-
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strate the growth of low-defect linear In(Ga)As NWs based on GaAs NMs. Magnetotransport

measurements (depicted schematically in Figure 3.1e) demonstrate weak localization in the

diffusive regime suggesting quasi-1D quantum transport. This makes such NWs ideal candi-

dates for future quantum computing schemes.

3.1.3 Nanomembranes as a Platform

Membranes with top ridges parallel to the substrate were grown as described previously [177].

The InAs NWs were then grown for 200 s at an As4 flux of 8×10−6 Torr, an In rate of 0.2 Å/s and

a substrate temperature of 540 ◦C. This optimized substrate temperature yielded continuous

InAs growth on top of the NMs. The details can be found in the supplementary information

(SI) (Appendix C.1). A Si dopant flux of ∼10×1013 cm−1 s−2 was also introduced to increase the

conductivity of the NWs.

The NW morphology, composition, and structural quality were extensively characterized by

correlated analysis using various electron microscopy techniques. These included electron

energy loss spectroscopy (EELS) and atomic resolution aberration-corrected high-angle an-

nular dark-field (HAADF) scanning transmission electron microscopy (STEM). The results

were then coupled with geometrical phase analysis (GPA) to give strain information [301, 302],

which in turn was fed into a semi-empirical model to understand the formation of the NWs

from a theoretical standpoint.

Analysis of focused ion beam (FIB) lamellas prepared perpendicular to the NW axis by HAADF

STEM and correlated EELS (Figure 3.2a-c) show that ∼50 nm diameter InAs NWs form on the

250 nm tall GaAs NMs. The InAs material preferentially accumulates along the top ridge of the

GaAs NM, forming the NW, which is primarily InAs with a ∼20 nm thick intermixed InGaAs

region at its base. (See the SI, Appendix C.1, for details.) This InGaAs region likely occurs

due to strain-mediated intermixing with the GaAs NM below as has been observed in InAs

quantum dots on GaAs [303]. It is important to note that we observe no In signal from the

NMs; the faint signal seen in the EELS map is believed to be created during the FIB cutting by

a combination of redeposition of the TiOx protective layer and surface diffusion of the highly

mobile In adatoms. Looking instead at the NW facets, as seen in Figure 3.2d, the resulting

InAs NW structures are terminated by two (110) facets on the sides and have a single flat

(111) top facet. The appearance of this (111) facet, instead of the two {113} facets as in the

GaAs NMs, can be explained by the higher As4 flux used in the InAs NW growth [304, 305].

No defects were observed when viewing this transverse lamella in atomic-resolution HAADF

STEM mode. As strain along the NW axis was predicted to be more difficult to relax than in

the transverse direction, a second FIB lamella was prepared parallel to the axis of the NW

and also imaged using atomic resolution HAADF STEM. Here, a few misfit dislocations were

observed near the InAs/GaAs interface, with an estimated density of approximately 100µm−1,

as described in the SI (Appendix C.1). This constitutes a 40% reduction in dislocation density

with respect to the equivalent two-dimensional (2D) growth of InAs on GaAs and at least three
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times improvement with respect to the twin density typically observed in self-catalysed InAs

NWs [89, 306, 307].

Turning now to explaining the morphology of the structures, an analytical model shows that

the surface and strain energy minimization play the most important role in driving the NW

to adopt the observed shape (see the SI in Appendix C.1). By taking advantage of the atomic

resolution offered by HAADF STEM images, GPA was performed on the initial FIB lamella cut

perpendicular to the NW axis. Looking specifically at the (111) plane spacing, a substantial

2-3% residual compressive strain is observed within the NW, as shown in Figure 3.2e, with

the corresponding line scan given in Figure 3.2f. Using this strain value, a semi-quantitative

model was developed to describe the NW formation energy, taking into account the InAs/GaAs

surface energies and the InAs elastic strain energy. The total energy of the system was then

minimized with respect to the NW aspect ratio. Interestingly, the experimentally observed

aspect ratio coincides with that of the theoretical minimum energy shape, suggesting that the

NW shape is simply driven by energy minimization. (See the SI in Appendix C.1 for details.)

3.1.4 Electrical Transport in the Mesoscopic Regime

To bring the NWs into the 1D electrical transport regime, they were downscaled to ∼20 nm

diameters by narrowing the GaAs NMs by using smaller SiO2 openings and shorter growth

times for less lateral growth. The resulting NWs were smaller both laterally and vertically,

resulting in intermixed InGaAs NWs, as depicted for small diameter NWs in the growth pro-

gression diagram in Figure 3.1b. These results were confirmed by performing APT, which

additionally yielded information about the Si dopant distribution. The APT analysis confirmed

the presence of an InGaAs NW, while also uncovering signs of dopant rejection during crystal

growth, causing an accumulation of Si atoms at the NW surface. Figure 3.2g shows a typical

APT map of the In mole fraction and Si dopant distribution. A quantitative composition profile

of the NW surface was extracted in the proximity histogram (proxigram) shown in Figure 3.2h.

In this sample, the NW group III mole fractions are ∼17% In and ∼83% Ga. (Additional maps

are given in the SI in Appendix C.1)

Analysis of different InGaAs samples by APT tomography under similar conditions shows a

slight tendency toward preferential In evaporation. In addition, a GaAs capping layer was

deposited on the APT sample after the NW growth, which may have enhanced the Ga inter-

mixing [308]. For these reasons, we consider the In mole fraction in this NW as a lower bound.

Although a Si flux was present during InAs NW growth, the Si atoms are not homogeneously

distributed throughout the NW (Figure 3.2g). The Si atoms instead appear to accumulate

preferentially at the (111) growth interface, resulting in a quasi-remotely doped structure.

The electrical properties of the NWs were explored through multi-contact resistance mea-

surements on an array of NWs, for which an example device is shown in Figure 3.3a. An

array of 34 NWs, comparable to those on which APT was performed, was used for these tests

as a way to obtain the average response from many devices. Standard four-point measure-
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Figure 3.2 – Transmission electron microscopy (TEM) and atom probe tomography (APT)
analysis. (a-c) EELS maps with elemental contrast of a NM/NW cross-section. Note that the
overlap of the In EELS signal with the Ti signal from the TiOx capping layer has caused an
anomalous background of In within the NM, which is not physical. (d) Atomic model showing
faceting of the NM/NW heterostructure. (e) GPA map of the InAs NW region. (f) Line scan
along arrow in panel (e). (g) APT map of scaled-down NWs used in electrical measurements
showing In concentration (lower map) and accumulation of Si dopant atoms (black dots) at
the surface of the NW with In isoconcentration lines as a guide to the eye (upper map). Note
that, since the NWs were capped with GaAs for APT analysis, the measured In concentration
can be considered as a lower bound for the uncapped structures. (h) Proxigram line scan
along the dashed arrow in panel (g) showing Si accumulation on the NW top facet and In
concentration within the NW.
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ments were then carried out at room and low temperatures before moving to low-temperature

magnetoconductance transport experiments.

a

2μm
NMs/NWs
Contacts

b c

Figure 3.3 – Magnetotransport measurements. (a) False-coloured SEM image of four InAs/-
GaAs NMs/NWs contacted in parallel. (b) Transmission line measurement to extract contact
resistance and resistivity (per NM) at 4 K and 300 K, in comparison with NMs without the InAs
deposition step. (c) Average differential conductance per NW as a function of magnetic field
perpendicular to the NMs for a range of bias voltages measured at 1.5 K for a 1.25µm-long NW
segment. The traces for biases above 0 mV are offset for clarity.

Room-temperature transmission line measurements, shown in Figure 3.3b, gave linearly

scaling and repeatable resistances, suggesting that a good-quality contact was achieved. A

control sample without InAs NWs (as shown in green in Figure 3.3b) shows a 5 orders of

magnitude increase in resistance, directly proving that the observed conduction occurs due

to the InAs deposition. Device behaviour remained linear and ohmic down to 4.2 K, albeit

with an increased contact resistance. Magnetoconductance measurements at 1.5 K revealed

a zero-field minimum of conductance consistent with a weak localization (WL) behaviour,

as shown in Figure 3.3c [309]. The conductance of the devices was measured under constant

bias, while the magnetic field was applied perpendicular to the substrate and was swept

from −8 T to 8 T. This analysis indicates conduction in the quasi-1D transport regime and

elucidates important quantum figures of merit such as coherence length and spin-orbit

length, as described below. A coherence length lφ of 130 nm and a lower bound on the spin-

orbit length lso of 280 nm were obtained by fitting the experimental data. The system was

assumed to be in the diffusive regime with the electron mean free path le << W , with W

being the width of the conducting channel, estimated from the APT results to be about 20 nm.

In this regime, le is thus constrained to be a few nanometres due to the large amount of

dopant and surface scattering. A simple quasi-1D model for the quantum corrections to

the conductivity in the diffusive limit (details in ) gives an excellent agreement with the data

and yields lφ ≈ 130±4nm near zero bias, as shown in the solid traces in Figure 3.3c. In the

absence of weak anti-localization, and adding spin-orbit coupling to the model, a lower bound

for lso of 280 nm is estimated. Some small variations in the conductance at large magnetic

fields are noticeable, presumably signatures of conductance fluctuations, which are strongly

suppressed due to averaging from the parallel NW arrangement as well as the relatively short

coherence length. These initial results show that the electron confinement at the top of NWs
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grown on NMs is sufficient to produce quasi-1D conduction. These NWs could therefore be

viable hosts for Majorana bound states provided that two potential obstacles are addressed.

First, a NW made of a higher spin-orbit material such as pure or nearly pure InAs or InSb

will be required; i.e.,intermixing should be reduced or eliminated. This will be apparent by

the observation of weak anti-localization instead of weak localization. Second, impurity,

interface, and alloy scattering need to be reduced such that le transitions from the diffusive to

the ballistic transport regime.

3.1.5 Conclusion and Outlook

The fast-growing field of quantum computing and the promise of robust, topologically pro-

tected qubits with III-V NWs drives the pursuit of scalable approaches to branched NW

networks. We have described a path forward using GaAs NMs as templates for the In(Ga)As

NW growth. By exploiting strain in the highly mismatched InAs/GaAs system, continuous,

low-defect NWs were formed. We have further observed weak localization, demonstrating that

such NWs can provide sufficient confinement to achieve quasi-1D conduction. Our gold-free

wafer-scale approach to branched NWs serves as a platform for future investigations into 1D

transport and quantum computation with III-V NW networks with many exciting possibilities.

From the MBE growth perspective, using GaSb NMs already described by other groups to grow

InSb NWs would be interesting due to the higher g-factor of InSb [106, 291]. Alternatively,

suitable plastic strain relaxation, for example, by interfacial misfit array formation [310], may

enable GaAs NMs to be viable templates for InSb NW growth. At the same time, the growth of

new kinds of structures with additional functionalities is another avenue to explore, including,

for example, research into parafermion devices by stacking multiple NWs on top of each other

[75]. The wealth of intriguing new possibilities and approaches offered by template-assisted

III-V NW growth makes this method an important step toward realizing a scalable quantum

computing scheme based on NW topological qubits.

Methods

Substrate Preparation. Undoped GaAs (111)B substrates were prepared by first depositing

25 nm of SiO2 by plasma-enhanced chemical vapour deposition (PEVCD). This was followed

by e-beam lithography using ZEP resist and low-temperature development to achieve low line

edge roughness [311]. Subsequent dry etching with fluorine chemistry was used to etch the

SiO2 down to the GaAs surface, and a final wet etch in a dilute buffered HF solution helped

remove any remaining oxide. This yielded openings varying from 30-100 nm in width and

10-20µm in length, depending on the e-beam pattern.

Growth. The nanostructures were grown in a DCA P600 solid-source MBE. The optimal growth

of the GaAs/ InAs NM/NW heterostructures was found to be at a temperature of 630 ◦C/540 ◦C

(as measured by the pyrometer), As flux of 4×10−6 Torr/8×10−6 Torr and Ga/In deposition

rates of 1 Å/s/0.2 Å/s, respectively. The NMs were typically grown for 30 min (180 nm nominal
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2D thickness), while the InAs NWs were grown for 200 s (4 nm nominal 2D thickness).

(S)TEM. The NMs cross-sections were prepared by FIB milling normal to the substrate surface

and investigated by atomic-resolution aberration-corrected HAADF STEM in a probe corrected

FEI Titan 60-300 keV microscope operated at 300 keV. The elemental maps were obtained by

using EELS coupled to a Tecnai F20 microscope.

Contacting. Contacts were patterned by e-beam lithography followed by dual-angle evap-

oration of 14 nm/80 nm of Cr/Au for good side-wall coverage. Before metallization, an O2

plasma clean and a 6 min ammonium polysulphide etch at 40 ◦C were used to ensure a clean,

oxide-free contact [312].

Quantum Transport Model. The conductance of the NW is described as:

∆G =−2e2

hL

(
1

l 2
φ

+ 1

l 2
B

)−1/2

where L is the spacing between the contacts and lB is the magnetic dephasing length given

by lB = DτB , with D as the diffusion constant (D1D = vF le for 1D diffusion). In this limit, the

magnetic dephasing time τB is given by τB = 3lm4/W 2D, where lm = ~/eB is the magnetic

length [309, 313, 314].

GaAs Capping. After the growth of the NW/NM heterostructures, a ∼30 nm GaAs cap was

deposited in situ by MBEs at 400 ◦C. In the middle of this GaAs cap, the In shutter was opened

for 10 s, making a few-monolayer insertion of In0.16Ga0.84As, indicating the midpoint of the

GaAs cap. The NW/NM heterostructures were then coated with a ∼110 nm GaAs layer [315]

using ion-beam sputtering at 9 kV and 7.5 mA for 1 h. The capping layer protected the sample

from damage caused by the ion beam during FIB.

APT. A standard lift-out method [315, 316] was performed in a FEI Helios dual-beam FIB

microscope with a micromanipulator, and the as-prepared wedge-shaped samples were

welded onto Si microposts. Finally, the needle-shaped APT specimens were obtained by ion-

beam annular milling. APT was performed with a local-electrode atom-probe (LEAP) 4000X

Si tomograph (Cameca, Madison, WI) at a sample temperature of 40 ◦C and a background

pressure of 3×10−11 Torr. An ultraviolet focused laser with a wavelength of 355 nm was used

to evaporate the sample atoms into ions, at a pulse rate of 250 kHz and detection rate of

0.7%. The pulse energy was gradually changed from 1.2 pJ to 0.8 pJ during the evaporation

process. The data was reconstructed using IVAS 3.8.1 to provide a 3D composition profile. SEM

images of the nanotips taken in the FIB were used to guide the choices of the reconstruction

parameters.
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Supporting Information

InAs growth studies, Raman spectroscopy, strain analysis, growth model, change in free

energy of formation with aspect ratio, NW composition, InAs crystal quality, defect density,

magnetotransport model, conductivity map, and APT mass spectra. Available in Appendix C.3.
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3.2 Dopant Segregation and Weak Anti-localization in Remote-Doped

Nanowire Y-Branches

M. Friedl*, K. Cerveny*, C. Huang, D. Dede, M. Samani, M. O. Hill, W. Kim, L. Güniat, T. Pat-

latiuk, J. Segura-Ruiz, L. J. Lauhon, D. M. Zumbühl and A. Fontcuberta i Morral. Dopant

Segregation and Weak Anti-localization in Remote-Doped Nanowire Y-Branches. (in prepara-

tion) *equal contribution

The content of this paper has been reformatted to match that of this thesis with references

combined with those at the end of this thesis. Although this paper has not been submitted for

publication due to some final measurements which are pending, it has been brought as close as

possible to the final version using the currently-available data.

My contribution to this work consisted of growing all samples and imaging them in SEM. This

included the electrically-measured samples and those measured by APT. I also performed all

of the FIB lamella preparation and TEM imaging on the samples presented in this work. Finally,

I contributed to writing a large fraction of the manuscript and the making of the figures.

3.2.1 Abstract

Modulation-doping of semiconductors is a common technique used in semiconductor de-

vices to obtain extremely high carrier mobilities. Recently, nanowires grown by selective-area

epitaxy have been gaining much attention due to their high crystal quality, scalability and ap-

plicability for making branched nanowire networks. They have immense potential for exciting

applications in the fields of topological quantum computing and infrared photodetection. In

these wires, the convenient placement of a high-bandgap template below the nanowire lends

itself extremely for being used in a remote-doped geometry. In this report, we demonstrate

the modulation doping of InGaAs nanowires grown on GaAs templates. After imaging the Si

dopants added to the GaAs templates grown on GaAs (111)B, we observe an interesting dopant

segregation effect. Finally, performing low-temperature magnetotransport measurements

we observe weak localization and a mean free path of >200 nm across a nanowire Y-junction.

This work serves as a blueprint for applying this technique in similar systems for achieving

long-range coherent transport.

3.2.2 Introduction

Over the years, modulation-doping has proven to be a staple technique in many applications

employing high-performance semiconductor heterostructures. This technique allows for the

creation of two-dimensional electron gases (2DEGs) with high carrier concentration combined

with extremely high mobilities. From Nobel Prizes [317–319] to research into in topological

qubits [102–105] and high-power applications using high electron mobility transistors (HEMTs)

[320, 321], a wide range of fields have benefited and are continuing to benefit from remotely-
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doped 2DEGs heterostructures. With current knowledge and modern epitaxy techniques,

state-of-the-art 2DEGs devices can achieve mobilities regularly exceeding 1×107 cm2/Vs [270,

322].

The field of semiconductor nanowires (NWs) has also been gaining attention in recent years

due to exciting new prospects and applications of semiconductor NWs. These applications

include photovoltaics [323–327], photodetectors [328–331], lasers [332–336], single-photon

emitters [337, 338], and research into topological quantum computing [95, 98–101].

It has generally been reported that the large surface-to-volume ratio and increased surface

scattering in NWs result in their mobilities being significantly lower than those measured in

bulk. This is exacerbated in InAs NW by the surface Fermi level pinning resulting in most

of the conduction occurring at the surface [254]. Room-temperature electrically-measured

mobilities for undoped, vertically-grown InAs NWs thus fall in the range of ∼20-3000 cm2/Vs

[6, 89, 339–341]. Non-contact measurement techniques yield slightly higher mobilities due to

the smaller length scale of the interactions and possible selection-bias (higher mobility regions

contributing more to the signal). Values for these types of measurements fall in the range of
∼4000-6000 cm2/Vs [89, 342, 343]. In both cases, mobilities are significantly lower than the

bulk value of around 30000 cm2/Vs [344]. Similarly to bulk, direct doping of NWs significantly

reduces carrier mobilities due to ionized dopant scattering. Also in vertically-grown GaAs NWs

remote-doping has been reported as a viable approach to adding carriers without negatively

affecting carrier mobility [345, 346]. In some cases, it has even been reported that modulation-

doped NW mobilities can significantly exceed those of undoped NWs [347, 348].

Recently, similar selective-area epitaxy (SAE) approaches for growing lateral III-V NWs have

been gaining popularity due to the high NW crystal quality and scalability of this growth

approach which is unmatched by any other bottom-up NW growth method. Furthermore, the

ability of SAE NW to be grown into NWs networks [108] and the relative ease with which they

can be further processed directly on the growth substrate makes them extremely attractive for

use in experiments exploring topological quantum phenomena [110–113]. The growth of SAE

NWs on top of a higher-bandgap buffer material makes these types of wires great candidates for

remote-doping by placing dopants under the NWs in the buffer layer. Modulation-doped NWs

growing using an SAE approach were first reported by Fukui and colleagues in micrometre-

scale AlGaAs/GaAs heterostructures in the late 80s [166, 168]. However, in the most recent

reports on In(Ga)As SAE NWs grown on the ten-of-nanometres-scale, remote-doping has not

been reported.

In this work, we demonstrate the growth of quasi-1D InGaAs NW heterostructures hosting

coherent transport by combining remote-doping with SAE. We report on the incorporation be-

haviour of In into the InGaAs NWs as a function of growth conditions which allowed us to then

grow optimized remote-doped NWs. These were then analysed by atom probe tomography

(APT) where we observed an interesting dopant segregation effect. Our analysis is rounded out

by low-temperature electrical transport measurements across InGaAs NW Y-branches demon-

65



Chapter 3. Template-Assisted NW Growth on GaAs (111)B

strating the high NW crystal quality across the junction. This research lays the groundwork for

the fabrication of enhanced-mobility In(Ga)As SAE NWs by means of remote-doping. Such

devices are an asset to the topological quantum computing community where long coherence

lengths and carrier densities are prerequisites for good device performance.

3.2.3 Growth

Remote-doped InGaAs NWs were grown on top of GaAs buffers using an SAE approach, as

depicted in Figure 3.4 (a). A GaAs substrate was covered by a SiO2 mask to achieve high growth

selectivity. The SiO2 mask was then patterned with stripes along the three equivalent 〈112〉
directions on the substrate using e-beam lithography and reactive ion etching. The resist was

stripped with an O2 plasma and the substrate was etched in a dilute buffered HF solution

before being loaded into the molecular beam epitaxy (MBE) cluster for growth.

Figure 3.4 (b) shows the desired structure that was targeted during MBE growth. Silicon

dopants are introduced inside the GaAs buffer underneath the NWs such that the carriers fall

into the lower-bandgap NW. As a result, the NWs benefit from an increased carrier concentra-

tion due to the extrinsic dopants while ionized impurity scattering is limited due to the spatial

separation of carriers and ionized dopants.

The samples were degassed for 2 h at a temperature of 400 ◦C before being loaded into the

growth chamber. Prior to growth, a final high-temperature degassing step was performed at

630 ◦C in order to remove the native oxide on the GaAs substrate. The GaAs buffers were then

grown at a temperature of 630 ◦C at an equivalent 2D GaAs growth rate of 1 Å/s with an arsenic

beam equivalent pressure (BEP) of 4×10−6 Torr. GaAs buffers were grown to an equivalent 2D

thickness of 100 nm, resulting in structures with a height of ∼300 nm. Towards the end of the

buffer growth, Si dopants were introduced for a short duration via a Si sublimation cell at a rate

of ∼10×1013 cm−2 s−1 to achieve the desired doping profile. After GaAs growth, the substrate

temperature was decreased to 540 ◦C, while the As BEP was increased to 8×10−6 Torr for InAs

deposition. The In was sent on the substrate at an InAs equivalent growth rate of 0.1 Å/s, and

was closed after the 2D equivalent of 60 nm of InAs was deposited on the substrate.

Figure 3.4 (c) shows a representative scanning electron image of the remotely-doped NW

structures after growth. We see that a high degree of uniformity in both the buffers and the

NWs is achievable. Similarly, as shown in Figure 3.4 (d), Y-branched structures can be made as

a result of merging three equivalent 〈112〉 directions on the substrate, as has been reported

previously [108]. These branched structures can similarly be made to exhibit a high degree

of NW uniformity throughout the structure, including at the intersection, as was further

confirmed by x-ray fluorescence (XRF) measurements performed at European Synchrotron

Radiation Facility (ESRF) included in Appendix C.2.

A growth series was performed for exploring the effects of the growth conditions on the In

concentration in the NWs. Four samples were grown while varying the In deposition rate and
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As BEP. Focused ion beam lamellas were then prepared and analysed by scanning transmission

electron microscopy (STEM) energy-dispersive x-ray spectroscopy (EDS) to obtain elemental

maps of the NW cross-sections. The resulting In concentration maps are shown in Figure 3.4

(e-h). Here, the atomic concentration of In is calculated as C In/(C In +CGa +C As) with the

maximum possible concentration being 50% for pure InAs.

Even though the total thickness of InAs deposited on each sample was kept the same, we

see that a higher In flux yields an increased In concentration in the NW. The InAs growth

temperatures are relatively low for solid-phase diffusion which is typically only observed above

750 ◦C [349–351]. The Ga intermixing is instead believed to be mediated by surface adatom

diffusion during growth. This thermodynamically-driven effect can thus be suppressed by

higher deposition rates which bring the system away from the thermodynamic regime and

push it towards the kinetic regime [128].

The effect of the V/III ratio is less well-understood. In Figure 3.4 (e), at high V/III ratios and low

growth rates, InGaAs grows to form a flat (111)B top facet, after which NW growth stops. This

suggests that desorption of In species from this flat top facet under these conditions may be

high. However, if the In rate is increased, as in Figure 3.4 (h), then NW growth is re-established

which can be explained by the fact that the increased incoming flux becomes greater than

the desorbing flux, thus continuing NW growth. Similarly, if the V/III ratio is decreased, as

in Figure 3.4 (f), a similar effect is achieved the reason for which is still under discussion,

investigation.

Shown in Figure 3.4 (g), the highest In concentration in this growth series was about 25%,

corresponding to In0.5Ga0.5As. This was achieved using a higher In flux and lower V/III ratio

which indicated that higher In rates and lower V/III ratios should be pursued to reduce Ga

intermixing in the NW. This result is at least partially-supported by recent reports on (100)

GaAs substrates where very low V/III ratios are used to grow pure InAs NWs on top of GaAs(Sb)

buffers [110].
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Figure 3.4 – a) Illustration of the SAE growth process. b) Diagram showing the desired doping
profile for remote-doped InGaAs NWs on GaAs nanomembranes (NMs). c) Tilted scanning
electron microscopy (SEM) image of an array of NWs after MBE growth. d) Close-up tilted
SEM image of a Y-junction showing uniform coalescence of InGaAs NWs. e-h) Elemental maps
of In concentration taken with STEM EDS on NW cross-sections showing the dependence of
growth conditions on NW composition.

3.2.4 Atom Probe Tomography

As the silicon dopant concentration was well below the detection limits of STEM EDS, APT was

used as a technique to image the distribution of the dopants in the GaAs templates. For the

best accuracy, a hybrid strategy for imaging the structure was devised by combining STEM EDS

and APT with STEM used as a reference for the APT reconstruction which in turn offered the

high sensitivity required for imaging dopant concentrations and as well as a 3D representation

of the sample not accessible by STEM.

An In-free growth structure, shown in Figure 3.5 (a) was devised to gain a good understanding
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of dopant incorporation. The growth consisted of two main parts. First, a high-temperature

growth was performed at the usual GaAs buffer growth temperature of 630 ◦C. Close to the top

of the structure, a small amount (∼10%) of Al was added as a marker (shown in red). This was

followed by the introduction of the Si dopants about 5 nm after. Finally, a second Al marker

was added just after the Si dopants. Thus, the Si dopants were introduced at the mid-point

between the two Al markers.

After the second aluminium marker, a capping layer was grown over the whole structure. The

capping layer conditions were achieved by reducing the substrate temperature to 450 ◦C and

increasing the V/III ratio to 200. This reduced the Ga diffusion length on the surface and led to

a more conformal shell growth, yielding the proper aspect ratio for APT analysis. After 1/3 of

the shell had been grown, the Al shutter was opened again and after having reached 2/3 of the

shell growth time the Al shutter was closed. This left a thick shell with a third marker in it that

could be used to tune the APT evaporation settings during the initial stage of analysis. Prior

to APT, to confirm that the structure and layers were within the requirements, a focused ion

beam (FIB) cross-section was performed, followed by STEM EDS, as shown in Figure 3.5 (b).

In Figure 3.5 (c) and (d) we see the APT reconstruction of the structure shown as projected

2D density maps of Al+ and Si+ + Si++, respectively. The Al signal follows closely the one

seen in Figure 3.5 (b) where the two high-temperature markers are clearly visible and the Al

concentration is comparable to that measured by STEM EDS. On the other hand, looking

at the Si signal, relatively little Si is observed where it was introduced into the structure, in

between the two Al markers. Instead, there is a strong Si peak close to the top of the structure.

Looking at the line scan shown in Figure 3.5 (e), the effect is even more clear. Here we see a line

scan from the top to the bottom of the structure, following the arrow in Figure 3.5 (c). We see

two very sharp Al peaks around 30 nm and 75 nm corresponding to the Al markers. Though

we expected the Si concentration to peak between the two Al peaks, instead we observe a large

Si concentration above the upper Al marker around 25 nm. The Si concentration at this point

is also much higher than was expected. The nominal expected concentration, based on the

Si dopant flux and GaAs growth rate, is about 1.6×1019 cm−3, as indicated by the horizontal

dashed line.

These results suggest possible facet-dependent incorporation of the Si atoms during the

growth of the GaAs buffer crystal. There appears to be a substantial amount of Si atoms that

accumulate on the surface during growth, with only a relatively small amount getting incorpo-

rated into the structure during the high-temperature growth. After this, the temperature is

dropped by several hundred degrees and all the dopants get incorporated at a single point

on the small (111)B facet on to of the NM. Not only are these results from a fundamental

growth perspective, but they may also be used as a method to achieve very highly delta-doped

structures in the future.

As this structure has no InGaAs NW in it, in the NW structure, it is impossible to tell whether

or not the Si dopants incorporate below the InGaAs NW as they did with the APT shell or if
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they could also get displaced during InGaAs NW growth. The growth temperature also gives

no indication because InGaAs NW growth is performed at 540 ◦C, exactly in between the two

regimes used in the APT study. To understand exactly where the Si atoms are going, a follow-

up APT analysis must be performed which is currently underway. Nevertheless, promising

electrical measurements have been performed which are suggestive of a low-disorder NW.
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Figure 3.5 – a) Diagram of the structure analysed by APT with the imaged area denoted by
the dashed line. b) Cross-sectional STEM EDS elemental map of the Al concentration in the
structure showing the location of the reference markers for determining where the Si dopants
were deposited. c-d) Elemental maps obtained by APT showing the Al concentration (c) and
the Si concentration (d) in the structure. e) Line scan along the arrow in (c) showing the atomic
concentration of Al and Si as a function of depth into the sample.

3.2.5 Magnetotransport

As-grown samples were electrically contacted near the Y-junctions (see Experimental section),

passivated by a 40 nm-thick HfO2 gate oxide, and a top gate was evaporated on top. An SEM

image of an electrical device is shown in Figure 3.6 (a). A false-coloured cross-sectional

FIB STEM image is shown in Figure 3.6 (b) showing the different layers of the device. Note
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that dual-angle evaporation of all metal contacts was performed to ensure continuity of the

contacts over the high aspect-ratio structures.
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Figure 3.6 – a) SEM image of a fabricated electrical device showing three pairs of four-point
contacts and a global top gate b) False-coloured cross-sectional STEM high-angle annular dark-
field (HAADF) image showing the layers in a fabricated electrical device. c) Graph showing
the NW conductance as a function of top gate voltage from which field-effect mobility was
extracted d) Graph of the magnetoconductance response of the NW exhibiting a clear weak
anti-localization (WAL) peak

The samples were then cooled down and electrically characterized at 10 K, 4 K and 1.7 K. The

conductance as a function of top gate voltage was investigated, as shown in Figure 3.6 (c) and

a field-effect mobility of around 500 cm2/Vs was extracted. Field-effect mobility was modelled

in the manner of Gül et al. [295], shown in Equation (3.1).

G(Vg ) =
(
Rs + L2

µC (Vg −Vth)

)−1

(3.1)

with L = 600nm (length of channel), Rs a series contact resistance, Vg the applied gate voltage,

71



Chapter 3. Template-Assisted NW Growth on GaAs (111)B

Vth the threshold voltage for pinch-off, ε0 = 8.854×10−12 F/m, εHfO2 = 6.5 [110], and C the

gate capacitance. The gate capacitance was estimated numerically using a finite element

simulation in COMSOL, though similar values were calculated analytically using a coaxial

cable or parallel plate capacitor models.

The magnetoconductance of the devices was then probed, and displayed weak anti-localization

behaviour, as shown in Figure 3.6 (d). Weak anti-localization is an effect exhibited in diffusive

systems with spin-orbit interaction, which manifests as a negative quantum correction to

the magnetoconductance away from B = 0. This is a result of the intrinsic breaking of time-

reversal symmetry of the carriers due to the effective magnetic field the electrons experience

due to spin-orbit interaction. Quantitatively [94, 309, 313, 314]:
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Here L is the spacing between the contacts, e is the electron charge, h is the Planck constant,

lφ is the phase coherence length, lso is the spin-orbit length, le is the mean free path, and

lB is the magnetic dephasing length, given by lB =p
DτB , with D = vF le as the 1D diffusion

constant. The magnetic dephasing length squared l 2
B in the pure limit is given by:

l 2
B = C1le l 4

m

W 3 + C2l 2
e l 2

m

W 2 (3.3)

where lm = ~/eB is the magnetic length, W is the channel width, and C1,2 are constants

dependent on the type of boundary scattering in the system. This formalism allows for the

extraction of the coherence length (lφ ∼388 nm), spin-orbit length (lso ∼405 nm), and mean

free path (le ∼ 250 nm) at 1.7 K. Here we note good agreement in the extracted values for le

from the field-effect mobility and magnetoconductance measurements independently. The

coherence length is a measure for how far an electron will travel on average before having

its phase randomised due to inelastic scattering events. The spin-orbit length is the length

that an electron travels before undergoing a rotation of 1 rad in spin, and is a measure for the

strength of the spin-orbit interaction in the material. The mean free path is the average length

that a carrier travels without any scattering event.

The device’s magnetoconductance was probed at different gate voltages to determine the

evolution of the length parameters in the presence of an electric field. The expected spin-orbit

interaction in such a system is of Rashba type, which manifests as a result of an electric field

gradient. Such a gradient is often an intrinsic property of the system at an interface. It can
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additionally be tuned through the extrinsic application of electric fields via electrostatic gates

[352]. Recently, the Dresselhaus spin-orbit interaction of such a system has been investigated

theoretically [353], which suggests that the spin-orbit interaction we encounter may not be

solely due to a Rashba-type interaction. Though a thorough investigation of this requires a gate

configuration allowing for independent tuning of the density without moving the position of

the wave function, currently unavailable in our system due to lack of a back-gate. Nevertheless,

the data show the system evolving from a pure weak anti-localization with large positive gate

voltage, through an intermediate regime with no applied gate voltage, and to a purely weak

localization regime before pinch-off.

3.2.6 Conclusion

In this work, we have shown that the remote-doping of InGaAs nanostructures is a promising

approach to improving their quantum transport properties. We first explored how to augment

the In concentration in template-assisted InGaAs NWs grown by SAE by tuning the MBE

growth conditions. We found that increasing In deposition rate to go deeper into the kinetic

growth regime and a low V/III ratio favours higher In concentrations in the NWs, as confirmed

by STEM EDS measurements. We then analysed the dopant distribution in test structures by

APT. Here we found the interesting effect of dopant segregation at the top of the structure

with a very small amount of silicon dopant incorporation into the structure during growth.

This dopant segregation effect will thus need to be studied in further detail to elucidate

at which temperatures it can be circumvented. Furthermore, it may even be possible to

use this dopant segregation effect as a method to make even sharper delta-doped layers.

Despite the dopant segregation, we observe weak anti-localisation behaviour and are able to

extract a mean free path of about 250 nm. This corresponds to a two-orders-of-magnitude

improvement over our previous traditionally-doped InGaAs NWs and is now comparable with

values observed by other groups working with similar systems. It is important to note that all

electrical measurements were performed across a Y-branch junction which serves as proof of

the quality of the crystal across this junction.

3.2.7 Experimental

Growth. MBE growth was performed in a DCA P600 solid-source MBE chamber. 25 nm of SiO2

was deposited on GaAs (111)B substrates by plasma-enhanced chemical vapour deposition

(PEVCD). These were patterned by e-beam lithography using 35 nm of ZEP resist and etching in

an SPTS APS dielectric etching tool employing SF6 and CHF3 chemistry. After resist stripping

in an O2 plasma, the samples were etched for 10 s in a highly dilute buffered HF solution

to remove ∼5 nm of SiO2 everywhere and smooth the mask. Samples were then loaded and

annealed at 400 ◦C for 2 h in a degassing chamber followed by 630 ◦C for 30 min in the growth

chamber immediately prior to growth.

STEM. Cross-sections of the samples were prepared first in an FEI Nova 600 Nanolab dual-
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beam SEM/FIB tool before being loaded into an FEI Tecnai Osiris microscope operating at

200 keV in STEM mode. Elemental contrast was obtained by EDS thanks to four cryo-cooled

Super-X silicon drift detector (SDD) x-ray detectors.

Contacts. The devices were cleaned and the contacts were patterned with standard electron

beam lithography, followed by an O2 plasma cleaning. Before metallization, the samples

were then exposed to an ammonium polysulfide (NH4Sx) solution for 150 s in order to re-

move the native oxide [312]. Cr/Au contacts were deposited via dual-angle evaporation

(7+7 nm/25+25 nm) in order to achieve suitable side-wall coverage. Next, 40 nm of HfO2 was

applied via atomic layer deposition. Then another round of e beam lithography to pattern the

top gates and another metallization step was carried out before the sample was bonded into a

chip carrier and measured.
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4 Template-Assisted NW Growth on
GaAs (100)

In addition to NW growth on (111) substrates, this section will present some preliminary, un-

published work that has been performed on the growth of InAs NWs on GaAs (100) substrates.

Following the promising reports by various groups of selective-area growth (SAG) NWs on

(100) substrates [106, 107, 109–113], some of my recent experiments also included the growth

on (100) substrates.

4.1 Growth and Structural Analysis

Figure 4.1 shows an example of InAs NWs grown on a GaAs (100) with the growth conditions

shown in Table 4.1. Apart from the use of a different substrate, the fabrication process is

identical to that described previously in Section 3.1. It was found that NWs seemed to favour

growth along either 〈110〉 directions or 〈100〉 directions.

500 nm

<011>

<0
11

>

(a) NWs along 〈011〉.

500 nm

<001>

<010>

(b) NWs along 〈010〉.

Figure 4.1 – SEM images of InAs NWs grown on (100) GaAs substrates along two different
directions.
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Material Tsubs Rate V/III Ratio Thickness

Ga 630 ◦C 0.3 Å/s 80 100 nm

In 540 ◦C 0.3 Å/s 10 63 nm

Table 4.1 – Growth conditions used for initial InAs NW growth on (100) GaAs substrates.

Cross-sectional FIB lamellas were prepared from these wires, cut along the red lines in the

SEM images in Figure 4.1. Then, STEM EDS analysis was performed on them to check for

elemental purity and degree of intermixing. The resulting EDS maps are shown in Figure 4.2.

Analysis of NWs grown in both thinner and thicker oxide openings was performed for each of

the two directions.

<0
11

>

Ga In AsHAADF 60 nm

Ga In AsHAADF 60 nm

<0
10

>

Ga In AsHAADF 70 nm

Ga In AsHAADF 70 nm

Figure 4.2 – EDS elemental maps of four NWs grown on (100) GaAs.

From the EDS analysis, it is apparent that the degree of intermixing between the InAs and

the GaAs is significantly reduced on (100) substrates compared to what is seen on (111)B

substrates which form InGaAs NWs. The reason for this is attributed to the presence of more

thermodynamically-stable facets in the (100) NWs. These are faceted with {110} facets for

wires in the 〈100〉 direction and {111} facets for wires grown in the 〈110〉 direction.
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4.2. Electrical Measurements

In this initial growth, it was apparent that too much GaAs was deposited as the buffers had a

triangular cross-section and the InAs was beginning to overgrow on top of the SiO2 mask. In

a follow-up growth, the overall deposited thickness of GaAs was reduced from 100 nm down

to 50 nm and similarly, the deposition rate was decreased from 0.3 Å/s down to 0.15 Å/s to try

and create a smoother (100) top facet. The resulting STEM EDS maps are shown as a function

of slit width in Figure 4.3.

30 nm

30 nm

Figure 4.3 – Influence of slit size on InAs NW morphology. Notice that for small slits, the InAs
completely fills the slits with seemingly no GaAs buffer growth.

Here it is seen that the smaller volume of deposited GaAs led to a more favourable geometry

for InAs NW formation. Interestingly, for the smallest slits it appears that the desorption rate

of Ga is higher than the incident flux, resulting in very little GaAs buffer growth. In this case,

the InAs fully fills the slit. The exact reason for the lower growth rate of the GaAs buffer in

smaller slits is not yet well understood and is currently being investigated.

4.2 Electrical Measurements

Low-temperature field-effect transistor (FET) measurements were performed at EPFL on (100)

NWs, similar to those analysed in Figure 4.2. Electrical contacts were fabricated on arrays

of ten NWs in parallel using a combination of e-beam lithography and sputtering of Cr/Au.

In-situ Ar milling was used to remove the native oxide, as in Refs [89, 354], and an etching
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series here determined that the optimal Ar milling time was 5 s. This was followed by an atomic

layer deposition (ALD) process to deposit 20 nm of Al2O3. At the start of the ALD process, 50

pulses of TEMAH at the process temperature of 200 ◦C were used to remove the native oxide

and passivate the NW surface [355, 356]. A second e-beam step followed by sputtering of

a Cr/Au top gate was then performed. Samples were then wire-bonded and loaded into a

liquid-helium cryostat for testing. A device is shown in Figure 4.4a along with a typical FET

measurement shown in Figure 4.4b.

1 μm

(a) Top-gated NW device.
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(b) FET measurement.

Figure 4.4 – a) SEM image of a top-gated FET device. b)FET measurement on an array of ten
parallel InAs NWs performed at 4 K.

The traces in Figure 4.4b were fit using the model from Gül et al. [295]. Capacitance was

estimated using a finite element model in COMSOL and an ideal dielectric constant of εr = 8

was assumed. Using this, the field-effect mobility of the NW was measured to be around 750-

850 cm2/Vs. This is only slightly lower than what has been reported in vertically-grown InAs

NWs grown in our group, before taking into account semiconductor capacitance [89]. Still, this

is lower than recent publications on SAG NWs: Lee et al. [113] report 1170 cm2/Vs from Hall

measurements while Krizek et al. [110] report 5600 cm2/Vs from top-gated FET measurements.

One reason for this difference is likely the InAs/GaAs interface which is rough and probably

disordered, leading to a large amount of interface scattering. Since these were some of the first

growths, the ribbon-like InAs layer is not optimal and results in enhanced interface scattering

compared to a more rounded NW cross-section. The lack of a passivation layer on top of

the NWs also leads to significant interface scattering which would justify passivating the NW

surface with a higher-bandgap material in the future.
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4.3. Branches and Intersections

4.3 Branches and Intersections

As on the (111)B GaAs wafers, branched geometries were also explored on (100) wafers. Much

like on the previous substrate, the NWs were observed to maintain their uniform shape across

the intersection suggesting that it does not contain a significant number of defects.

One interesting feature which was observed was the difference in NW growth rates for NWs

grown at 90° angles to each other along equivalent 〈110〉 directions. An example of an inter-

section between two such wires is given in Figure 4.5.

200 nm

Figure 4.5 – Intersection of two InAs NWs growing along 〈110〉 directions on a GaAs (100)
substrate.

Here, the NWs oriented left to right in the SEM image is terminated by two (111)A facets and

a flat (100) top facet. On the other hand, the top-to-bottom oriented NW appears to have

accumulated much more material and is, therefore, larger with less clear faceting. This is in

agreement with what has been reported by Krizek et al. [110] and is likely related to the fast

growth rate in the 〈111〉B direction which is what allows for such high aspect ratio NMs on

(111)B substrates.

It was noted however that NWs terminated by (110) and (111)A facets had similar growth

rates. Therefore, to make uniform intersections, we focused on intersecting these orientations

of NWs. When avoiding the (111)B-faceted NWs, very uniform intersections can be obtained,

as shown in Figure 4.6.
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500 nm

(a)

500 nm

(b)

Figure 4.6 – Two SEM images of branched NW geometries showing uniform merging of InAs
NWs grown on a GaAs (100) substrate.
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5 GaAs Nanomembrane Growth on Si
(111)

While the growth of template-assisted NWs on GaAs substrates exhibits the many exciting

possibilities offered by this approach, the use of the non-CMOS-compatible GaAs substrate

makes prospects of large-scale integration of such structures on conventional CMOS very un-

likely. The goal of the research presented in this chapter was, therefore, to gain understanding

into the growth mode of GaAs NMs on silicon (111) to work towards a reliable approach for

eventually growing template-assisted NWs on a complementary metal-oxide-semiconductor

(CMOS)-compatible substrate.

5.1 GaAs Nanoscale Membranes: Prospects for Seamless Integra-

tion of III-Vs on Silicon

A. M. Raya*, M. Friedl*, S. Martí-Sánchez*, V. G. Dubrovskii, L. Francaviglia, B. Alén, N. Morgan,

G. Tütüncüoglu, Q. M. Ramasse, D. Fuster, J. M. Llorens, J. Arbiol and A. Fontcuberta i Morral.

GaAs Nanoscale Membranes: Prospects for Seamless Integration of III-Vs on Silicon. Nanoscale

(under review) *equal contribution

My contribution to this work consisted of assisting with sample fabrication, coordinating the

growths, growth analysis and discussion of the theoretical growth model. I also contributed to

writing a large fraction of the manuscript as well as making the figures.

5.1.1 Abstract

The growth of compound semiconductors on silicon has been widely sought after for decades,

but reliable methods for defect-free integration of these materials have remained elusive.

Recently, interconnected GaAs nanoscale membranes have been used as templates for the

scalable integration of nanowire networks on III-V substrates. Here, we demonstrate how GaAs

nanoscale membranes can be seamlessly integrated on silicon by controlling the density of nu-

clei in the initial stages of growth. We also correlate the absence or presence of defects with the
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existence of a single or multiple nucleation regime for the single membranes. Certain defects

exhibit well-differentiated spectroscopic features that we identify with cathodoluminescence

and micro-photoluminescence techniques. Overall, this work presents a new approach for

the seamless integration of compound semiconductors on silicon.

5.2 Introduction

III-V nanostructures have gained increasing attention over the last years due to their prospects

in a wide range of applications such as high-speed electronics [357], optoelectronics [358–360],

thermoelectrics [361], and photovoltaics [325, 362]. Their small dimensions and tailored

shapes can be used to modify the inherent semiconductor properties, thus extending their

range of application. Yet, high substrate and processing costs mean that III-V devices are

generally only cost-effective in specific, high-performance applications. The synthesis of III-V

materials on Si substrates, however, could be a cost-competitive way to integrate cutting-edge

optoelectronic and high-speed electronic devices with existing silicon technology [363].

Taking GaAs as an example, two important factors make the growth of GaAs on Si substrates a

challenge. First, the 4.2% lattice mismatch between Si and GaAs makes the defect-free growth

of GaAs very difficult. Nonetheless, recent work suggests that such large lattice mismatches

can be overcome through the appropriate interface engineering to form a periodic misfit

array that plastically relaxes the mismatch strain [106, 110, 145]. The second challenge is the

formation of anti-phase boundaries (APBs) [363]. When a binary compound semiconductor

(such as GaAs) is deposited on top of a monoatomic semiconductor (such as Si), both A-

polar and B-polar GaAs islands can nucleate. In the mononuclear regime, where each GaAs

monolayer is nucleated at a single point, the whole grown crystal will have the same polarity.

However, in the polynuclear regime, where many islands nucleate and coalesce to form the

final crystal, the polarity mismatch between islands creates APBs [159, 364]. These APBs

manifest as regions of As-As or Ga-Ga bonds. An additional source for such APBs, as will be

discussed, is through multiple twinning processes [365]. These APBs are shown to be optically

and electrically detrimental [366] and thus their formation must be suppressed.

To overcome these challenges, many approaches have been explored both for III-V thin-film

and nanostructure growth on silicon. III-V thin films on silicon have been achieved through

strained superlattice growth [367], buffer growth [368, 369], thermal annealing [364, 370, 371],

and substrate patterning [372, 373]. Additionally, III-V nanostructure growth on silicon [374,

375] has also been explored with the growth of vertical nanowires (NWs) on silicon [374–376] or

in-plane NWs and ridges [176, 373]. Several studies have also explored the use of aspect-ratio

trapping to reduce the vertical propagation of defects formed at the substrate interface [364,

377–379].

One particularly interesting approach, which has been used successfully to overcome challeng-

ing substrate/nanostructure mismatch conditions in the past, is selective-area epitaxy (SAE)

or selective-area growth (SAG). SAE and SAG have proven to be effective techniques for the
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5.3. Results and discussion

synthesis of III-V nanostructures such as NWs [174, 380], tripods [381], and V-shaped nanofins

[192, 382]. SAE is carried out on nanopatterned substrates at high temperature in such a way

that the sticking coefficient of the adatoms is zero on the mask and non-zero in the etched

openings [112]. The growth of GaAs nanomembranes (NMs) on GaAs (111)B substrates has

been achieved by etching long slits along the 〈112〉 family of directions, as reported for both

metalorganic chemical vapour deposition (MOCVD) [300] and molecular beam epitaxy (MBE)

[177]. The shape of these NMs is primarily driven by the growth kinetics [130]. They exhibit a

defect-free crystal structure which leads to a high homogeneity in the optical properties of NM

ensembles [299]. Their high aspect-ratio geometry combined with their pristine crystal quality

enables their use as templates for growing highly mismatched materials [108], extending their

functionality and design opportunities [383].

In the present study, our particular interest is in exploring how GaAs NMs can be used to

address some of the major challenges associated with integrating III-Vs on silicon substrates.

We demonstrate the growth of GaAs NMs on Si (111) by selective-area MBE in both majority-

mononuclear and majority-polynuclear regimes by varying slit length. It is demonstrated

that the growth of largely defect-free, single-crystal NMs is possible for openings shorter than

one micrometre. For SAE openings longer than one micrometre, poly-nucleation and the

consequent APB formation significantly limits the growth of defect-free NMs. We study the

influence of different growth conditions on the crystal structure of these NMs and develop a

growth model that explains the data. We then analyse the optical properties of the NMs by

cathodoluminescence (CL) and µ-photoluminescence (PL) and directly correlate them with

localized defects identified by scanning transmission electron microscopy (STEM).

5.3 Results and discussion

GaAs NMs were grown by MBE on patterned Si (111) substrates with 30 nm of thermally grown

oxide. Stripes were patterned with widths in the range of 60-80 nm, and lengths of up to several

microns. A scheme of the substrate before and after growth is depicted in Figure 5.1 (a) and (b),

respectively. Figure 5.1 (c) and (d) show a tilted scanning electron microscopy (SEM) image of

a typical GaAs NM array obtained after 60 min of growth in long and short slits, respectively.

We observe that GaAs grows only in the longitudinal openings in the SiO2 mask with a high

degree of selectivity, as reported for GaAs substrates [112, 160, 177]. Compared to the growth

on GaAs substrates [177], the NMs grown on Si do not fill the openings for longer slits, as seen

in Figure 5.1 (c). Instead, we observe several separate NMs merging. This merging often forms

visible defects whose shape in SEM resembles APBs in GaAs thin films on Si [159]. While the

defect density remains constant, the total number of defects per NM is greatly reduced for

shorter slits. We deduce that for shorter slits the growth moves towards the mononuclear

regime where the merging of multiple polarity-mismatched nuclei is strongly reduced.

To increase the crystalline quality of the NMs, we experimented with various substrate treat-

ments before growth. To foster a single polarity in the seeds, growths were preceded by a
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soaking period in Ga or As4 flux followed by an annealing step. The percentage of preferentially-

aligned nuclei was calculated with the help of SEM imaging in a region with short, 180 nm-long

slits, as shown in Figure 5.1 (e). Here, the NM growth was preceded by a 30 s gallium exposure

followed by a 5 min anneal and shows a clear enhancement of the left-pointing NMs, marked

in blue. The table shown in Figure 5.1 (f) summarizes the effect of various substrate treatments

that were performed and the resulting percentage of aligned NMs. The preferential alignment

is given by the number of NMs whose long axis points towards the 〈112〉 direction, divided by

the total number of NMs considered for the analysis. A minimum of 100 NMs per sample were

checked for the quantification to ensure a large enough sample size.

From the table in Figure 5.1 (f) we see that without any pre-treatment the NMs are randomly

orientated, split about 50/50 between the two directions. Preferential alignment increases

with Ga pre-deposition time and is further enhanced by adding an annealing step after pre-

deposition. Interestingly, it was observed that As4 pre-deposition also led to preferential

alignment. However, due to the vastly different surface dynamics of the two growth species, as

well as the large body of scientific literature about Ga-catalysed nanostructure growth from

the NW community, in this report, we will focus on the gallium exposure strategy with the As

pre-deposition approach to be addressed in a separate paper.

We further explored if the gallium droplets formed on the surface could drive the nucleation

down to the mononuclear growth regime (as in the case of self-catalysed NW growth) [376],

thus avoiding APB formation. SEM micrographs of samples on which a 30 s gallium pre-

deposition was performed followed by 2 min and 15 min of GaAs growth are shown in Figure 5.1

(g) and (h), respectively. Before GaAs growth, it was observed that the slits seem mostly empty

except for a few nanoscale droplets around the edges, in contact with the SiO2. After 2 min

of GaAs growth, multiple GaAs crystals with an average diameter of about 50 nm begin to

nucleate in the same area. The nucleation of many islands during the early stages of growth is

consistent with the polynuclear growth regime. Such a regime has also been observed in the

homoepitaxial growth of NMs on (111) GaAs substrates [384].

We observe that GaAs islands nucleate preferentially at the interface with the SiO2. It suggests

that this corner offers the lowest-energy position for crystal nucleation, which is also the case

for NWs [376]. This is in contrast to the growth on GaAs substrates where the nucleation

occurs inside the slits, rather than at their edges [384]. This confirms that the heteroepitaxial

interface has much higher energy than the homoepitaxial interface and drives nucleation to

favour the corners at the edges of the slit. The corner nucleation occurs despite the formation

of a relatively high-energy GaAs/SiO2 interface, which is not favoured when growing on GaAs

substrates.
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5.3. Results and discussion

Recipe Description Aligned

NMs 54%

30s Ga + NMs 67%

60s Ga + NMs 77%

30s Ga + 5min Anneal + NMs 87%

3min As + 2min Anneal + NMs 88%

1

500 nm <112>

500 nm

c) d)

a) b)

400 nm

Si (111)
SiO2

GaAs

200 nm 500 nm

f)e)

APBs

g) h)

Figure 5.1 – a) Schematic of a patterned SiO2/Si substrate ready for MBE growth. b) Schematic
of the SAE growth of NMs. c-d) Tilted SEM images after 60 min of GaAs NM growth without
gallium pre-deposition on Si (111) for long slits (c) and short slits (d), with APBs circled in
red. e) Top-view SEM image of NMs grown by 30 s Ga pre-deposition + 5 min anneal + NM
growth showing preferential crystal orientation. f) Summary of different growth recipes and
the resulting percentage of aligned crystals. g-h) Top-view SEM images after 30 s of gallium
pre-deposition, followed by 2 min and 15 min of GaAs growth, respectively.

Furthermore, as the gallium droplets observed before growth also seem to favour the edges

of the slits, therefore, GaAs islands may nucleate within the gallium droplets. These crystal
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nuclei then grow relatively quickly, forming small tetrahedra with their long axis aligned either

along the [112] or [112] direction after only a few minutes of growth. The orientation of the

first layers of the crystal can be affected by the formation of twins which results in these two

possible tetrahedral orientations [196, 385]. In the absence of twins, the orientation of these

tetrahedra is directly related to the crystal structure of the substrate. Once the tetrahedra

reach the edges of the openings, they grow upwards, developing vertical (110) side facets [130,

300]. The formation of such vertical facets starts to be clear after 15 min of growth, as seen in

Figure 5.1 (h). Eventually, the crystals merge yielding a single, continuous NM in the slit. As

mentioned previously, the coalescence of oppositely-oriented structures, due to the presence

of polynucleated islands, is what causes the formation of kinks such as those circled in red in

Figure 5.1 (c) and (d).

We now provide a model that explains some important features of nucleation and growth of

GaAs NMs on Si with gallium pre-deposition. This process consists of two steps, the nucleation

of gallium droplets and subsequent growth (with continued nucleation) of GaAs NMs starting

from these droplets. We first consider the nucleation of gallium droplets in Si/SiO2 slits during

the gallium pre-deposition step. The number of gallium atoms arriving per unit length of the

slit per unit time equals IW with I = 0.664 nm2/s as the atomic flux of gallium (equivalent

to the growth rate of 0.3 Å/s), and W as the slit width (60-80 nm). In principle, the I value

can also include the indirect gallium flux originating from the adatom diffusion on the oxide,

without changing the model equations and conclusions. However, due to the high substrate

temperature of 630 ◦C, the indirect flux is estimated to be only about 10% of the direct flux and

has thus been neglected in the numerical estimates [160]. Taking into account the rotation of

the sample, one side of the slit receives the incoming flux during half of the rotation period.

We can thus say that one-half of the incoming flux arrives at each side of the slit and then

diffuses along the side. The coalescence of these diffusing adatoms leads to the nucleation

of gallium droplets, as shown in Figure 5.2 (a). Assuming that the gallium adatoms have a

concentration n1 per unit length at a distance λ from the droplet surface (at x = r +λ) and

zero concentration at the droplet surface (at x = r ) with r as the radius of the droplet base, the

adatom concentration at the borders of the slit should equal n(x) = (n1/λ)(x − r ). Here, x is

the coordinate along the slit and λ plays the role of the effective diffusion length of gallium

adatoms at the Si/SiO2 edge. The growth rate of the droplet equals D dn/d x|x=r = D n1/λ,

with D as the diffusion coefficient of gallium adatoms near the Si/SiO2 corner. The adatom

concentration changes with time t according to dn1/d t ∼= (IW /2−D n1N /λ) → 0, with N the

droplet density per unit length of the slit. The n1 must tend to zero for long enough t due to

the balance of the arrival rate and growth of gallium droplets [386]. On the other hand, the

droplet density changes with time according to d N /d t = D n2
1/λ that their nucleation rate

equals the growth rate times the adatom concentration [386, 387].

Solving this equation, we obtain the droplet density (per unit length of the slit) in the form:

N =
(

IW

2

)2/3 (
3λ(1+δ)

D

)1/3

t 1/3 (5.1)
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5.3. Results and discussion

Here, δ accounts for the fraction of GaAs crystals that form without droplets, with a different

effective distance between the emerging islands. This δ should be minimized to yield a more

mononuclear growth regime. This problem requires a separate study which is beyond the

scope of this work. Within our model, N increases with the gallium pre-deposition time

and becomes smaller for lower deposition flux, narrower slit and higher diffusivity of gallium

adatoms, which is reasonable. Mononucleation of a single gallium droplet in each slit would be

reached when the average distance between the droplets becomes equal to the slit length. In

particular, statistical analysis of the droplet size distribution after 30 s of gallium pre-deposition

reveals the average droplet density N = 0.375µm−1. Using Equation (5.1), this gives an estimate

D/[λ(1+δ)] = 5cm/s.
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Figure 5.2 – a) Illustration of the model for nucleation of gallium droplets in the slits; b–d)
Experimental size distributions of gallium droplets, all GaAs structures after 2 min of growth
and GaAs NMs after 15 min of growth (histograms), fitted by Equation (5.2) (blue curves)

Size distributions of gallium droplets after 30 s of gallium pre-deposition, GaAs structures after

2 min of GaAs growth, and GaAs NMs after 15 min of GaAs growth over the slit area are shown

in Figure 5.2 (b) to (d). This data was obtained by statistical analysis of SEM images and it

shows that the droplets exhibit a large size inhomogeneity in all cases. To understand this

feature, we note that, at least for GaAs crystals emerging from gallium droplets, the volume of

the crystals increases due to direct impingement of As4 onto the droplet surface. Hence, the

number of GaAs pairs in the crystals increases with their size as (a + s), where s = i 2/3 is the

appropriately normalized dimensionless surface area and a is the dimensionless nucleation
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probability of GaAs crystals at s = 0. We can equivalently present the growth rate in terms

of s in the form d s/d t = (a + s)/τ, with τ as a characteristic growth time. According to Refs

[388–390] such a size-linear growth rate leads to the Polya-like distribution over the surface

area of the structures S.

f (S,〈S〉) =C
aa

Γ(a)

1

〈S〉
(

S

〈S〉
)a−1

exp

(
−a

S

〈S〉
)

(5.2)

where 〈S〉 is the average surface area occupied by the crystals in a given sample and C is a

constant.

The measured average surface area of gallium droplets after 30 s of gallium pre-deposition is

1053 nm2. The average surface area of the GaAs nanocrystals emerging from these droplets

decreases to 992 nm2 after 2 min of GaAs growth, showing that the aspect ratio of the nanocrys-

tals, including NMs, is higher than for spherical cap droplets. It increases to 25585 nm2 after

15 min of GaAs growth, where all nanocrystals acquire the energetically preferred shapes of

elongated NMs. Blue curves in Figure 5.2 (c) and (d) show the fits to the size histograms

of GaAs nanocrystals and NMs by Equation (5.2), with a = 1.9 for t = 2min and a = 1.2 for

t = 15min. The blue curve in Figure 5.2 (b) shows that Equation (5.2) can also be used for

fitting the size distribution of the initial gallium droplets, with the best fit obtained at a = 3.2.

All these values of a are on the order of unity, corresponding to the size distribution maxima at

small surface areas and long right tails of the distributions. Overall, our growth model reveals

the kinetic mechanisms that lead to the formation of GaAs NMs in the Si/SiO2 slits. It properly

describes the nucleation of droplets at the slit edges, As-controlled crystallization of GaAs

crystals from these droplets, their further evolution to the elongated NMs and the broad size

distributions of all objects. According to our Equation (5.1), the number of nuclei in each

slit can be reduced by growing in thinner slits (smaller W ), increasing the gallium diffusion

coefficient D by increasing the growth temperature and depositing gallium for shorter time t .

More complex scenarios can also be considered, such as two-step growth with higher temper-

ature for nucleation of gallium droplets and lower temperature for growing GaAs. Outcomes

of Equation (5.1) thus reveal approaches that can be used in the future for minimization of

crystallographic defects resulting from the coalescence of the NMs.

We now turn to the description of correlated CL, µ-PL and STEM measurements used to gain

insight into the properties of GaAs NMs, specifically focusing on the effects of defects that

arise due to their growth on non-polar Si substrates. Two side-by-side AlGaAs passivated

nanostructures were selected due to their structural dissimilarity, as observed by SEM, shown

in Figure 5.3 (b). NM A was chosen as it represents the majority of the NMs that are believed

to grow in the mononuclear regime and appear defect-free. In contrast, NM B was chosen

specifically due to the presence of a kinked surface suggesting the presence of defects which we

interpret to be due to a statistically unlikely polynucleated growth. The comparison between

their luminescence and structural properties provide insight into the behaviour of such defects

in GaAs nanostructures grown on Si.
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Figure 5.3 – a) Tilted SEM image of GaAs NMs after growth in 800 nm-long slits b) Tilted SEM
image of NMs A and B which were passivated with an AlGaAs shell for CL/PL analysis c) CL
spectra corresponding to different positions on NMs A and B. The inset shows an SEM image of
the investigated region and its CL map. The value of the GaAs bandgap at 12 K is marked by the
vertical dashed line. d) µ-PL spectra obtained at the point of each NM where the intensity was
strongest. PL map of the intensity distribution is shown in the inset. e) TRPL measurements
of NM A and B revealing two distinguishable lifetime components. The points represent the
experimental data while the solid curves show the fits to the data obtained by the convolution
of the instrument response function with the double exponential functions plotted in the
inset.

89



Chapter 5. GaAs Nanomembrane Growth on Si (111)

To increase the luminescence yield of the NMs, their surface was passivated with a 41 nm

Al0.3Ga0.7As shell. The shell growth was performed at 440 ◦C under a high As4 flux similar to

Heigoldt et al. [391]. Figure 5.3 (a) and (b) show SEM micrographs of the structures before and

after AlGaAs shell growth, respectively. Interestingly, a new (111)B facet appears at the top

of one of the NMs, with two small {113} inclined facets on either side of it. A rough AlGaAs

layer covers the whole mask surface as it was deposited at a low temperature for which mask

selectivity is lost [160].

Low-temperature CL and µ-PL spectroscopy were performed to characterize their optical

properties. Figure 5.3 (c) shows CL spectra obtained at different positions on the two NMs. A

SEM image of the analysed region is shown in the inset along with a CL map of the same area,

where the emission intensity at each point is correlated with its position in the SEM image.

Each colour in the map represents the relative intensity detected at the selected emission

wavelengths. Red, green and blue colours correspond to the intensity measured at 812 nm,

817 nm and 827 nm, respectively.

The emission from NM A [red curve in Figure 5.3 (c)] is uniform along the whole structure.

The spectrum is centred at 812 nm. This is slightly blue-shifted with respect to the band edge

emission of GaAs at 820 nm (dashed line in Figure 5.3 (c)), most probably due to the highly

excited regime of CL which leads to band filling [392]. In contrast, the emission from NM B

[green and blue curves in Figure 5.3 (c)] exhibits both wavelength and intensity variation along

its length. Two spatially-resolved and spectrally-distinct emission regions are present on each

side of the NM and are separated by a weaker region at its centre: one side of NM B emits at

817 nm and the other at 827 nm, with emission energy below the band edge. The asymmetric

shape of the green curve reveals the presence of a weaker component at lower energies. Both

signals from NM B are weaker and shifted towards longer wavelengths with respect to NM A.

This could be attributed to a defect-mediated mechanism [393–395].

Figure 5.3 (d) shows the µ-PL spectra corresponding to the maximum PL intensity of each

NM, acquired at 6 K. In our µ-PL setup, the spot size of the excitation laser is comparable

to the size of the NMs. Consequently, although µ-PL can spatially resolve the signal from

the two NMs, each µ-PL spectrum is the convolution of the total emission from each NM.

In NM A, the emission is centred at 824 nm, with a full width at half maximum (FWHM)

of 25 nm. The emission energy here is consistent with the band edge emission of GaAs at

low temperatures. The FWHM is quite broad, especially compared to the values obtained

in homoepitaxial GaAs NMs, which is narrower by approximately one order of magnitude

[177, 299]. This broadening is attributed to the presence of twinning defects, as confirmed by

transmission electron microscopy (TEM) measurements.

The emission of NM B is centred at 833 nm. This spectrum can be fitted by three different

Gaussian contributions: a central peak at 836.0±0.5 nm, surrounded by another at 826±2 nm

and a less intense one at 851±3 nm. The µ-PL emission is consistent with the sum of the two

CL signals. The highly excited regime of the CL leads to band filling effects which are seen here
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as a blue shift of the CL emission with respect to that of the PL [392].

Time-resolved photoluminescence (TRPL) measurements from each NM are shown in Fig-

ure 5.3 (e), revealing two different lifetime components. This can be seen more clearly when

plotting the time evolution on a logarithmic scale, as shown in the inset. The longer-lived com-

ponents have lifetimes of about 1065 ps for NM A and 723 ps for NM B, while the shorter ones

have lifetimes of 41 ps and 30 ps, respectively. Details on the fitting procedure and the effective

lifetime calculation are given in Appendix C.3. The short-lifetime pathway contributes much

more to the PL decay in NM B than in NM A. This indicates a more defective structure in NM

B and is consistent with its previously discussed red-shifted multi-component luminescence.

We turn now to the structural characterization of NMs A and B. After the optical character-

ization, a focused ion beam (FIB) cross-section containing both NMs was prepared. The

NMs were then analysed by high-resolution transmission electron microscopy (HR-TEM) and

STEM. The results of these analyses are summarized in Figure 5.4. The top of the figure shows

general view HR-TEM micrographs. Atomically resolved high-resolution high-angle annular

dark-field (HAADF) STEM image details are shown in the lower part of the figure.

Figure 5.4 (a) and (b) show low-magnification HR-TEM micrographs of NM A and NM B,

respectively. It is immediately seen that NM B has a larger number of both in-plane and

out-of-plane defects. NM A exhibits a much better crystal quality, with relatively few twinning

defects parallel and close to the substrate interface. The density of these twins is about one

twin every 2.5 nm. The twinned region extends 52 nm above the interface [Figure 5.4 (c)],

after which NM A has a defect-free zincblende (ZB) crystal structure. This is also revealed in

the fast Fourier transform (FFT) presented in Figure 5.4 (a) where a pure 〈110〉 ZB pattern

is present without any extra diffraction spots. Figure 5.4 (g) shows the atomically resolved

image of this defect-free region, with the corresponding intensity profile given in Figure 5.4 (h).

The difference in the intensity values arises from changes in Z-contrast given by the HAADF

detector (I ∼ Z 2) and reveals B-polar (As-polar) growth [396]. This is expected when the first

nucleated layer of atoms is Ga (a possible consequence of the gallium pre-treatment).

In NM A, an additional set of twins parallel to the (111) substrate is found in a 25 nm-thick layer

close to the top facet within the AlGaAs shell. Twinning defects following another (inclined)

{111} plane are found only at the far-right side of the NM. Importantly, they do not propagate

from the substrate but rather appear after a few nanometres of GaAs and extend to the NM

top. Their origin may be related to the overgrowth of GaAs extending on top of the mask, as

observed by Tutuncuoglu et al. [177]. However, the density of these defects is very low (three

twins along the whole NM, located close to the vertex between the base and the long edge of

the NM).

In contrast to NM A, NM B presents a relatively high density of defects. Starting from the

bottom, the NM exhibits a succession of two (311) and (131) facets, followed by two (101)’

and (011)’ inclined facets, and lastly a (110) facet, where the “prime” symbol refers to the

system of planes obtained after a rotational twin. Several twins along different {111} planes
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Chapter 5. GaAs Nanomembrane Growth on Si (111)

are detected in the whole body of the NM. This is consistent with the FFT in Figure 5.4 (b),

where we can see multiple out-of-plane rotations of the ZB structure caused by multi-twinning.

When two twins around different directions merge, only one of them propagates further. In

the case of non-planar polar semiconductor nanostructures the growth front tends to follow

the {111} planes [397]. In the presence of an APB, the growth front evolves along different

angles on both sides of the boundary, which explains the formation of kinks at the surface

of the nanostructure. The presence of complex APBs at the merging point between polar

crystals has been also observed in complex nanostructures such as V-shape nanofins [397],

vertical nanospades [178], and close to the nucleation seed of A-polar GaAs NWs [398]. In

addition, the complex defects appearing in this region also accumulate strain around them

(medium-angle annular dark-field (MAADF) images revealing the accumulation of strain are

shown in Appendix C.3). Figure 5.4 (e) and (f) are atomic resolution HAADF-STEM images

showing the defects marked in Figure 5.4 (b).

To get more information on this low-angle grain boundary, atomically resolved electron energy

loss spectroscopy (EELS) gallium elemental mapping was performed. The polarity of the

dumbbells was identified by overlapping the integrated intensity of the gallium L2,3 edge

with a HAADF micrograph of the area. According to the colour compositional map shown in

Figure 5.4 (i), gallium atoms are located on top of the dumbbell at both sides of the boundary.

Consequently, Ga-Ga pairs form at the border between the A′ and A′′ regions, as detailed in

the structural map presented in Figure 5.4 (j). At least one other defect involving a polarity

inversion is present in a different region of this NM (shown in Appendix C.3).

The distribution of defects in NM B could explain the inhomogeneous CL emission. From

TEM analysis, an APB is observed separating the two regions of CL emission. APBs have been

reported to act as potential barriers for carriers [396, 397]. Therefore, the APB blocks the

diffusion of excitons, creating two spatially separated regions of CL emission. APBs have also

been shown to act as recombination centres [366]. Recombination results in the emission

quenching close to the APB and leads to a decrease in intensity between the two regions of

emission in the CL map. Similarly, the integrated PL intensity is significantly lower in NM B

than in NM A, which had no APBs.
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Figure 5.4 – Microstructural characterization of NMs A and B. a,b) Low-magnification HR-TEM
micrographs revealing the overall defect distribution in both NMs. The insets show the FFTs
corresponding to the regions marked by the red and violet squares, respectively. Aberration-
corrected atomically resolved HAADF-STEM micrographs obtained on NM A showing: c)
twinned layer (twins marked in red), d) defect-free area, g) zoom from (d) and h) intensity
profile obtained along the blue arrow marked in (g) for polarity determination. For NM B: e)
twinned layer in contact with the twin-free region, f) defective area near the top of the NM, i)
zoomed image from (f) with superimposed gallium signal obtained by EELS (red) and HAADF
(green); schematic showing dumbbell composition in the defect. j) Coloured structural map
showing different crystal orientations with polarities indicated. A and B refers to the polarities
in the vertical direction (A=cation on top and B=anion on top).

The twinned region of NM B is not continuous along its base. Some sections are defect-free

while others contain multiple twins. The discontinuity in twining reveals that the growth

started from multiple nucleation sites. The example of a region between the twinned and

twin-free parts of the NM is shown in Figure 5.4 (e). Here, the left part of the image is defect-

free, while the right side contains multiple rotational twins, marked as dashed red lines. When

going from left to right, the crystal structure is only preserved for one orientation of the twin.

In addition, we observe vertical defects between the defect-free and the twinned region. This

is due to the change of polarity in the horizontal direction and is quite similar to what is

observed in vertical nanospades [178].

The presence of this highly defective structure at the base of NM B is in stark contrast to the

relatively defect-free region observed in NM A. The existence of these two very different crystal
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structures in NMs grown side-by-side underline the importance of controlling the phase and

coalescence of nucleated islands to achieve defect-free crystal growth of III-Vs on Si.

Overall, correlating the features of the representative TEM-measured samples by observation

of NM faceting observed in SEM, we find two distinct types of NMs on Si (111). The first type

of NMs present uniform faceting and shape, similar to NM A. These NMs contain a region with

twins close to the interface, similar to a buffer layer, oriented in the (111) plane. The second

type of NMs, presenting irregular faceting and non-uniform shape, contain APBs and other

complex defects, similar to NM B. Close to the Si interface, regions both with and without

twins exist suggesting that the growth of NM B was mediated by a polynuclear regime. So far,

no APBs were observed to originate from the Si-GaAs interface though APBs were found within

the bulk of the NM. These APBs are a consequence of the polynuclear growth combined with

independent multi-twinning processes in each domain, as was shown by the TEM analysis.

This is further supported by the fact that these APBs were not found in NM A, consistent with

a structure originating from a single nucleation event.

We have also found that the emission intensity and the energy of the emission of defected NMs

are lower than in the single crystalline case. Similarly, the effective lifetime of minority carriers

is significantly shorter in the defected structures. We thus suggest that the presence of APBs

and other complex defects deteriorates the optical properties of the NMs. This is supported by

the fact that the CL signal is very weak in the region where these defects are located.

It is thus clear that the formation of APBs should be minimized for electronic and optoelec-

tronic applications of GaAs NMs on silicon. According to our theoretical model, growth

parameter tuning allows for majority mononuclear growth for NMs grown in short slits, and

hence the absence of APBs originating from twins. However, polynucleation may be unavoid-

able for longer NMs (from several to tens of microns). In this case, a different approach is

required, one that ensures that all nuclei have the same polarity to avoid APB formation. We

saw that a pre-growth treatment consisting of exposing the substrate to gallium or As4 before

growth resulted in the preferential orientation of the NMs. More detailed investigations into

such pre-treatments are necessary to understand the mechanism by which they can drive the

preferential orientation of polar NMs on a non-polar substrate. Equally-interesting is the fact

that the preferential orientation of the NMs occurs despite the presence of a large number

of rotational twins at the base of both NMs that were investigated. One might expect that a

large twinning probability during growth would lead to a randomized distribution of the NMs

orientation which is not the case here.

5.4 Conclusions

We have investigated the SAE growth of GaAs NMs on Si(111) substrates by MBE. In contrast

to homoepitaxial growth, we have observed a higher heterogeneity in the nuclei formed in

the initial stages of growth. We have found that a substrate pre-treatment with gallium or

arsenic before growth can greatly reduce defect formation and can thus be an important
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element in the defect-free integration of the NMs on Si. We propose a growth model that fits

the experimental data and reveals the parameters for growth in the mononuclear regime, that

is, one nucleus per slit. TEM analysis on an APB-free NM has shown the presence of in-plane

twin defects close to the GaAs-Si interface while crystal continuity along the base of the NM

suggests that it grew in the mononuclear regime which is statistically favoured for slit lengths

less than about 1µm. Finally, CL and PL analyses on a NM whose crystal structure is consistent

with a polynucleated growth regime suggest that the presence of APBs and other complex

defects deteriorate the optical properties of AlGaAs-passivated NMs, as evidenced by lower

measured minority carrier lifetimes. Overall, the results presented in this work pave the way

for monolithic integration of GaAs NMs and related nanostructures on Si substrates.

Experimental

Substrate preparation. Samples were prepared by starting with an undoped Si(111) wafer

on which a 30 nm thick thermal oxide was grown. The wafer was patterned using e-beam

lithography in a Raith EBPG-5000+ with ZEP resist. After developing in n-amyl acetate and

isopropyl alcohol (1 min each), the wafer was dry etched in an SPTS APS dielectric etching tool

using CHF3/SF6 chemistry. O2 plasma stripping of the resist was performed before dipping

the wafer briefly into a buffered HF solution and quickly loading it into the MBE chamber to

prevent oxidation of the silicon surface.

MBE Growth. Each sample was loaded into a DCA P600 solid-source MBE chamber and

degassed at 400 ◦C for 2 h under ultra-high vacuum. The sample was then loaded into the

growth chamber and annealed at 750 ◦C for another 30 min before launching the growth recipe.

NM growth was performed at a substrate temperature of 630 ◦C under a gallium flux yielding

a GaAs equivalent growth rate of 0.3 Å/s and an arsenic beam equivalent pressure (BEP) of

5.5×10−6 Torr. AlGaAs-capped samples were capped at a substrate temperature of 440 ◦C

with 41 nm of Al0.3Ga0.7As followed by 7 nm of GaAs to prevent oxidation. Here, the AlAs and

GaAs equivalent growth rates were 0.5 Å/s and 1.0 Å/s, respectively, with an arsenic BEP of

1.1×10−6 Torr.

CL. CL measurements were performed at 12 K in a closed cycle Attolight Rosa cryostat, using

an electron-beam energy of 2.5 keV and current of about 1 nA. The CL signal is collected by

a reflective objective (numerical aperture (NA) 0.71) and sent through a 32 cm focal-length

spectrometer onto a Peltier-cooled Si charge-coupled device (CCD) after spectral dispersion

by a diffraction grating.

µ-PL. Spatially resolved µ-PL characterization was performed at 6 K using a diffraction-limited

confocal microscope inserted into a low-vibration, cryogen-free cryostat (Attocube Attodry

1000). A 780 nm pulsed laser was used to excite the sample whose PL signal was dispersed by

a 750 mm focal length spectrometer at a resolution of ∼30µeV and detected with a cooled Si

CCD. Scanning µ-PL maps were recorded using an XY piezo scanner.
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TRPL. TRPL spectra were acquired by the so-called time correlated single photon counting

(TCSPC) technique. For this, an avalanche photodiode (APD) with a time resolution of ∼25 ps

was used.

Cross-sectional STEM. A cross-sectional lamella was cut out of selected NMs using FIB. TEM

characterization, including HR-TEM, HAADF STEM and EELS imaging (see Appendix C.3

for details) were performed using a TECNAI F20 field emission gun microscope operated

at 200 kV with a point-to-point resolution of 0.14 nm, coupled to a GATAN Quantum EELS

spectrometer. Atomically resolved HAADF-STEM images were acquired on a probe-corrected

FEI Titan 60-300, equipped with a high-brightness field emission gun (XFEG) and a CETCOR

corrector from CEOS to produce a probe size below 1 Å. The microscope was operated at

300 kV, with a convergence angle of 25 mrad and an inner collection angle of the detector of

58 mrad. Atomically resolved aberration corrected HAADF-STEM was used to determine with

high accuracy the atomic column positions, allowing the detailed study of polarity [396] as

well as the final strain analysis by means of geometrical phase analysis (GPA) [301, 399]. The

HAADF-STEM images were treated with a Wiener filter and beam deconvolution for clarity.

Atomically resolved EELS mapping to determine the crystal polarity was performed using a

Nion UltraSTEMTM 100MC ’HERMES’ operated at 60 kV [400].
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6 Conclusion & Outlook

In this thesis, we focused on exploring the new possibilities offered by template-assisted

nanowire (NW) growth by molecular beam epitaxy (MBE). This promising approach gives

the ability to grow wafer-scale arrays and networks of III-V NWs with unprecedented con-

trol of NW position and direction while achieving superb crystal quality and functionality.

These positive aspects make this growth approach very appealing in the fields of topological

quantum computing and infrared photodetectors, both of which have been getting significant

attention recently. Specifically, we explored the growth of In(Ga)As NWs on two varieties of

GaAs substrates and also investigated the growth of GaAs nanomembranes (NMs) on Si (111)

substrates.

First, the growth of In(Ga)As NWs on top of GaAs NMs was demonstrated on GaAs (111)B

substrates. InAs was shown to collect at the top of GaAs NMs to minimize energy, however, the

unstable {113} top facets of the GaAs and large lattice mismatch resulted in highly-intermixed

InGaAs NWs. As a result, the NWs had a low conductivity, so extrinsic dopants were introduced

to perform electrical measurements. Atom probe tomography (APT) measurements were

performed on the extrinsically-doped NWs and it was found that dopants had trouble getting

incorporated into the In(Ga)As NW and most of the dopants remained on top the of NW

structure. Magnetotransport measurements yielded results indicative of quasi-1D transport

and weak localization (WL) behaviour in the diffusive regime while fits gave an electron

coherence length of >100 nm.

The following study explored dopant incorporation into this material system to achieve a

remotely-doped structure. First, the In concentration of the NWs was shown to increase

through lower V/III ratios and higher In fluxes, allowing for the growth of In0.5Ga0.5As NWs.

When combined on top of a remotely-doped GaAs NM structure, these NWs exhibited very

good transport characteristics compared to the previous extrinsically-doped NWs. Magneto-

transport measurements showed weak anti-localization (WAL) behaviour this time and fits

indicated that electron mean free paths had increased from on the order of a few nanometres

to >200 nm. APT measurements were similarly performed to image the dopant incorporation

and it was observed that the dopants also have difficulty getting incorporated during GaAs
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growth and instead float to the top of the structure. This interesting effect will, therefore, be

the topic of a future study.

Results on the growth of pure InAs NWs on GaAs buffers were then demonstrated on GaAs

(100) substrates. Switching to the (100) substrate resulted in a significant decrease in the

intermixing of Ga into the InAs NW, likely due to the more stable facets formed on this surface

as compared to the faceting in GaAs NMs grown in GaAs (111)B. Low-temperature field-

effect transistor (FET) measurements yielded mobilities close to what has been observed in

vertically-grown InAs NW in our group, which is very promising considering the relatively

large amount of scattering surfaces in these NWs.

Future work on template-assisted InAs NWs can be divided into two categories: improving

quantum transport and coupling 1D wires to superconductors. Interface scattering from the

NW surface and the GaAs interface is likely the greatest limitation of NW mobility and electron

mean free paths. Therefore, current work is focusing on improving these interfaces through

various approaches such as with the use of surfactants like Sb, which have been reported

to yield smoother buffer layers [401]. Surface passivation with a higher bandgap material

is another approach to improve mean free paths of electrons by reducing their interaction

with the surface. This would have the additional effect of removing the Fermi level pinning

at the surface of the InAs NW, though the resulting lack of carriers could be compensated

by remote-doping also on (100) substrates. In the second category, the coupling of 1D wires

to superconductors would be the next step towards enabling experiments with Majorana

zero modes (MZMs). The superconductor material and deposition method would be two

very important parameters for these experiments. Epitaxial aluminium could be attempted,

though at least initially, more traditional sputtered deposition of NbTiN (for example) may be

a better starting point. If sputtering were used, arsenic capping would have to be employed

to protect the surface from oxygen during transfer into the sputtering chamber. In terms of

transport, an example of an interesting experiment might include depositing a tunnel barrier

between the NW and the superconducting circuit (SC) and observing the metallization of the

NW as a function of tunnel barrier thickness (coupling strength) [96].

Other material systems can also be considered such as the growth of InSb NWs, which are

thought to be the holy grail for topological quantum computation applications due to their

incredibly large g-factor and strong spin-orbit interaction (SOI) [82]. This would, however, be

a significant undertaking due to the even larger lattice constant resulting in a larger lattice

mismatch when growing on GaAs substrates. Nevertheless, plastic strain relaxation through

interfacial misfit (IMF) array formation appears to be a promising approach to achieve this

[109, 112]. Further inspiration may be gained from the field of 2D growth in the form of

low-temperature AlSb interfacial layers to help with IMF array formation [402]. Low growth

temperatures required for switching to antimonide growth, on the other hand, will likely be a

problem for maintaining selectivity on the SiO2 mask. Ways to combat this include hydrogen-

assisted molecular beam epitaxy (H-MBE), migration-enhanced epitaxy (MEE) or a two-part

growth where 2D growth is performed to switch over to a 6.1 Å lattice constant, followed by
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mask fabrication and a subsequent InSb growth step.

On the topic of selective-area epitaxy (SAE) nanostructure growth, many fundamental aspects

are left to be understood. At the most fundamental level, the effects of slit width and pitch

on NM/NW growth rates have still not been fully modelled. An example of a result that we

currently have trouble explaining was given in Figure 4.3 where the smallest slit shows no

GaAs growth. A similar effect has also been observed for increasing pitches of slits. Therefore,

the next steps will certainly involve many growth series and theoretical modelling to fully

understand these phenomena.

The dopant segregation effect that was observed in Chapter 3 is also a very good candidate

for future studies. Next steps on this topic would include performing more in-depth growth

studies in close collaboration with APT investigations to determine at which temperatures

the dopants begin to get incorporated into the GaAs structure. Theoretical modelling, either

through atomistic simulations or otherwise, might also help elucidate the nature of the dopant

segregation effect. Once this effect is understood, it may be used to achieve very sharp delta-

doped nanostructures by accumulating dopants at the surface and dropping the temperature

to incorporate them all at once. Naturally, further investigations into remote-doping on (100)

substrates also seems like an interesting avenue to explore.

Finally, the growth of GaAs NMs on non-polar Si (111) substrates was the last major topic that

was presented. We found that the formation of anti-phase boundaries (APBs) is a significant

challenge to growing defect-free NMs in slits longer than about 1µm. Promising results were

achieved by trying various surface pre-treatments to favour nucleation of a certain GaAs

polarity. Subsequent cathodoluminescence (CL) and high-angle annular dark-field (HAADF)-

scanning transmission electron microscopy (STEM) measurements showed that APBs are

indeed electrically-active defects that form at the interface of two mismatched growth nuclei.

Future work includes a more careful look at the growth mode and merging of individual nuclei,

possibly by adding short growth markers or by performing a time series. This would also

shed some light on the origin of the twins observed at the base of the nanostructures which

are currently not well understood. One theory is that the twins form after a certain critical

thickness to relax accumulated mismatch strain. Though there was an attempt to control

polarity by surface treatments before growth, an additional factor to explore is the effect of

surface roughness. Anisotropic etching of the surface with KOH would help make the surface

atomically flat and possibly further help reduce APB formation by the mono-atomic step mode

described in Figure 2.9b. Finally, the effects of miscut substrates could further be explored as a

double-stepped surface has been reported to reduce APB formation [403, 404].

This work opens up many interesting new research directions in the field if semiconductor

NW growth. Applied to NW growth, SAE is a highly-scalable growth technique that has a

bright future ahead and a multitude of interesting applications. These currently include

demanding, high-performance applications such as in topological quantum computing but

may also one day include integrating III-V materials on silicon to help reduce the cost of
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infrared photodetectors, for example.

As the scientific community forges ahead at break-neck pace with advanced growth techniques

and an ever-deeper understanding of how these systems behave, I for one am very excited

to see what the future holds for nanowire-based topological quantum computers. Though

the future is anything but certain, some certainty lies in the fact that there is much left to be

understood, even more left to be done and many surprises that we will learn from along the

way. At the same time, I truly hope that the quantum computing community as a whole will

remain as open as possible by encouraging the sharing of information and scientific discourse

to bring the maximum benefit to society.
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As is the nature of scientific research, there are always new things to investigate and avenues

to explore. During this thesis, there have been many side-projects and parallel collaborations

that did not make it into the main text of this thesis. Nevertheless, there are a few which I

believe are still worth including as they either yielded an interesting result and/or involved a

lot of work (though usually both).

A.1 Nanosails Showcasing Zn3As2 as an Optoelectronic-Grade Earth

Abundant Semiconductor

E. Z. Stutz*, M. Friedl*, T. Burgess, H. H. Tan, P. Caroff, C. Jagadish and A. Fontcuberta i Morral.

Nanosails Showcasing Zn3As2 as an Optoelectronic-Grade Earth Abundant Semiconductor.

Phys. Status Solidi RRL 13, 1900084 (2019) *equal contribution

The content of this paper has been reformatted to match that of this thesis with references

combined with those at the end of this thesis. The content and figures has been reproduced here

without modification with the permission of John Wiley and Sons.

My contributions to this paper were the design and execution of the electrical transport mea-

surements. This included contact fabrication and optimization with subsequent measurement

in our liquid helium cryostat for temperature-dependent Hall and Van der Pauw measure-

ments. I also contributed to preparing the electrical transport figures and writing a part of the

manuscript.

Though this work is not directly related to the theme of the rest of my PhD thesis, the time

spent on these measurements combined with the nice results led me to include it here in

the appendix. The electrical measurements in this paper were performed in the first six

months of my PhD during a maintenance period for the MBE. The temperature-dependent

measurements posed quite a fun engineering challenge because they required some innovative

thinking to implement a programmable switch box for the measurement signals. I also
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included the design details of this equipment in Appendix B.1. The results of the measurements

were quite pleasing, as they showed quite clearly that the semiconductor was degenerately

p-doped. However, soon after the measurements were complete, I switched to MBE growth of

III-V materials and so the results were never published. I am very grateful that Elias came along

and was able to combine his Raman measurements with my electrical transport measurements

into what turned out to be quite a nice paper in the end!

A.1.1 Abstract

Zn3As2 is a promising earth-abundant semiconductor material. Its bandgap, around 1 eV, can

be tuned across the infrared by alloying and makes this material suited for applications in op-

toelectronics. Here, we report the crystalline structure and electrical properties of strain-free

Zn3As2 nanosails, grown by metal-organic vapour phase epitaxy (MOVPE). We demonstrate

that the crystalline structure is consistent with the P42/nmc (D15
4h) α”-Zn3As2 metastable

phase. Temperature dependent Hall effect measurements indicate that the material is degen-

erately p-doped with a hole mobility close to 1×103 cm2/Vs. Our results display the potential

of Zn3As2 nanostructures for next generation energy harvesting and optoelectronic devices.

A.1.2 Introduction

The increasing production of high-performance electronic devices and the push towards

generating energy in a sustainable manner leads to sustainability challenges for optoelectronic

and photovoltaic (PV) technologies. Particularly affected are devices using atomic elements

of scarce abundance in the earth’s crust, which prevents their widespread deployment. In

this context, highly functional materials made of earth-abundant elements are being sought

for both PV and optoelectronic applications. The second most abundant element in the

earth’s crust, silicon, is a semiconductor very successfully deployed in the PV market. It suffers

nonetheless from its indirect bandgap and the consequently high purity required for the

production of efficient solar cells. Both characteristics increase the energy needs for silicon

PV device production. The so-called ‘second generation’ solar cells, built with much thinner,

direct bandgap active layers, could in principle solve these two issues. Still, these thin film

solar cells exhibit either a long energy payback time (amorphous silicon) or they use scarce

and expensive elements (ex: copper, indium, gallium, selenium, cadmium, tellurium).

Direct bandgap semiconductors employing earth-abundant elements could combine the

advantages of all these material families. They would enable efficient light collection in a

thin film of easily available materials. copper zinc tin sulfide (CZTS) and zinc phosphide

(Zn3P2) have received increasing attention as materials satisfying these criteria for efficient

and sustainable light conversion discussed so far. Belonging to the same family, zinc arsenide

(Zn3As2) is a p-type semiconductor structurally similar to Zn3P2. It exhibits a band gap around

1 eV[405] and potentially high hole mobilities [406]. The stoichiometry of this material can be

transformed continuously into Cd3As2[407] or Zn3P2[408] by appropriate atomic substitutions,
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shifting its bandgap energy towards1.5 eV and 0 eV, respectively. (Zn1 – xCdx)3As2 transforms

from a semiconductor to a three-dimensional Dirac semimetal as x reaches 0.62[409]. The

ability to tune its direct bandgap energy makes this material system very attractive for long-

wavelength optoelectronics and as a constituent in multi-junction solar cells.

M I I
3 X V

2 compounds crystallize in a structure akin to the anti-fluorite structure, with the

difference being that 25% of the cation sites are empty. In turn, this causes a slight tetragonal

distortion. Barring the minute deformation, their anion sub-lattice is face-centered cubic.

Historically, the progress in the use of II-V materials has been hindered by a lack of suitable

substrates matched in terms of their lattice constants and large coefficient of thermal expan-

sion (CTE). InP and GaAs have shown to be the most suited substrates for the growth of Zn3As2,

with lattice mismatches of 0.35% and 4% at 300 K, respectively[410]. One should note here

however that using InP and GaAs defies the purpose of achieving a sustainable technology with

earth abundant elements. Epitaxial thin films of Zn3As2 have been obtained by MOVPE[411],

molecular beam epitaxy (MBE)[410] and liquid phase epitaxy[412]. In all these reports, mis-

fit dislocations and cracks at the interface of thin films seem to be unavoidable [413]. The

resulting interface defects drastically impair the electrical properties of the heterostructures.

One solution to both the lattice mismatch and CTE difference problems constitutes the use of

freestanding nanostructures rather than thin films. In this case, the nanoscale contact area

with the substrate allows for very efficient elastic strain relaxation[114]. Examples of heteroge-

neous integration of materials in the form of nanoparticles or nanowires are numerous[27,

414–416]. Until now there are only a few publications demonstrating synthesis of Zn3As2

and Zn3P2 nanostructures [406, 417–419], including simple device demonstration such as

field-effect transistors and photodetectors [406].

Other kinds of free-standing structures include two-dimensional nanoscale objects such as

nanosails or nanoscale membranes [177, 179, 192, 302]. Thanks to their potentially equally

efficient relaxation of mismatch strain, they provide a perfect platform for the study of two-

dimensional structures which are free from any dislocations or cracks. They thus provide

information on the intrinsic properties of the material and a path for their realistic use in

applications.

A.1.3 Materials and Methods

The Zn3As2 nanosails were grown by horizontal flow gold-catalysed MOVPE on a GaAs (111)B

substrate by the vapour–liquid–solid (VLS) method, as in Ref [419]. The growth time was

10 min. Details of the growth are described in Appendix C.4. The morphological properties of

the nanosails were characterized by scanning electron microscopy (SEM) and by atomic force

microscopy (AFM). Figure A.1 shows a typical SEM picture of the as-grown sample.

103



Appendix A. Extra Experiments

Figure A.1 – Typical top-view scanning electron microscopy image of the surface of a sample
grown in the conditions described in the text. Nanosails, nanowires and gold nanoparticles
can be seen.

Micro-Raman scattering measurements were performed on individual nanosails at 12 K with a

single-frequency optically pumped semiconductor laser at 532 nm wavelength as an excitation

source. The laser, with a power of 140µW at the sample surface, was focused on the sample

with a microscope objective (N A = 0.75). The polarization of the incident laser was controlled

by a linear polariser. The scattered light was collected in backscattering geometry through the

same objective and recorded by a TriVista triple spectrometer with gratings of 900 lines/mm,

900 lines/mm and 1800 lines/mm, respectively, and a Princeton Instruments liquid nitrogen

cooled multichannel charge-coupled device (CCD) PyLoN camera.

For the device fabrication, the nanosails were detached from the growth substrate by sonica-

tion in isopropanol and drop cast onto a thermally oxidized silicon wafer. The contacts were

then patterned with aligned e-beam lithography [420] followed by wet etching in a buffered

hydrogen fluoride solution with one chip additionally being Ar milled in-situ before metal

deposition (see Appendix C.4 for details). The contacts were then deposited by sputtering

20 nm of Cr and 150 nm of Au. The conductivity of the nanosails was measured by applying

the van der Pauw method[421] while the thickness of the nanostructures was determined by

AFM. The Hall mobility of the nanostructures was measured employing the same four contacts

while sweeping a perpendicular magnetic field from −5-5 T.
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A.1.4 Results and Discussion

Structural Properties

We start by reporting the structural properties of the nanosails. In bulk form, pure Zn3As2

exists in three different polymorphs named , α’ and β [422]. This material can also be found

in a fourth crystalline structure when 2-4% of zinc or arsenic atoms are substituted with

cadmium [422] or phosphorus [423], respectively. Table A.1 lists the four polymorphs along

with their characteristics in terms of symmetry, stability and number of atoms in the unit cell.

Name Space Group
Stability in

Bulk
# of atoms

α I41cd
Stable:
∼300 K

160

α′ P42/nbc
Stable:

457-945 K
160

β Fm3m
Stable:

>945 K
10

α′′ P42/nmc Metastable 40

Table A.1 – The different observed phases of Zn3As2, their space group, stability in the bulk
and number of atoms in the unit cell.

The thermodynamically stable Zn3As2 phase at room temperature is the so-called α phase. At

temperatures between 457 K and 945 K, typically used for growth, the α’ phase with a different

symmetry becomes stable. At higher temperatures, the β phase becomes stable. The loss of

order of the cations increases the symmetry of this phase and makes it face-centred cubic.

Pangilinan et al. [424] have observed a strained phase whose symmetry could not be matched

with any known pure phase of Zn3As2 . They have not identified it as such at that time but given

that the symmetry of their phase matches that of the α” phase, this is the first observation of

stoichiometrically pure α”-Zn3As2. To the best of our knowledge, this phase has otherwise

never been synthesized and identified before.

Raman spectroscopy is a non-destructive technique that provides information not only on

the structure, but also on the orientation and symmetry of the material. Figure A.2 shows a

representative Raman spectrum of a Zn3As2 nanosail. The spectrum exhibits a dozen peaks

separated in two sets: one at low energy ascribed to bending vibrations of the X-Zn-X systems

(X = As, P) and the other at high energy, attributed to fundamental stretching vibrations of

the Zn-X bonds[425]. The exact position of the deconvoluted stretching mode peaks along

with their symmetry are reported in Table A.2. The bending mode peaks acquired under our

measurement conditions overlap too much to be reliably deconvoluted. One peak (*) could

be the reportedly anomalous peak also observed by Pangilinan et al. [424]. A similar Raman
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spectrum to the one presented here is observed in α or α” Zn3P2[426], another compound

of the α”-(Zn1 – xCdx)3(P1 – yAsy)2 quaternary phase. This structure of the Raman spectrum is

not observed in a lower symmetry phase of Zn3As2 such as α [427]. The Raman shift of the

peaks identified in that article are listed in Table C.5 in Appendix C.4 for comparison.

In a previous study, Burgess et al. [419] assigned the α’ phase of Zn3As2 to the nanosails

obtained in extremely similar conditions (400 ◦C on GaAs(110)). The crystal structure was

assigned by comparing electron diffraction patterns to simulated diffraction patterns of the

α- and α’-Zn3As2 structures, and the latter seemed to be the most suitable. We simulated the

diffraction pattern of α”-Zn3As2 in equivalent zone axes to compare with their experimental

diffraction patterns. The zinc ordering in theα” phase does not match the crystalline structure

of their nanostructures. Details of the simulation are shown in Figure C.20 of Appendix C.4.

Prior to the growth described here, the MOVPE system had been used to grow zinc phosphide

on indium phosphide substrates. It is possible that there was some residual phosphorus

originating from the precursor or from the substrate in the growth chamber which could

have been incorporated in the nanosails. Slight phosphorous contamination is possible in

MOVPE, if the system is used both for phosphides and arsenides or if the substrate contains

phosphorus. This would explain the growth of the α” phase [423].

Further evidence indicating that our nanosails belong to this phase is that its crystal structure

exhibits a relatively small unit cell with 40 atoms, four times less than theα andα’ phases. This

is consistent with the reduced number of observed first-order phonons in our structures. In

conclusion, Raman spectra indicate are consistent with the crystalline phase of the nanosails

being α”-Zn3As2.
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Figure A.2 – Raman spectrum of a nanosail acquired at 12 K in backscattering geometry. The
incident laser light at 532 nm and at approx. 150µW was linearly polarized along the main axis
of the nanostructure while the scattered light was unpolarized.
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Position
Mode

Representation
Position

in [424]

195.3 Γ+1 196.7

203.2 Γ+4 204.9

210.3 Γ+3 210.6

218.8 Γ+1 & Γ+3 215.4

226.5 Γ+1 (*) 225.7

233.2 Γ+3 232.4

254.5 Γ+3 252.1

Table A.2 – Deconvoluted peak positions of the high Raman shift stretching modes obtained
by fitting with Lorentzians. The peak positions are matched with the corresponding peak and
their symmetry determined by Pangilinan et al. [424].

Electrical Properties

Figure A.3a shows a nanosail device, with its four electrical contacts. The thickness of the

characterized devices, determined with AFM, ranged from 80-160 nm.

We start by reporting on the temperature dependence of the electrical conductivity, between

4 K and 300 K. The measurements of three different nanosails obtained in the same batch are

shown in Figure A.3b. The conductivity increases at lower temperatures. Such a behaviour is

only expected in metals or in semiconductors with degenerate doping.

(a) Contacts
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(b) Conductivity

Figure A.3 – (a) Top-view colourized SEM image of a Zn3As2 nanosail (yellow) and the four
contacts used for electrical characterization (green). (b) Evolution of the conductivity of three
nanosails with the temperature, measured with the van der Pauw method.

Figure A.4a shows an example of a typical relationship between the measured Hall voltage and

the applied magnetic field. The positive slope of the curves indicates a positive Hall coefficient,
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and hence confirms that the material is p-type, as reported extensively in the literature. The

data follows the linear dependence of the Hall voltage as a function of the magnetic field:

VH = I B/pte with a regression close to 1 (ρ2 = 0.9997).

We use the conductivity measurements and the Hall voltage to determine the carrier con-

centration and mobility as a function of temperature. The concentration of free carriers and

mobility is shown in Figure A.4b and Figure A.4c, respectively. The carrier concentration

increases at high temperatures but does not freeze out at low temperatures, remaining above

4×1018 cm−3.
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Figure A.4 – (a) Variation of the Hall voltage with the magnetic field applied on the nanosail
and (in red) a linear fit to the data. (b) temperature dependence of the carrier concentration of
three nanosails calculated using the measured Hall coefficients and (c) evolution of the hole
mobility with the temperature (points). A fit to the linear high-temperature regime (full lines)
provides the temperature dependence of lattice scattering in Zn3As2.

In all nanosails studied, the mobility of the carriers is constant below 10 K and decreases at

higher temperatures. Linear fits to the high-energy parts of the curves reveal that the mobility

is nearly proportional to the inverse of the temperature. This dependence is typical of metals

and degenerate semiconductors, for which lattice vibrations are the dominant sources of
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scattering above their Debye temperature.

The three nanosails characterized have qualitatively very similar properties. The most strik-

ing difference between the three is the approximately threefold increase in carrier mobility

measured in Chip II compared to the other two. This, in turn, could explain most of the

4.5-fold increase in conductivity in that same nanosail. The reasons why this nanostructure

exhibits increased mobility and conductivity with respect to the other two could be due to

local differences of the growth conditions and environment during growth.

Overall, the electrical measurements indicate that the Zn3As2 nanosails are degenerately

doped. Our results are consistent with some of the prior works on epitaxial Zn3As2 [405,

410, 428, 429]. The Zn3As2 material in this study is found to be unintentionally p-type. The

unintentional p-doping is attributed to shallow[410] native defects [430]. Acceptor levels

within a few dozen meV from the valence band maximum (VBM) have been detected in Zn3As2

by electrical, absorption [429], and photoluminescence [411, 431] spectroscopy measurements.

Using the tight-binding method, Szatkowski and Sierański [432] calculated the energy levels of

vacancies. They determined that zinc vacancies induce levels within 20 meV of the VBM. These

findings are supported by density functional theory (DFT) computations of the point defect

energy levels of Zn3P2 [433], which exhibits the same short-range order as Zn3As2. Finally, the

presence of an impurity band (IB) in Zn3As2 due to the degenerate doping was proposed by

Iwami et al. [428] and Sujak-Cyrul et al. [429].

The temperature dependence of the carrier concentration of our nanosails also shows two

different regimes: below about 30 K, the concentration is nearly constant, and at higher tem-

peratures, or only until about 80 K in Chip III, the concentration increases considerably. The

transition temperature has been obtained by fitting the two regimes, as shown in Figure C.21

in the Appendix C.4. The constant low-temperature regime indicates that pure impurity band

conduction occurs up to these temperatures, at which point thermal carrier generation initi-

ates, leading to a further increase of the carrier concentration. The spacing between the VBM

and the IB has been determined from the onset of thermal carrier generation to be 2.5 meV, a

value consistent with previous observations. Whether the IB carrying the conduction carriers

at the lowest temperature is degenerate with the top of the valence band or separated from it

remains to be determined.

Based on the literature describing the low-temperature carrier properties of Zn3As2, the

presence of an IB seems to be ubiquitous in this kind of material, whether synthesized by the

Bridgman method[428], by resublimation [429] or pseudomorphically on InP by MBE [410].

Comparison of the conductivities measured in the different works shows striking differences.

For example, Szatkowski and Sierański [432] obtained 7 S/cm at 5 K, Sujak-Cyrul et al. [429]

35 S/cm (calc.) at 5 K and Chelluri et al. [410] 220 S/cm (calc.) at 10 K. This is to be compared

with our results of at least 250 S/cm at 5 K. Szatkowski and Sierański [432], reporting the lowest

measured conductivity in single crystals at 5 K. This might be due to the presence of a higher

density of defects associated with the growth method. Similarly, a reduction of the carrier
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mobility in Zn3As2 thin films with decreasing material quality has been reported by [434].

Overall, the high values of mobility obtained by this work indicates the high potential of

nanosails to bypass lattice and CTE mismatch challenges. In addition, we believe our results

show Zn3As2 has excellent potential for photovoltaic applications. For this to be possible,

junctions should be created by also growing n type regions or by heteroepitaxy of a second

material yielding a type-II band alignment. Further work could also aim at optimizing the

growth conditions to increase the yield of nanosails as in Refs. [435, 436].

In conclusion, we have shed light on the electrical properties of α”-Zn3As2 nanosails, whose

crystalline structure has been demonstrated by polarized Raman spectroscopy. The temper-

ature dependence of the conductivity, majority carrier concentration and carrier mobility

between 4 K and 300 K are consistent with a high-quality degenerately doped p-type semicon-

ductor. This work demonstrates the potential of Zn3As2 as an earth-abundant semiconductor

for next generation energy harvesting or optoelectronic applications.
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A.2 111A Nanowires by SAE

During the growth of GaAs nanomembranes (NMs) by selective-area epitaxy (SAE), it was

observed that in certain cases, tilted nanowires (NWs) could be observed. Two SEM images

are in given in Figure A.5.
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1 μm1 μm

(a) Top-view SEM

1 μm

(b) Tilted SEM

Figure A.5 – SEM images after a standard GaAs NM growth showing the appearance if (111)A
oriented NWs.

The (111)A direction of the NWs was deduced by numerous measurements of the angle and

faceting with respect to the growth substrate. Typically NWs prefer to grow in the (111)B

direction and many studies have looked at how to encourage the growth of NWs in the (111)A

direciton. The reason why this is so interesting is that while (111)B NWs often form twins,

many have reported that (111)A NWs grow defect free.

transmission electron microscopy (TEM) analysis was also performed on these NWs and

indeed they were also twin-free, as depicted in Figure A.6. When compared with a (111)B wire,

we can clearly see that the crystal structure of the (111)A NWs have much less defects.

<111>A

<111>B

...

200 nm

Figure A.6 – TEM image of two NWs grown by SAE on the same substrate. One was vertically-
oriented and growing in the 〈111〉B direction (top) while the other grew tilted on the substrate
in the 〈111〉A direction (bottom). Stacking faults are indicated by red arrows.

They were most often observed to grow by a vapour-solid growth mode, alongside the GaAs

NMs, with no catalyst droplet. It was also noted that the NWs were only ever observed when
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atomic layer deposition (ALD) SiO2 masks were used instead of the typical plasma-enhanced

chemical vapour deposition (PEVCD) SiO2 masks. The reasons for this is unknown, possibly

something in the way the GaAs nucleated in the ALD SiO2 mask favoured the formation of

these wires. However, significantly more investigations would be necessary to confirm this.

Though this was an interesting result, despite multiple growth series and trials with different

oxide patterns, the yield of the (111)A NWs could not be improved beyond a few percent.

Special thanks to Eric Denervaud, Maxence Soria and Corentin Pignot who all had a role at

one point or another in the pursuit to understand the formation of these NWs.

A.3 Etch Release of In(Ga)As NWs

One further experiment which was performed with In(Ga)As NWs grown on GaAs templates

was to release the NWs by a selective etch of the GaAs. Selective wet chemical etching of InAs

has been reported previously with good results [437–439]. Therefore, a similar approach was

tried using a NH4OH/H2O2/H2O etch, the results of which are shown in Figure A.7.

2 μm

(a) Free etch release.

500 nm

(b) Etch release of contacted NWs.

Figure A.7 – SEM images after etch release of InAs NWs grown on GaAs NMs using a selective
wet etch to remove the GaAs templates below.

As seen in the SEM images, the selectivity is good enough to release multi-micron-long NWs

and either deposit them on the substrate or suspend them between two contacts. In principle,

this could be useful for applications requiring wrap-gating of the NWs. However, the variation

in chemical composition along the length of the NW results in variable etch rates. The resulting

released NWs are therefore undulating and non-uniform which is undesirable for electrical

applications. Furthermore, when the template is removed, the elastic strain in the NW is

removed which results in bending and bowing of the wires.
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Once an engineer, always an engineer. In the hard sciences, I have experienced on more

than one occasion the "that’s just engineering" mindset that scientists sometimes adopt. It

seems that for certain people things not directly related to scientific discovery can be seen as

uninteresting or worse, as a distraction. For an engineer such as myself, such a mindset is, of

course, a tremendous opportunity because it leaves many "just engineering" problems to be

solved! I mean this a bit tongue-in-cheek, but in all seriousness, this PhD taught me that it is

the engineering problems that keep me up at night (in a good way). I am therefore grateful for

both being allowed to take the time to work on these kinds of problems and for being given

free rein to poke around in the software/machinery of a system as complex as an MBE cluster.

This appendix is therefore dedicated to documenting the "just engineering" work that I did

during the PhD. Though not directly scientifically-relevant to the results presented in this

thesis, I felt the documentation of this work was important to both serve as a point of reference

for future lab members who might make use of it and to acknowledge the significant amount

of time spent on it.

B.1 Multiplexing Switch Box

When performing measurements on Zn3P2 nanoplatelets, described in Appendix A.1, Van

der Pauw and Hall measurements were performed to measure the material’s resistivity and

carrier concentration, respectively. These were performed thanks to four metal contacts

on each platelet. The inevitably imperfect sample and contact geometry meant that each

measurement had to be repeated four consecutive times, each time permuting the contacts.

The results were then processed to remove the effects of the sample/contact asymmetry to get

an accurate value for the material.

These measurements were then performed as a function of temperature in a liquid helium

cryostat equipped with a variable thermal insert (VTI). The measurement range was 4-300 K

with a resolution of a few degrees. This meant hundreds of measurements needed to be

113



Appendix B. Some Engineering

performed, each measurement requiring a different set of connections for the current source

and nanovolt meters. Rather than do it manually, a digitally-controlled 5×5 multiplexer (MUX)

box design was devised and fabricated to aid in the measurement.

In general, a grounding box serves the purpose of electrically protecting sensitive nanoscale

samples whenever measurements are not being performed on them. This is achieved by

grounding all the leads going to the sample. When a measurement is to be performed, the

test equipment is initialized and then the grounding box serves to unground the sample and

connects it to the test equipment so that the sample can be measured. The MUX, therefore,

had to both multiplex the test equipment signals while also performing the task of a grounding

box, all computer-controlled.

Mechanical switches such as relays are often a good bet for achieving low on-state resis-

tances while isolating the high-frequency, high-voltage digital side of the circuit from the

low-frequency, low-voltage side of the circuit. However, for sensitive samples, the possibility of

switching transients due to the bouncing of mechanical contacts was to be avoided. Therefore

I opted to use optocouplers instead, specifically the LBA120 and LCA120 from IXYS shown in

Figure B.1.
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Figure B.1 – The two optocoupler chips used in the MUX box design.

Five LBA120 chips were used in place of a single pole double throw (SPDT) relay for the

grounding of the sample through a 2 kΩ resistor, while 25 LCA120 chips were used as single

pole single throw (SPST) switches to multiplex the signals. The control signal was to be

supplied by an Arduino Mega 2560 microcontroller due to its large number of digital outputs

and ease use when interfacing with a computer.

A schematic of the board is shown in Figure B.2.
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PDB Design:

Figure B.2 – Printed circuit board (PCB) electrical schematic of the MUX circuit, with PCB
layout shown in the inset.

The signal inputs and outputs were implemented via standard BNC connectors for compati-

bility with the rest of the lab equipment while the digital control signals were routed to the

PCB via a 2x20-pin connector and ribbon cable.

In addition to the first board, a second board was designed and mounted directly on top of

the first board. This one served as a light emitting diode (LED) control board which created a

25×25 LED matrix display, allowing the user to easily see which connections were currently

active. The default state of the circuit is all LEDs off which means the sample is grounded and

no MUX connections have been made. The schematic and PCB design of the second LED

board are shown in Figure B.3.
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(a) Schematic

(b) PCB

Figure B.3 – Electrical schematic and PCB design of the LED portion of the MUX board.

The PCB was then mounted inside of a metal enclosure designed in SOLIDWORKS and ma-

chined to spec at the MX Workshop. The Arduino microcontroller was mounted on top of the

metal case to reduce high-frequency noise on the signal lines. An image of the final resulting

MUX box is shown in Figure B.4.
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Figure B.4 – Image of the assembled MUX box with all connections activated.

The control of the Arduino is done by the Firmata[440] protocol and the PyFirmata library

in Python. The commands are sent from Python to the Arduino simply over USB serial

communication.

B.1.1 Future Improvements

A few design flaws have since been discovered in this prototype. The first issue is the fact that

all BNC plugs have their shields connected to a common ground. To avoid the possibility of

ground loops, one should implement the option to individually leave the shields floating if

they are grounded on their other end. The second design flaw involved the connection with

the Arduino Mega, hence the need for the tape in Figure B.4. As of now, it is simply done by

using a ribbon cable soldered to a male pin header. However, this implementation isn’t the

most reliable because the pin header is quite short which means sometimes certain pins of

the Arduino lose their connection to the MUX box. In the future, a more reliable connection at

the Arduino should be devised, possibly by simply using longer male pins in the pin header.

B.2 MBE Web Server

The MBE is a machine that requires constant monitoring to not only diagnose potential

problems quickly but also to maximize the number of samples that are grown in a day. Our
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MBE has a fully-automated transfer arm and the machine itself is a 10 min walk away from the

office. Therefore, most interaction with the machine for transferring samples and launching

recipes is performed over remote desktop.

Though remote desktop is a very useful, full-featured interface allowing us to do everything

we need as if we were in the lab, for getting information quickly it isn’t the best. For getting a

quick update on the current MBE status, one can imagine an improved solution which doesn’t

(necessarily) require user rights and is more visually appealing. An alternative was devised in

the form of a web page which displays the current MBE status on the whole EPFL network.

Figure B.5 shows a diagram of the MBE room and how the computers are interconnected. For

security reasons, there is an offline local network established between computer in the lab and

only a single computer, called the Gateway PC, has access to both the EPFL network and the

local network. Communication with the MBE control racks is performed by the MBE Server

PC. Additionally, all MBE variables are logged once per second into a few uncompressed log

files located on the MBE Server PC. All possible variables, including temperatures, pressures,

shutters, gate-valve and interlock status are all logged.

MBE Lab Network

Gateway PC:
[Web Server]

MBE Server
[Log Files]

Growth

RHEED Transfer

EPFL Network

O�ce Cleanroom

Laptop

VPN
Smartphone

Figure B.5 – Network diagram of the MBE lab computers.

The hosting of the MBE Info web page is done on the MBE Gateway PC using Python and

the Flask library. Whenever a client connects to the Gateway PC (located at http://lmscmbe)

over the default HTTP port 80, the script fetches the latest data from the log file, parses it,

injects it into a nicely-formatted HTML page and returns it to the client. An example of the

info provided by this script is given in Figure B.6.
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Remote Power Vacuum Coolant Motion Process Transfer Done IGStatus
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Timestamp: 2019-10-05 22:22:51.964847. Written by Martin Friedl. MBE Info Panel - CDC Info Panel - MBE Samples

Figure B.6 – Example of a web page served up by the MBE Info python webserver.

We can see that all essential information about the current MBE status is easily visible and

colour-coded to draw attention to possible problems. This information is then accessible

from any device on the EPFL campus, for our convenience. Since it serves to only monitor the

equipment (and not control it), security is not considered to be a problem. Furthermore, it is

important to mention that we do not consider the displayed information to be sensitive nor

do we think it is useful to anybody but ourselves. Finally, this page is set to auto-refresh every

10 s making it possible to set it up on a Raspberry Pi as an always-on MBE dashboard in the

office, which is how we have currently set up.

The last two features are accessed by the links at the bottom of the web page. The CDC Info

link takes you to a page with all relevant information about the central distribution chamber

and degassing chamber, as shown in Figure B.7.
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Vacuum Process Transfer Done

False True True

CTI-8 Open CDC Pressure: 1.1e-10 Torr

Load-lock Pressure: 3.2e-08 Torr

DG
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Mode PID
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Rate
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Timestamp: 2019-10-05 22:38:27.936837. Written by Martin Friedl. MBE Info Panel - CDC Info Panel - MBE Samples

Figure B.7 – central distribution chamber (CDC) Info page for monitoring rest of MBE cluster.

The MBE Samples link displays a snapshot of the current samples loaded in the chambers of

the MBE cluster and is shown in Figure B.8. A nice feature which isn’t currently isn’t available

through any other interface (even through remote desktop) is the ability to see the list of

"Today’s Operations". This lets you know, at a glance, exactly what has been happening today

and is very useful since we have six growers in our lab all sharing the machine.

Today's Operations:

2019/10/05 12:34:38.600:    Moved    sample "Lm1-Si-WJ-dg" from DG to D1
2019/10/05 12:37:10.011:    Moved    sample "Lm1-Si-WJ-dg" from D1 to ST2
2019/10/05 12:39:02.904:    Moved    sample "Lm1-Si-WJ-dg" from ST2 to D1
2019/10/05 12:41:05.853:    Moved    sample "Sq3-Si-NM" from ST3 to DG
2019/10/05 12:41:20.000: Renamed sample "Lm1-Si-WJ-dg" to "D1-19-10-05-A"
2019/10/05 12:41:31.730: Renamed sample "Sq3-Si-NM" to "Sq3-Si-NM-dg"
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ST4 Sq4-Si-NM

ST5 Sq5-Si-NM
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ST7 MoG-Si-tbd

ST8 Mo-Rheed-Half

Load Lock
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LL2 D1-19-10-04-A

LL3 D1-19-10-04-B
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LL5

LL6

LL7

LL8

Chambers
D1 D1-19-10-05-A

D2 (no tool)

DG Sq3-Si-NM-dg

HC (no tool)

CDC

Last Operation 2019/10/05 12:41:31.730

Timestamp: 2019-10-05 22:37:38.663000. Written by Martin Friedl. MBE Info Panel - CDC Info Panel - MBE Samples

Figure B.8 – MBE Samples page for monitoring the status of samples in the machine.
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B.3 Grafana Log File Viewer

Viewing and searching MBE machine logs is a tedious process. The log files are saved on a

per-day basis as uncompressed ASCII files and end up being about 20 MB each. Though the

PhD students that set up the system, Daniel Rüffer and Martin Heiss, did a fantastic job to

make everything robust and functional, there was some room for improving user-friendliness

and efficiency. I, therefore, implemented a web-based interface for viewing log file data using

InfluxDB and Grafana.

InfluxDB is an open-source time-series database which is optimized for working with large

amounts of data[441, 442]. It forms the back-end system which stores all of the log data,

similar to an SQL database. However, unlike SQL, it is specifically meant for efficiently storing,

accessing and working with time-series data.

Grafana is used as the front-end which serves as the link between the user and InfluxDB. It is

an open-source analytics and monitoring software that runs on a local web server and can

be interfaced with a multitude of database types[443]. It has an exhaustive list of features

which include user authentication, data processing/filtering, alarms, dashboard creation,

customization and integration with many external services. An example of our most frequently-

used dashboard is given in Figure B.9 and credit goes to Lucas Güniat for having designed it.

As an example, here we have MBE pressure in the top graph, with shaded-in portions that

indicate various shutter openings. Below, another graph gives all the cell and manipulator

temperatures.

The implementation of this log file interface is depicted in Figure B.10. A Grafana server

is running on the Gateway PC, acting as a front end which is available to anyone on the

EPFL network at http://lmscmbe:3000. Users need to authenticate themselves with a given

username and password to access Grafana. When a user pulls up a dashboard, Grafana sends

a query to InfluxDB to request the relevant data which then sends back the appropriate down-

sampled data. Meanwhile, a Python script is running in the background and every minute it

fetches, parses and uploads the last ten minutes (for redundancy) of MBE logging data. Any

duplicate data is discarded and this way the InfluxDB is always kept up-to-date with the latest

data.

One of the biggest advantages of using InfluxDB is that the database is continuous and

transitions from one day to the next are seamless. Furthermore, where Grafana/InfluxDB

excels is sampling data from a large time interval and displaying all the data effortlessly. In

Figure B.11 we have an example where the MBE log data from the beginning of the year is

being displayed all at once. This represents many gigabytes of data which have been down-

sampled for display in the user’s browser with nice navigation features like click and drag

to zoom, etc. In this dataset we can easily see when the MBE was being used, when it was

down for maintenance, when there were power cuts and we even see the base pressure slowly

decreasing over the months after a major opening at the beginning of the year.
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MBE Pressure and Shutters 
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 D1.MBE Pressure: 7.72e-9
 D1.Ga Shutter: 0
 D1.Al Shutter: 0
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Figure B.9 – Example of a dashboard for viewing MBE log files in Grafana.
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Laptop

VPN
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Gateway PC

Figure B.10 – Diagram of how log files are loaded into an InfluxDB database and visualized
using a Grafana-based web server.
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MBE Pressure and Shutters
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Figure B.11 – Grafana view of MBE log since the beginning of the year (2019).
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Due to the sheer volume of features, there are many aspects of Grafana that I was not able to

touch on, such as setting alarms and the integration with Slack or other services. However, if

interested, the reader is highly recommended to read up on the many useful features of this

open-source toolbox [443].

B.4 Python Scripts for MBE Growth and E-beam Pattern Genera-

tion

The last two projects I would like to document here are two Python-based projects that

have been developed throughout my PhD. These were both born out of necessity for solving

specific problems but in each case, they brought with them other, unforeseen advantages and

benefits. This includes the benefits of getting a greater grasp of Python as a programming

language. In the spirit of transparency and open-source software, both projects are made

publicly available on Github at https://github.com/Martin09/E-BeamPatterns and https:

//github.com/Martin09/MBEToolbox under a GPL 3.0 license. A word of warning: though I

did my best to document everything well, when deadlines were looming and stress was high,

code readability inevitably suffered to some degree.

B.4.1 E-beam Pattern Generation

When first starting my work on (111)B GaAs growth I quickly realized that both high wafer cost

and process variation could both be improved by being able to fit more growth chips on a

single 2-inch GaAs wafer. To make matters worse, (111)B wafers have three-fold symmetry

and therefore cleave at 60° angles. Most GDS pattern software is set up for (100) wafers which

cleave at 90° angles and therefore making an optimal design for (111)B using a traditional

layout editor such as L-Edit or CleWin was somewhat frustrating.

I, therefore, turned to Python and the GDSCad library with which I made all the patterns

used in the PhD thesis. An example of such a pattern is shown in Figure B.12a. This meant

a significant initial time investment to get things running, but it led to much better use of

space on expensive GaAs wafers (costing 150 CHF each!) and smaller influence of process

variation on growth because 24 chips could be obtained from a single 2-inch GaAs wafer, as

shown in Figure B.12b. Also, once I started to accumulate hundreds of growth chips and was

worried about potentially losing track of them, the flexibility of Python later allowed me to

add unique identifiers on each fabricated chip. Now, each time a new wafer is generated, each

chip is assigned a unique, 2-character, alphanumeric ID which is saved to a database. This

database is linked to the parent wafer ID and thus the parent wafer of an orphaned chip can

be unambiguously tracked down.
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(a) E-beam Pattern (b) Patterned Wafer

Figure B.12 – a) E-beam pattern generated using Python for a (111)B GaAs wafer. b) Example
of a patterned (111)B GaAs wafer after evaporation of alignment marks.

B.4.2 MBE Recipe Toolbox

MBE growth is hard. In general, recipes can become quite complex and typically include

things like flux calibrations, layer thickness calculations, unit conversions etc. Because of this

complexity, I decided to forgo the established recipe client written in LabVIEW and instead

built my own from scratch in Python. Again, Daniel Rüffer and Martin Heiss, did a great job

writing the LabVIEW recipe client and most of the people in our lab still use it because it is

user-friendly and robust. However, the desire for a more powerful recipe client led me to take

another approach.

One of the main motivations for this switch was to be able to integrate calibrations automati-

cally into a recipe. The reasoning being that, as long as the grower can specify a desired flux,

then the exact temperature of a cell is irrelevant and can be handled in the background by

the recipe environment. Thus, Python scripting enabled the implementation of a Calibration

class which could auto-load the latest calibration file for a given cell and, when given a desired

flux, automatically convert this to a cell set temperature. This simplified many recipes and

allowed for easy comparison between recipes because set temperatures were not hard-coded.

A second big motivation behind moving to a Python environment was the ability to create

a Virtual MBE for testing recipes. Python itself, being an interpreted language, has the dis-

advantage in this sort of application that if a syntax error is made 80% through a recipe, the

script will crash only once it comes time to execute that line and will thus likely result in a

failed growth. The virtual MBE feature was developed for this reason, and the more general

reason which is that being able to perform a "dry run" and get feedback if a prototype recipe is

working as expected is very valuable. Being able to run a recipe virtually means that samples
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can be saved from potentially failed growths caused by untested recipes.

I, therefore, incorporated a virtual MBE server host which can be run in parallel with the real

MBE server. When the user wants to test their recipe, they only need to change a variable from

false to true and all of the commands get sent to the virtual MBE host server instead. After the

growth is finished, the virtual MBE server outputs a log file and a PNG image summarizing the

growth for the grower to consult. An example of the output from a virtual growth is given in

Figure B.13.

Figure B.13 – Example output from a virtual MBE growth for testing a relatively complex recipe.
Credit for the recipe design goes to Didem Dede.

As mentioned previously, all the code, including all Python growth recipes used in my PhD,

are made available on Github at https://github.com/Martin09/MBEToolbox.
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C Paper Supplementaries

In this chapter, I have included all of the supplementary information sections to the papers in-

cluded in the thesis. The formatting has been changed to match that of the current document,

however, the content itself has not been modified in any way.

C.1 SI - Template-Assisted Scalable Nanowire Networks

C.1.1 Growth Details

The InAs NWs were grown by MBE on top of defect-free GaAs NMs. The growth of the NMs

was performed according to an approach published previously using selective area epitaxy.1

Following the growth of the GaAs NMs at 630 ◦C, the substrate temperature was decreased to

540 ◦C and InAs was overgrown on top of the GaAs NMs. During the InAs growth, an arsenic

flux of 8×10−6 Torr was used along with an indium rate of 0.2 Å/s. This was typically grown

for 200 s, yielding a nominal deposited InAs thickness of 4 nm.

C.1.2 Temperature Dependence of InAs

As a first step during the growth optimization, two temperature series were performed. Some

representative SEM images from these series are shown in Figure C.1. Here we see that at low

temperatures the InAs grows as clusters on the sides/edges of the membrane rather than as

a single coherent wire. This side growth is possibly due to the fact that at low temperatures

the adatoms have shorter diffusion lengths and thus are not able to find the optimal (lowest

energy) positions, i.e. on the vertex. As the temperature is increased, the InAs islands begin to

merge and a coherent nanowire begins to form above ∼530 ◦C.

In a second series, on a substrate with NM pitches of 1500 nm, the growth temperature was

increased further to observe the limit of NW growth. At temperatures above about 550 ◦C, the

InAs no longer grows on the NMs. The optimal growth temperature for achieving continuous

coherent InAs NWs has therefore been found to be in the range of 540-550 ◦C.
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473˚C
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473˚C550˚C
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T

*With 1.5μm instead   
of 500nm pitch

Figure C.1 – Top view SEM images showing temperature dependence of InAs growth on top
of GaAs NMs. False coloured to show InAs islands as confirmed by energy-dispersive x-ray
spectroscopy (EDS) measurements.
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C.1.3 Width/Pitch Dependence of InAs

The influence of the GaAs NM geometry on the nanowire growth was also explored on a single

substrate grown at 530 ◦C. This comparison is shown in Figure C.2. From this analysis we see

that thinner membranes stabilize the nanowire, making it more uniform. Increasing the pitch

also improves the uniformity of the InAs NWs, though this is likely due to the fact that the

NMs are thinner at larger pitches. NMs at larger pitches, due to less efficient arsenic capture,

grow more slowly in both height and width. The optimal NM geometry is therefore achieved

at large pitches (> 1µm) with mask openings as thin as possible in order to achieve very thin

GaAs NMs. For sufficiently thin NMs, the InAs covers the whole top surface of the GaAs NM

and grows as a single NW with uniform thickness.
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Figure C.2 – Top view, false coloured, SEM image comparison of InAs NW coverage of the GaAs
NMs for various pitches and widths of the openings in the SiO2 mask. The InAs/GaAs has been
false coloured for visibility.

C.1.4 Raman Spectroscopy

Raman spectroscopy was performed on an InAs/GaAs device in order to measure strain. This

was performed using 488 nm laser excitation at a power of 200µW and ∼1µm spot size. A

representative spectrum is shown in Figure C.3 where five main peaks can be distinguished

and are summarized in Table C.1.

Here, the expected SO phonon peak was calculated assuming a cylindrical InAs nanowire

with a diameter of 30 nm [444]. From Table C.1, it can be seen that most peaks are measured

within ∼4 cm−1 of the expected frequency. However, the InAs LO peak shows a significant shift
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Figure C.3 – Raman spectrum of InAs NW on GaAs NM

Peak Name Expected Found

InAs TO 217.8/cm 218.2 cm−1

InAs SO [444]
240.0 cm−1 (bulk)
226.6 cm−1 (60 nm NW)

228.4 cm−1

InAs LO
233.9 cm−1

240.2 cm−1 [445]
247.0/cm

GaAs TO 267.7 cm−1 265.2 cm−1

GaAs LO 291.2 cm−1 288.3 cm−1

Table C.1 – Table of expected and measured Raman peaks.
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of ∼7/cm due to strain [445]. Additionally, the shape of the LO phonon peak is broader than

the expected Lorentzian fit, which we take as evidence of inhomogeneous broadening due to

inhomogeneous strain that is as also seen in finite differences simulations (see Appendix C.1.5).

C.1.5 Strain Simulations

The strain and electrical properties of the InAs nanowires were simulated using nextnano3

(v1.9.2), a Schrödinger-Poisson-current finite differences solver [446]. The simulation was

set up allowing for relaxation of the structure into the air spaces around the NW/NM. An

unstrained GaAs substrate was imposed on the system at the base of the simulation.

The resulting strain tensor maps are shown in Figure C.4. It can be seen that the strain in the

InAs nanowire is about 2-3% on average. This agrees well with what was seen in scanning

transmission electron microscopy (STEM) geometrical phase analysis (GPA) and Raman

spectroscopy.

Note that, while the actual GaAs NMs are hundreds of nanometres tall, the simulations used a

50 nm-tall NM to reduce the computational expense. This approximation is justified because,

as seen in the simulations, below about 30 nm from the top of the NM, there is little to no

strain remaining in the GaAs NM.

Supplementary: Simulations

 Epsilon XX  Epsilon YY 

Figure C.4 – Simulations of strain tensor in x and y directions.

C.1.6 Growth Model

We provide a model to explain the preferential accumulation of InAs on the top ridge of the NW.

Consider the NM/NW geometry shown in Figure C.5 in the cross-sectional view perpendicular

to the NM.

We assume that the InAs NW facets are composed of vertical, horizontal and inclined facets

of the (011), (111) and (113) families, respectively (see Figure C.5), and that the inclined
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Figure C.5 – NW model geometry showing the geometrical parameters used in modelling the
free energy of forming the InAs NW.

NW facets are replaced by the horizontal facets at the crossing point of the initial NM facets

with the inclined NW facets, as suggested by Figure 3.2 of the main text. From geometrical

considerations, we have a = h cot2θ and b = l −h cotθ, with θ as the taper angle of the NM,

hence

b +a = l −h(cotθ−cot2θ) (C.1)

The (131) facet of the InAs NW of width b +a and surface energy γ(131)
In As replaces the initial

facet of the GaAs NM of width l and surface energy γ(131)
Ga As . Additionally, the NW formation

creates the InAs-GaAs interface of width l and interfacial energy γ(131)
In As−Ga As . We also create

the vertical facet of height h/sinθ having the surface energy γ(011)
In As , and the horizontal facet of

width c and surface energy γ(111)
In As . From geometrical considerations,

c = h
sinθ

sin2θ
(C.2)

Summarizing all these surface energy terms and using cot2θ = (1/2)(cotθ− tanθ) and sinθ =
2sinθcosθ in Equation (C.1) and Equation (C.2), respectively, the surface energy change per

the length 2d (where d is the length of the initial NM) equals,

∆Fsur f =
[
γ(131)

In As−Ga As +γ(131)
In As −γ(131)

Ga As

]
l +

[
γ(011)

In As

sinθ
− 1

2
γ(131)

In As(tanθ+cotθ)+ γ(111)
In As

2cosθ

]
h (C.3)
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Grouping the bracket into C1 and C2, we can write

F =C1l +C2h (C.4)

Clearly, the C1 term gives the surface energy change in the 〈131〉 direction and is positive in

the non-wetting and negative in the wetting cases, respectively. The C2 term should always be

positive and is associated with the InAs facets in contact with the vapour. The surface area

of half the NW cross-section s equals the area of the parallelogram lh minus the area of the

upper triangle ∆s. The latter is given by h2/(8sinθcosθ), Therefore,

s = lh − h2

8sinθcosθ
(C.5)

where the second term is less than 10% of the first one in our geometry and can be neglected

in the first approximation.

To account for the effect of the strain relaxation, we use the simplest formula [114, 447, 448],

∆Gel ast i c =λε2V
1

1+αh/l
(C.6)

showing that the elastic energy (for the reduced strain ε due to dislocations) rapidly decreases

(α>> 1) with increasing the aspect ratio h/l with respect to the two-dimensional (2D) film of

the same volume V . Using V ≈ 2dl h and dividing it to the facet length 2d , we arrive at the

equation expressing the free energy of forming the InAs NW of width l and height h on top of

the GaAs NM,

∆F (l ,h) =C1l +C2h + C3lh

l +αh/l
(C.7)

This free energy is defined per unit length of the structure. The C1 term gives the surface energy

change upon covering the GaAs (131) facets with InAs, and is proportional to the NW width l .

The C2 term (C2 > 0) stands for the surface energy of all other InAs facets, and is proportional

to the NW height h. The last term gives the elastic energy of the InAs NW, proportional to

the NW cross-sectional area s ≈ lh, with C3 being the elastic energy per unit volume for the

reduced mismatch [114], and α describing the stress relaxation with the aspect ratio h/l [114,

447, 448]. In fact, the NW cross-sectional area s equals l h −εh2 due to the development of the

horizontal (111) InAs top facet seen in Figure 3.2 of the main text, but the εh2 term is typically

less than 10% and we omit it to simplify the analysis. We also assume that the term associated

with the dislocation energy is roughly the same for any aspect ratio, which should be valid for

large enough volumes of deposited InAs with the NW heights already well above the critical

thickness for forming misfit dislocations (∼1.2 nm) [447].
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Figure C.6 – Change in free energy of formation with aspect ratio. Graphs of the d f /dh
versus the aspect ratio obtained in the non-wetting (A > 0) and wetting (A < 0) cases from
Equation (C.8). The zero point at h/l ≈ 0.6 corresponds to the minimum free energy of
forming the NW, because its derivative is negative for smaller and positive for larger aspect
ratios. The real curve is expected to be the one in the wetting case, where the system surpasses
an energetic barrier at a small x as in the Stranski-Krastanow growth. The value of ν= 140
corresponds to the parameters of InAs with the reduced mismatch ε= 0.03. The insert shows
the geometry, the approximation s ≈ l h used in the calculations neglects the truncation of the
full parallelogram in the top part of the NW.
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To access the preferred shape of InAs on top of GaAs, we minimize Equation (C.7) at a fixed

s = l h, corresponding to a fixed volume of deposited InAs [449]. Introducing f =∆F /b the

result is given by

d f

dh
= 1− A

x
− νx1/2

(1+αx)2 (C.8)

with A =C1/C2 as the normalized surface energy change in the (131) plane, ν= 2αC3s1/2/b as

the strain-induced factor that increases with the amount of deposited InAs and x = l /h as the

aspect ratio of the NW. The preferred aspect ratio is now defined by the stable zero point of

d f /dh corresponding to the minimum free energy.

Figure C.6 shows two possible cases with the preferred x ≈ 0.6, as observed in Figure 3.2 of

the main text. Of course, the three-dimensional (3D) geometry will occur in the non-wetting

case with A > 0 even without any lattice mismatch, because the surface energy minimization

leads to a reduction of the energetically-costly InAs-GaAs interface [448]. This is shown by the

dashed curve in Figure C.6. We believe, however, that our GaAs/InAs system is initially wetting,

that is, the surface energy favours 2D growth of InAs on GaAs, while 3D structures emerge

only after the formation of a continuous wetting layer, as in the Stranski-Krastanow growth

[448]. Therefore, the system is described by the solid line in Figure C.6. In this case, reaching a

high aspect ratio on the order of 0.6, which is necessary to form the NWs on top of the NMs,

can only be due to strain relaxation and requires a high value of the strain-induced ν factor

of about 140. The c coefficient equals λε2, with λ= 1.22×1011 J/m3 as the elastic modulus of

InAs and ε as the reduced lattice mismatch. With the experimentally-observed ε= 0.03, this

yields ν= 140 at α= 15 [447] for a plausible value of C2 = 0.091J/m2.

C.1.7 TEM Compositional Line Scan

Looking at the electron energy loss spectroscopy (EELS) maps in more detail, a compositional

map and line scan are shown in Figure C.8 and Figure C.7, respectively.

Figure C.7 – Compositional maps of InAs nanowire on GaAs NMs for In, Ga and As separately.

From the line scan, we first notice that the amount of indium in the GaAs region and gallium

in the InAs region never goes below 10%. This is suspicious and is likely an artefact of the
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Figure C.8 – Compositional line scan from the GaAs NM into the InAs NW showing relative
concentrations of Ga, In and As.

EELS measurement, possibly caused by indium/gallium adatom migration induced by the

200 keV electron beam. An additional contributor to the indium signal could be the titanium

in the titanium dioxide capping layer. The two elements are difficult to differentiate as the

titanium L2,3 EELS edges overlap with the indium M4,5 edges.

The scan also shows a region between about 40 nm and 60 nm where gallium is present in

the InAs nanowire. atom probe tomography (APT) measurements have ruled out Ga cation

diffusion during the focused ion beam (FIB) preparation process. Due to the 100 ◦C difference

in growth temperature between the GaAs and InAs, and the necessary cool-down period

between the two growths, we do not expect any free gallium adatoms on the surface to

contribute to the formation of this InGaAs region. Rather, it is likely that stress drives diffusion

of some gallium atoms from the NM into the InAs NW during NW growth to accommodate

the high lattice mismatch. This observation suggests such strain might be used to overcome

the miscibility gap that is present in unstrained InxGa(1 – x)As below about 800 K [450, 451].

C.1.8 InAs Crystal Quality

The crystal quality of the InAs NW was further assessed by TEM imaging from the side of a

GaAs/InAs NM/NW structure. Figure C.9 (a) provides an example atomic resolution annular

dark-field (ADF)-STEM analysis from a roughly 70×70nm2 region near the base of the InAs

NW. GPA of (111) dilatation (Figure C.9 (b)) reveals the presence of a double twin that appears

to originate at the InAs/GaAs interface and propagates through the InAs layer.

The GPA structural map of the (-1-11) planes in Figure C.9 (c) allows us to identify misfit

dislocations, highlighted in red. Figure C.9 (d) applies a rotation filter that further highlights

these misfit dislocations. The appearance of misfit dislocations in the axial direction, along the
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nanowire, is expected because the strain cannot be as easily relaxed as in the radial case. This

is believed to be the reason that no misfit dislocations were observed in the transversal atomic

resolution ADF-STEM cross sections. On the other hand, in the longitudinal cross section, one

can count seven misfit dislocations in this roughly 70 nm-long region. Using this value as an

initial guess, we estimate that this structure has on the order of 100 misfit dislocations per

micrometre.

10 nm

(c)(c)

10 nm

(d)(d)

10 nm

(a)(a)

10 nm

(b)(b)

Figure C.9 – a) Atomic resolution ADF-STEM image taken from a 〈011〉 zone axis at the base
of the InAs NW on a GaAs NM showing two twins originating at the heterojunction and
propagating into the InAs nanowire. b) GPA analysis of image in a looking at dilation of (111)
planes. Here the twin is clearly visible and the colour contrast enables us to distinguish the
InAs from the GaAs region. c) Structural map of (111) planes in image a allowing us to see the
presence of misfit dislocations highlighted in red. d) Rotation filter of (111) planes from image
a allowing us to better distinguish misfit dislocations.

C.1.9 Magnetotransport Model

The conductivity dependence on magnetic field was fit with the following weak localization

model for the quantum correction to the classical conductivity in the quasi one-dimensional

(1D) diffusive limit: [94, 237, 309]

∆G = 2e2

hL

(
1

l 2
φ

+ 1

l 2
B

)− 1
2

where L is the length of the wire between contacts, lφ the phase coherence length, and lB the
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magnetic dephasing length. lB relates to the magnetic relaxation time τB as

lB =
√

DτB ,

with D = νF le for 1D wires. In our system, in the so-called diffusive limit, where le <<W , with

W the conducting channel width, and W << lφ, τB is given as

τB = 3l 4
m

W 2D
,

where lm = p
~/eB . This regime constrains le to maximally a few nanometres, which is in

good agreement with the expected spacing between dopants. We estimate from a 3D doping

concentration of 1×1027 m−3 a 1D concentration of 1×109/m, thus one dopant every couple

of nanometres. The fits for the data yielded the values shown in the following table for lφ in

this limit.

Bias (mV) lφ (nm) Error (nm)

0 134 4
5 97 2

10 84 2
15 73 2
20 66 2

The accuracy of the fits for lφ in this diffusive limit need to be taken with a degree of caution.

When spin-orbit length lso and mean free path le are included into the formalism, one has [94]

∆G =− e2

hL

3

(
1

l 2
φ

+ 4

3l 2
so

+ 1

l 2
B

)− 1
2

−
(

1

l 2
φ

+ 1

l 2
B

)− 1
2

−3

(
1

l 2
φ

+ 4

3l 2
so

+ 1

l 2
e
+ 1

l 2
B

)− 1
2

+
(

1

l 2
φ

+ 1

l 2
e
+ 1

l 2
B

)− 1
2



The data was fit for a range of values for lso , which result in slightly varying lφ between 130 nm

and 160 nm nm that quickly fall off with addition of voltage bias. When lso →∞ the diffusive

limit is recovered, as expected. The spin-orbit strength extracted from these fits is somewhat

weaker, corresponding to larger spin-orbit lengths than otherwise known from InAs [90, 452].

This is likely due to the gallium content in the wires as well as could be due to motional

narrowing in the diffusive limit with a mean free path of only a few nanometres. The complete

lack of weak anti-localization in the data is consistent with very weak spin-orbit interaction,

thus large lso . A 2D conductance map is shown in Figure C.10 which shows the dependence of

conductivity on both magnetic field and applied DC bias.

138



C.1. SI - Template-Assisted Scalable Nanowire Networks

-20

-10

0

10

20

V
D

C
 (

m
V

)

-8 -6 -4 -2 0 2 4 6 8

Z Magnetic Field (T)

0.8

0.7

0.6

0.5

G
 ( e

2/h )

Figure C.10 – Conductivity map as a function of magnetic field and bias voltage. Colour
scaling is differential conductance in units of e2/h. The decrease in conductance around zero
magnetic field is clearly manifested.

C.1.10 APT Mass Spectra

Figure C.11 – APT mass spectra. a) Mass spectrum of an InAs NW on a GaAs NM for the APT
reconstruction shown in Figure 3.2 (g) and (h) in the main text. The acquisition conditions
are described in the Methods section of the main text. b), c) Regions from the spectrum in a
showing 14Si2+ and 28Si+ peaks, respectively. Peaks at m/q = 14, 14.5, 29 and 30, which include
counts from Si isotopes, were not included in the reconstruction shown in Figure 3.2 (h) due
to overlap with other unidentified species.
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C.2 SI - Remote-Doping of Template-Assisted InGaAs Nanowire Net-

works

C.2.1 Finite Element Simulations of Doping

1D finite element simulations were performed using the nextnano software package [446] to

simulate the band structure and carrier concentration of remote-doped template-assisted NW

structures. A simulation of a GaAs NM with either a pure InAs NW or intermixed In0.5Ga0.5As

NW on top was performed, as shown in Figure C.12.

(a) Undoped InAs NW (b) Undoped In0.5Ga0.5As NW

Figure C.12 – Finite element simulations showing the conduction band (red) and electron
concentrations (grey) in undoped InAs (a) and In0.5Ga0.5As (b) NWs.

Here, Fermi level pinning in the conduction band was assumed for the InAs NW, resulting

in a large electron concentration near the surface of the NW. The Fermi level pinning was

simulated by implementing a donor surface charge density of 2.5×1012 cm−2. In contrast,

the InGaAs NW has no free electrons in the conduction band due to the lack of Fermi level

pinning.

A 10 nm-thick modulation-doped layer was then inserted into the structure 20 nm below

the InGaAs NW. A dopant concentration of 1×1019 cm−3 was assumed. The result of this

simulation is given in Figure C.13.
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Figure C.13 – Finite element simulation of a modulation-doped In0.5Ga0.5As NW showing the
conduction band (red) and electron concentrations (grey). We see a maximum in the electron
concentration now that appears in the InGaAs NW that appears due to the modulation-doped
structure.

The addition of the remote doping layer does have an impact on the overall electron con-

centration in the NW. We now get a small peak in the electron density of 4×1016 cm−3. This

basic simulation is sufficient as a proof of concept, however, more in-depth studies will be

performed in the future to more accurately model the electron concentration in the NW once

the exact dopant profile in the structure is known.

C.2.2 X-ray Fluorescence Mapping

To get a better understanding of the uniformity of the NWs, specifically in the Y-junction

devices, x-ray fluorescence (XRF) mapping was performed at the European Synchrotron Radia-

tion Facility (ESRF) by Jaime Segura-Ruiz. Figure C.14 gives an example of two measurements

performed on InGaAs Y-branch structures. We can see In Kα signal is relatively uniform across

the junction for Figure C.14a. However, in the opposite orientation shown in Figure C.14a,

both the SEM image and the In Kα signal show a large degree of non-uniformity across the

junction.
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1 μm

(a) Good orientation

1 μm

(b) Bad orientation

Figure C.14 – SEM images (left) combined with XRF maps of the In Kα signal (right) of InGaAs
Y-branch structures in both the favourable intersection orientation (a) and unfavourable
orientation (b).

There measurements were performed at the ID16B beamline at ESRF with a beam size of

52×56nm and a beam energy of 29.8 keV.

C.3 SI - GaAs Nanoscale Membranes: Prospects for Seamless Inte-

gration of III-Vs on Silicon

C.3.1 EELS maps showing material diffusing on top of GaAs cap of passivated
NMs

EELS spectrum images were acquired in a TECNAI F20 microscope operated at 200 kV with

an energy resolution of 2 eV (full width at half maximum (FWHM)). Signal integration was

performed after power law background extraction using Ga L3,2, As L3,2 Al K and Si K major

edges.

Figure C.15 shows elemental composition mapping of main components in NM A. We observe

a homogeneous elemental distribution of Ga and As along the NM and no Si diffusion into the

membrane. We observe homogeneous distribution of Al in the NM from this view due to the

presence of the {110} front and back facets. However, the areal density is not homogeneous at
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Figure C.15 – Elemental maps of Ga, As, Al and Si obtained through STEM EELS in the indicated
area of the high-angle annular dark-field (HAADF) micrograph.

the edges of the membrane, instead getting higher on the short edge.

The AlGaAs shell is covered by a GaAs layer to prevent it from oxidizing. However, we can see

that a thin AlGaAs layer is covering the most external GaAs layer in the region close to the

intersection between the NM base and its back facet (marked by an arrow in the image). As

this layer is formed once the flux of atoms (Ga and As) are closed, it indicates that there might

be some diffusion of material from the irregular AlGaAs layer that covers the substrate to the

NM itself.

C.3.2 HAADF/MAADF images on other defective areas

High-resolution medium-angle annular dark-field (MAADF) and HAADF images of defects are

shown in Figure C.16.

The accumulation of strain is revealed by the higher intensity shown by these defects in the

MAADF images. These defects are formed when twin boundaries in different directions match

together.

C.3.3 Strain maps

We have performed strain maps from the HAADF high-resolution micrographs. By comparing

the measured values of dilatation with the lattice mismatch between Si and relaxed GaAs we

can evaluate strain relaxation in the membrane. An example of strain maps at the Si-GaAs

interface close to vertices between the NM and the substrate are shown in Figure C.17. We

observe a compression in GaAs lattice in the first 20 nm, which correspond to the region

where the substrate is covered by the SiO2 mask. Once the material is not constrained by the

mask, it gets fully relaxed. Additionally, a slight rotation of the planes is observed (approx.
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Figure C.16 – MAADF (top) and HAADF (bottom) micrographs obtained on defective areas of
NM B where an accumulation of strain is detected

1.0-1.2 °) in the region close to the origin of the inclined ((110)) facet of the NM (green square).

This phenomenon has been previously observed in other selective-area growth (SAG) 1D

nanostructures [110].

C.3.4 Influence of different pre-growth treatments on the preferential orienta-
tion of the NMs

In order to check if we can favour a preferential orientation of the NMs, we tried different

treatments of the substrate before NM growth. The additional steps considered include a

short predeposition step of Ga or As4 and the inclusion of an annealing time between the

predeposition step and the NM growth. To perform the analysis, we obtained SEM images

of regions where short NMs were grown (in 80 nm and 170 nm long slits). The preferential

alignment is given by the number of NMs whose long axis points towards the [112] direction,

divided by the total amount of NMs considered for the analysis. A minimum of 100 NMs per

sample were checked for the quantification. The results obtained are summarized in Table C.2.

As an example, two SEM micrographs of samples 1 and 4 are shown in Figure C.18.

We can see that when the substrate is not treated, the NMs are randomly oriented along the

[112] or the [112]directions. However, whenever a pre-treatment of the substrate is applied,

the NMs tend to orientate towards the [112] direction. The effect induced on the preferential

orientation is enhanced when the duration of the predeposition time is increased or an
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Figure C.17 – GPA applied to (111) horizontal planes for acquisition of dilatation and rotation
of planes maps with Si lattice as reference value. A dilatation profile obtained through the
arrow in the dilatation map is shown below.

annealing step is included just before the growth. Good results are obtained either via a Ga or

an As4 exposition of the substrate. By looking at the results, we believe that an improvement

of the preferential alignment can be achieved by further increasing the predeposition time.

Sample # Recipe Pref. Alignment

1 NM Growth 54%
2 30s Ga Predep + NM Growth 67%
3 60s Ga Predep + NM Growth 77%
4 30s Ga Predep + 5min Anneal + NM Growth 87%
5 3min As Predep + 2min Anneal + NM Growth 88%

Table C.2 – Preferential alignment sample summary.

C.3.5 Gaussian fit of the PL emission of NM B

Figure C.19 shows the photoluminescence (PL) emission of NM B, which was previously

represented by the green curve in Figure 5.3. The red curve in Figure C.19 corresponds to the

experimental spectrum. This spectrum has been fitted by three Gaussian peaks, which are

represented in the figure by the blue dotted curves. These three peaks are centred at 826 nm,

836 nm and 851 nm, respectively. The grey line is obtained as the sum of these components.

The goodness of the fit is supported by the value of R2 = 0.9990.
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Figure C.18 – SEM images of Sample 1 (left) and Sample 4 (right), where an improvement of
the preferential orientation of the NMs in Sample 4 is evident.
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Figure C.19 – Gaussian fit of the PL emission of NM B (green curve in Figure 5.3).
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C.3.6 Time-Resolved PL

time-resolved photoluminescence (TRPL) spectra were acquired for the highest-energy com-

ponent of each NM. The experimental data has been fitted as the convolution of the instrument

response function (IRF) with a double exponential function using an iterative reconvolution

algorithm:

T RPL(t ) = I RF × (
A1e−t/τ1 + A2e−t/τ2

)
The contribution of each lifetime component is given by its weight, which is calculated using

the expression:

Wi = 100× Aiτi

A1τ1 + A2τ2

Finally, the effective lifetime is given by:

τm = (A1τ1 + A2τ2)

100

The results obtained are shown in Table C.3.

A1
τ1

(ps)
A2

τ2

(ps)
W1

(%)
W2

(%)
〈τ〉
(ps)

NM A 0.029 1065 0.971 41 43.7 56.3 488
NM B 0.010 726 0.990 30 19 81.0 162

Table C.3 – TRPL fit results.

C.4 SI - Nanosails Showcasing Zn3As2 as an Optoelectronic-Grade

Earth Abundant Semiconductor

C.4.1 Nanosail growth parameters

As stated in the main text, a horizontal flow metal-organic vapour phase epitaxy system (Aix-

tron 200/4) was used to grow the Zn3As2 nanostructures on (111)B GaAs substrates similarly

to Burgess et al. [419]. The substrates were pre-treated with poly-l-lysine before the dispersion

of 50 nm gold nanoparticles in colloidal solution. The growth was performed at 500 ◦C and

10 kPa under a total flow of 15 l/min using arsine and diethylzinc (DEZn) as precursors at

molar fractions of 8.04×10−3 and 1.31×10−4, respectively, giving a V/II ratio of approximately

60. The growth was carried out for 10 min.
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C.4.2 Electrical contact fabrication and measurements

After growth, the nanoplatelets were detached by sonication in isopropanol and drop cast onto

a silicon wafer with 200 nm of thermal oxide on it. The electrical contact pattern was written

into a MMA/PMMA (400 nm/150 nm) bilayer exposed at 100 keV with a dose of 1000µC/cm2

in a Raith EBPG-5000+ e-beam tool. It was found that without any surface pre-treatment,

Schottky barriers at the contacts yielded unreproducible electrical measurements. Therefore

both wet and dry etching approaches were employed to achieve ohmic contacts. As a result,

the three ohmic devices presented here were contacted with slightly different processes

summarized in Table C.4.

BHF Wet Etch In-situ Ar Milling Metallization

Chip I 10 s - 20 nm/150 nm

Chip II 20 s - 20 nm/150 nm

Chip III 15 s 30 s 20 nm/150 nm

Table C.4 – Details of contact preparation for electrical devices.

The last chip was additionally Ar milled in-situ to remove any oxide that may have re-grown

before loading into the sputtering chamber, following a method known to work for InAs

nanowires[89, 354]. The contacts were then deposited in the same Alliance-Concept DP-650

sputtering chamber. All of the electrical measurements were performed in a liquid helium

cryostat from Cryogenic Ltd. equipped with a 9 T magnet and a VTI for temperature control.

The connections to the sample were made through a home-made computer-controlled signal

multiplexer and isolator in order to permute the sample connections during automated

measurements.

Electrical properties were measured with a Keithley 6221 current source combined with a

Keithley 2182A nanovoltmeter in a delta mode measurement configuration. The conductivity

of the non-deterministic polynomials (NPs) was measured using the van der Pauw method.

To reduce the measurement errors introduced by asymmetry of the platelet and the contacts,

the resistances in the vertical and horizontal directions, Rv and Rh , respectively, were aver-

aged between measurements in both polarities and flipped voltage/current contacts. The

sheet resistance Rs was then obtained with the van der Pauw formula, e−πRv /Rs +e−πRh /Rs = 1.

The conductivity σ of the NP was calculated using σ = (Rs t)−1, where t is the thickness of

the nanostructure determined by AFM. The mobility of the samples was measured using a

standard Hall-effect measurement approach. In order to reduce the effects of sample and

contact inhomogeneity, two measurements were performed using both possible contact con-

figurations and averaged together. The resulting hall voltages obtained with this approach

had the expected linear dependence of Hall voltage on magnetic field.
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C.4.3 List of reported Raman peaks for α′-Zn3As2

Misiewicz [427] measured the Raman peak positions of a phase of Zn3As2. The space group

used throughout that publication, C14
4V , does not exist. Based on the author’s previous publi-

cations and publications referenced in the article[453, 454], the space group was likely C12
4V

(I41cd), which corresponds to the space group of α-Zn3As2. The room-temperature peak

positions are listed in Table C.5.

63 97 139 186 210 230 255 303 327 352 392

Table C.5 – Observed room-temperature Raman frequencies of α-Zn3As2 reported by
Misiewicz [427]. Units are cm−1.

In our work, no other peak than the first-order silicon Raman peak was detected between

the 270 cm−1 large Raman shift edge of the Raman spectrum shown in Figure A.2 in the main

article and the 830/cm measurement limit.

C.4.4 Simulation of electron diffraction from theα′′-Zn3As2 phase

To the best of our knowledge, no crystal cell refinements have been carried out for α′′-Zn3As2.

It is known that the space group of this phase is P42/nmc, but the exact displacements of the

atoms with respect to the ideal anti-fluorite structure are unknown. As a first approximation,

we assume that the atomic positions of α′′-Zn3As2 are the same as those of α/α′′ Zn3P2.

The lattice parameters of the tetragonal α′′-Zn3As2 phase are approximately a = 8.32Å and

c = 11.82Å[422]. Thermal lattice expansion was ignored because it is likely insignificant and

the measurement temperature is not clearly stated by Zdanowicz et al. [422]. Equivalent zone

axes need to be compared in the different structures. Zone axes 〈221〉, 〈201〉, 〈241〉 and 〈111〉
in α-Zn3As2 and α′-Zn3As2 are equivalent to 〈201〉, 〈100〉, 〈101〉 and 〈311〉, respectively, in

α′′-Zn3As2 and α/α′′-Zn3P2. This is assuming that the four-fold axis also changes direction

during the α′ �α′′ phase transition as it does in Cd3As2[455].
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Experimental

Simulated 
α-Zn3As2

Simulated 
α’’-Zn3As2

<221>α’ /<201>α’’ <201>α’ /<100>α’’ <241>α’ /<101>α’’ <111>α’ /<311>α’’

Burgess et al.
This w

ork

Figure C.20 – First and second rows: simulatedα-Zn3As2 and experimental diffraction patterns,
adapted with permission from [419]. Copyright 2015 American Chemical Society. Third row:
simulated α′′-Zn3As2 obtained by deriving the structure from α-Zn3P2 and by using the jems
software (Pierre Stadelmann). The columns represent equivalent zone axes.

C.4.5 Fitting of the carrier concentration regime transition

The transition temperature between the nearly constant carrier concentration pure impurity

band conduction regime and the thermal carrier generation regime has been determined by

linear fitting of the two regimes in Log-vs-1/T plots. The transition temperatures are 31 K, 27 K

and 27 K for chips I, II and III, respectively.
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Figure C.21 – Arrhenius-type plots of the carrier concentration in the three studied nanosails.
In each of them, the low-temperature and post-transition high-temperature linear parts are
fitted. Dashed lines indicate extrapolations from the fitted range.
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1D one-dimensional.

2D two-dimensional.

2DEG two-dimensional electron gas.

3D three-dimensional.

ADF annular dark-field.

AFM atomic force microscopy.

ALD atomic layer deposition.

APB anti-phase boundary.

APD avalanche photodiode.

APT atom probe tomography.

BEP beam equivalent pressure.

BF bright-field.

BFM beam flux monitor.

CBM conduction band minimum.

CCD charge-coupled device.

CDC central distribution chamber.

CL cathodoluminescence.

CMOS complementary metal-oxide-semiconductor.

CPU central processing unit.

CTE coefficient of thermal expansion.
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