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Abstract
Emissions of ozone precursors have been regulated in Europe since around 1990 with air

quality control measures, which resulted in reductions of nitrogen oxides and volatile organic

compounds concentrations. In order to understand how these measures have affected tro-

pospheric ozone, it is important to investigate its long-term temporal evolution in different

types of environments and various geographic regions. Uncertainties in ozone long-term

trends are associated to variations originating from meteorological influence on ozone. Also,

ozone temporal evolution can vary significantly among different regions and types of envi-

ronment. In this PhD thesis we used sophisticated statistical tools, and developed robust

statistical approaches to study long-term trends of tropospheric ozone that reflect emissions

reductions. First, we focus on a meteorological adjustment of ozone observations in order to

derive long-term trends with lower uncertainties compared to common practices. In addition,

a classification scheme for stations in Europe is needed to understand ozone trends based on

site groups with similar spatio-temporal characteristics.

A detailed long-term trend analysis was performed based on decomposition of the mean

ozone observations in the time domain. The different time-dependent variations of ozone

were extracted, namely the long-term trend, seasonal and short-term variability. This allows

subtraction of the meteorologically driven seasonal variation from the observations and

estimation of long-term trends on de-seasonalized concentrations. In addition, ozone peak

concentrations were investigated using a regression approach based on temporally localized

events, which corrects for meteorological influence. The meteorological adjustment of the

mean and peak ozone allows estimation of long-term trends with lower uncertainty. A site

grouping in Europe was developed using the long-term and seasonal variations of ozone. The

implemented clustering approach based on the long-term variation resulted in a site type

classification while a geographical classification was achieved on the seasonal variation.

We observed that, despite the implementation of regulations, mean ozone has been increasing

in most of the sites until mid-2000s, although, afterwards, a decline or a leveling off was

detected. The time when the trend changes from increasing to decreasing depends on the

site type; the closer a site locates to emission sources the later the change occurred. Also, it

was concluded that urban and rural environments become with time more similar in terms

of ozone concentrations. On the other hand, peak ozone has been reducing in most stations,

while in sites close to emissions it increased until mid-2000s when it started to level off. The

influence of air pollutants hemispheric transport is depicted in remote sites, where ozone

increased until beginning of 2000s and decreased afterwards. A two-dimensional classification
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scheme, reflecting site type and region, has showed that mainly the site type influences

ozone long-term trends, while the location is more important for temporal changes in ozone

inter-annual cycle and relationship to temperature.
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Zusammenfassung
Emissionen von Ozonvorläufern wurden in den 1990-er Jahren in Europa durch Massnahmen

geregelt. Diese führten zur Reduktion der Stickstoffoxid-Konzentrationen, sowie Konzentratio-

nen von flüchtigen organischen Verbindungen. Um die Auswirkungen der Kontrollmaßnah-

men auf das troposphärische Ozon besser zu verstehen, ist es wichtig, die langfristige zeitliche

Entwicklung von Ozon in verschiedenen Umgebungen und geographischen Regionen zu

untersuchen. Unsicherheiten im langfristigen Trend der Ozonkonzentration sind mit dem

Einfluss von meteorologischen Variationen auf Ozonkonzentrationen verbunden. Ausserdem

ist der Unterschied in der zeitlichen Entwicklung des Ozons zwischen verschiedenen Regionen

und Stationstypen oft gross. In dieser PhD Dissertation wurden fortschrittliche statistische

Methoden eingesetzt, um langfristige Ozontrends zu untersuchen.

Um die Unsicherheiten im langfristigen Ozontrend verglichen mit anderen verbreiteten Me-

thoden zu minimieren, werden die Ozonmessdaten hinsichtlich der meteorologischen Ein-

flüsse angepasst. Ausserdem wurde ein Klassifikationsschema für zahlreiche Stationen in

Europa entwickelt, damit die Einflussfaktoren auf die zeitliche Entwicklung von Ozon unter-

sucht werden können. Eine detaillierte Analyse des langfristigen Ozontrends wurde durch

Frequenzzerlegung der Ozonzeitreihen durchgeführt. d.h. die Messreihen wurden in den lang-

fristigen Trend, sowie die saisonale und kurzzeitige Ozonvariabilität zerlegt. Dadurch wurde

die durch die Meteorologie entstandene saisonale Variabilität von Ozonmessdaten extrahiert

und schlussendlich wurde der langfristige Trend von den de-seasonalized Ozonkonzentratio-

nen ermittelt. Der Einfluss der Meteorologie auf die maximalen Ozonkonzentrationen wurden

mit einem Regressionsansatz geschätzt und die Messwerte wurden bezüglich des Einflus-

ses der Meteorologie korrigiert. Die Variabilität in diesen korrigierten Werten ist gegenüber

den Beobachtungen deutlich reduziert, was ein früheres Erkennen von signfikanten Trends

ermöglicht. Ein Klassifikationsschema für europäische Stationen wurde basierend auf der

langfristigen und saisonalen Variabilität von Ozon erstellt. Der basierend auf der langfristigen

Variabilität implementierte Clusteringansatz ergab eine Stationstypklassifizierung, wobei der

Ansatz basierend auf der saisonalen Variabilität eine Stationsklassifizierung mit Klimaeinfluss

ermöglichte. Trotz der Implementierung von Kontrollmassnahmen hat die Ozonkonzentration

in fast allen Stationen bis Mitte der 2000er Jahre zugenommen, und danach hat sie abgenom-

men oder ist bis 2015 stabil geblieben. Der Zeitpunkt, an dem sich der Trend von positiv zu

negativ ändert, hängt vom Stationstyp ab: je stärker die Station durch Emissionen von Ozon-

vorläufern beeinflusst ist, desto später ist die Veränderung aufgetreten. Ausserdem, wurde

festgestellt, dass städtische und ländliche Umgebungen mit der Zeit in Hinsicht auf Ozon-

ix



konzentrationen ähnlicher werden. Die Ozonspitzenkonzentrationen haben an den meisten

Stationen abgenommen. An Standorten im unmittelbaren Einflussbereich von Emissionen

von Ozonvorläufern haben die Ozonspitzenwerte noch bis Mitte der 2000er Jahre zugenom-

men haben und sind seither nahezu konstant. Der Einfluss des hemisphärischen Transports

von Luftschadstoffen kann von Ozonmessungen an Hintergrundstationen abgeleitet werden,

an denen Ozon bis Anfangs der 2000er Jahre zugenommen und danach abgenommen hat.

Eine geographische Klassifikation wurde mittels Clusteranalyse des saisonalen Variabilität

erhalten. Ein zwei-dimensionales Klassifikationsschema, welche eine Unterscheidung der

Stationen nach Typ und geographischer Lage der Station ermöglichte, hat gezeigt, dass der

langzeitigen Ozontrend am stärksten vom Statiostyp abhängt. Der saisonale Verlauf von Ozon

hängt dagegen stark von der geographiscen Lage ab.
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1 Introduction

Ozone (O3) is one of the most important trace gases in the atmosphere, due to its role in

photochemical processes taking place in the troposphere and the stratosphere. On the one

hand, O3 needs to be preserved in the stratosphere, because it protects living organisms at

the surface by absorbing the harmful solar ultraviolet radiation. On the other hand, in the

troposphere it is recognized as a threat for humans health and vegetation (WHO, 2013; LRTAP

Convention, 2015; National Research Council, 1991). Together with particulate matter and

nitrogen dioxide (NO2), tropospheric O3 is one of the most harmful air pollutants in Europe

(Guerreiro et al., 2016). Short or long-term exposure of humans to high O3 levels can induce

inflammation of the entire respiratory system and premature death (Bell et al., 2006; Gryparis

et al., 2004). O3-related deaths are estimated to make up about 5–20% of all those related to air

pollution (e.g. Silva et al., 2013). In addition, high levels of tropospheric O3 are responsible for

damaging ecosystems and agricultural production, forests and grasslands mainly by reducing

the plants growth rate (Mills et al., 2000, 2018; Dentener et al., 2010). This occurs through the

stomatal uptake of O3, which then reacts with the internal plant tissues and produces highly

reactive oxidants that disturb the physiological processes of the plant (Matyssek et al., 2008,

2010; Fowler et al., 2009).

O3 absorbs both infrared and ultraviolet light, thus, fluctuations of its concentration in the

atmosphere have an impact on climate (Seinfeld and Pandis, 2016). Tropospheric O3 has a

globally averaged radiative forcing (RF) of around 0.4±0.2 W/m2, as estimated for the time

period between 1750 and 2011 based on model simulations (Stevenson et al., 2013), making it

the third most important greenhouse gas (IPCC, 2013). Spatial distribution of annual mean

tropospheric O3 RF varies greatly around the globe (Fig. 1.1). For instance, O3 RF is largest

over the southern margins of the northern mid-latitudes and subtropics over land. In these

regions temperature differences between the surface and the tropopause are large, leading to

the observed large long-wave RF over land in the tropics and subtropics. Reflective surfaces,

such as the desert, increase short-wave RF. These interactions lead to the observed high net

O3 RF in northern Africa and the Middle East.

Baseline O3 refers to concentrations that are not influenced by recent, locally emitted or
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Chapter 1. Introduction

Figure 1.1 – Global distribution of annual mean RF of tropospheric O3 between 1850–2000
(scale in mW/m2, from the multi-model mean of the ACCMIP models, using the Ed-
wards–Slingo radiation scheme (Stevenson et al., 2013). Figure from Monks et al. (2015).

produced anthropogenic pollution, and is transported from elsewhere (Dentener et al., 2010).

The global or hemispheric background concentration of a pollutant refers to the atmospheric

concentration of a pollutant due to natural sources only that is estimated by models applying

various source apportionment techniques (Dentener et al., 2010). Transport of O3 can occur

between nearby regions, within a continent or even across continents (hemispheric) and is

linked to the lifetime of O3. O3 lifetime varies depending on the environment and altitude; in

environments with high concentrations of its precursors – nitrogen oxides (NOx ) and volatile

organic compounds (VOCs) – O3 has a short atmospheric lifetime of some hours; in the

boundary layer it can live for 1-2 days, while in the free troposphere it can stay for several

weeks (Stevenson et al., 2006; Young et al., 2013) making it possible to travel even across

continents. Also, it can be produced from its precursors long after they have been emitted

(Seinfeld and Pandis, 2016). Transport pathways follow the predominately westerly flows in

the mid-latitudes, i.e. O3 can travel from North America to Europe, from East Asia to North

America, or even around the globe (Jacob et al., 1999; Jaffe et al., 1999; Lewis et al., 2007;

Wild, 2007). Thus, besides its importance on a regional scale, it also influences air quality

on a hemispheric scale (Akimoto, 2003; Dentener et al., 2010). Hemispheric transport of

O3 across continents is an important issue, because it can counteract efforts to reduce O3

concentrations. For instance, increasing NOx concentrations in East and South Asia have an

influence on the air quality in western America (Cooper et al., 2010). In addition, flux of O3

from the stratosphere to the troposphere, the so-called stratospheric-tropospheric exchange,

affects O3 variability, with a peak activity in May for northern mid-latitudes and a minimum

in November (Hsu and Prather, 2009). This is especially noticeable at stations located at
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higher altitudes (Cui et al., 2011; Ordóñez et al., 2007). Chemistry-climate models have been

utilized to quantify baseline O3 (Dentener et al., 2010), but due to different handling of several

factors, such as lightning NOx , biogenic emissions etc, differences amongst models are still

large (Fiore et al., 2014). In Fig. 1.2 an example of a source attribution modeling study for O3

concentrations at a rural site in southern England is shown. In the studied site two-thirds of

the observed O3 is attributed to large scale inter-continental transport, with North America

being the main contributor, while the rest is of European regional origin (Derwent, 2008). A

large portion of this polluted air that is produced outside of Europe will travel further into the

European domain, contributing by a significant fraction to the local pollution concentrations.

The contribution from transported O3 is especially high during the cold period, when local O3

formation is low. At the receptor site in Fig. 1.2 the contribution from background O3 during

summer is around 20 ppb, while during O3 formation episodes O3 concentrations in central

and southern Europe reach and often exceed 60 ppb. Current legislation that could probably

lead to reductions of NOx and VOCs by between 50 to 75%, may reduce the regional scale O3

contribution by almost 50% (Derwent, 2008).

Figure 1.2 – Source attribution of the O3 measured at a rural location in southern England
during January 2006 (Derwent, 2008, averaged over the 12-month study period ). Results are
obtained by a global model coupled to a regional model (from Derwent (2008)).

Climate change can play a decisive role on O3 levels, by modifying several factors. Higher

temperatures affect O3 concentrations through: (a) shorter lifetime of peroxyacetylnitrate

(PAN), (b) higher water vapor content in the atmosphere and (c) higher biogenic emissions

of isoprene (Doherty et al., 2013; Jacob and Winner, 2009). More specifically, changes in

temperature and water vapor modify the chemical environment and therefore affect the

rates of chemical reactions that produce and deplete O3 (Dentener et al., 2010). PAN is an
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important reservoir species, that facilitates long-range transport of O3 precursors. At higher

temperatures, thermal decomposition of PAN occurs more often, decreasing the lifetime of

PAN and eventually altering the long-range transport of O3 (Schultz et al., 1998). Also, warmer

temperatures are associated with increased water vapor content, that increases O3 depletion,

i.e. shortens lifetime of O3 (Johnson et al., 1999). Finally, meteorological transport mechanisms

(e.g. cyclonic activity, mid-latitude air-streams and stratosphere-troposphere exchange) can

be altered through changes in climatic conditions (Doherty et al., 2013; Ordóñez et al., 2007),

thus, the lifetime and concentrations of several air pollutants are influenced.

1.1 Tropospheric O3 chemistry

O3 that is produced in the troposphere accounts for approximately 4500 Tg/year, while influx

from the stratosphere to the troposphere is estimated to around 540 Tg/year (The Royal Society,

2008). The O3 budget, i.e. total amount of O3 in the troposphere, is determined by two major

processes: (a) production rate through chemical reaction with its precursors NOx and VOCs

and (b) chemical loss or destruction (around 4100 Tg/year) and dry deposition into the Earth’s

surface (around 1000 Tg/year) (Fig. 1.3) (Wild, 2007; Denman et al., 2007; Stevenson et al.,

2006).

In general, O3 is produced in the troposphere by photochemical reactions, that involve sunlight

and anthropogenic and natural O3 precursor gases, i.e. NOx (= NO2 + NO), non-methane

hydrocarbons (NMHCs), methane (CH4) and carbon monoxide (CO) (Maas and Grennfelt,

2016; Monks et al., 2015). A big part of O3 in the troposphere is produced during the reactions

1.1 - 1.2). During these reactions, NO2 is photolyzed by reacting with sunlight at wavelengths

smaller than 424 nm (reaction 1.1), and the resulting ground-state oxygen atoms react with

oxygen to produce O3 (reaction 1.2).

NO2 +hv
JNO2−−−→ NO +O(3P ) (1.1)

where JNO2 is the photolysis frequency of NO2.

O(3P )+O2 +M →O3 +M (1.2)

where M stands for any co-reactant, e.g. N2.

The so called titration reaction, leads to depletion of O3 and reproduction of NO2 (reaction

1.3).

O3 +NO
k−→ NO2 +O2 (1.3)

The photostationary state (reactions 1.1-1.3), which is reached within minutes, does not lead
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1.1. Tropospheric O3 chemistry

Figure 1.3 – Sources and sinks of tropospheric O3. Numbers refer to annual global fluxes
estimated by a global chemistry-transport model, i.e. stratospheric-tropospheric exchange,
chemical production and loss, and deposition to terrestrial and marine surfaces. Source: IPCC
Fourth Assessment Report Working Group I Report "The Physical Science Basis" (Denman
et al., 2007).

to net O3 production. O3 concentration during the photostationary state is estimated as:

[O3] = JNO2 · [NO2]

k · [NO]
(1.4)

where [O3], [NO2], [NO] are the concentrations of O3, NO2 and NO respectively.

In addition, O3 photolysis is important in tropospheric chemistry, because it leads to pro-

duction of the highly reactive OH, the so called "cleansing agent" of the troposphere. OH

reacts with almost all trace gases in the atmosphere, making it the primary oxidizing species

in the troposphere. More specifically, O3 is photolyzed at wavelengths smaller than 320 nm to

produce an electronically excited oxygen atom O(1D) (reaction 1.5), which then reacts with

water vapor to produce OH (reaction 1.6).

O3 +hv →O(1D)+O2 (1.5)
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O(1D)+H2O → 2OH (1.6)

Net O3 production occurs in the presence of VOCs, which are typically produced through

industrial activities or emitted from biogenic sources. An example of the complex relationship

between O3, NOx and VOCs is demonstrated in the following reactions 1.7-1.11, where R is

an arbitrary hydrocarbon fragment. Note that OH plays a key role in O3 formation in relation

to VOC and NOx concentrations. First, the hydrocarbon RH is oxidized by OH and forms an

organic peroxy radical (RO2) (reactions 1.7 and 1.8).

RH +OH → R +H2O (1.7)

R +O2
M−→ RO2 (1.8)

The RO2 produced in reaction 1.8 reacts with NO, which results to NO2 and an organic oxy

radical (RO).

RO2 +NO → RO +NO2 (1.9)

NO2 photolyzes to produce O3 (reaction 1.1 and 1.2), while RO oxidizes to produce HO2 and

carbonyl compounds (R’CHO) (reaction 1.10).

RO +O2 → R ′C HO +HO2 (1.10)

The resulting HO2 reacts with NO producing NO2 which again leads to O3 formation, while

the R’CHO may either photolyze to produce HOx or react with OH to continue the chain

propagation. The net reaction is the following:

RH +4O2 → R ′C HO +2O3 +H2O (1.11)

Biogenic emissions of VOCs (e.g. isoprene) are an additional important factor for tropospheric

O3 levels, mainly through production of the hydroxyl radical (OH) (Simpson, 1995; Taraborrelli

et al., 2012). Biomass burning especially leads to increased emissions of O3 precursors such as

CO, hydrocarbons (e.g. CH4), PAN, as well as NOx and ammonia (NH3) (Seinfeld and Pandis,

2016). CO in particular plays a significant role in the production of O3 through reaction with

OH in the presence of NO, that leads to the net reaction 1.12.

CO +2O2 +hv →CO2 +O3 (1.12)

The termination reaction (reaction 1.13) of the NOx and HOx radical chains oxidation cycle

is important in environments with high NOx concentrations, because it leads to reduced O3
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formation.

NO2 +OH +M → H NO3 +M (1.13)

CH4 is much less reactive toward OH and therefore less important compared to the other

organic compounds for photooxidant pollution on regional scales. On the other hand as a

hydrocarbon it is by far the most abundant, thus, CH4 is also important on a global scale (West

et al., 2006).

The VOC to NOx ratio is an important factor to understand the interaction between O3-VOC-

NOx . When VOC/NOx is high, OH will mostly react with VOCs leading to peroxyradical

formation. O3 production is then reached through oxidation of NO to NO2. If the ratio

VOC/NOx is low, OH reacts preferably with NO2 forming HNO3, which is a termination reaction

suppressing O3 formation. At a given initial VOC and NOx concentrations OH reacts about

5.5 times more rapidly with NO2 than with VOCs. In absence of NOx emissions the VOC/NOx

increases with time, because of the fast reaction of NO2 with OH. Eventually, VOC/NOx will

reach a point, where OH reacts preferably with VOCs to maintain the O3 formation cycle.

Figure 1.4 – EKMA diagram with O3 isopleths. Adapted from Finlayson-Pitts and Pitts (1986).

In Fig. 1.4 isopleths of O3 maximum mixing ratios that are reached for different combinations

of initial VOC and NOx concentrations are shown. The diagram is produced by box model

simulations using the EKMA (Empirical Kinetic Modeling Approach) technique (Finlayson-

Pitts and Pitts, 1986). The high NOx limit (VOC-limited regime) is representative for urban
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environments, where NOx concentrations are high. According to the diagram, in this case

O3 formation rate increases with increasing VOC, but decreases with increasing NOx . The

latter happens because, with a further increase in NOx , the termination reaction 1.13 becomes

more important than the OH reaction, reducing this way O3 formation. While moving from an

urban to a suburban environment NO2 concentration decreases by reacting with available

OH. This way the ratio VOC/NOx reaches a state where local O3 production maximizes, which

is called the transition regime. Further decrease of NOx reduces O3 production. In this low

NOx regime (NOx -limited), which is representative for rural environments, O3 formation rate

increases with increasing NOx .

1.2 O3 variability and meteorological influence

O3 concentrations are governed by various meteorological and atmospheric processes, such

as reactions rates, dry and wet deposition, long-range and local transport mechanisms etc.

(Camalier et al., 2007; Davis et al., 1998; Bloomfield et al., 1996; Flaum et al., 1996). Initially,

solar radiation triggers photochemistry reactions that produce O3 (see section 1.1, reactions

1.1, 1.5, 1.12), while increasing temperature increases O3 concentrations. Temperature and

solar radiation affect biogenic emissions of VOCs, which in turn enhance O3 production.

Concurrently, strong winds result in dilution of precursors and O3, reducing O3 concentrations.

Strong (reduced) vertical mixing leads to smaller (stronger) accumulation of precursors and

O3 at the surface. Finally, increased dry and wet deposition act to reduce O3, especially at

shallow boundary layer conditions.

The above interactions result in O3 variabilities at different time scales, such as diurnal due to

temperature daily cycle or inter-annual which is driven by the annual cycle of solar radiation

that leads to the observed pattern with high concentrations in summer and low in winter. In

addition, O3 formation is favored by specific short-term meteorological conditions, e.g. stag-

nant weather conditions. Large part of O3 variability is influenced by seasonal meteorological

variations, for instance the heat wave of 2003 in Europe led to persistently elevated values of

O3 (Yan et al., 2017; Schnell et al., 2014; Carro-Calvo et al., 2017).

The main influencing meteorological factor for O3 is temperature, mainly through increasing

rate of reactions that produce O3 (Bloomfield et al., 1996). In addition, high temperature

conditions lead to higher emissions of biogenic VOCs and enhance the thermal decomposition

of PANs; both VOCs and PANs contribute to more O3 production. (Dawson et al., 2007; Sillman

and Samson, 1995; Vogel et al., 1999; Bärtsch-Ritter et al., 2004). However, there are indications

that the sensitivity of O3 to temperature has changed in the last 20 years due to strong NOx

emission reductions. Indeed, it has been found that O3 climate penalty (dO3/dT ) reduced

from 3.2 ppbv/oC to 2.2 ppbv/oC in the U.S. (Bloomer et al., 2009) .

Boundary layer height affects O3 concentrations by vertical mixing in two ways. On the one

hand, a shallow boundary layer (stable atmospheric conditions) reduces vertical mixing, which

leads to accumulation of precursors and O3, thus, to higher O3 concentrations at the surface.
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On the other hand, O3 is reduced by dry deposition in a shallow boundary layer, especially

during night.

Wind velocity and direction strongly influence O3 concentrations, because e.g. increased wind

velocity usually dilutes O3 and its precursors (Solberg, 2009; Ordóñez et al., 2005; Pearce et al.,

2011). Nevertheless, the effect of wind is variable amongst different locations. For instance,

depending on the wind direction and the station topography, increased transport of O3 or its

precursors downwind from nearby emission sources might lead to increased O3 levels.

Another important factor influencing O3 concentrations is air humidity. More precisely,

increased water vapor content in the atmosphere enhances production of hydroxyl radicals

(OH), which leads to higher O3 production in environments with high NOx emissions (Vogel

et al., 1999; Seinfeld and Pandis, 2016). On the other hand, high water vapor is connected to

more cloudiness, thus, might lead to lower O3 concentrations.

Moreover, synoptic weather patterns affect O3 levels. The more prominent synoptic patterns

are high-pressure systems that are associated with increased incoming solar radiation, high

temperatures, and stagnant air conditions (National Research Council (1991), Chapter 4), thus,

less convective mixing, lower temperature inversion layer, and reduced wind velocities. The

above weather conditions lead to accumulation of O3 and its precursors in the atmospheric

boundary layer (Thompson et al., 2001). Moreover, warm conditions with less cloudiness are

favorable for increased photochemical production of O3 (Thompson et al., 2001).

Finally, O3 concentrations exhibit a weekly cycle driven by traffic emissions, which are higher

during weekdays and lower in the weekend. Especially NO, which mainly originates from local

emissions, is reduced on Sundays by around 30-60% in Switzerland (Brönnimann and Neu,

1997). In general, under favorable weather conditions for O3 formation, O3 peaks are lower on

Sundays than weekdays, but, under unfavorable weather conditions weekend peak levels are

higher than in the weekdays (Brönnimann and Neu, 1997). The observed decrease during the

weekend is explained by reduced emissions of NO2 and VOCs, thus, less O3 production. The

increase during the week is attributed to increased NOx emissions and at the same time to O3

accumulation. The inverted pattern, i.e. increase in weekend, can be attributed to reduced O3

titration due to lower NO emissions.

1.3 Motivation

It has been reported that O3 concentrations at remote, rural regions in Europe have almost

doubled between the 1950s and 1990s due to increasing emissions of the O3 precursors NOx

and VOCs (Staehelin et al., 1994; Cooper et al., 2014; Parrish et al., 2012). In the 1990s emission

control legislation was enacted in Europe to regulate air pollution, mainly with measures

applied to vehicles and industries. For instance, the Gothenburg Protocol, was enforced

in 1999 (with a revision in 2012) to tackle acidification, eutrophication and ground-level

O3, by reducing emissions of NOx , VOCs, sulfur dioxide (SO2) and NH3. As a result, NOx
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and VOC emissions decreased across most part of Europe (Fig. 1.5) (EMEP, 2017; Vestreng

et al., 2009; Colette et al., 2011; Guerreiro et al., 2014; Henschel et al., 2015; Granier et al.,

2011); Downward trends of NO2 concentrations were also observed, especially in urban areas

except in southeastern France and northern Italy (Colette et al., 2011). On the other hand, O3

concentrations moderately increased especially in urban areas (Colette et al., 2011). As shown

in Fig. 1.6 for rural sites across Europe, annual mean O3 has increased since 1990 and started

to stabilize with signs of a decrease after the mid-2000s (EMEP, 2017).

Figure 1.5 – Emissions trends in the EMEP area (including stations in most parts of Europe with
scarce network in the southern and eastern countries) based on data reported by countries
and gap-filled with expert estimates (shipping emission are not included, figure from EMEP
(2017)).

At the same time, peak O3 has decreased in the period 1990-2012 (EMEP, 2017). Especially

during the summer season O3 concentrations reach high values in Europe, due to high con-

centrations of O3 precursors and favorable weather conditions (e.g. Querol et al., 2016).

Guidelines for maximum O3 values, as expressed e.g. by the World Health Organization (WHO,

100µg·m−3 for the 8 hour running mean) or the European air quality standard (120µg·m−3

for the maximum daily 8 hour running mean (MDA8)) (WHO, 2006; European Environmental

Agency, 2015), are regularly exceeded.

Long-term trends estimation methodologies for ambient O3 concentrations are often obfus-

cated by the effects of meteorology on O3 formation, accumulation, and destruction (National

Research Council, 1991). This is due to the strong meteorologically driven intra- and inter-

annual variabilities of O3, which lead to a high uncertainty in the calculated O3 long-term

trends. These high uncertainties obfuscate the true magnitude of the trend or possibly even

affect the sign of the trend. This means that the effect of precursors emissions regulations

can be masked by the effect of meteorology on O3 concentrations. Thus, meteorological

adjustment of O3 concentrations is important in order to isolate the effect of measures taken

on air quality (Camalier et al., 2007). Ordóñez et al. (2005) have highlighted the importance
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Figure 1.6 – Composite of annual mean O3 (black) and 4th highest MDA8 (red) O3 recorded
at 55 EMEP rural monitoring sites between 1990 and 2012. The thick line is the network-
wide annual median and lower/higher bounds of the shaded areas are for the 25th and
75th percentiles. Thin straight lines show the linear trend over the 1990-2001 and 2002-2012
periods and dashed lines indicate the WHO air quality guideline (50 ppb) and the EU long term
objective (60 ppb). Source: EMEP, Co-operative Programme for Monitoring and Evaluation of
the Long-Range Transmission of Air Pollutants in Europe (2016).

of the meteorological influence on maximum values of O3, which are especially relevant for

public health issues.

Considering spatial variability in O3 trend analyses is complicated due to various geographical

factors that govern the temporal evolution of O3. Site type identification (rural, urban or

suburban) alone is often not enough to interpret O3 trends, because precursors emissions

might vary greatly even among same site types. Implementation and development of air policy

measures is sometimes different between countries, while meteorological and climatic influ-

ence is variable across large domains. Thus, investigation of the behavior of O3 trends on large

spatial scales requires identification of appropriate site groups in terms of O3 concentrations

features. Classification of sites based on clustering algorithms serves in identifying groups

of sites with similar characteristics. So far, clustering techniques applied to measurements

either have resulted in either site type or geographical classification (e.g. Lyapina et al., 2016;

Carro-Calvo et al., 2017).

Chemistry-climate models are generally skillful, but they are often consistently biased when

deriving O3 long-term trends (e.g. Young et al., 2018; Gaudel et al., 2018). In general, models

tend to overestimate O3 mixing ratios, they often reproduce a small part of the observed

seasonal variability, and capture approximately 25 to 45% of the observed long-term trends
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(Parrish et al., 2014). Therefore, present-day O3 might be underestimated as well as predictions

of future concentrations. In addition, air-quality models have limitations in reproducing the

relationship of tropospheric O3 to some influential meteorological variables, e.g. temperature,

relative humidity and solar radiation, but this varies amongst different regions (Otero et al.,

2018). Im et al. (2015) reported a tendency to under-prediction of high O3 concentrations,

while in the report by Solberg (2009), trends of peak O3 concentrations in Switzerland have

been overestimated in model simulations. The above statements point out the importance of

reliable trend analyses based on observations apart from modeling studies.

1.4 Scientific questions and approach

This PhD project is focused on studying the temporal trend of tropospheric O3 concentrations

in Switzerland and across Europe. The main goal is to describe and understand the response

of O3 to the reductions of its main precursors, NOx and VOCs, after the implementation of air

quality policy measures in Europe starting in the 1990s. The variable effect of meteorology

on O3 on different time scales increases the uncertainty in trend estimation methods. In

addition, variability of O3 concentrations due to climatic and meteorological conditions vary

significantly between measuring stations in larger geographical domains.

The following scientific questions are addressed in this thesis:

1. How can we reduce uncertainty in O3 trend estimation?

2. How can we reliably adjust O3 observations for the effect of meteorology?

3. How did O3 trends evolve at different site environments after reduction of precursors?

4. How are O3 trends influenced by regional meteorological features?

Specifically, we study long-term trends of O3 using high-quality surface measurement data

and using sophisticated statistical methods. Long-term observational data from Swiss sites

were used for the time period 1990-2014 and at European sites for the time period 2000-2015.

Adjustment of O3 concentrations for the effect of meteorology is applied, which allows an

earlier detection of significant trends and investigation of the effect of the air quality pol-

icy measures. Influence from different factors is reflected in the underlying variations in

O3 measurement data, such as local pollution sources and meteorological variations. The

effect of precursors emissions changes can be seen in the long-term signal, as well as other

factors such as hemispheric transport of pollutants and stratospheric-tropospheric exchange.

The meteorological influence is depicted in the seasonal and short-term O3 variations. In

our approach, we decompose O3 observations into the long-term, seasonal and short-term

variations. A non-parametric time-scale decomposition algorithm is applied for this purpose

to the measurements time series. Subsequently, the seasonal variability is removed from
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the observations in order to adjust for inter-annual meteorological influence. Finally, the

long-term trend is estimated based on the de-seasonalized O3 time series, which results in

reduced uncertainty range in the trend. Furthermore, because O3 trend has changed after

2000s from increasing to decreasing, long-term trend estimation was done in two separate

time periods to avoid under- and overestimation of the true trend in the beginning and at the

end of the studied period respectively. Thus, the inflection point in the temporal evolution

is detected and the trend is calculated for the two separate consecutive periods. The trend

analysis for the two regimes addresses the non-monotonic temporal evolution of O3.

Peak O3 concentrations are driven by specific, localized meteorological conditions that favor

O3 formation. Therefore, peak O3 concentrations are meteorologically adjusted by focusing

only on conditions that lead to high O3 events. Meteorological variables are often intercon-

nected, such as temperature and solar radiation or humidity and cloud cover. Due to these

interactions, separation of their impact on O3 is complex. Therefore, a model for each measure-

ment site is developed based on the meteorological variables that have the highest impact on

maximum O3 concentrations and account for interaction effects between the variables. More

robust statistical models are built by this way, that explain the influence of the meteorological

variables that were found to have a significant effect on O3. The meteorological influence is

removed from O3 observations, leading to a targeted adjustment only on the specific days of

the peak O3 events.

A site type classification was performed for Switzerland based on the mean absolute NOx

concentration at the studied sites. However, on larger domains a direct classification of sites

based only on site type is not sufficient, due to lack of knowledge of special local characteristics.

Thus, to investigate the effect of the distance from emission sources as well as the climatic

conditions on O3 long-term trends in the European domain, a different classification approach

was applied. A clustering technique was applied to the O3 long-term and seasonal variations

to classify sites based on their site type and the geographical location. We apply a multi-

dimensional clustering approach based on the distinct frequency signals extracted from the

observations, i.e. long-term and seasonal. The classification of stations with high similarity in

O3 temporal evolution facilitates the study of the long-term trends.

Finally, to study the effect of NOx and VOC concentration reductions on O3 inter-annual

variability, we investigate temporal changes of the seasonal variation of O3. The amplitude

of the seasonal variability of O3 is studied, by estimating the trend of the seasonal variation

extreme (maximum and minimum) concentrations. The day of the seasonal maximum value

is also identified over the studied time period, which represents the phase of O3 inter-annual

cycle.
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Abstract: Regulation for ozone (O3) precursor emissions began in Europe around 1990 with

control measures primarily targeting industries and traffic. To understand how these measures

have affected air quality, it is important to investigate the temporal evolution of tropospheric

O3 concentrations in different types of environments. In this study, we analyze long-term

trends of the concentrations of O3 and the sum of oxidants Ox (O3 + NO2) in Switzerland for

the last 25 years. Statistical decomposition of the observed time series is used to extract the

underlying time scales, i.e. the long-term, seasonal and short-term variability. This allows

subtraction of the seasonal variation of O3 and Ox from the observations and estimation of

long-term changes of de-seasonalized O3 and Ox with reduced uncertainties. A two-regime

trend calculation based on the long-term variability accounts for non-monotonic temporal

evolution of O3. In addition, adjustment of the higher frequency meteorological influence

was applied, based on the time series containing the short-term variability. This led to an

uncertainty reduction in the trend estimation, but only by a small factor. We observe that,

despite the implementation of regulations and reduction of nitrogen oxides concentrations,

for all studied sites daily mean O3 values increased until mid-2000s. Afterwards, a decline or a

leveling-off in the concentrations is observed. The start of change in the trend depends on the

site type; the more polluted the site, the later is the onset of the change in trend behavior. At
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locations close to sources, the observed trend can mainly be explained by the reduced titration

of O3 by NO due to the strong reductions in nitrogen oxides emissions. At remote locations

(such as the high alpine station in Jungfraujoch) that are influenced by hemispheric transport

of O3 an increase during 1990s and a decline after early 2000s is observed. The calculated

temporal trends exhibit distinct differences depending on the characteristics and pollution

burdens of the measurement sites; such differences have become smaller following emission

reductions.

2.1 Introduction

Tropospheric ozone (O3) is an important trace gas for air quality and is recognized as a

threat for human health and agriculture (WHO, 2013; LRTAP Convention, 2015; National

Research Council, 1992). It also acts as a greenhouse gas with globally averaged radiative

forcing 0.4±0.2 W/m2 (IPCC, 2013). O3 either originates naturally in the stratosphere (Junge,

1962; Stohl et al., 2003) or is produced in the troposphere by photochemical reactions. These

reactions involve sunlight and anthropogenic and natural O3 precursor gases, in particular

nitrogen oxides (NOx = NO2 + NO), volatile organic compounds (VOCs), methane (CH4) and

carbon monoxide (CO) (Maas and Grennfelt, 2016; Monks et al., 2015). Biogenic emissions

are also known to have a positive effect on production of tropospheric O3 mainly through

reduction of the hydroxyl radical (OH) (Simpson, 1995). Emissions of O3 precursors, NOx and

VOCs, have been declining in Europe and the U.S. since the 1990s due to implementation

of emission control measures (Colette et al., 2011; Guerreiro et al., 2014; Henschel et al.,

2015; Granier et al., 2011). For example, the Gothenburg Protocol, implemented in 1999 and

revised in 2012, tackles acidification, eutrophication and ground-level O3 in Europe, through

reduction of emissions of NOx , VOCs, sulfur dioxide (SO2) and ammonia (NH3). Colette et al.

(2011) calculated air pollutant trends for the period 1998-2007 and observed a decrease in NO2

concentrations across most of Europe, which is more pronounced in urban areas. In addition,

VOC and NOx emissions have decreased by 40% and 35% respectively in the European Union

(Maas and Grennfelt, 2016). In Switzerland, emissions of NOx and VOCs peaked in the mid-

or late 1980s and decreased by around 30-40% in the 1990s (BAFU, 2016; Stiller et al., 2000).

Since the beginning of the 2000s their decrease has been less pronounced (BAFU, 2016). Due

to emission reductions of O3 precursors, it was expected that O3 concentrations across Europe

would decline as well, as has been supported by trend estimates since 2000 (Chang et al., 2017).

However, mean concentration of tropospheric O3 in Europe was increasing in the 1990s and

early 2000s (Wilson et al., 2012). Therefore, it is important to investigate and understand how

tropospheric O3 levels have changed over the last decades.

As stated in the report of the European Environmental Agency (EEA), observed O3 trends

suffer from large uncertainties associated with current trend analysis practices (Guerreiro

et al., 2016). The investigation of long-term trends of O3 due to policy decisions is obfuscated

by its strong intra- and inter-annual variability. Analysis of annually-averaged concentrations

eliminates the intra-annual variability on the trend estimate, but this leads to a loss of statistical
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sample size and the influence of inter-annual variability occurring on shorter timescales than

the desired trend signal remains. A solution to this problem is to decompose the observed

O3 concentrations into the underlying frequency modes (Chang et al., 2017); trends can be

calculated from the long-term and de-seasonalized signal isolated by this approach. Additional

variability that occurs on shorter time scales due to meteorological factors can be subject to

statistical adjustment for refined trend analysis.

The main goal of this study is to describe and understand the response of O3 to the reductions

of NOx and VOCs after implementation of measures since the 1990s. Thus, long-term observa-

tional data from Swiss sites were used for investigation of the temporal trends in surface O3

and the sum of oxidants Ox (Ox =O3+NO2) for the last 25 years. In our approach, a time-scale

decomposition is applied on the available time series in order to identify the underlying con-

tributions from the long-term, seasonal and short-term variability. The seasonal variability

is removed from the observations to obtain the de-seasonalized O3 time series. Guided by

the measurements, a two-regime trend analysis is used to address non-monotonic temporal

evolution of O3. The specific for each station date of change in the trend is assessed via the

long-term variability, and the trend is calculated in two separate periods. In addition, the

short-term variations of O3 and Ox are correlated with meteorological parameters of the same

time scale to adjust the observations for the influence of meteorological conditions. The

methodology is discussed in detail in Section 2.3, and the results are presented in Section 2.4.

2.2 Data

Measurements were provided by the regulatory air quality monitoring networks operated by

the Swiss federal and cantonal authorities at 1-hour resolution between 1990 and 2014. The

stations used for this study have a data availability of more than 95% (Table 3.1 and Fig. 2.4),

and the metrics considered are the following: daily mean, daily maximum of 8 hour running

mean of hourly O3 concentrations (MDA8, European Parliament and Council of the European

Union, 2008), and daily mean of Ox . Note that this study is focused on daily average O3 and

Ox concentrations, a complementary study focusing on the trend of daily peak O3 is under

preparation (Boleti et al., 2018b). The decomposition method used here requires complete

time series and therefore gap filling is needed in order to proceed. Missing values in the data

set are treated as follows: (a) an average year is calculated from the mean values of the observed

concentrations for each calendar day, (b) the positions of the missing values are identified,

and (c) filled with the corresponding value from the calculated average year. Percentages of

missing values vary between 0.32-4.27% and number of successive missing values in the data

are between 4-16 days (except for Tänikon and Grenchen 40 days, Jungfraujoch 43 days and

Thônex-Foron 92 days).

For the meteorological adjustment of O3, information for several meteorological variables was

taken from measurements at the respective site and includes: temperature (◦ C ), humidity

(%), solar radiation (W ·m−2), surface pressure (hPa), wind velocity (m · s−1) and precipitation
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(mm). For data sets with more than 5% and /or more than 30 successive days of missing values,

meteorological data were taken from nearby sites operated by MeteoSwiss. Otherwise, missing

values during less than 5% of the time and/or less than 30 continuous days were replaced by

linear interpolation. For the stations in Frauenfeld and Grenchen, no complete meteorologi-

cal information was available; therefore, only the de-seasonalization approach was applied

without further meteo-adjustment. For a more complete description of the meteorological

situation, additional meteorological variables were derived from the European reanalysis

data-set (ERA-Interim) (Dee et al., 2011) in 1 degree resolution at the location (longitude-

latitude-altitude) of each station, i.e. boundary layer height (m), convective available potential

energy (CAPE, J · kg−1), sensible surface heat flux (W ·m−2) and total cloud cover. Additionally,

we considered the synoptic situation as a meteorological variable, provided as weather type

classifications (WTCs, Weusthoff, 2011) from MeteoSwiss, that describe recurrent dynamical

patterns. The categories include classification with 3×8 wind directions (cyclonic, anticy-

clonic and indifferent) and low/high pressure based on mean sea level pressure, which yields

26 different synoptic patterns. All meteorological variables, both observations and derived

variables, are used in daily average resolution.

2.3 Methods

The procedure applied in the present trend analysis consists of the following steps: 1) decom-

position of daily mean O3, MDA8 and daily mean Ox observations for each station into the

underlying frequencies and calculation of long-term, seasonal, and short-term variation, 2)

subtraction of the seasonal variation from the observations and calculation of the absolute

trend (in ppb per year) on the de-seasonalized time series, 3) decomposition of meteorolog-

ical variables into long-term, seasonal, and short-term variation and 4) adjustment of the

observations for the short-term meteorological influence and calculation of trends based on

the meteo-adjusted time series. The extracted long-term variability shows for most stations a

change in sign after mid-2000s, and the exact time of change appears to be different for each

station. For this reason, at sites where this change occurs, the slopes are calculated in two

regimes, the period before and after the change, first and second period respectively. In the

following, we present in detail the steps and methods performed for the current trend analysis.

2.3.1 De-seasonalized trends

The de-seasonalization of O3 observations first requires the extraction of a representative

seasonal signal. For this reason, a time scale decomposition was performed based on both a

non-parametric and a parametric method. Similar to Kuebler et al. (2001), this decomposition

assumes that the signal can be viewed as

y(t ) = LT (t )+S(t )+W (t )+E(t ) (2.1)
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where y(t) are the observations, LT (t) stands for the long-term variation, S(t) the seasonal

variation, W (t ) the short-term variation, and E(t ) the remainder of the decomposition. LT (t )

represents variations at multiannual timescales, S(t ) variations at monthly to yearly timescales,

and W (t ) variations at daily to monthly timescales.

De-seasonalization with non-parametric approach

The non-parametric time scales decomposition was performed with the ensemble empirical

mode decomposition (EEMD, Huang et al. (1998); Huang and Wu (2008); Wu and Huang

(2009)). The method resolves the non-overlapping frequencies contained in the signal into

a number of components. Each component represents a distinct frequency, from highest to

lowest, that is hidden in the original signal. This procedure was performed using the hht library

in R (R Development Core Team, 2017). The long-term, seasonal and short-term variabilities

were obtained by combining the associated frequencies.

The choice of the EEMD as a decomposition method is based on the fact that EEMD, in contrast

to other methods (e.g. Fourier transformation), is entirely data driven. This formulation

means that the results do not rely on a priori assumptions regarding the nature of the data

(e.g. stationarity, periodicity). In addition, the basis functions are not predefined but extracted

directly from the data (Huang and Wu, 2008). Therefore, EEMD is considered an appropriate

method for the analysis of non-linear and non-stationary time series.

The core of EEMD is the empirical mode decomposition (EMD, Huang et al., 1998; Huang and

Wu, 2008). In EMD, a number of so-called intrinsic mode functions (IMFs) are calculated, with

each of the IMFs representing one distinct frequency in the signal. Consequently,

y(t ) =
n∑

j=1
c j + rn (2.2)

where y(t ) is the input data, c j the different IMFs, and rn the remainder of the decomposition.

The IMFs are calculated through an iterative sifting process (Fig. 2.1). First, the maxima

and minima of y(t) for each period in the signal are identified, and cubic splines are fitted

to these extrema to form an upper and a lower envelope, representing the maxima and

minima respectively. Then the mean of the upper and lower envelopes is calculated (m1) and

subtracted from the input data, leading to the first protomode (h1). The first protomode serves

as the input data for the second iteration, and the procedure is repeated k times until the

following stopping criteria are fulfilled: (a) the number of extrema and the number of zero

crossings are equal or differ by at most one, and (b) the sum of the envelopes that define the

local extrema is zero. After k iterations,

h1(k−1) −m1k = h1k (2.3)

and, eventually, the h1k will be the first IMF that contains the highest frequency. Next, the first
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IMF is subtracted from the original time series. The resulting signal is used as the input for

the next sifting process, which leads to extraction of the second IMF of lower frequency (h2k ).

This procedure results in a number of IMFs and a residue. The decomposition stops when the

remaining series is a monotonic function or has only one extreme.

Observations

Local extrema

Envelopes & their mean

Figure 2.1 – Example of the procedure for calculating an IMF for daily mean O3 concentrations
(data set from Dübendorf). Red dots show the local extrema of the signal and red lines the
fitted envelopes based on these extrema. The green dashed line is the mean of the upper and
lower envelope.

EMD has some serious drawbacks in interpreting the physical meaning of the IMFs, caused

by mode mixing, i.e. mixing of different frequencies in the same IMF. Therefore, the updated

method EEMD is proposed by Wu and Huang (2009). In EEMD, the final IMFs are calculated

as the ensemble mean of a sufficient number of EMD trials, where white noise has been added

to the signal at each trial. The amplitude of the added white noise and the number of trials

required were investigated and results are presented in the Appendix A. In our case 150 trials

were found to lead to robust solutions, and this number was used for all EEMD analyses in this
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Figure 2.2 – EEMD results for daily mean O3 concentrations in Dübendorf, a suburban back-
ground site. Shown is the daily mean observations (gray line), the long-term variation (red
line) yielded from the residue of the EEMD, the seasonal variation (purple line) by adding
together the IMFs 7-11 and the short term variation (light blue line) from the IMFs 1-6. For
illustration reasons, the long-term signal was added to the seasonal and short-term signals.

study. The frequencies of the IMFs were obtained by means of periodograms (see Appendix

A). The IMFs with periods between approximately 3 days and 3 months (IMFs 1-6) have been

merged to represent the short-term variation with a resulting period of around 50 days. Periods

between approximately 3 months and 3 years (IMFs 7-11) represent the seasonal variation with

a period of around 11-12 months. Finally, the residue of the EEMD represents the long-term

variation with a period longer than 3 years (Fig.2.2). The observed increase in O3 long-term

trend during the 1990s and the decrease after mid-2000s in the case of Dübendorf prevails in

almost all studied sites. Therefore, a two-regime trend approach will be used here as the basis

for identifying trends in two separate time periods with a breakpoint in between, i.e. the date

where the change in the trend occurs.

De-seasonalization with parametric approach

To validate and compare the results based on the EEMD, the time scale decomposition was

additionally performed using a parametric approach. This procedure was carried out by fitting

the sum of harmonic functions and polynomial terms to the observations (Thoning et al.,
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Figure 2.3 – Seasonal variation signals for daily mean O3 concentrations in Dübendorf, ob-
tained from the EEMD and from the parametric approach.

1989; Novelli et al., 1998). More precisely, the long-term variation is represented by

LT (t ) = c1 · t + c2 · t 2 + c3 · t 3 (2.4)

and the seasonal variation is estimated by

S(t) =
3∑

i=1
[ai · sin(2πt )+bi ·cos(2πt )], i = 1−3. (2.5)

ci are the coefficients of a third-degree linear fit on the data and ai ,bi the coefficients of

a sinusoidal fit. After subtracting L(t) and S(t) from the observations (y(t)) we obtain the

short-term variation (W(t)) with periods ranging from days to months. Evidently, the seasonal

signal has a periodicity of one year.

This comparison reveals the effect of the seasonal signal used in the de-seasonalization process

on the uncertainty in the trend estimation. Fig.2.3 shows a comparison of the two seasonal

variations (parametric and non-parametric) obtained at the suburban site Dübendorf. It

can be seen that the parametric approach has no explicit representation of the inter-annual

variability. In contrast, the EEMD (non-parametric) accounts for the year-to-year variability in

the signal due to varying meteorological conditions (e.g. untypically warm summer or winter),

therefore, the parametric approach is considered disadvantageous for the de-seasonalization

process.
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Trends estimation

The de-seasonalized time series of the studied O3 metrics are obtained by subtracting the

seasonal variation from the observations, i.e.

yd (t ) = y(t )−S(t ) (2.6)

where yd (t ) is the de-seasonalized time series.

The trend estimate is obtained by calculation of the Theil-Sen slope (Theil, 1950; Sen, 1968),

where yd (t) is aggregated to monthly mean values. The uncertainty of the calculated trend

in terms of the 95% confidence interval (CI) is obtained by bootstrapping. This means that

slopes are calculated multiple times blockwise with replacement of resampled data (599 times

for each block; each block has length n1/3, where n is the size of the sample). The 95% CI is

determined from the variability of the Theil-Sen slopes obtained from the resampled data.

The breakpoint of the time series is identified in the long-term signal (LT (t)) as obtained

from the EEMD analysis for each station separately. The exact time of change (if it exists) is

determined as the time when the first derivative of the long-term signal changes sign.

2.3.2 Meteo-adjusted trends

Trend estimation is affected by the influence of meteorology on O3 concentrations. Therefore,

observations have been adjusted for the higher frequency meteorological effects, and trends

were calculated on the meteo-adjusted data, based on both the non-parametric and the

parametric approach.

This was done by estimating the relationship between O3 and Ox concentrations and meteo-

rological variables that are expected to have an effect on tropospheric O3. More specifically,

the effect of short-term meteorological variations on O3 is modeled using generalized additive

models (GAMs, Hastie and Tibshirani, 1990; Wood, 2006). GAMs are known to perform well in

studying the relationship between meteorological phenomena and air pollutants concentra-

tions (e.g. Barmpadimos et al. (2011)). A GAM that consists of both numerical and categorical

explanatory variables can generally be written as:

y(t ) =α+
n∑

i=1
si (Mi (t ))+

m∑
j=1

(
p∑

k=1
b j k

(
B j k (t )

))+ε(t ) (2.7)

where y(t) is the considered time series (here the short term signal of the considered O3

metrics),α is the intercept, si are smooth functions of the numeric meteorological variables Mi .

B j k denote the j th categorical variable in the model with j indicating the categorical variable

and k the level of the categorical variable. b j k are the estimated effects of the categorical

variables. Finally, ε(t ) are the model residuals.
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The advantage of GAMs is that they are very flexible and capable to account for non-linear

relationships between meteorological variables and O3. The GAMs were estimated using the

mgcv library in R (R Development Core Team, 2017). The meteorological parameters used in

the GAMs as predictors are the following: (a) numeric: temperature, humidity, solar radiation,

surface pressure, wind velocity, precipitation, height of the boundary layer, CAPE, sensible

surface heat flux, total cloud cover and (b) categorical: day of the week and WTCs.

Time series of all numerical meteorological variables were decomposed into long-term, sea-

sonal, and short-term variation using the EEMD and the parametric approach described in

Section 2.3.1.

m(t ) = LTm(t )+Sm(t )+Wm(t )+Em(t ) (2.8)

where subscript m indicates the meteorological variables mentioned above and Wm(t) = 0

for the parametric approach. Then, the relationship between the signals of the short-term

variations of the O3 metrics and the meteorological variables was estimated using GAMs.

W (t ) = GAM(Wm(t ))+εW (2.9)

E(t ) = GAM(Em(t ))+εE (2.10)

where εW and εE are the model residuals. Note that only equation 2.10 applies for the para-

metric approach.

The variation explained by the short-term meteorological effects, as captured by the GAMs,

has been removed from the de-seasonalized data as follows:

ymet .ad j (t ) = LT (t )+εW +εE (2.11)

where ymet .ad j stands for the meteo-adjusted time series of the daily mean O3, MDA8 O3

and daily mean Ox . Note that for the parametric approach eW = 0 in equation 2.11. The

meteo-adjusted trends were calculated using the Theil-Sen trend estimator in two regimes, as

determined for the de-seasonalized trends.

2.4 Results

2.4.1 Comparison of long-term trends based on EEMD and the parametric ap-
proach

In Fig.2.5, bar-plots of the daily mean O3 trends based on the parametric approach and

the non-parametric EEMD are presented. In addition, trends directly calculated with the

Theil-Sen estimator applied to the annual mean O3 concentrations are shown as a base
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Table 2.1 – Studied stations in Switzerland, ranked by increasing mean NOx concentration
from top to the bottom. The duration of the data set is also shown. Stations are categorized
according to mean NOx value during the studied period, where A: NOx ≤ 1 ppb, B: 1 ≤ NOx ≤
10 ppb, C: 10 ≤ NOx ≤ 20 ppb, D: 20 ≤ NOx ≤ 40 ppb, and E: NOx ≥ 40 ppb. (Cat. indicates the
station’s category.)

Station Code Type NOx (ppb) Time Period Cat.
Jungfraujoch JUN Remote, High Alpine (3578 m a.s.l.) 0.34 1990-2014 A
Davos DAV Rural, Elevated (>1000 m a.s.l.) 2.87 1991-2014 B
Chaumont CHA Rural, Elevated (>1000 m a.s.l.) 4.16 1991-2014 B
Rigi RIG Rural, Elevated (>1000 m a.s.l.) 4.73 1991-2014 B
Tänikon TAE Rural, Background 11.38 1990-2014 C
Payerne PAY Rural, Background 11.57 1990-2014 C
Grenchen-Zentrum GRE Urban, Background 21.00 1990-2014 D
Basel-Binningen BAS Suburban, Background 22.28 1990-2014 D
Frauenfeld FRA Suburban, Background 26.13 1995-2014 D
Magadino MAG Rural, Background 26.17 1991-2014 D
Thônex-Foron FOR Suburban, Background 30.75 1990-2014 D
Dübendorf DUE Suburban, Background 31.45 1991-2014 D
Liestal-LHA LIE Suburban, Traffic 32.30 1990-2014 D
Zürich-Kaserne ZUE Urban, Background 33.27 1991-2014 D
Basel-St.Johann BSJ Urban, Background 34.60 1990-2014 D
Lugano LUG Urban, Background 35.45 1990-2014 D
Zürich-Stamp/str. ZSS Urban, Traffic 42.74 1995-2014 E
Sion SIO Rural, Highway 45.49 1990-2014 E
Lausanne LAU Urban, Traffic 53.87 1991-2014 E
Härkingen HAE Rural, Highway 68.00 1993-2014 E
Bern BER Urban, Traffic 82.00 1991-2014 E
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Figure 2.4 – Map of Switzerland and location of the sites that were considered for this study.
The site types are distinguished by color.

case. The base case approach is a commonly used and straight forward technique for trend

analysis. It is apparent from Fig.2.5 that the resulting trend estimates for all approaches are

similar in magnitude. However, the uncertainties (represented by the range of the CI) for the

de-seasonalized and meteo-adjusted trends are much smaller than for the base case. The

trend estimation based on de-seasonalized monthly values is advantageous compared to the

analysis of annual values; the higher number of observations leads to smaller uncertainties

in the trend estimation. This is especially true for the meteo-adjusted data, where the short-

term variability due to the influence of meteorology on O3 has been reduced. Compared to

EEMD, the parametric approach leads to higher uncertainties for the calculated trends in all

stations. This is expected, because the seasonal signal derived from EEMD already captures

the variation in O3 due to the influence of meteorology on the seasonal scale. For instance,

the effect of the exceptionally hot summer in 2003 and 2006 on O3 is clearly visible in the

seasonal signal obtained by the EEMD (Fig. 2.3). Ordóñez et al. (2005) have also observed high

O3 concentrations in Switzerland during summer of 2003. In addition, Schnell et al. (2014)

and Carro-Calvo et al. (2017) have documented elevated O3 in Europe during summer of 2006.

This shows that de-seasonalization based on the EEMD removes a part of the meteorological

influence, and can be considered as a basic type of meteo-adjustment. In contrast, the

parametric approach yields a seasonal signal that has a constant amplitude and phase for

the entire measurement period. We therefore conclude that de-seasonalization based on the

EEMD is due to the variable amplitude and phase of the seasonal signal advantageous over

the parametric approach. Consequently, further trend analysis performed within the present

study is based on this method.
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Figure 2.5 – Bar-plots for the trends of the daily mean O3 concentrations during the identified
first and second period for the five categories (indicated as Cat.). The bars show the magnitude
of the Theil-Sen slopes (in ppb/year) for the studied sites (Table 2.1). The lines represent
the 95% CI of the estimated trend. The blue colors show the trends estimated from de-
seasonalized data, with the subtraction of the seasonal variation obtained either from the
parametric approach (light blue bar) or the EEMD (dark blue bar). The pink colors show
the meteo-adjusted trends based on the parametric approach (light pink bar) and EEMD
(dark pink bar), respectively. The right panel indicates the time when the trend changes from
positive to negative, i.e. the breakpoints as calculated from EEMD. Note that no breakpoint
was found in LIE, ZUE and HAE. In LAU and BER the breakpoint occurred late, the trends in
all these sites were therefore calculated for only one period. Also, the meteo-adjustment has
not been applied for the sites GRE, FRA and LIE.
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2.4.2 Meteorological adjustment

The relationship between the short-term variation of O3 and meteorological parameters has

been estimated as described in Section 2.3.2. It is observed that in all sites temperature, solar

radiation, humidity, CAPE and boundary layer height have a significant effect on the short-

term variability of surface O3. However, there is no clear conclusion regarding surface pressure,

rain and surface sensible heat flux, which in some stations appear to affect O3 significantly

while in others the influence is not significant. The percentage of the variation of O3 that is

explained by the model is represented by the coefficient of determination R2. Here, the R2 for

the short-term variation (W (t ) estimated by EEMD) ranges between 50-64% for the daily mean

concentrations (except for Jungfraujoch with 28%), 22-43% for the MDA8 (Jungfraujoch:12%)

and 35-57% for Ox (Jungfraujoch: 27%). The R2 for the even shorter time scales (E (t ) estimated

by EEMD) for the daily mean concentration of O3 lies between 0.5-19%, for the MDA8 0.6-8.5%

and for Ox 0.7-16%. Analysis of the model residuals did not indicate violations of the model

assumptions (homoscedasticity of residuals). An exception was the site in Liestal, therefore

meteo-adjustment was not applied for this station. More details about the model results for

each station are presented in the Apendix.
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Figure 2.6 – As for Fig. 2.5 but for MDA8 O3.

The meteo-adjustment based on EEMD reduces the variability of the O3 concentrations and

therefore leads to lower uncertainties when estimating trends. This can be seen in Figs. 2.5, 2.6

and 2.7 where trends of daily mean of O3, MDA8 O3 and daily mean of Ox are shown. However,

the effect of the meteo-adjustment procedure as described in Section 2.3.2 has a small effect

28



2.4. Results

BER
HAE
LAU
SIO
ZSS
LUG
BSJ
ZUE
LIE
DUE
FOR
MAG
FRA
BAS
GRE
PAY
TAE
RIG
CHA
DAV
JUN

ppb/year ppb/year
2002 2008 2014

Year

Ox daily mean

A

B

C

D

E
Meteo−Adjusted
De−Seasonalized

Figure 2.7 – As for Fig. 2.5 but for daily mean Ox .

on the trends because part of the meteorological influence on O3 has already been removed

in the de-seasonalization process. Furthermore, the magnitude of the trends is negligibly

affected by the meteo-adjustment. We therefore propose trend estimation of O3 based on

de-seasonalized data using EEMD as the most useful and robust approach, and this approach

is considered in the following for the discussion of long-term trends of O3 in Switzerland.

2.4.3 Trends of mean O3 in Switzerland

For determination of the trend of mean O3 in similar environments, the sites have been

grouped into five different site categories. The categorization is based on the mean NOx mixing

ratio over the entire time period at each site, indicating the proximity of the sites to emission

sources of O3 precursors. The sites are grouped into categories A to E with: A the remote sites

without influence from local sources (NOx ≤ 1 ppb), B the background sites with very low local

pollution (1 ≤ NOx ≤ 10 ppb), C the rural sites with low local pollution (10 ≤ NOx ≤ 20 ppb),

D the suburban and urban sites with moderate local pollution (20 ≤ NOx ≤ 40 ppb) and E

comprising all traffic sites which are highly influenced by local emissions (NOx ≥ 40 ppb).

Note that the categories representing remote or rural environments (category A to C) consist of

a smaller number of sites than the categories D and E. This is justified by the fact that remote

and rural sites have a larger spatial representativeness than suburban and urban locations,

where specific site characteristics typically have a larger influence on prevailing air pollution

levels. The trends of daily mean O3, MDA8 O3 and daily mean Ox at the sites within the
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different categories are illustrated in Figs. 2.8, 2.9 and 2.10. The average trends of all sites in

the different site categories are shown in Fig. 2.11 and listed in Table 2.2.
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Figure 2.8 – Theil-Sen trends of daily mean O3 concentrations estimated from monthly de-
seasonalized values separated for stations in categories A-E. The categories have been defined
based on the prevailing NOx mixing ratio. The averages (red dashed lines) are based on the
averaged de-seasonalized time series in each category and breakpoints on the averaged LT (t ).

The highest O3 levels are observed at the high Alpine site at Jungfraujoch (3580 m a.s.l.), which

is the only site in category A due to the exceptional characteristics and the high spatial repre-

sentativeness of this site (Fig.2.8). At this remote location, local emissions of O3 precursors are

negligible, while long-range transport phenomena are of particular importance (Balzani-Lööv

et al., 2008). At Jungfraujoch, O3 (all metrics) was increasing by ∼ 0.54−0.60 ppb/year since

1990 (Table 2.2), and started to decrease after 2002. The same temporal behavior of O3 has

been reported by Logan et al. (2012) for Alpine sites (including Jungfraujoch), as well as for

regular aircraft (MOZAIC) measurements over Europe. The observed temporal trend can

therefore be considered to represent the evolution of background O3, defined as O3 resulting

from precursor emissions and transport on continental scale – including contributions from

stratosphere-troposphere exchange (Cui et al., 2011). Especially after 2000s, Hess and Zbinden

(2013) have documented a level off of O3 in this region. In agreement to the O3 trends observed

at Jungfraujoch, many studies (Derwent et al., 2007; Vingarzan, 2004; Brönnimann et al., 2002)

found that background concentration of O3 has most probably been changing during the last
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Figure 2.9 – Theil-Sen trends of MDA8 O3 estimated from monthly de-seasonalized values
separated for stations in categories A-E. The categories have been defined based on the
prevailing NOx mixing ratio. The averages (red dashed lines) are based on the averaged
de-seasonalized time series in each category and breakpoints on the averaged LT (t ).

25 years. Derwent et al. (2007) reported increasing O3 concentrations for filtered data from

Mace Head (Ireland), a remote site that represents tropospheric background conditions when

winds are prevailing from the western sector. Vingarzan (2004) reported that background

O3 in the Northern Hemisphere had been increasing since the 1970s by about 0.5-2% per

year; however, the reasons for the observed trend in background O3 over Europe are not well

understood. Factors that may have contributed to these changes are changes in emissions of

O3 precursors on hemispheric scale and changes in the stratospheric input (Ordóñez et al.,

2007; Logan et al., 2012; Hess and Zbinden, 2013). The emissions of the main precursors

reactive hydrocarbons, NOx and CO have been steadily decreasing in Europe and Northern

America since the 1980s, whereas emissions of NOx and CO were increasing in East Asia

and India (Monks et al., 2015). Therefore, background O3 over Europe was increasing in the

1990s when O3 precursors from Europe and North America were decreasing and emissions

in East Asia were still low compared to the other two continents (Logan et al., 2012). When

background O3 over Europe started decreasing in the 2000s, total emissions of NOx in China

were about similar to emissions in Europe and North America and continuing to rise (Logan

et al., 2012). A further important O3 precursor on the global scale is the long-lived methane
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Figure 2.10 – Theil-Sen trends of daily mean Ox mixing ratios estimated from monthly de-
seasonalized values separated for stations in categories A-E. The categories have been defined
based on the prevailing NOx mixing ratio. The averages (red dashed lines) are based on the
averaged de-seasonalized time series in each category and breakpoints on the averaged LT (t ).

(CH4). Global emissions of CH4 have been increasing since 1950, stabilized in the 1990s and

continued to rise during 2000s (Dentener et al., 2010). Therefore, the temporal changes in

the global emissions of CH4 also cannot directly be linked to the observed temporal trend

in background O3 over Europe. Finally, temporal changes of biomass burning might have

contributed to the observed trends of O3, but the quantification of its role is beyond the scope

of this study (Anderson et al., 2016; Granier et al., 2011).

The sites in category B are located in the Alps or Jura mountains at elevations above 1000 m

a.s.l.. The O3 mixing ratio is at the sites in category B lower than at Jungfraujoch but higher

than at the sites of categories C to E. This is often the case in elevated sites, because O3

production efficiency is higher at low NOx regimes. The generally increasing O3 mixing ratios

with increasing altitude (Seinfeld and Pandis, 2016) can be explained by higher incoming

solar radiation and by the larger input of stratospheric O3 (Hess and Zbinden, 2013) at higher

altitudes. In addition, sites at higher altitudes, as the ones in category B, are often sampling

air in the residual layer, which is not subject to dry deposition. Compared to sites closer to

the surface photochemical loss of O3 is lower at these altitudes. The influence of local sources
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of main O3 precursors is at the sites of category B higher than at Jungfraujoch, although still

small. For example, the mixing ratio of NO, a trace gas that can be regarded as an indicator for

the proximity to anthropogenic sources, is at the sites of this category below 0.5 ppb (mean

value between 1990 and 2014). Moreover, 50-70% of the daily maximum concentrations

are associated with O3 originating in the residual layer that is formed overnight (Neu et al.,

1994). Finally, vertical mixing of air masses and transport of O3 precursors from the polluted

boundary layer to higher altitudes (Henne et al., 2003), as well as biogenic VOC emissions

from nearby forests can contribute to O3 formation at the type of locations represented by

category B. O3 mixing ratios and temporal changes at the sites of category B are therefore

more strongly influenced by local and regional emissions of O3 precursors than the remote

site at Jungfraujoch (category A). The trend behavior of O3 at all three sites in category B is

similar and increasing at a slightly slower rate (all metrics, ∼ 0.34−0.37 ppb/year) than at

Jungfraujoch (Figs. 2.8 - 2.10). The time this trend changed (breakpoint), ranges at the sites

of category B between 2002 and 2003; afterwards the mixing ratios of the considered metrics

started to decline by ∼−0.36 to −0.41 ppb/year.

Category C represents rural locations at low altitude and consists of two sites. The mixing

ratios and the trend behavior of O3 at both sites are very similar (Figs. 2.8 - 2.10), supporting

the assumption of the representativeness of the two sites for rural locations at low altitudes.

Again, positive trends of all considered metrics for mean O3 are observed until 2003-2005 and

negative trends afterwards. The upward trends of daily mean O3 and MDA8 O3 during the

first period are ∼ 0.34 ppb/year and 0.38 ppb/year respectively and similar to the observed

trend at the sites of category B. Note that the time of the breakpoints are later than at the sites

in categories A and B. In contrast to the sites in categories A and B, where Ox is dominated

by O3, the rate of upward trend of Ox during the first period at the sites of category C is

∼ 0.14 ppb/year and clearly smaller than the upward trend for daily mean O3 and MDA8 O3

(Fig. 2.11). It therefore appears that at the sites of category C, the observed trend of mean O3 is

driven by two different processes, the temporal change in background O3, and the changes in

O3 formation due to declining emissions of NOx and also non-methane VOCs (NMVOCs) in

Switzerland (Lanz et al., 2008).

The influence of changing local and regional emissions of these precursors on surface O3

is even more distinct at the sites in category D. These sites represent suburban and urban

areas that are not exposed to emissions from sources in the immediate vicinity. An exception

in category D is the site in Liestal, which is a suburban site next to a road with moderate

traffic. At the sites in this category, the trend of daily mean O3 mixing ratios and MDA8 O3 are

similar to the sites in category C, except that the breakpoints are further shifted to later times

(2006-2008). At some of the sites in category D no breakpoint in the daily mean O3 mixing

ratio is observed, a behavior that is also apparent at some of the traffic sites in category E.

Moreover, the average temporal change of Ox during the first period is for the sites in category

D close to zero (-0.03 ppb/year), because some of the sites show slightly increasing Ox mixing

ratios until the mid of the 2000s while at others Ox is continuously decreasing. Reasons for

the diverse trends of Ox in category D could be that this category is broad in terms of NOx
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pollution, and that O3 concentrations at those sites are differently influenced by transport of

O3 that is formed several hours before in neighbored upwind regions. On average, the upward

trend in O3 is at the sites in category D entirely compensated by a downward trend in NO2.

The final category E includes the sites with the highest levels of NOx , i.e. sites that are situated

next to major roads. At the three sites with the highest average NOx mixing ratio (Lausanne,

Härkingen and Bern) mean O3 is continuously increasing since the beginning of the 1990s.

As with most of the sites in category D, the upward trend in mean O3 stopped at the two sites

with the lowest NOx levels (Zürich-Stamp/str. and Sion) in the mid of the 2000s and daily

mean O3 is declining since then. The average long-term trend of daily mean O3 at the sites

in category E leads to an upward trend of 0.29 ppb/year; this trend has stopped only recently

and a breakpoint in 2014 has been found. The observed trend for MDA8 O3 is similar to

the sites in all other categories – increasing during the first period and decreasing after the

breakpoint. However, the upward trend during the first period is the largest in category E

(0.70 ppb/year), and it stops in 2006, i.e. later than at the other site categories. The downward

trend after the breakpoint is for the sites in category E the smallest (-0.08 ppb/year). At the

sites of category E, the average trend of Ox , in contrast to the suburban and urban sites in

category D, clearly increases (0.32 ppb/year) until the breakpoint in 2006, when Ox started

to decline at a rate of -0.33 ppb/year. For understanding the observed O3 trends at the sites

of categories D and E, two relevant reactions need to be considered Sillman (1999): (a) the

NO+O3 titration reaction, which depletes O3 in presence of nearby NO emissions, and (b) the

NO2+OH termination reaction that leads to reduced O3 formation with increasing NOx to

NMVOC ratios (NMVOC-limited regime). The larger reductions in ambient concentrations of

NO over NO2 at sites D and E (Fig. 2.12) and higher reaction rate of reaction (a) over that of

(b) (Finlayson-Pitts and Pitts, 2000) suggests that reduced depletion from the former reaction

may be partially responsible for increased O3 concentrations near sources. However, trends

in Ox , which are typically insensitive to local titration effects, are greater (relative to trends

in O3) at the traffic sites in category E compared to the sites in category D. This suggests that

additional factors may play a role. For instance, directly emitted NO2 from road traffic has

been increasing from around 1995 to 2010 in many European countries including Switzerland

(Grange et al., 2017); evidenced by the smaller decrease in NO2 relative to NOx at sites in

category E compared to those in category D (Fig. 2.12). Furthermore, long-term trends of daily

averaged O3 may include effects of reaction (b) which can become more significant outside of

peak traffic periods.

The analysis of the trend of the considered metrics for average mean O3 levels shows that the

implemented O3 mitigation policies in Switzerland (reductions of NOx and NMVOC emis-

sions) had an effect on mean O3. The O3 formation processes have been changing so that

except for remote and rural locations at higher altitudes, where the temporal development of

hemispheric O3 levels is the dominating factor, the differences in mean O3 at different types

of locations have during the past two decades become smaller (Fig. 2.13). The O3 formation

chemistry at urban, suburban and rural sites has become more similar (Pusede et al., 2015),

and this can be expected to continue with further decreasing emissions of NOx and NMVOCs.
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Figure 2.11 – Trends of O3 and Ox (in ppb/year) for the site categories A to E (indicated as
Cat.). Shown are the Theil-Sen trends of the averaged de-seasonalized data for each category.
The two identified time periods and the breakpoint are based on the averaged LT (t ) at each
category. The hatched bars indicate non-significant trends, i.e. with a p-value larger than 0.05.

The time of the breakpoint in the trend might be explained by the relationship between O3 and

its precursors (NOx and NMVOCs), as conceptualized by O3 isopleth diagrams (Finlayson-Pitts

and Pitts, 2000; Thielmann et al., 2001). O3 isopleths are typically generated via the empirical

kinetic model approach (EKMA) where maximum O3 production or concentration is described

in terms of initial NOx and NMVOC concentrations in a zero-dimensional box model. While

NMVOC concentrations are not available and our analysis of O3 trends corresponds to aggre-

gated quantities (i.e., meteorologically-adjusted monthly concentrations of daily means), we

qualitatively interpret the O3 response to precursors across different concentration regimes

through the same chemical mechanisms governing the isopleths. Limited studies (Dommen

et al., 1995, 1999) suggest that urban and suburban sites in Switzerland with high NOx emis-

sions lie in the NMVOC-limited regime, where O3 formation increases with decreasing NOx

and constant NMVOC concentrations. During the 2000s, NOx concentrations at some sites

might have decreased enough so that a transition to the NOx -limited regime occurred, where

O3 concentrations decrease with decreasing NOx . The late appearance of the breakpoint at

highly polluted sites might be due to the much higher NOx to NMVOC ratio level during the

1990s; the point of transition from the NMVOC-limited to the NOx -limited regime has not

or only recently been reached. On the other hand, at rural and remote sites O3 is formed

according to the NOx -limited regime (Dommen et al., 1995, 1999). We therefore assume that
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Table 2.2 – Average magnitudes of the Theil-Sen trends (ppb/year) for daily mean O3 and
MDA8 O3, and daily mean Ox for the two consecutive time periods in Swiss sites based on the
EEMD de-seasonalization method and the time of breakpoint. P1 and P2 indicate the first
and second period’s average trend respectively and BP the average year of breakpoint in the
trend. All numbers are based on the averaged de-seasonalized time series in each category
and breakpoints on the averaged LT (t). The numbers in italics are non-significant trends
(p-value> 0.05).

daily mean O3 MDA8 O3 daily mean Ox

Cat. Environment P1 BP P2 P1 BP P2 P1 BP P2
A High alpine 0.54 2002.9 -0.17 0.60 2003 -0.22 0.60 2002.5 -0.15

B
Alpine & Pre-
alpine

0.37 2003.2 -0.36 0.34 2002.6 -0.4 0.37 2002.5 -0.41

C
Rural,low al-
titude

0.34 2004.7 -0.26 0.38 2003.9 -0.27 0.14 2003.4 -0.33

D
Suburban &
urban

0.37 2007.0 -0.36 0.42 2005.5 -0.21 -0.03 2003.6 -0.23

E
Urban,high
pollution

0.29 2014.2 -0.83 0.7 2006.6 -0.08 0.32 2006.8 -0.33

at rural and remote locations, the occurrence of the breakpoint is determined by changes in

background O3. At locations closer to anthropogenic sources of precursors, the time of the

breakpoint might be determined by the superposition of changes in background O3, reduced

NO titration and changes in regional O3 production (Brönnimann et al., 2002; Ordóñez et al.,

2005). In particular, we hypothesize that the latter may have been altered by a transition of O3

production to a more NOx -limited regime.

2.5 Conclusions

A statistical approach for estimation of O3 trends based on time scale decomposition of

multi-year observations from various surface sites in Switzerland has been applied. The

non-parametric time scale decomposition (EEMD) of the time series into long-term, seasonal

and short-term variations proved to be a valuable tool for a long-term O3 trend analysis. In

addition, the two-regime trend calculation revealed an interesting dependance of the O3

response to precursors reductions on the station’s pollution burden. The proposed EEMD-

based de-seasonalization accounts for a large fraction of the meteorology driven year-to-year

variability of O3 and allows the estimation of temporal trends of O3 with reduced uncertainties,

without meteorological adjustment of the observations.

It was found that the daily mean O3 and the daily maximum of the eight hour running mean

of hourly O3 mixing ratios were increasing during the 1990s; this trend changed around the

mid of the decade of the 2000s when they started to decline. The year the upward trend of O3

stopped shows a clear dependence on the type of location. The breakpoint occurs earliest at

remote sites and is shifted towards later times with increasing proximity to sources of NOx .

The observed O3 trend at the remote site Jungfraujoch is interpreted as being representative for
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Cat.

Figure 2.12 – Bar plots with the Theil-Sen trends of daily mean NO and NO2 mixing ratios
annually averaged for the whole studied period in ppb/year. Trends are also shown in two
successive periods that correspond to the periods that were detected for the daily mean O3

mixing ratios. Stations are grouped according to mean NOx mixing ratio levels over the studied
period in categories A-E (indicated as Cat.).

the temporal development of the O3 background over Europe. Although the temporal changes

of background O3 over Europe are well described in the scientific literature, the processes

leading to the observed temporal changes in background O3 are still poorly understood. At all

considered locations other than the remote site Jungfraujoch, O3 trend can be understood

as resulting from the superposition of background O3 and the temporal changes in regional

photochemical O3 production. The importance of changes in the regional O3 production due

to changes in O3 precursor emissions is increasing with closeness to urban environments. It

is evident that the reduced titration of O3 by NO due to the decreasing emissions of NOx in

Switzerland and large parts of Europe since around the beginning of the 1990s had a strong

effect on mean O3 mixing ratios, but, further investigation of the temporal changes of the

main chemical processes for regional O3 formation is beyond the scope of this study. It was

shown that the decreasing emissions of NOx and also NMVOCs in the urban environments

resulted in an O3 formation chemistry that is more similar to suburban and rural locations
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Figure 2.13 – Differences between the categories A-E of the averaged LT (t). A-B is the LT(t)
difference between categories A and B, B-C between B and C etc.

as seen from decreasing differences in mean O3 mixing ratios at corresponding locations. A

possible transition of the urban and suburban sites from the NMVOC-limited regime to the

NOx -limited regime in a conceptual O3 isopleth diagram could be used to interpret the change

in trend behavior at these locations. The effect of emissions reductions can be seen in the

temporal evolution of peak O3 concentrations as well, where decreasing trends are observed

since the 1990s (Boleti et al., 2018b). The apparent contribution of hemispheric O3 to local

surface concentrations points to the importance of global efforts towards emission reductions.

Combined with changing climatic conditions, where more frequent and more intense heat

events are expected, controlling O3 concentrations becomes increasingly more relevant.
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Abstract: We investigate the temporal trends of peak ozone in Switzerland for the 1990-

2014 time period. The meteorological conditions have a large influence on ozone formation

and drive a large part of the variability in ozone observations. Therefore, the influence of

meteorology on ozone was estimated using generalized additive models and removed from

the ozone observations. A variable selection method was used for model building allowing

the detection of the meteorological variables that have the largest effect on the variability of

daily maximum ozone at each considered station. It was found that peak concentrations of

ozone have been reducing in most of the stations, indicating a positive effect of implemented

air pollution control measures on locally produced ozone. In the remote, high alpine site of

Jungfraujoch a small upward trend of peak ozone was observed, most likely due to influence

of hemispheric background ozone. In the most polluted traffic sites, peak ozone has for a

different reason also been increasing until around 2003, when this trend started to level off. In

traffic sites the increasing ozone concentrations due to reduced titration by nitrogen monoxide

was the dominating process. One of the advantages of meteorological correction of ozone

observations for trend estimation is that the uncertainty in the calculated trends is reduced.

In addition, trend estimation based on meteorologically corrected ozone is less influenced

by exceptional meteorological events during a specific time period, such as heat waves or by
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temporal changes in meteorological variables.

3.1 Introduction

Ozone (O3) is formed in the troposphere by photochemical reactions involving nitrogen

oxides (NOx =NO2+NO), carbon monoxide (CO) and volatile organic compounds (VOCs).

High O3 concentrations, as expressed e.g. by the World Health Organization guideline value

(100µg·m−3 for the 8 hour running mean) or the European air quality standard (120µg·m−3

for the maximum daily 8 hour running mean), can have severe impacts on human health and

ecosystems (WHO, 2006; European Environmental Agency, 2015). In large parts of Europe,

including Switzerland, exceedances occur regularly during warm months of the year, when the

combination of favorable weather conditions and availability of precursors lead to increased

O3 formation (e.g. Querol et al., 2016). According to Staehelin et al. (1994), concentrations

of O3 at remote, rural regions in Europe have almost doubled between 1950s and 1990s due

to increasing emissions of the O3 precursors NOx and VOCs. Since the beginning of 1990s

emissions of NOx and VOCs have been declining in Europe due to implementation of emission

control measures (Colette et al., 2011; Guerreiro et al., 2014; Henschel et al., 2015), such as

the use of catalytic converters in the petrol vehicles. The EMEP (Cooperative Programme

for Monitoring and Evaluation of the Long-range Transmission of Air Pollutants in Europe)

emission inventory reports that NOx and non-methane VOC (NMVOC) emissions clearly

decreased in Europe between 1990 and 2012 (?), while for Switzerland alone the reported

relative reductions are 39% and 49% respectively (BAFU, 2016). As a consequence downward

trends of maximum concentrations of O3 were observed across Europe (Solberg, 2009; Yan

et al., 2018; Fleming et al., 2018).

Meteorological conditions, such as high air temperature and intense solar radiation or in-

creased wind velocity, strongly influence O3 concentrations at the surface, as reported in the

literature (Solberg, 2009; Ordóñez et al., 2005; Pearce et al., 2011). For instance, temperature

appears to be a key parameter for O3 in central Europe, especially during high O3 events, while

other important meteorological variables are humidity and solar radiation (Otero et al., 2016).

Thermal decomposition of peroxyacyl nitrates (PANs) at high temperature conditions lead

to higher rates of O3 production (Sillman and Samson, 1995; Vogel et al., 1999; Bärtsch-Ritter

et al., 2004). Moreover, increased humidity levels in the atmosphere enhance production of

hydroxyl radicals (OH) yielding higher O3 concentrations in the high-NOx regime (Vogel et al.,

1999).

In this study the temporal evolution of peak O3 mixing ratios in Switzerland during 1990-2014,

with and without adjustment of meteorological influence, is presented. This complements

a trend analysis of mean concentrations of O3 in Switzerland (Boleti et al., 2018a), where a

method based on de-seasonalization of daily mean O3 has been applied. For the current study,

a different approach was used because peak O3 concentrations are typically expressed by

temporally localized events and, therefore, de-seasonalization is not meaningful. Our work
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builds on the work by Ordóñez et al. (2005), however, in our study the effect of meteorology on

peak O3 concentrations was investigated by a different statistical approach and by application

of a more refined variable selection procedure.

3.2 Data

O3 and NOx concentration measurements from 21 stations in Switzerland were provided by

federal and cantonal authorities in hourly resolution for the time period between 1990 and

2014 (Table 3.1). Note that for 16 of the 21 sites the O3 and NOx data can also be sourced

from AirBase, the air quality database of the European Environmental Agency. The stations

included in this study cover regions north and south of the Alps and urban, suburban, rural,

elevated and remote high alpine site types, they are grouped into five main categories (Boleti

et al., 2018a). The five groups are based on the mean NOx mixing ratio over the studied period,

indicating the proximity of the sites to emission sources of O3 precursors. The categories

are the following: (A) the remote, high alpine site in Jungfraujoch not influenced by local

sources (NOx ≤ 1 ppb), (B) are the alpine and pre-alpine environments with very low local

pollution (1 < NOx ≤ 10 ppb), (C) the rural sites located at low altitudes (10 < NOx ≤ 20 ppb),

(D) the suburban and urban sites with moderate local pollution (20 < NOx ≤ 40 ppb) and (E)

comprising all traffic sites which are highly influenced by local emissions (NOx ≥ 40 ppb). Due

to special characteristics of the sites in Bern and Lausanne (urban sites with the strongest

impact of road traffic), these sites were treated as a special category indicated as E2, while the

other sites in this group are indicated as E1.

Percentages of missing values vary between 0.32-4.27% and number of successive missing val-

ues in the data are between 4-16 days (except for Tänikon and Grenchen 40 days, Jungfraujoch

43 days and Thônex-Foron 92 days).

The following metrics representing peak or excess O3 concentrations were considered.

1. MTDM: the mean of the ten highest daily maximum O3 concentrations between May

and September based on hourly mean data. The same metric has also been calculated

for the cold season of the year (October to April).

2. 4-MDA8: the mean of the four highest concentrations of the MDA8 (daily maximum of

the 8-hour running mean of hourly O3 concentrations) per year.

3. A-MDA8: the annual maximum MDA8.

4. 90-PERC: the 90th percentile of daily maximum O3.

5. SOMO35: the cumulative excess O3 as calculated from MDA8 exceeding 35 ppb over

one year (expressed in ppb.days) (WHO, 2008). The SOMO35 metric can be used for

assessment of health impacts.
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6. AOT40: it represents the accumulation of O3 over 40 ppb between 8 am and 8 pm from

May to July (expressed in ppb.hours) (European Parliament and Council of the European

Union, 2008). Based on the hourly mean concentrations the ones between 8 am and

8 pm are filtered and days with O3 above 40 ppb are identified. The difference to 40 ppb

is aggregated over the respective year.

The discussion on peak O3 trends is focused on the MTDM and 4-MDA8. The trends of

SOMO35 are also presented, although SOMO35 is not a metric for peak O3 but representing

mid-high ozone levels summed annually (Fleming et al., 2018). Trends of the remaining

metrics are shown in the supplementary material.

Meteorological data were used from measurements taken at each site. The parameters consid-

ered in this study are: daily maximum air temperature (◦ C), daily/morning/afternoon mean

relative humidity (%), daily maximum solar radiation (W ·m−2), daily mean surface pressure

(hPa), daily/morning/afternoon mean wind velocity (m · s−1) and daily/morning/afternoon

mean precipitation (mm). Morning mean refers to average value between 6-12 hours and

afternoon mean between 12-18 hours. For data sets with more than 5% and/or more than

30 successive days of missing values, meteorological data were taken from nearby sites op-

erated by MeteoSwiss. For a more complete analysis of the meteorological influence, addi-

tional parameters were derived from the ERA-Interim data-set in a 1 degree grid at each site

(longitude-latitude-altitude) for the period 1990-2014, i.e. the daily maximum height of the

boundary layer (m), the daily/morning/afternoon mean convective available potential energy

(CAPE, J ·kg−1), daily maximum sensible surface heat flux (W ·m−2), daily/morning/after-

noon mean total cloud cover, daily/afternoon mean east-west/north-south surface stress

(N· s · m2). Additionally, information for the synoptic situation was used, provided as weather

type classifications (WTCs, Weusthoff, 2011) from MeteoSwiss, which describe recurrent

dynamical patterns. The classification includes 9 categories, namely northeast/indifferent,

west-southwest/cyclonic/flat pressure, westerly flow over Northern Europe, east/indifferent,

high pressure over the Alps, north/cyclonic, west-southwest/cyclonic, high pressure over

Central Europe, westerly flow over Southern Europe/cyclonic.

3.3 Methodology

3.3.1 Trend estimation of peak O3

The trend of all O3 metrics was calculated first directly from the observations and after adjust-

ment of the meteorological influence. This was done by calculation of the Theil-Sen slope

(Theil, 1950; Sen, 1968) of the considered O3 metrics. The Theil-Sen slope is a robust trend

estimator where the trend is expressed as the median of the changes of all possible combina-

tions of pairs in the data at distinct time. The 95% confidence interval (CI) is determined by

using a resampling method (Hall, 1996; Chernick, 2008).
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Table 3.1 – Table with the studied stations in Switzerland, ranked by increasing mean NOx

concentration from top to bottom. Stations are categorized according to mean NOx value
during the studied period, where A: NOx ≤ 1 ppb, B: 1 < NOx ≤ 10 ppb, C: 10 < NOx ≤ 20 ppb,
D: 20 < NOx ≤ 40 ppb, and E: NOx ≥ 40 ppb. Category E2 indicates sites in urban environment
with high traffic activity throughout the day. (Cat. indicates the station’s category.)

Station Code Type NOx (ppb) Time period Cat.
Jungfraujoch JUN Remote, High Alpine (3578 m a.s.l.) 0.3 1990-2014 A
Davos DAV Rural, Elevated (<1000 m a.s.l.) 2.9 1991-2014 B
Chaumont CHA Rural, Elevated (<1000 m a.s.l.) 4.2 1990-2014 B
Rigi RIG Rural, Elevated (<1000 m a.s.l.) 4.7 1991-2014 B
Tänikon TAE Rural 11.4 1990-2014 C
Payerne PAY Rural 11.6 1990-2014 C
Grenchen-Zentrum GRE Urban 21.0 1990-2014 D
Basel-Binningen BAS Suburban 22.3 1990-2014 D
Frauenfeld-Bahnhofstrasse FRA Suburban 26.1 1995-2014 D
Magadino MAG Rural 26.2 1991-2014 D
Thônex-Foron FOR Suburban 30.8 1990-2014 D
Dübendorf DUE Suburban 31.5 1991-2014 D
Liestal-LHA LIE Suburban, Traffic 32.3 1990-2014 D
Zürich-Alte Kaserne ZUE Urban 33.3 1991-2014 D
Basel-St.Johann BSJ Urban 34.6 1990-2014 D
Lugano LUG Urban 35.5 1990-2014 D
Zürich-Stampfenbachstrasse ZSS Urban, Traffic 42.7 1995-2014 E1
Sion SIO Rural, Highway 45.5 1990-2014 E1
Lausanne LAU Urban, Traffic 53.9 1991-2014 E2
Härkingen HAE Rural, Highway 68.0 1993-2014 E1
Bern BER Urban, Traffic 82.0 1991-2014 E2
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3.3.2 Generalized additive models (GAMs)

The relationship between air pollutants and meteorological variables is best described by

non-linear statistical models (Thompson et al., 2001), and GAMs (Hastie and Tibshirani, 1990;

Wood, 2006) have been used in such applications previously (e.g. Barmpadimos et al., 2011;

Carslaw et al., 2007). We use GAMs for explaining the observed daily maximum and MDA8 O3

by the available explanatory variables, i.e.

O3(t ) =α+
n∑

i=1
si (Mi (t ))+

m∑
j=1

(
p∑

k=1
b j k

(
B j k (t )

))+ s0(t )+ε(t ) (3.1)

where O3(t ) denotes the O3 observations (daily maximum and MDA8), α is the intercept, si

are smooth functions (thin plates splines) of the numeric meteorological variables Mi and n is

the number of the continuous meteorological variables in the model. B j k denote categorical

variables where j is the variable, k is the category, b j k are parameters for the effect of B j k ,

m is the number of categorical variables in the model and p the number of categories. The

temporal trend is modeled by the smooth function s0, t denotes the time variable expressed

as the Julian day (number of days since January 1, 4713 BCE at noon UTC). ε stands for the

residuals of the model. In our models the WTCs and the day of the week are included as

categorical variables. The GAMs were calculated using the mgcv library in R (R Development

Core Team, 2017).

3.3.3 Selection of meteorological variables

GAMs were constructed for two seasons (May–September and October–April) for the daily

maximum and MDA8 O3, resulting in four models per site. A selection method was applied for

each of the models, to identify the most important meteorological variables for explaining O3

variability. Amongst all available predictors, the ones that best define the model were selected

based on the Akaike information criterion (AIC).

AIC =−2 · log(L)+k ·n (3.2)

where L is the maximum value of the likelihood function for the model, k the penalty parameter

for the number of explanatory variables and n the number of explanatory variables. The AIC

penalizes the model when adding more variables and, hence, the model with the lowest AIC

should be the simplest, yet most concise model to describe the relationship between O3 and

meteorology. In addition, we treat the effect of collinearity between explanatory variables by

specifying the maximum allowed variance inflation factor (VIF). This way increased inflation

is avoided, which could lead to wrong representation of correlation between the dependent

variable and the explanatory variables and, thus, false interpretation of the results. The VIF of
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two explanatory variables can be calculated as:

VIF j = 1

1−R2
j

(3.3)

where R2
j the corresponding coefficient of determination for a parameter j . Several test models

were performed in order to select the best combination of the values used for VIF and AIC.

The maximum VIF used here is 2.5, which corresponds to an accepted maximum R2=0.6

between two numerical explanatory variables. A large penalty parameter k means strong

penalization of models with higher number of explanatory variables. A moderate penalization

of k=15 is usually used in the literature (e.g. Barmpadimos et al., 2011), while k >20 (e.g. k=24)

leads to models with very small number of explanatory variables and relatively low explained

variability (R2). Eventually, for the AIC penalty parameter the most appropriate value was

found to be k=20.

The variable selection method works as follows (Barmpadimos et al., 2011; Jackson et al.,

2009). (i) The first variable is selected, by constructing GAMs using each one of the available

explanatory variables every time. The GAM with the variable that results in the lowest AIC

is selected. (ii) The next variable is selected by adding the rest of the explanatory variables

one by one in the GAM that was selected in step (i). Again, the GAM with the lowest AIC is

selected. (iii) The variable that was chosen in step (i) is removed and each one of the remaining

variables is added to the model. If this process results in a model with lower AIC than the

model selected in step (ii), then the model from the current step is chosen. (iv) Collinearity is

tested, by calculating the VIF between the newest variable in the model with all other variables

that have been selected before. If it exceeds 2.5 then the new variable is removed from the

model. (v) Steps (ii) to (iv) are repeated until no further reduction of the AIC can be achieved.

3.3.4 Meteorological adjustment

The meteorological adjustment was performed after identifying the best models for each

station. Meteo-adjusted daily maximum and MDA8 O3 time series were calculated as

O3adj (t ) =α+ s0(t )+ε(t ) (3.4)

Meteorologically adjusted O3 can be interpreted as the concentration of O3 that would prevail

on the considered day at average conditions as represented by the selected meteorological

variables. For MTDM and 4-MDA8, the days of the ten highest daily maximum concentrations

and of the four highest MDA8 of each year were identified from the corresponding observations.

The meteo-adjusted MTDM and 4-MDA8 were calculated from O3adj (t ) for the same days that

were previously identified. The meteo-adjusted 90-PERC values were calculated from the

O3adj (t ). Eventually, meteo-adjusted trends were calculated using the Theil-Sen trend estimator

and a linear regression model as explained in section 3.3.1. Meteo-adjustment was not applied
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for SOMO35 and AOT40, because the cumulative sum of meteorologically adjusted O3 above a

certain threshold can hardly be interpreted and does no more represent a meaningful metric

for annual or seasonal exposure to excess O3.

3.4 Results

3.4.1 Meteorological influence on maximum O3 concentrations

The most often selected variables in the GAMs for the daily maximum and MDA8 O3 during

warm months are the daily maximum temperature, daily mean humidity, morning mean

CAPE, north-south surface stress (either daily mean or afternoon mean) and east-west surface

stress (either daily mean or afternoon mean) (Table. 3.2). Similar to Ordóñez et al. (2005), daily

maximum temperature was found to be the most important variable in nearly all stations.

The non-linear effect of temperature on O3 as described by the GAM models is exemplified in

Fig. 3.1 for the suburban site in Dübendorf, a moderately polluted site with little emissions

of ozone precursors in the immediate vicinity. Temperature can be regarded as a proxy for

conditions favoring ozone formation. An important reason for this strong relationship be-

tween O3 and temperature is that high temperature is associated with high solar radiation.

Solar radiation increases photolysis rates of NO2, which leads to increased O3 production.

In addition, emissions of precursors like biogenic VOCs increase with temperature (Coates

et al., 2016). Also, reaction rates such as thermal decomposition of PAN is enhanced at high

temperature, which intensifies O3 formation (Sillman et al., 1990). The effect of temperature

on O3 is also illustrated in Fig. B.6 where daily maximum O3 as observed at all the considered

sites is grouped into five year time periods and shown for 10◦ C temperature bins. It seems that

for temperatures above 20◦ C the sensitivity of daily maximum O3 on ambient temperature

is decreasing with time, an effect that has also been observed for the U.S. by Bloomer et al.

(2009). A smaller rate of increase of O3 with temperature can be expected when ambient

NOx concentrations are decreasing (Coates et al., 2016). The changing sensitivity of ozone on

temperature leads to the risk that GAMs specified for the whole time period might underesti-

mate (overestimate) the effect of temperature on O3 in the first (last) years of the time series.

Consequently, this results in too strong downward trends in meteo-adjusted peak O3. The

impact of the changing sensitivity of temperature on ozone has been tested and was found to

be negligible (see supplementary material, section S7).

Daily maximum O3 is on average decreasing with increasing mean relative humidity as shown

in Fig. 3.1 for the suburban site in Dübendorf, most probably linked to increased cloudiness

conditions. The opposite effect is usually observed in environments close to NOx emissions,

where high water vapor conditions enhance production of OH, and thus lead to higher O3

production (Vogel et al., 1999; Seinfeld and Pandis, 2016). Increasing CAPE could in principle

lead to higher or lower concentration of O3, depending on the vertical gradient of O3 as

well as on the O3 formation rate in the boundary layer. We find on average a weak positive

relationship between O3 and CAPE, meaning that O3 concentrations are typically higher at
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Table 3.2 – Table with the most often selected meteorological variables and the number of
sites in which they were selected for the GAMs for the warm period May–September (in total
18 sites, where the selection was applied).

Meteorological variable
number of sites
daily maximum O3

number of sites
MDA8 O3

Temperature - daily maximum 16 15
Humidity - daily mean 10 14
CAPE - morning mean 5 7
East-West Surface stress - daily mean/afternoon mean 8 9
North-South Surface stress - daily mean/afternoon mean 9 9

high instability of the troposphere and strong vertical mixing as associated with high CAPE

values (Davies et al., 2013). North-south/east-west surface stress are explanatory variables

representing the prevailing wind conditions, i.e. increasing positive values mean increasing

north-south/east-west wind velocity and increasing negative values indicate increasing wind

velocities in the opposite direction. Strong wind leads to lower O3 mixing ratios in most

stations, as shown for Dübendorf in Fig. 3.1. Nevertheless, the effect of wind direction on

O3 depends on specific local conditions and can vary among the studied sites. In agreement

with Ordóñez et al. (2005), the day of week has not been selected as an important explanatory

variable in the GAM models for the summer months. The day of week was, however, selected

in the GAM models for the cold season. Brönnimann and Neu (1997) found on the one hand

that during favourable weather conditions O3 concentrations in Switzerland were lower during

weekends than on weekdays. This dependence on the day of week can for daily maximum

O3 also directly be seen in our measurements. However, including the day of week in the

GAMs did not improve the models with respect to AIC (see also supplementary material). On

the other hand, Brönnimann and Neu (1997) found higher O3 concentrations on weekends

compared to weekdays for weather conditions that are not favourable for O3 formation. The

effect that lower NOx emissions during the weekend can in polluted areas lead to higher O3

production has also been described by Marr and Harley (2002).

The meteorological variables that were selected in our GAM models agree well with the

ones selected in the study by Ordóñez et al. (2005). Temperature, humidity and variables

representing wind speed were selected in most stations in both studies. However, in contrast

to Ordóñez et al. (2005) who found global radiation to be an important variable at many

stations, radiation was hardly selected in this study. This difference is explained by the variable

selection approach applied in this study that prevents co-selection of variables that are highly

correlated such as radiation and temperature or multiple variables characterizing similar

phenomena (e.g., WTC and wind conditions).

The meteorologically driven variability of daily maximum and MDA8 O3 explained by the

GAMs is expressed by the coefficient of determination R2. In the present study R2 for the daily

maximum O3 in the warm season ranges between 52-74% (except for Jungfraujoch only 24%)

and in the cold season 63-82% (in Jungfraujoch 48%), while for the MDA8 O3 in the warm

period R2 is between 53 and 78% (in Jungfraujoch 29%) and in the cold period 50-82% (in
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Figure 3.1 – Example of relationship between daily maximum O3 and some of selected meteo-
rological variables for the suburban site Dübendorf.

Jungfraujoch 50%). It should be noted that the applied meteorological adjustment allows

the removal of a large fraction but certainly not all of the variability in the O3 data that is

caused by meteorology. However, partial removal of meteorology driven variability from the

observations is very useful for trend estimation as detailed below. Model assumptions for

normally distributed residuals are fulfilled, with models for the warm season performing

better than the ones for the cold season with respect to the constant variance assumption (see

supplementary material).

The meteorological adjustment leads to a reduced variability in the daily maximum and MDA8

O3 as shown in Fig. 3.3. Note that MTDM and 4-MDA8 calculated from meteo-adjusted

daily maximum and MDA8 O3 are systematically lower than when calculated directly from

the measured values (Fig. 3.4), because these metrics exclusively include observations at

meteorological conditions that are favorable for O3 formation. The meteo-adjustment leads to

a normalization of the measured O3 to concentrations that are more representative for average

meteorological conditions.

3.4.2 Trends of peak O3 concentrations

Meteo-adjustment removes meteorologically driven variability from the observations and,

therefore, allows trend calculations with smaller uncertainties. Consequently, trend estima-
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Figure 3.2 – Daily maximum O3 for different daily maximum temperature ranges and time
periods averaged for all studied sites. Box encompasses 25th to 75th percentile with a line at
the median; whiskers extend to 1.5 times the interquartile range. Values for each site category
are shown in the supplementary material.

tions from meteo-adjusted data were more often statistically significant compared to the

trends that were directly determined from the measurements (Figs. 3.5 and 3.6). Reduced

uncertainty is a main advantage of meteo-adjustment as it allows the earlier detection of

significant trends in air quality measurements.

The larger negative trends estimated for most stations after meteo-adjustment can be at-

tributed to additional removal of systematic variations in meteorological variables that occur

in short-term and long-term time scales. For example, the hot summers of 2003 and 2006

(Ordóñez et al., 2005; Schnell et al., 2014; Carro-Calvo et al., 2017) were exceptionally favorable

for O3 formation, leading to less negative trends when calculated directly from the observa-

tions (supplementary material, Section S8). As can be seen in Fig. 3.7, MTDM and 4-MDA8

values corresponding to the years 2003 and 2006 stand out from the other data points. After

the removal of the meteorological influence from the observations these points lie very close

to the trend line, leading to the estimation of a higher negative trend. Meteo-adjustment also

normalizes O3 trends to the average meteorological condition of the study period, removing

the effect of the small, long-term increase in temperature observed during the study period

(supplementary material, section S8) which otherwise dampens the trend on O3 variation that

is not due to meteorological factors.
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Figure 3.3 – Measured and meteo-adjusted daily maximum O3 (left) and MDA8 O3 (right) time
series for the suburban site in Dübendorf.

Figure 3.4 – Box-whisker plot for the MTDM and 4-MDA8 mixing ratios as calculated from
measured and meteo-adjusted data separated for the different site categories.

In general, peak O3 mixing ratios in Switzerland decreased between 1990 and 2014 (Table 3.3).

MTDM and 4-MDA8 showed on average significant decreasing trends during 1990-2014 for

the categories with low or moderate NOx pollution B, C and D and for the highly polluted

E1 as well (Figs. 3.5, 3.6). For the categories A and E2, i.e. remote stations and the most

polluted urban traffic sites, increasing trends of MTDM and 4-MDA8 were observed. Peak O3

trends mostly reflect changes in local photochemical production, resulting from changes in

O3 precursors concentrations. More precisely, in the studied sites NO and NO2 mixing ratios

have decreased between 1990 and 2014 (Fig. 3.8). It is clear that at the more remote sites the

absolute reduction rate is much smaller than at sites closer to main NOx sources. At sites close

to traffic (categories E1 and E2) NO had a much higher rate of decrease compared to NO2. This

is partly due to the higher fraction of NO2 in the emissions from newer generations of diesel

vehicles (Grice et al., 2009; Grange et al., 2017) and partly because most of the NOx is emitted

as NO. A substantial amount of NO2 is instantaneously formed by the reaction of NO with O3.

The remote site of Jungfraujoch (JUN, 3580 m a.s.l.) in category A, showed an increase for

MTDM and 4-MDA8 (Figs. 3.5 and 3.6). However, it was observed that the increase of the peak

O3 metrics is slowing down after beginning of 2000s, likely due to the influence of background
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Figure 3.5 – Theil-Sen trends of MTDM for the studied sites across Switzerland. Error bars
show the 95% CI. Note that, for the stations FRA, GRE and LIE, no complete meteorological
information was available; therefore, meteo-adjustment was not applied.

O3 concentrations (Derwent et al., 2007; Vingarzan, 2004). Background O3 is attributed to

hemispheric transport influenced by emissions in North America and Southeast Asia as well as

transport of O3 from the stratosphere (Derwent et al., 2004; Cooper et al., 2014; Dentener et al.,

2010; Hess and Zbinden, 2013). Because locally produced O3 at this station is very low, it is

expected that mixing ratios of mean and peak O3 have a similar temporal evolution. For daily

mean O3 at Jungfraujoch, an upward trend has been found for the time between 1990 and 2003

(+0.54 ppb/year). This trend stopped after 2003 and mean O3 started to slightly decline by

-0.17 ppb/year (Boleti et al., 2018a). At the remote site Mace Head (Ireland) a similar trend of

European background O3 as obtained for Jungfraujoch has been found. According to Derwent

et al. (2018) monthly O3 means were increasing since 1987 at a rate of +0.34 ppb/year and

started to decrease after 2007 by -0.02 ppb/year2.
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Figure 3.6 – Same as in Fig. 3.5 for 4-MDA8.

In categories B, C, D and E1 the evolution of peak O3 trends is similar. MTDM and 4-MDA8

decreased in all cases (Figs. 3.5 and 3.6). In the environments of categories B and C, the

decrease of NOx since the 1990s has contributed to the decline of peak O3. In the urban and

suburban sites of categories D and E1 the decrease of NO2 and NO was more pronounced

than in rural and remote areas (Fig. 3.8), with the decrease rate being higher before mid-2000s

compared to late-2000s (Boleti et al., 2018a). A similar trend behavior has been found for total

VOCs (not shown).

A few of the urban sites in category E1 show an inflection point in the trend (Fig. 3.9). For

instance in Härkingen (HAE), the trend is mostly flat until 2005 and decreases afterwards,

which also leads to the calculation of a smaller negative trend for the whole period 1990-

2014. This behavior can qualitatively be understood by O3 isopleths diagrams that describe

maximum O3 production in relation to initial NOx and VOC concentrations (Finlayson-Pitts

and Pitts, 2000). At locations in the vicinity of emissions sources and high NOx levels (VOC-
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Figure 3.7 – Trends of measured and meteo-adjusted MTDM (left) and 4-MDA8 (right) for the
suburban site in Dübendorf.

Table 3.3 – Theil-Sen trends (mean value per group) of MTDM, 4-MDA8 and SOMO35. First
and second values indicate the measured and meteo-adjusted trend respectively. In category
D the mean trends are additionally shown for the sites north and south of the Alps separately.
For SOMO35 meteo-adjustment was not applied and a linear trend is not meaningful for
categories A and B due an inflection point during the studied time period. Cat. indicates the
station’s category.

Cat. Environment
MTDM
(ppb/year)

4-MDA8
(ppb/year)

SOMO35
(ppb.days/year)

A High alpine 0.14/0.01 0.08/0.01 -
B Alpine & pre-alpine -0.36/-0.5 -0.31/-0.42 -
C Rural, low altitude -0.51/-0.57 -0.38/-0.46 -16.76
D Suburban & urban -0.64/-0.85 -0.47/-0.55 2.59

D North of Alps -0.52/-0.73 -0.38/-0.59 2.37
D South of Alps -0.93/-1.15 -0.69/-0.46 -8.21

E1 Traffic sites -0.41/-0.5 -0.25/-0.43 0.57
E2 Urban, high traffic 0.70/ 0.44 0.65/ 0.50 47.22

limited regime), reduction of NOx without equivalent reduction of VOCs can lead to increased

O3 production, which likely has been the case for sites like HAE during the 1990s and until

2005. After mid-2000s the decrease of NOx and VOCs levelled off at similar rates (EEA, 2017),

leading to the observed downward trends until 2014.

The sites in Magadino (MAG) and Lugano (LUG), both located south of the Alps, experienced

a larger decrease compared to the other sites in category D. For instance, the MTDM trend

is -1.15 ppb/year averaged for MAG and LUG only, while for the other sites in category D

the determined trend is -0.73 ppb/year (Table 3.3). Due to their location in the south of

the Alps, these two sites have special climatic conditions and are affected by polluted air

masses originating in the Milan industrial region (Brönnimann et al., 2002; Prévôt et al., 1997).

As was shown with a backward trajectories analysis by Prévôt et al. (1997), O3 precursors

are transported from the Milan area towards southern Switzerland and blocked by the Alps.

Therefore, higher O3 peaks are observed in sites south of the Alps compared to the other sites
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Figure 3.8 – Theil-Sen trends of daily mean NO and NO2 during 1990-2014 (in ppb/year) for the
studied sites in Switzerland based on yearly averages. Error bars show the 95% CIs obtained by
the Theil-Sen trend estimator.

in category D (Fig. 3.9 in category D).

Category E2 includes the urban stations in Lausanne (LAU) and Bern (BER), that are located

next to urban roads with high traffic. At these locations positive trends for the MTDM and

4-MDA8 were observed, linked to the much stronger decrease of NO compared to NO2 (Fig.

3.8). The resulting reduced titration of O3 by NO partly explains the positive trends at the

above sites (Monks, 2000). Especially BER experienced a pronounced increase, although a

level off is observed after 2004 (inset of Fig.3.9). The inflection point in BER can be explained

–similar to HAE– by the changing reduction rate of NOx in the mid-2000s. For BER, estimation

of a single trend for the whole time period is not meaningful as the trend behaviour before and

after 2004 would be under- and overestimated, respectively. Similar to the metrics for peak O3,

an upward trend of daily mean de-seasonalized O3 concentrations in LAU and BER has been

observed, with sign of stabilization after around 2010 (Boleti et al., 2018a). At locations close to
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Figure 3.9 – Theil-Sen trend lines are shown as means of all sites in each category for the meteo-
adjusted MTDM. Points show the yearly average value for all sites in the category. Trend in
Bern (BER) is shown additionally for the MTDM in two periods (1990-2004 and 2004-2014),
due to exceptional behavior compared to the other studied sites. Sites in category D located
south and north of the Alps are indicated with different color and shapes to point out their
differences in O3 mixing ratios trends.

sources of NOx , it appears that the temporal trend of peak O3 metrics is strongly influenced by

the development of the morning O3 baseline determined by the extent of NO titration. Because

of the strong reductions in NOx emissions, less titration of O3 through reaction with NO led

to generally higher O3 levels at these locations (Boleti et al., 2018a). During meteorological

conditions that are favorable for the formation of O3, local O3 formation can start from a still

increasing initial O3 background. This is also exemplified by the trend in the number of days

with MDA8 O3 exceeding 35 ppb for the 1990-2014 period, which is strongest for the two urban

roadside sites in category E2 (supplementary material, Fig. S4). Consequently, a positive and

statistically significant trend for the SOMO35 metric has been found for the sites in category

E2 (Fig. 3.10 and supplementary material Fig. S1).

At other urban, suburban and traffic related sites (categories D and E1) the number of days

with MDA8 O3 exceeding 35 ppb is also increasing and the trend of SOMO35 tends to be

positive, although the trend estimates are not statistically significant. At rural sites (category C)

the SOMO35 trends tend to be negative. Increase in SOMO35 at urban sites from lower values

and decrease in SOMO35 in rural sites from higher values indicate that differences between
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rural and urban have become smaller during the studied period, which reflects trends in both

the mean (Boleti et al., 2018a) and peak concentrations. Exceptions are found at the sites of

categories A and B, where an inflection point in SOMO35 is observed in the beginning of the

2000s. A linear trend is not suitable for characterizing this type of behavior and was therefore

not estimated for these sites.
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Figure 3.10 – Same as in Fig. 3.9 for SOMO35. Note that meteo-adjustment was not applied
for SOMO35. A linear trend is not shown for categories A and B as there is an inflection point
during the studied time period.

The calculated trends of the 90th percentile of meteo-adjusted daily maximum O3 can be

compared to the trends found earlier by Ordóñez et al. (2005). For most of the sites covered by

both studies, the calculated trends agree well although different data analytical approaches

have been applied to observations during different time periods. For instance, downward

trends were in both studies found in Zürich (ZUE) and Dübendorf (DUE) and an upward trend

in LAU. However, for the rural traffic sites HAE and Sion (SIO), an upward trend was observed

by Ordóñez et al. (2005) and downward trends were found in our study. The different trends in

the two time periods (1992-2002 and 1990-2014) are due to an inflection point that is observed

for the sites close to traffic, with a slight increase in the 1990s and decrease after mid-2000s.

When the meteo-adjustment approach used in this study is applied to the 1992-2002 time

period as covered by Ordóñez et al. (2005) very similar and also not statistically significant

trends have been obtained (supplementary material). Consequently, the significant trends of

peak O3 described here for the 1990-2014 period benefit from the availability of a sufficiently

long time series.

The importance of long time series of observations and the effect of special meteorological
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events in the trend estimation can also be seen by comparison of the results of this study

with the Solberg (2009) report. In Solberg (2009), the trend of MTDM at rural Swiss sites was

determined for the 1995-2005 period directly from the measurements and also from outputs

of the regional EMEP Unified Chemical Transport Model. The MTDM trend as derived from

the EMEP model was -1.25 ppb/year, the average trend calculated from the observations was

almost zero (-0.01 ppb/year). When the methodology used in this study is applied to data from

the same time period as used in Solberg (2009), significant trends of meteo-adjusted MTDM

were between -0.85 and -0.5 ppb/year for most rural and suburban sites (categories B, C and

D). In the latest trend assessment report by EMEP, the median trend of the SOMO35 for rural

background sites across Europe during the time period 1990-2012 has been determined to

be -11 ppb.days/year with a 95% confidence interval [-21, -2.4] ppb/year (EMEP, Co-operative

Programme for Monitoring and Evaluation of the Long-Range Transmission of Air Pollutants

in Europe, 2016). The SOMO35 trends for similar site types (category C) in Switzerland found

in this study is on average -14.3 [-34,11.8] ppb.days/year), which is not statistically significant

but similar to the trends found across Europe. In the study by Fleming et al. (2018), significant

negative SOMO35 trends for the period 2000-2014 were found for 20% of the non-urban sites

in Europe, whereas for most of the urban sites the calculated trends were not significant. When

SOMO35 trends are calculated for the same 2000-2014 period than in Fleming et al. (2018),

mostly negative and significant trends were found in rural sites. For most suburban and urban

sites, trends are also negative but non-significant (supplementary material, Fig. S9).

Analysis of peak O3 trends is naturally focusing on temporal changes of O3 selectively for

conditions that are favourable for O3 formation. In contrast, mean O3 trends reflect changes

in O3 as a consequence of all prevailing atmospheric conditions. However, comparison of

the temporal changes in peak and mean O3 shows, that while peaks have been decreasing in

rural, suburban and most urban sites in Switzerland after 1990, mean O3 mixing ratios started

decreasing or leveling off only after mid-2000s (Boleti et al., 2018a). At sites located very close

to NOx emission sources, both mean and peak O3 have been increasing since 1990 with signs

of levelling off or decrease after mid-2000s. Inflection points for the mean O3 concentrations

occurred in most cases later as for peak O3 (Boleti et al., 2018a). Similar to our results, an

inflection point for spring and summer season monthly averages has been detected in Mace

Head between 2005-2008 while the annual averages peaked around 2007 (Derwent et al.,

2018).

3.5 Conclusions

Peak O3 mixing ratios have been decreasing in most stations in Switzerland between 1990 and

2014. It was shown that meteo-adjusted MTDM and 4-MDA8 decreased in rural, suburban

and most urban stations by around 0.5-1.2 ppb/year and 0.4-0.6 ppb/year respectively. The

behavior of the observed O3 long-term trends depends on the site type. At urban traffic sites all

studied metrics increased between 1990 and 2014, due to reduced titration of O3. The trends

of MTDM and 4-MDA8 are also positive at the remote site Jungfraujoch, here representing
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the increasing background O3 concentrations in Europe. The absence of significant trends of

SOMO35 in suburban and urban areas indicates that health impacts from O3 as expressed by

this metric remained largely unchanged for most of the Swiss population during the past 25

years.

The selection of the most important meteorological variables led to concise statistical models

describing meteorological influence on maximum O3 concentrations at the studied sites. The

most important meteorological variables for explaining the variability of O3 are temperature

and humidity, followed by the wind speed, here expressed as east-west/north-south surface

stress. The day of week has been found to be an important factor variable during the cold

season only. Meteo-adjustment eliminated a large part of the meteorological driven variability

in O3, allowing an earlier detection of statistically significant changes in tropospheric O3.

This technique can particularly be useful when extreme meteorological conditions (e.g. heat

waves) or temporal trends in meteorological variables might influence the trend estimation.

Nevertheless, the availability of sufficiently long time series is a key factor for meaningful trend

analyses of tropospheric O3.
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Abstract: Air quality measures that were implemented in Europe in the 1990s resulted in

reductions of ozone precursors concentrations. In this study, the effect of these reductions

on ozone is investigated by analyzing surface measurements of ozone for the time period

between 2000 and 2015. Using a non-parametric time scale decomposition methodology,

the long-term, seasonal and short-term variation of ozone observations were extracted. A

clustering algorithm was applied to the different time scale variations, leading to a classifi-

cation of sites across Europe based on the temporal characteristics of ozone. The clustering

based on the long-term variation resulted in a site type classification, while a regional clas-

sification was obtained based on the seasonal and short-term variations. Long-term trends

of de-seasonalized mean and meteo-adjusted peak ozone concentrations were calculated

across large parts of Europe for the time period 2000-2015. A multi-dimensional scheme was

used for a detailed trend analysis, based on the identified clusters, which reflect precursor

emissions and meteorological influence either on the inter-annual or the short-term time

scale. Decreasing mean ozone concentrations at rural sites and increasing or stabilizing at
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urban sites were observed. At the same time downward trends for peak ozone concentrations

were detected for all site types. The effect of hemispheric transport of ozone can be seen

either in regions affected by synoptic patterns in the northern Atlantic or at sites located

at remote high altitude locations. In addition, a reduction of the amplitude in the seasonal

cycle of ozone was observed, and a shift in the occurrence of the seasonal maximum towards

earlier time of the year. Finally, a reduced sensitivity of ozone to temperature was identified.

It was concluded that long-term trends of mean and peak ozone concentrations are mostly

controlled by precursors emissions changes, while seasonal cycle trends and changes in the

sensitivity of ozone to temperature are driven by regional climatic conditions.

4.1 Introduction

Tropospheric ozone (O3), together with particulate matter and nitrogen dioxide (NO2), is one

of the most troublesome air pollutants in Europe (Guerreiro et al., 2016). 17,000 premature

deaths every year are attributed to excess O3 exposure, without any sign of reduction in number

of fatalities (Guerreiro et al., 2016). In terms of impact on ecosystems, elevated concentrations

of tropospheric O3 are responsible for damaging agricultural production and forests mainly

by reducing their growth rate. In addition, tropospheric O3 acts as a greenhouse gas with

an estimated globally averaged radiative forcing of 0.4±0.2 W/m2 (IPCC, 2013). In the 1990s

emission control measures on O3 precursors, namely nitrogen oxides (NOx =NO+NO2) and

volatile organic compounds (VOCs), were implemented in order to regulate air pollution. As

a result, concentrations of NOx and VOCs have significantly declined in Europe (EEA, 2017;

Colette et al., 2011; Guerreiro et al., 2014; Henschel et al., 2015). Especially, NOx emissions

declined in Europe by 48% between 1990 and 2015 (EEA, 2017).

Surprisingly, O3 concentrations have not decreased as was expected (Oltmans et al., 2013;

Colette et al., 2018). Mean O3 concentrations have either remained stable or even increased

in rural, background areas from 1990s and until mid-2000s in many European countries

(Boleti et al., 2018a; Munir et al., 2013; Paoletti et al., 2014; Querol et al., 2016; Anttila and

Tuovinen, 2009, e.g. ). At urban sites an increase of mean O3 has been observed; in some

cases, an increase has been found at both rural and urban sites with larger upward trends

observed at urban compared to the rural sites (Paoletti et al., 2014; Querol et al., 2016; Anttila

and Tuovinen, 2009). However, a change in the trend has been observed after mid-2000s,

when mean O3 concentrations have started to decline (Boleti et al., 2018a; Munir et al., 2013).

On the other hand, maximum O3 concentrations decreased continuously from the 1990s

until present (Paoletti et al., 2014), except for the traffic loaded environments (Boleti et al.,

2018c). Downward trends of different metrics for peak O3 have been found at many sites

across Europe (Fleming et al., 2018). However, the high year to year variability of O3 tends to

mask the long-term changes leading to a large fraction of sites with non-significant trends .

Several studies based on either observations or climate models have shown that anthropogenic

emissions can affect O3 concentrations across continents (Dentener et al., 2010; Wild and

Akimoto, 2001; Lin et al., 2017). The increase of background O3 in Europe has been associated
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with increasing stratospheric O3 contribution (Ordóñez et al., 2007), as well as increased

hemispheric transport of O3 and its precursors.

A shift in the seasonal cycle of O3 has been observed in northern mid-latitudes, i.e. the peak

concentrations are now observed earlier in the year compared to previous decades with a rate

of 3-6 days/decade. (Parrish et al., 2013). This shift is attributed to increasing emissions of O3

precursors in developing countries, that led to an equatorward redistribution of precursors

in the previous decades (Zhang et al., 2016). Negative trends of the 95th percentile of O3

and positive trends for the 5th percentile have been detected across Europe (Yan et al., 2018).

Simultaneous decrease of maximum concentrations in summer and increase in winter indicate

a decrease of amplitude in the seasonal variation of O3, probably as a result of the regulations

in the 1990s (Simon et al., 2015).

O3 variations are largely governed by climate and weather variability (Yan et al., 2018). Espe-

cially temperature influences O3 concentrations in the troposphere, mainly by increasing the

rates of several chemical reactions, and by increasing emissions of biogenic VOCs with increas-

ing temperature (Sillman and Samson, 1995). Thermal decomposition of peroxyacyl nitrates

(PANs) at high air temperature conditions results in elevated O3 concentrations (Dawson et al.,

2007). Indeed, extreme O3 concentrations in central Europe are mainly associated with high

temperatures (Otero et al., 2016). However, there are indications that the relationship of O3 to

temperature has changed in the last 20 years. For instance, in the U.S., O3 climate penalty –

defined as the slope of the O3 versus temperature relationship – dropped from 3.2 ppbv/◦C

before 2002 to 2.2 ppbv/◦C after 2002 as a result of NOx emission reductions (Bloomer et al.,

2009).

At different locations, O3 may show a different temporal evolution due to a variety of factors,

such as local pollution, topography, influence of nearby sources or even trans-boundary

transport of O3 and its precursors. In addition, meteorological conditions can vary amongst

different locations within large regions such as Europe, affecting O3 concentrations in various

ways. O3 trend studies in the past have tried to tackle this issue, mainly by using clustering tech-

niques to categorize European measurement sites based on different O3 metrics (e.g. Henne

et al. (2010)). For instance, a site type classification representing O3 regimes between 2007

and 2010 was obtained by Lyapina et al. (2016) using mean seasonal and diurnal variations.

In addition, a geographical categorization reflecting the synoptic meteorological influence

on O3 variation between 1998 and 2012 was obtained by Carro-Calvo et al. (2017). To tackle

low spatial representation of urban and rural sites across large domains, i.e. mid-latitude

North America, western Europe and East Asia, Chang et al. (2017) obtained a latitude depen-

dent site classification with lower concentrations in western and northern Europe and higher

concentrations in southern Europe. These studies indicate that the selected metric used to

characterize O3 in clustering leads to site classifications that represent different aspects of O3

variability.

In the current study, a multidimensional clustering method that captures several influencing
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factors for the long-term trend of O3 is presented. The temporal and spatial evolution of

O3 concentrations between 2000 and 2015 is studied using data provided by the European

Environmental Agency (EEA). Mean O3 concentrations are decomposed into the underly-

ing frequencies based on a non-parametric time scale decomposition method to obtain the

long-term (LT), seasonal (S) and short-term (W) variations. The multidimensional cluster-

ing approach is applied to the distinct frequency signals LT(t) and S(t) extracted from the

observations.

In addition, long-term trends of de-seasonalized daily mean O3 and meteo-adjusted peak

O3 concentrations are calculated. Through de-seasonalization and meteo-adjustment, a

significant fraction of the meteorologically driven variability of O3 is excluded from the ob-

servations, and uncertainty in the trend estimation is reduced by a large factor. Intersections

of site groups, i.e. LT(t)-and S(t)-clusters, are employed to guide the study of O3 long-term

trends. Furthermore, changes in the amplitude and phase of the seasonal variability of O3

are explored based on the S(t) signal obtained by the time scale decomposition methodology.

Finally, long-term changes in the relationship between O3 and temperature are estimated and

discussed for the different site environments and regions in Europe.

4.2 Data

Data for O3 surface measurements are provided by the EEA (Air Quality e-Reporting) in an

hourly resolution for the period between 2000 and 2015. In this study, only time series with a

maximum of 15% of missing values, and a maximum of 120 consecutive days with missing

values are used, leaving the study with 291 sites across the European domain (Fig. 4.1).

The daily mean and the daily maximum of the 8 hour running mean based on hourly mean

concentrations (MDA8 O3) are calculated following the definition by the European Union

Directive of 2008 (European Parliament and Council of the European Union, 2008). For the

representation of peak concentrations the following metrics are used: (a) MTDM, which is the

mean of the ten highest daily maximum O3 concentrations during May and September based

on hourly mean data and (b) 4-MDA8, the mean of the four highest MDA8 O3 concentrations

per year.

Meteorological variables are extracted from the ERA-Interim data-set on a 1 degree grid at the

location (longitude-latitude-altitude) of each station and in 3-hourly intervals. The variables

considered for the meteo-adjustment of the peak O3 metrics are temperature (K), specific

humidity (kg/kg−1), surface pressure (hPa), boundary layer height (m), convective available

potential energy (CAPE, J · kg−1), East-West surface stress (N· s · m2) and North-South surface

stress (N· s · m2).

The present trend analysis focuses on (a) the de-seasonalized daily mean and MDA8 O3 and

(b) the meteo-adjusted MTDM and 4-MDA8 concentrations. The analysis of changes in the

seasonal cycle of O3 across Europe is based on the daily mean O3 concentrations.
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Figure 4.1 – European map showing the location of the studied sites. Type of environment
(symbols) and altitude (color bar) are indicated.

4.3 Methods

4.3.1 Time scale decomposition of daily mean and MDA8 O3

Time scale decomposition refers to decomposition of the O3 time series into the relevant

underlying frequencies:

O3(t ) = LT (t )+S(t )+W (t )+E(t ) (4.1)

where O3(t ) is the daily mean and MDA8 O3 time series, LT (t ) the long-term variation, S(t ) the

seasonal variation, W (t ) the short-term variation and E (t ) the remainder of the decomposition.

Time scale decomposition in this study is performed with a non-parametric method, called

the ensemble empirical mode decomposition (EEMD, Huang et al., 1998; Huang and Wu,

2008; Wu and Huang, 2009), which is considered a powerful method for decomposing O3 time

series (Boleti et al., 2018a). The method detects the hidden frequencies in the time series

based merely on the data and yields the so-called intrinsic mode functions (IMFs); each IMF
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represents one distinct frequency in the signal.

y(t ) =
n∑

j=1
c j (t )+LT (t ) (4.2)

where y(t ) is the input data, c j the different IMFs, n the number of the IMFs and the remainder

time series is the LT(t) of the input data. By adding together the IMFs with frequencies between

around 40 days and 3 years we obtain the seasonal variation of O3 (S(t) = c7 + ...+ c10) and

by adding the frequencies that are smaller than 40 days the short-term variation is acquired

(W (t ) = c1 + ...+ c6).

4.3.2 Cluster analysis of O3 variations

Cluster analysis is referred to pattern recognition in high dimensional data. The main idea

is to represent n objects by identifying k groups based on levels of similarity. Objects in the

same group must have the highest level of similarity while objects from different groups must

have low level of similarity (Jain, 2010). The partitioning around medoids (PAM) clustering

algorithm is used in this study. It is based on k-means (MacQueen, 1967; Hartigan and Wong,

1979) which is a widely used clustering technique (Lyapina et al., 2016, e.g. ). PAM is more

robust than k-means, because it minimizes the sum of dissimilarities instead of the sum of

squared euclidean distances (R Development Core Team, 2017). It works as follows: First,

a set of n high dimensional objects (measurement sites) is clustered into a set of k clusters.

Initially, k clusters are generated randomly and the empirical means mk of the euclidean

distance between their data points are calculated. Then, each data point is assigned to its

nearest cluster center (centroid). Centroids are iteratively updated by taking the medoid of all

data points assigned to their clusters. The squared error (ε) between the mk and the points in

the cluster (xi ) is calculated as:

ε=
n∑

i=1
‖xi −mk‖2 (4.3)

Each centroid defines one of the clusters and each data point is assigned to its nearest centroid,

and the iterative process is terminated when the ε is minimized.

For identification of the clusters the LT(t), S(t) and W(t) of the daily mean and MDA8 O3 were

used as input time series in the PAM algorithm. A sufficient number of clusters must be defined

in order to capture dominant behaviors such that redundant information is avoided but at

the same time not overlooking important characteristics. To identify the optimal number

of clusters the k-means algorithm is iteratively executed for a range of k values (number of

clusters) and the average sum of ε (SSE) is calculated for each iteration, i.e. each k.

SSE =
n∑

i=1
ε2 (4.4)
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The number of clusters with the largest reduction in SSE is considered as the most representa-

tive. Eventually, the choice of the ideal number of clusters results from a combination of the

SSE approach and interpretability of the obtained clusters. In addition, a Silhouette width

(Sw ) analysis is performed to assess the goodness of the clustering (Rousseeuw, 1987).

More details about the number of clusters, the goodness of the clustering and the Sw are

provided in the Appendix C (C.1 and C.2).

4.3.3 Daily mean and MDA8 O3 long-term trend analysis

Meteorological adjustment is essential for calculation of robust O3 long-term trends. Thus,

daily mean and MDA8 O3 observations are de-seasonalized by subtracting the S(t) obtained

with the EEMD from the observations (Boleti et al., 2018a)

yd (t ) = y(t )−S(t ) (4.5)

where yd (t ) the de-seasonalized time series and y(t ) the observations. Through de-seasonalization

observations are adjusted for the effect of meteorology on the inter-annual time scale. Theil-

Sen trends (Theil, 1950; Sen, 1968) are then calculated based on monthly mean de-seasonalized

concentrations of the yd (t ) for the period 2000-2015. The 95% confidence interval of the trend

is obtained by bootstrapping. The Theil-Sen trends were estimated using the openair library

in R (R Development Core Team, 2017).

4.3.4 Peak O3 concentrations long-term trend analysis

Trend analysis of peak O3 metrics is performed for the MTDM and the 4-MDA8 O3, based

on a meteo-adjustment approach as in Boleti et al. (2018c). A different approach for meteo-

rological adjustment was used for the peak O3 than for the daily mean and MDA8, because

de-seasonalization is not meaningful for peak O3 because peak ozone events are temporally

localized. Thus, daily maximum and MDA8 O3 observations were linked to the available

meteorological variables through generalized additive models (GAMs, Hastie and Tibshirani,

1990; Wood, 2006) for the warm season (May-September). GAMs are instances of generalized

linear models in which the model is specified as a sum of smooth functions of the covariates.

A GAM can be described as:

O3(t ) =α+
n∑

i=1
si (Mi (t ))+ s0(t )+ε(t ) (4.6)

where O3(t ) stands for the O3 time series observations (daily maximum and MDA8), α is the

intercept, si are the smooth functions (thin plates splines) of the numeric meteorological

variables Mi and n denotes the number of the numeric meteorological variables in the GAM.

The temporal trend is represented through the smooth function s0(t), where t is the time

variable expressed by the Julian day. Finally, ε stands for the residuals of the model. For

65



Chapter 4. Temporal and spatial analysis of ozone concentrations in Europe based on
time scale decomposition and a multi-clustering approach.

the GAMs, the following meteorological variables were used based on the meteorological

variable selection performed by Boleti et al. (2018c): the daily maximum temperature, daily

mean specific humidity, daily mean surface pressure, daily maximum boundary layer height,

morning mean convective available potential energy (CAPE), daily mean East-West surface

stress and daily mean North-South surface stress, as well as the Julian day. The GAMs were

estimated with the mgcv library in R (R Development Core Team, 2017).

The meteo-adjusted daily maximum and MDA8 O3 concentrations were calculated similar to

Barmpadimos et al. (2011) as:

O3met ad j (t ) =α+ s0(t )+ε(t ) (4.7)

where α is the intercept of the model, s0(t) the time variable as Julian day, and ε(t) the

residuals. The meteo-adjusted MTDM and 4-MDA8 concentrations were estimated based

on the meteo-adjusted values (O3ad j (t )) on the same days as they were identified before the

meteo-adjustment. Eventually, meteo-adjusted trends were calculated with the Theil-Sen

trend estimator applied on the O3met ad j (t ).

4.3.5 O3 seasonal cycle trend analysis

The S(t) signal extracted with the EEMD captures the meteorologically driven O3 variation on

yearly to multi-year time scales, and is more representative compared to parametric fitting

approaches (Boleti et al., 2018a). Here, changes in the daily mean S(t) of O3 throughout

the studied period are identified as follows: the maximum and minimum O3 value as well

as the day when the maximum O3 occurred in each year are identified in the S(t), referred

here as Smax , Smi n and SDoM respectively (Fig. 4.2). A Theil-Sen trend estimator for each of

the Smax (t ), Smi n(t ) and SDoM (t ) is applied for each site cluster, representing the long-term

temporal evolution of the amplitude and phase of S(t).

4.3.6 Relationship between O3 and temperature

The relationship between O3 and temperature is studied for the warm season May-September.

A linear regression model between daily maximum O3 concentrations and daily maximum

temperature is applied for each year throughout the studied period 2000-2015 as:

O3(t )i =β0i +β1i ·T (t )i , i = 1,2, ..n (4.8)

where O3(t) is the time series of the daily maximum O3, T (t) the time series of the daily

maximum temperature and n is the number of years. β0i is the intercept and β1i (t) the

parameter describing the linear effect of temperature on O3. Then, a linear model is applied

to β1i (t ) over all years for each site cluster to identify the long-term trend of the slope between

O3 and temperature maximum values. In addition, a linear regression model is applied

on the daily maximum O3 concentrations against binned temperature ranges and in three
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Figure 4.2 – Schematic illustration for explaining the estimation of the (Smax (t ) and Smi n(t ))
and the annual day of maximum of the seasonal signal (SDoM (t )) as calculated from the daily
mean O3 time series.

consequent time periods (2000-2005, 2005-2010 and 2010-2015).

4.4 Results

4.4.1 Cluster analysis

Here, we present the results of the daily mean LT(t)- and S(t)-clustering; results for the W(t)-

clustering and the cluster analysis based on the MDA8 are provided in the Appendix (C.3).

Application of the clustering algorithm to the LT(t) leads to a site type classification, which

largely reflects the proximity to emission sources of O3 precursors. S(t)- and W(t)-clustering

leads to a regional site classification, which reflects the importance of the climate on the

annual cycle of O3. It is observed that a few sites have a negative Sw , which means that these

sites are assigned to a certain cluster although they do not really fit into any of the identified

clusters (see Appendix sections C.2 and C.5). Nevertheless, the sites with negative Sw were not

excluded from the data analysis as they do not have a noticeable influence on the results.

O3 concentrations often increase with distance from emission sources of NOx . Thus, LT(t)-

clustering leads to identification of site groups with similar type of environment in terms

of proximity to precursor emissions and mean O3 concentrations, which are indicative of

multiannual changes in the O3 time series (Boleti et al., 2018a). This measurement-based

classification can be more informative than reported station types, since e.g. there are rural

sites with nearby pollution sources or even sites with surroundings that might have changed

dramatically with time. In the following section, clusters obtained from analysis of daily mean
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O3 are presented and discussed in detail; the clusters derived from MDA8 O3 are similar and

presented in the Appendix (C.3).

Cluster analysis of the long-term variation LT(t) resulted in four clusters that mainly differ

in the daily mean O3 concentration levels: Cluster 1 includes sites that are marked in the

Air Quality e-Reporting data repository as being of rural site type and sites that are mostly

located at higher altitudes (on average 800 to 1200 m). The sites in cluster 1 show the highest

O3 concentrations as illustrated in Fig. 4.3. The high mean O3 concentrations indicate that

the sites in cluster 1 are representing background situations with minor influence of nearby

emissions of man-made O3 precursors. This cluster is therefore denoted as background cluster

("BAC"). Cluster 2 includes mostly rural sites, that are located at lower altitudes of around

300-600 m and is therefore labelled as rural cluster ("RUR"). The sites in cluster 3 are also

located at low altitudes (around 100 to 300 m) and represent rural, suburban and urban site

types in similar numbers. The sites in cluster 3 seem to be influenced by nearby man-made

emissions of O3 precursors such as NOx , leading to lower mean O3 concentrations compared

to the sites in the "RUR" cluster. Cluster 3 consists of moderately polluted sites and denoted

as cluster MOD. Finally, cluster 4 consists mostly of urban and suburban sites showing the

lowest daily mean O3 concentrations likely due to the proximity to sources of NOx emissions

and the resulting enhanced depletion of O3 through reaction with NO. Consequently, cluster 4

is denoted as the highly polluted cluster ("HIG").

The LT(t) signal as derived from the daily mean and MDA8 O3 observations increases for "BAC"

and "RUR" until around beginning of 2000s and decreases afterwards. For the "MOD" and

"HIG" clusters the same pattern was observed, but the decrease starts much later than in the

rural sites, i.e. around end of 2000s. Especially in the "HIG" sites mostly a level-off is observed

after 2010 rather than a decrease. Similar temporal evolution with inflection points in the LT(t)

has been observed in the study by Boleti et al. (2018a) which was focused on trends of average

O3 concentrations in Switzerland.
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Figure 4.3 – Clusters based on daily mean O3 LT(t). Average LT(t) in each cluster with ± the
standard deviation (left) and histograms for the site type included in each cluster.

Clusters derived from the daily mean S(t) show a regional representation most likely due to
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the influence of the climatic conditions an the annual cycle of O3. The following five clusters

were obtained from the daily mean S(t) (Fig. 4.4): (1) "CentralNorth" comprises northern

and eastern part of Germany, Netherlands and some eastern sites in Czech Republic, Poland

and Austria, (2) "CentralSouth" covers most part of Austria, Switzerland and some sites in the

Southwest of Germany, (3) "West" incorporates the biggest part of France, Belgium and Spain,

(4) "PoValley" includes the sites located in the Po Valley, an industrial region in Northern

Italy. (5) "North" covers most of the UK and Scandinavia. The sites in "PoValley" display

the most pronounced S(t), mainly due to the Mediterranean weather conditions, e.g. high

temperatures. At the same time high NOx and VOC emissions in this region leads to higher

O3 concentrations. The "North" cluster has the smallest seasonal variability, due to generally

low O3 concentrations, and lower temperature conditions in this region. Especially in the

Scandinavian sites meteorological conditions are rather unfavorable for O3 formation. Also,

the regions included in the "North" cluster are influenced by cyclonic systems arriving in

Europe through the North Atlantic ocean, that carry air pollutants into Europe (Stohl, 2002;

Dentener et al., 2010). Thus, the influence of background O3, i.e. O3 inflow from northern

America and eastern Asia, is high in these sites (Derwent et al., 2004, 2013). In all clusters

(except in the "North") the hot summers of 2003 and 2006 are visible in the S(t) signal, which

shows that the S(t) signal can capture important events in O3 variability that are driven by

seasonal meteorological phenomena.
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Figure 4.4 – Map with the site clusters derived from daily O3 S(t), and average S(t) in each site
cluster.

A two-dimensional classification scheme is achieved by employing the LT(t)- and S(t)-clusters.
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CentralNorth
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Figure 4.5 – Annual cycle of daily mean O3 S(t) for the daily mean S(t) clusters.

Our results are in good agreement with previous classification studies, where by using different

O3 metrics similar classifications have been obtained. For instance, the spatial analysis based

on gridded O3 data (MDA8) across Europe by Carro-Calvo et al. (2017) resulted in a regional

site classification. The gridded data used by Carro-Calvo et al. (2017) were obtained by spatial

interpolation leading to a larger and regular geographical coverage compared to the available

observations. Compared to Carro-Calvo et al. (2017), similar geographical clusters were

identified here, except for the Iberian Peninsula, eastern Europe, northern Scandinavia and

the Balkan states that do not appear as separate clusters in our analysis. This is most probably

due to the small number of observational sites in the above regions. More specifically, the

sites in the "West" cluster correspond to the Western European and the Iberian Peninsula

clusters as extracted by Carro-Calvo et al. (2017), the "North" cluster covers the British Isles,

northern Scandinavia, the Baltic region and parts of the north-central Europe clusters of

Carro-Calvo et al. (2017). Moreover, the "CentralNorth" cluster includes the north-central,

and eastern Europe and parts of the south-central clusters, while the "CentralSouth" cluster

corresponds to the south-central cluster of Carro-Calvo et al. (2017). Finally, the "PoValley"

cluster is embedded in the south central cluster of Carro-Calvo et al. (2017). In contrast

to our study, O3 concentration during summer have exclusively been used for the cluster

analysis by Carro-Calvo et al. (2017), therefore conditions when the correlation of O3 and

meteorological variables such as temperature is typically strongest. Four site type clusters

were found based on the LT(t) in this study, which are similar to the five site type clusters

identified by Lyapina et al. (2016). Similar site classifications are obtained because the L(t)

signal of this study and the mean seasonal and diurnal profiles of Lyapina et al. (2016) both

capture the O3 concentration levels distinguishing specific pollution regimes.
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4.4.2 Trends of daily mean O3 concentrations

The daily mean LT(t)- and S(t)-clusters identified in section 4.4.1 are used for assessment of

the temporal trends for the different site types and geographical locations. Overall, decreasing

O3 trends are found for rural sites, while there is a tendency for increasing O3 in more polluted

urban environments (Fig. 4.6). The number of sites that belong in each of the identified groups

is shown in Table 4.1. In 64% of all sites significant trends (p-value<0.05) were identified for

the daily mean O3; 61% among the significant trends were negative and 39% positive.

Most rural sites – "BAC" and "RUR" – experienced decreasing daily mean O3 concentrations

in all regions, as expected following the NOx and VOC reductions in Europe (Fig. 4.6). At

the "MOD" and "HIG" sites a levelling-off or increase is observed respectively, especially in

"CentralNorth", "West" and "North" regions. At the "HIG" sites the positive trends can be

partly explained by the increase of NO2 to NOx ratio, originating from the diesel vehicles, that

have increased in the European car fleet (Solberg, 2009). In addition, the strong reduction of

NOx concentrations that led to less titration of O3 by NO, could also explain the positive trends

at urban and suburban sites. The late inflection point at urban sites (LT(t) of "HIG" cluster

in Fig. 4.3) can be an additional effect of the reduced titration of O3, which leads to positive

trends at the "HIG" sites. Flat trends at central European sites, might partially be explained by

the increasing influence of North American and Asian emissions, that have counterbalanced

the decrease of European NOx and VOC concentrations (Derwent et al., 2018; Yan et al., 2018).

In agreement with our results, significant decreases of daytime average and summertime

mean of MDA8 O3 at European rural sites and small and non-significant downward trends of

MDA8 at urban sites have been found previously for the time period 2000-2014 (Chang et al.,

2017). Similarly, in a report by Guerreiro et al. (2016) it was found that between 2000 and 2014

annual mean O3 and annual mean MDA8 O3 have been decreasing in rural background sites,

while at more polluted sites influenced by nearby man-made precursor emissions, upward

trends have been detected.

Table 4.1 – Number of sites in each site group based on the LT(t) and S(t) clusters.

Cluster BAC RUR MOD HIG Sum
CentralNorth 5 8 33 48 94
CentralSouth 8 29 27 28 92
West 9 16 21 31 77
PoValley 0 2 2 0 4
North 0 16 4 4 24
Sum 22 71 87 111 Total: 291

O3 trends at sites in the cluster "North" indicate changes in background O3, especially in the

"RUR" ones that are mostly free from local emissions. Here, decreasing trends of daily mean

O3 were found in "RUR" sites, while in the "MOD" and "HIG" the trends are slightly increasing.

It is interesting to compare the trends in the "North" cluster with the temporal evolution of

O3 in Mace Head (remote station in northwestern Ireland), which is representative for inflow
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Figure 4.6 – Box-plots of de-seasonalized daily mean O3 trends for the LT(t)- and S(t)-clusters.
LT(t)-clusters represent a site type classification while the S(t)-clusters a geographical one that
is influenced by climatic conditions.

of background O3 into Europe. For this reason, we estimated the LT(t) variation of MDA8 O3

and the Theil-Sen trend for the site in Mace Head (Fig. 4.7). An inflection point was identified

in the LT(t) in 2006, i.e. MDA8 O3 has been increasing between 1988 and 2006 and started to

slightly decline after 2006. De-seasonalized Theil-Sen trends were estimated 0.08 ppb/year

[0.06,0.1] for the first period and -0.04 ppb/year [-0.09,0.02] for the second period.

Similarly, Derwent et al. (2018) have found an increase of 0.34 ± 0.07 ppb/year with a decelera-

tion rate after 2007 of -0.0225 ± 0.008 ppb/year2 at the same station, based on a combination

of filtered measurement data and modeling output (Lagrangian dispersion). The inflection

point in mid-2000s might be the reason for the flat trend of the annual average O3 during

2000s as estimated by Derwent et al. (2013).

4.4.3 Trends of peak O3 concentrations

Peak O3 concentrations in summertime are attributed to increased photochemical production

during this time of the year, and the spring maximum in remote locations is linked to increased

stratospheric influx as well as hemisphere-wide photochemical production during that season
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Figure 4.7 – MDA8 LT(t) in Mace Head extracted with the EEMD (left) and the corresponding
de-seasonalized Theil-Sen trend (right).

(Holton et al., 1995; Monks, 2000). In this study, significant negative meteo-adjusted MTDM

trends were observed at 62% of the sites, while without meteo-adjustment significant negative

trends were identified at only 19% of the sites. The higher number of sites with significant

trends after the meteo-adjustment indicates the advantage of using meteo-adjusted observa-

tions in the trend estimation. This argument is supported in the study by Fleming et al. (2018),

where significant negative trends of the 4th highest MDA8 O3 between 2000 and 2014 have

been detected at only 18% of the studied sites across Europe, while at a large proportion of

sites either weak negative to weak positive or no trends at all were found. The non-significant

trends have been attributed by Fleming et al. (2018) to the influence of meteorology which is

not considered in their trend estimation.

Trends of meteo-adjusted MTDM are discussed here for the daily mean O3 LT(t)- and S(t)-

clusters. MTDM decreased for all site types and regions during the studied period 2000-

2015. However, in the "RUR" cluster MTDM showed the strongest decrease among all LT(t)-

clusters (Fig. 4.8). Interestingly, in the "BAC" cluster (especially the "West" cluster) the

decrease of MTDM was not so pronounced, likely due to the increase of hemispheric transport

of O3 in Europe (Derwent et al., 2007; Vingarzan, 2004). The same pattern was observed

at the high alpine site of Jungfraujoch, which is representative for European continental

background O3 concentrations (Balzani-Lööv et al., 2008; Boleti et al., 2018c). Also, "HIG" sites

in "CentralSouth" showed slightly smaller decrease of MTDM compared to the other regions,

possibly due to industrialization in the neighboring eastern Europe (Vestreng et al., 2009).

Our results are in line with a modeling sensitivity study, where negative trends of the 95th

percentile of O3 concentrations were found in European rural background sites for the period

1995-2014 (Yan et al., 2018). For the shorter time period between 1995 and 2005, downward

trends of measured MTDM have been observed for most parts of Europe as well (in the

range [-0.12,-0.55] ppb/year), with the highest decrease in the Czech Republic, UK and the

Netherlands (on average -1 ppb/year) and very small (nearly flat) in Switzerland (Solberg,

2009). In our study, measured MTDM trends (2000-2015) for these regions are in the same
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Figure 4.8 – Box-plots of meteo-adjusted MTDM trends for the daily mean O3 LT(t)- and S(t)-
clusters. LT(t)-clusters represent a site type classification while the S(t)-clusters a geographical
one that is influenced by climatic conditions.

range, i.e. the average decrease was estimated between -0.28 and -0.55 ppb/year. Smaller

trends in Switzerland and central Northeast Germany have been observed by Solberg (2009),

which agrees with our result for the "CentralSouth" sites that showed the smallest average

trend among all clusters. The flat trend in Switzerland during 1995-2005 is probably linked to

the disproportional decrease of NOx and VOCs until beginning of 2000s, when an inflection

point has been observed at most polluted sites (Boleti et al., 2018a). In Germany, a mixed

behavior was observed by Solberg (2009), with the northeastern part showing a stronger

decrease and the central Northeast region a smaller decrease. Similar to our differentiation

between the clusters, average MTDM trends within the "CentralNorth" cluster (with northern

and northeastern Germany included) were higher and within the "CentralSouth" (covering

central parts of Germany) lower.

4.4.4 O3 seasonal cycle trends

Analysis of S(t) allows studying the characteristics of the annual cycle of O3 without influence of

short-term meteorological phenomena and long-term variations. Here, the trends of Smax (t ),
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Smi n(t ) and SDoM (t ) are presented for the five regions identified based on S(t) as calculated

from daily mean O3. A declining amplitude of S(t) and simultaneously a phase shift towards

an earlier time in the year can be observed for the 2000 to 2015 period (Table 4.2).

More specifically, an overall decrease in O3 Smax (t) by around 0.05-0.18 ppb/year and a si-

multaneous increase of Smi n(t) with a rate of around 0.25 ppb/year was observed for all

S(t)-clusters (Fig. 4.9). However, in the "North" cluster the decrease of the Smax (t) was very

small and non-significant, probably due to the pronounced influence of background O3 at

these sites. The most pronounced shortening of S(t) amplitude can be seen at the "PoValley"

sites, where the downward trend of peak O3 is largest (Fig. 4.8). The increase in the Smi n(t)

may be partially due to the decreased titration of O3 after reductions of NOx emissions and

probably due to the increased influx of O3 towards north and northwest Europe and more

cyclonic activity in the north Atlantic during winter as well (Pausata et al., 2012). A decrease

of the 95th percentile and an increase of 5th percentile of O3 for the period 1995-2014 has

been also identified in the EMEP network (rural background sites) (Yan et al., 2018). Lower

summertime peaks as a result of decreased photochemical production and higher O3 concen-

trations during the winter months due to decreased O3 titration have been found in European

air masses between 1987 and 2012 (Derwent et al., 2013) as well.

The trend of O3 SDoM (t ) is for all regions negative, i.e. the occurrence of the day of maximum

O3 has shifted to earlier days within the year with a rate of -0.47 to -1.35 days/year (Table

4.2, Fig. 4.10). The observed shift of the day of seasonal maximum might be linked to the

increase of emissions in East Asia that have contributed to increased transport of air pollution

to middle-and northern latitudes (Zhang et al., 2016) where the effect on O3 is probably greater

due to greater convection, reaction rates and NOx sensitivity (Derwent et al., 2008; West et al.,

2009; Fry et al., 2012; Gupta and Cicerone, 1998). In addition, changes in meteorological factors

have affected the seasonal variation of O3. For instance, a similar behavior with an earlier onset

of the summer date (the calendar day on which the daily circulation/temperature relationship

switches sign) has been observed by Cassou and Cattiaux (2016) using observational data,while

Peña-Ortiz et al. (2015) have found that summer period is extending with a rate of around

2.4 days/decade based on gridded temperature data in Europe. The positive phase of the

NAO leads to increased O3 concentrations in Europe through higher westerly winds across

the North Atlantic, and enhanced transport of air pollutants from North America to Europe

(Creilson et al., 2003). Changes in the NAO have led to increased westerly flow over the North

Atlantic during the 1980s and 1990s, which in turn resulted to elevated O3 in northwestern

Europe especially in winter and spring time (Pausata et al., 2012). The enhanced hemispheric

transport of air pollutants from North America to Europe is related to more increased transport

through frontal systems (Creilson et al., 2003; Eckhardt et al., 2003). Increased O3 in winter

and spring, but not in summer, might lead to a shifting from a pronounced maximum in late

summer to a broader spring-summer peak (Cooper et al., 2014). At the "West’ sites a slightly

stronger shift of the SDoM ax was observed compared to other clusters, while at the "North"

sites the decrease was the smallest. The early spring maximum in the "North" sites in April

can be explained by higher NOx that is released from PAN and alkyl nitrates that are produced
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CentralNorth CentralSouth

West PoValley
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Figure 4.9 – Temporal evolution of Smax and Smi n for the daily mean O3 S(t) clusters together
with the average S(t) (bands indicate the average pm the standard deviation). Lines show the
linear trends of Smax and Smi n and dashed lines the 90% confidence interval.

during winter at northern latitudes (Brice et al., 1984; Bloomer et al., 2010).

4.4.5 O3 and temperature relationship

The O3 sensitivity to temperature is a useful metric for validation of precursor reduction

scenarios and emission inventories in chemistry-transport models (Oikonomakis et al., 2018).

Here, we present the long-term trends of the relationship between the daily maximum O3 con-

centrations and daily maximum temperature during the warm season from May to September

between 2000 and 2015. Daily maximum O3 and temperature are chosen in order to represent

peak O3 concentrations formed during the considered days.

Decreasing sensitivity of O3 with respect to temperature was observed during the considered

time period in all regions (Fig. 4.11). Fig. 4.11 shows the decreasing slopes of linear regres-

sion lines of maximum O3 against temperature for successive year groups. The decrease is
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Figure 4.10 – Linear trends of the SDoM ax for the daily mean S(t) clusters (dashed lines show
the 90% confidence interval).

Table 4.2 – Linear trends of Smax , Smi n and SDoM ax for the daily mean O3 S(t) clusters during
2000-2015. ∗∗ indicate highly significant trend (p-value< 0.01), ∗ significant (p-value< 0.05)
and − indicate non-significant trend (p-value> 0.05).

Daily mean O3 S(t)-Cluster Trend Smax ( ppb/year) Trend Smi n ( ppb/year) Trend SDoM ax (days/year)
CentralNorth -0.14 ± 0.04 (**) 0.26 ± 0.03 (**) -1.16 ± 0.18 (**)
CentralSouth -0.17 ± 0.03 (**) 0.25 ± 0.02 (**) -0.93 ± 0.17 (**)
West -0.12 ± 0.04 (**) 0.26 ± 0.03 (**) -1.35 ± 0.21 (**)
PoValley -0.18 ± 0.6 (-) 0.30 ± 0.56 (-) -0.65 ± 0.61 (-)
North -0.05 ± 0.1 (-) 0.24 ± 0.07 (**) -0.47 ± 0.38 (-)

consistent for all calculated regional clusters except for "North". For most regions in Europe

a significant downward trend of the slope of around 0.04-0.05 ppb/K/year was found (Table

4.3). At "PoValley" sites the decrease was more pronounced (-0.083 ppb/K/year). At the same

time the average correlation between O3 and temperature is the highest compared to the

other regions, because of large reductions of precursors concentrations in this region which

is characterized by high industrial emissions. At the "North" sites the weakest correlation

of O3 to temperature was observed and the trend is non-significant. This is expected be-

cause at these high latitudes mean temperature is lower compared to other regions in Europe,

thus, photochemical production of O3 is weak during the time when O3 typically reaches its

maximum concentration.

In relation to the LT(t)-clusters, it was observed that the higher the pollution burden of the site

the stronger the trend of O3 to temperature slope (Table 4.4). As shown here, the "HIG" and

"MOD" sites have higher trends compared to the clusters "BAC" and "RUR". Our results are

in line with a box-model study that tested the O3–temperature relationship under different
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NOx level scenarios (Coates et al., 2016). Coates et al. (2016) have shown that at high NOx

conditions O3 increases more strongly with temperature, while the increase is less pronounced

when moving to lower NOx conditions.

Table 4.3 – Linear trends of the O3-temperature slope (based on daily maximum values) for the
daily mean O3 S(t)-clusters for the time period 2000-2015. ∗∗ indicate highly significant trend
(p-value< 0.01), ∗ significant (p-value< 0.05) and − indicate non-significant trend (p-value>
0.05).

Daily mean O3 S(t)-Cluster Trend ( ppb/K/year) Standard deviation p-value
CentralNorth -0.042 0.003 **
CentralSouth -0.04 0.003 **
West -0.05 0.004 **
PoValley -0.083 0.016 **
North -0.016 0.013 -

Table 4.4 – Linear trends of the O3-temperature slope (based on daily maximum values) for the
daily mean O3 LT(t)-clusters for the time period 2000-2015. ∗∗ indicate highly significant trend
(p-value< 0.01), ∗ significant (p-value< 0.05) and − indicate non-significant trend (p-value>
0.05).

Daily mean O3 LT(t)-Cluster Trend ( ppb/K/year) Standard deviation p-value
BAC -0.038 0.006 **
RUR -0.034 0.006 **
MOD -0.043 0.003 **
HIG -0.046 0.003 **

4.5 Conclusions

In this study, a classification of 291 sites across Europe was performed for the time period 2000-

2015. The clustering algorithm applied on the long-term changes LT(t) and the seasonal cycle

S(t) of daily mean O3 resulted in a site type and geographical site classification respectively.

Such a classification scheme can be of significant use for O3 trends studies in large spatial

domains and in model evaluation studies (e.g. Otero et al., 2018). Our approach captures

several features of O3 variations, i.e. pollution level from the L(t)-clustering and influence

of the climatic conditions from the S(t)-clustering, and presents a unifying perspective on

past studies that report different site type labels based on cluster analysis using different

metrics of O3 concentrations. The regional differentiation is hampered by sparse or missing

measurement sites in some regions, e.g. eastern Europe or the Balkan peninsula. However,

in the last years the number and spatial distribution of sites with longer and more dense

measurements has improved.

A trend analysis of de-seasonalized mean O3 concentrations and meteo-adjusted peak O3

concentrations was implemented for the considered sites. By using LT(t)- and S(t)-clusters, pat-

terns of O3 long-term trends across Europe were investigated, based on the multi-dimensional

78



4.5. Conclusions

site classification scheme. Long-term trends of de-seasonalized daily mean O3 are decreasing

at the rural sites, while in suburban and urban sites they are either stable or slightly increasing.

Positive or flat trends indicate that reduction of precursors has been less effective in reducing

O3 concentrations in heavily polluted environments. On the other hand, downward trends

in peak O3 concentrations were observed in all regions, as a result of precursors emissions

reductions. However, peak O3 has been decreasing with the smallest rate at higher altitude

sites especially in the western part of Europe due to the influence of background O3 imported

from North America and East Asia.

The analysis of S(t) extrema revealed a decrease in summertime maxima and an increase in

wintertime minima, pointing to a decreasing amplitude of the seasonal cycle of O3. At the

same time the occurrence of the day of maximum has shifted from summer to spring months

with a rate of around -0.5 to -1.3 days/year. Changes in the S(t) might be attributed on one

hand to the precursors reductions in Europe, and, on the other hand, to changing weather

patterns in the northern Atlantic and increase of emissions in southern East Asia.

Finally, the sensitivity of O3 to temperature has weakened since 2000 with a rate of around

0.084 ppb/K/year, i.e. formation of O3 became weaker at high temperature conditions due to

decreasing NOx concentrations. It was shown that differences in changes to this sensitivity

across sites are mainly driven by regional meteorological conditions.
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Figure 4.11 – Linear trend of the slope between O3-temperature daily maximum values for the
warm season between May and September. The trends are calculated on the average values
for each daily mean S(t) cluster and for the year groups 2000-2005, 2005-2010 and 2010-2015.
Points show the mean value for the indicated temperature bin together with the corresponding
standard deviation.
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5 Conclusions

O3 concentrations were analyzed for their temporal evolution over the last 25 years in Switzer-

land and the last 15 years in Europe. Long-term evolution of O3 reflects mostly changes of its

precursors as well as hemispheric transport of air pollutants and stratospheric-tropospheric

exchange, and allows to investigate the effect of air quality policy measures on O3. How-

ever, the seasonal and short-term O3 variability, originating from meteorology, obfuscates

the long-term trend estimation. The estimation of the distinct time scale O3 variations can

differentiate features that control O3 concentrations. By removing the inter-annual meteoro-

logically induced variability, de-seasonalized O3 observations were estimated. For the mean

O3 concentrations a novel long-term trend estimation approach, based on the de-seasonalized

observations, led to a significant reduction of uncertainty, without additional use of mete-

orological observations. Inflection points were identified in O3 temporal evolution and are

an important feature that influence its long-term trend estimation. The two-regime trend

analysis of mean O3 concentrations proved especially useful to understand the temporal

trends, and it revealed an interesting dependence on the site type. For the analysis of the peak

O3, trends were estimated on meteorologically corrected concentrations, as predicted through

generalized additive models and after a detailed meteorological variables selection. Identify-

ing the most influential meteorological variables led to more concise statistical models that

describe the relationship of O3 to meteorology. Finally, in order to study O3 in the European

domain and to identify the factors that mostly influence O3 trends, a two-dimensional site

classification was applied on O3 distinct time scales variations. Important features that govern

O3 long-term trends were depicted in the acquired site groups, i.e. precursors emissions and

geographical location influence.

5.1 Time scale decomposition

Time scale decomposition proved to be a powerful tool when studying O3 long-term trends,

because O3 is influenced by various features on different time scales. Application of the non-

parametric EEMD on the daily mean O3 concentrations yielded an accurate estimation of the

underlying time scale variabilities, i.e. the long-term, seasonal and short-term variation. More
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specifically, the long-term signal, depicts mostly the effect of precursors emissions reductions

on O3 in the decadal time scale, together with other factors such as influence of hemispheric

transport of pollutants and stratospheric O3 contribution. The seasonal variation represents

the influence of monthly to inter-annual meteorological conditions, such as temperature

seasonal cycle or heat waves and accounts for the largest part of meteorologically influenced

variation of O3. The short-term variation showed the meteorological influence in the daily to

weekly time scale, e.g. synoptic weather patterns.

In contrast to parametric methodologies, EEMD is based merely on the input data and is not

driven by predefined parameters. Thus, EEMD is appropriate for studying non-linear and non-

stationary time series, as is the case for O3 concentrations. EEMD is able to capture specific or

exceptional events in the observational data that cannot be captured when using parametric

methods. For instance seasonal meteorological events, such as the hot summers in 2003

and 2006, were observed in the seasonal variation signal when using the EEMD on O3 daily

mean concentrations. By extracting the variation of O3 that is generated by such events, the

trend estimation is highly improved in terms of statistical significance level. In addition, non-

monotonic temporal evolution (inflection points) was identified in the long-term variation and

the estimation of long-term trends was performed in two separate time periods (two-regime

trend approach). The two-regime trend approach was very useful, because overestimation

or underestimation of the trends was avoided, especially when the inflection point occurred

around the middle of the studied time series.

However, EEMD has some aspects that require careful handling. For instance, the number of

ensemble members need to be predefined, so that it does not affect the results. In addition,

post-processing of the obtained frequency variations requires a very good understanding of

the underlying processes in order to decide the frequency components that can be combined.

Finally, EEMD is a computationally costly algorithm.

5.2 Meteorological adjustment practices

5.2.1 Mean O3 meteorological adjustment

Mean O3 concentrations are largely influenced by meteorological effects on the seasonal

time scale. The de-seasonalization of daily mean O3 observations is effective in adjusting the

observations for a large proportion of the meteorologically driven inter-annual variability.

The extraction of the EEMD seasonal variation from the observations leads to removal of a

high proportion of meteorologically influenced variability. Thus, by using the de-seasonalized

O3 observations, a significant reduction in the uncertainty range of the estimated long-term

trends is achieved. Further meteo-adjustment on the short-term variation of daily mean O3

observations does not significantly reduce uncertainty range of the trend, which means that

the largest part of meteorological influence is already removed through the de-seasonalization.

Essentially, the de-seasonalization based on the EEMD is a form of meteorological adjustment
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process that overcomes the necessity of meteorological observational data sets. This is es-

pecially useful for trend analyses in larger spatial domains, where observational data sets of

meteorological variables are usually not easy to acquire.

5.2.2 Peak O3 meteorological adjustment

For the meteorological adjustment of the peak O3 concentrations, application of statistical

models (GAMs) is an appropriate approach for describing the relationship between O3 and

meteorological variables. GAMs explain O3 relation to meteorology in such a way that non-

linear influences are well captured. The variable selection algorithm used in our study allows

identification of the meteorological variables that are most important for O3 variability at

each studied station in Switzerland, while interaction effects among meteorological variables

are eliminated. Through the variable selection procedure, more concise statistical models

were eventually employed that realistically represent meteorological influence on O3. It was

observed that temperature and humidity are the most influential variables for O3 variation.

Also, surface stress accounts for a large part of O3 variability, which represents the relationship

of O3 to wind velocity and direction.

Removing the meteorological influenced variation as estimated by the GAMs, meteo-adjusted

O3 peak concentrations were obtained. The adjustment was performed by using the specific

days when the peak values were identified before application of the meteorological adjustment.

By targeting these days we could study the effect of the meteorological adjustment on the

specific high O3 events. Trend calculation based on the meteo-adjusted concentrations led to

a significant reduction of uncertainty in the resulting trends estimates. An important reason

is that high O3 events driven by anomalous weather conditions are effectively adjusted to

more average weather conditions. Our approach can particularly be useful in case of extreme

meteorological conditions (e.g. heat waves) or temporal trends in meteorological variables that

might influence the trend estimation. However, the uncertainty reduction is partly achieved

through the use of long enough observations as well, basically by increasing the sample size in

the trend estimation.

When studying relationship of O3 with meteorology over longer time periods it is possible that

some interactions do not stay the same due to changes in emissions and climate. By using an

average relationship between O3 and a meteorological parameter in the GAM throughout the

studied period, it could possibly lead to under- and overestimation of the trend over different

periods. The magnitude and relevance of such a possible bias for the O3 trend analysis can be

estimated, by applying GAMs limited to different time periods and replacing the functions

describing the relationship of O3 to a meteorological variable in the GAM for the whole time

period. The resulting trends can be considered as an upper and lower bound of the effect of

changing temperature sensitivity of O3 on the trend estimation.
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5.3 Clustering based on different time scale variations

To investigate the factors that govern O3 long-term trends in Europe, a clustering approach

for the European measurement sites was performed. On the one hand, a site type clustering

based on NOx emission levels is sufficient at small spatial scales (e.g. within a country or a

small region) combined with knowledge of the sites special features. Such a categorization

proved to be useful for the study in Switzerland, but in the larger domain of Europe a more

sophisticated approach was applied. On the other hand, meteorological features vary amongst

Europe, thus, it is important to identify regions with similar meteorological influence on O3

trends. The distinct time scale variations of the mean O3 concentrations obtained through the

EEMD, i.e. the long-term and seasonal, were employed to classify sites across most parts of

Europe. Applying a clustering algorithm on the long-term and seasonal variation resulted in a

two-dimensional site classification scheme, where different spatio-temporal characteristics

of O3 were described. More specifically, the clustering based on the long-term variation

resulted in a site type classification, mainly driven by O3 concentrations levels. Proximity to O3

precursors emission sources is represented by the clustering on the long-term variation; high

altitude rural sites, moderate polluted environments and sites close to emission sources were

identified. Interestingly, at Swiss sites the NOx concentrations groups have resulted in a similar

site type classification as in Europe based on the long-term variation clustering. Seasonal

clustering resulted in a geographical site classification, due to influence from inter-annual

meteorological phenomena. Especially in the site groups based on the seasonal clustering

important features were identified, e.g. influence of background O3 in northern parts of

UK and Scandinavia. Such a clustering methodology is advantageous over larger spatial

scales rather than within smaller regions, because climatic differences amongst locations

located close to each other are not well distinguished. Eventually, a two-dimensional site

classification is achieved here for most parts of Europe, which captures both emissions and

climatic conditions and allows a more detailed study O3 long-term trends at the distinct site

categories.

5.4 Long-term O3 trends

5.4.1 Mean O3 trends

In Switzerland, upward trends of the de-seasonalized daily mean O3 and the de-seasonalized

MDA8 O3 mixing ratios were observed during the 1990s and early 2000s; after around the

mid-2000s they started to decline. The year that the downward trend of O3 began clearly

depends on the type of the site environment; the closer to precursors emissions sources

the later the inflection point (breakpoint). At rural sites with low precursors emissions the

inflection point is observed in early 2000s, with a clear decrease afterwards. At urban sites,

especially close to traffic emissions sources, upward trends are observed until late 2000s with

signs of stabilization afterwards. The increase in the 1990s is attributed to the rapid decrease

of NOx and disproportional decrease of VOCs, which led to decreased efficiency of the O3
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titration reaction. At the same time the increase of background concentrations in Europe

has contributed to the observed trends, which can usually be seen at remote, high altitude

sites. Thus, the increase of O3 at the alpine, remote site of Jungfraujoch and the subsequent

decrease after 2003 is a good proxy for the temporal evolution of background O3 over Europe.

In most parts of Europe a similar behavior to Switzerland was observed, where de-seasonalized

O3 concentrations decreased at rural sites during the time period 2000-2015, probably due

to the reduction of NOx and VOCs emissions. At urban sites an increase or a levelling off is

observed, which is again linked to reduced titration of O3 by NO. At the stations mostly affected

by hemispheric transport in Europe a decrease was observed at rural areas and a levelling off at

urban and suburban sites. In agreement with the results based on the Swiss sites, an inflection

point was observed in the long-term trend; probably an effect of the changing background

O3. At rural sites the change occurred in the early 2000s and around mid- to late 2000s at

the suburban and urban sites, which leads to an underestimation of the rate of increase or

decrease. Additionally, the decrease of O3 at rural sites and increase at urban ones, indicates

that these environments become more similar with time in terms of O3 concentration levels.

Furthermore, the inter-annual cycle of mean O3 concentrations has experienced significant

changes between 2000 and 2015 in most parts of Europe. More specifically, maximum seasonal

concentrations have been reducing since 2000, while the minimum seasonal concentrations

have been increasing. As a result, an amplitude reduction of the seasonal variation has

occurred. In addition, a phase shift of the seasonal variation has been observed, i.e. maximum

seasonal concentrations occur earlier in the year.

5.4.2 Peak O3 trends

Meteo-adjusted peak O3 steadily decreased since 1990 in Switzerland, showing the effect of

legislation control measures. However, peak O3 increased at remote high altitude sites, due

to rising background O3 during the same time period. At urban sites close to traffic emission

increasing trends were found as well; an effect of the reduced titration by NO after NOx strong

reductions.

Similarly, in most parts of Europe meteo-adjusted peak O3 decreased between 2000 and

2015, with the highest decrease observed at rural sites and the lowest at urban environments.

Locations close to eastern European countries experienced smaller decrease compared to

other parts of Europe, likely due to increased emissions from industrialization in the 1990s in

eastern Europe. The influence of hemispheric transport is seen at high altitude sites mostly in

western Europe, where the decrease of O3 was counteracted by an increase of background O3.

Regions in southern Europe are more complex, because meteorological conditions that are

favorable for O3 formation are more frequent and intense. An inflection point is visible in the

peak O3 trends at sites located close to traffic, due to (a) disproportional parallel decrease of

NOx and VOCs during 1990s and (b) change in reduction rate of NOx and VOCs in mid-2000s.
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Finally, a decrease in the sensitivity of maximum O3 to temperature was observed. It was

shown that formation of O3 became weaker at high temperatures due to decreasing NOx

concentrations, an effect that is more pronounced in regions with climatic conditions that

favor O3 production.

5.5 Outlook

The following issues have arisen through this PhD thesis that require further investigation.

The inflection point was observed in the temporal trend of mean O3 concentrations at all

kinds of environment and at polluted environments for the peak O3 concentrations. At the

same time the date of change is highly dependant on the type of environment, i.e. proximity to

emission sources. The reasons behind the occurrence of this inflection point in the estimated

trends of O3 is not fully understood and is an important point for further investigation. A

possible explanation for this observed change in the trend is a transition from VOC-limited

to a NOx -limited conditions in the studied regions, due to the pronounced decrease of NOx

concentrations especially at urban sites. However, the role of VOCs in this context could

not be quantified during this study, because long-term VOC measurements are not available.

Alternative to measurements, modeling studies are a useful approach to shed light to the

complex interaction of NOx and VOCs to O3 concentrations and enrich our understanding

in O3 response to precursors reductions. A study of the VOC to NOx ratio change based on

box-models (similar to the EKMA approach) over the last 25 years could acquire interesting

conclusions.

In our study there are strong indications that hemispheric transport of O3 contributes sig-

nificantly to the observed concentration trends. Background O3 can be estimated through

measurements at remote locations that are not influenced by local emissions, but, this ap-

proach does not provide detailed information on the exact origin of the pollutants. Thus,

complementary studies based on chemistry-transport models, that provide estimations of the

origin of air pollutants at a certain location are needed. Source attribution studies focused on

sector and regions of origin utilize either so-called "labeling" techniques (Kranenburg et al.,

2013) or sensitivity simulations (Galmarini et al., 2017) to estimate the amount of imported

pollution. Such an analysis can focus on a more accurate estimation of the contribution of

background O3 to the total concentrations measured at the surface of a specific region. The

temporal evolution of background O3 over the last 25 years at different site groups (similar to

the present study) can be estimated with long-term model simulations, that can potentially

provide a better understanding of the observed trends.
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A Appendix A

A.1 Convergence tests for ensemble empirical mode decomposition

To test the influence of the number of trials, we applied the ensemble empirical mode de-

composition (EEMD) method on the daily mean O3 concentrations in Basel (Fig.A.1). In this

application, we ran the EEMD algorithm for different number of trials, spanning the interval

from 10 to 200. From the decomposed time series, we removed the seasonal variation and

from the remaining part we calculated the trend using Theil-Sen trend estimation. Then

we repeated the above procedure 10 times for each tested value of number of trials and we

calculated the mean and standard deviation of the observed trend. These values were plotted

against the respective number of trials, as shown in Fig. A.1. In addition, the amplitude of the

added white noise has been tested (Fig.A.2). We see that the estimated trend is affected by

the choice of noise amplitude, which if it is too small does not allow the EEMD to function

optimally while if it is too big it will cover the signal. More precisely, Fig.A.2 shows that there is

a small plateau for noise amplitude values in the [0.05, 0.2]×RMS interval (RMS: root mean

square error), for which the trend is around the value 0.53. However, when the noise amplitude

is 0.1×RMS, we observe a local minimum in the standard deviation among all the sets of

10 individual realizations. We note here that a global minimum is observed for amplitudes

close to 0.9×RMS, but in this region the signal is heavily influenced by the noise. In short,

hereafter a noise amplitude 0.1×RMS will be used for the rest of our analysis, which is also in

pair with the value used by Wu and Huang (2009) when discussing applications of EEMD to

signal decomposition.
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Figure A.1 – The convergence test results for the sufficient number of trials in the EEMD. Here
we show the number of trials performed for each case study (10 tests for each case) against the
corresponding magnitude of the Theil-Sen trend (data from Basel). In the inset we show the
standard deviation for each of the cases.

A.2 Frequency analysis

The signals obtained by the EEMD and the parametric approach were analyzed with a pe-

riodogram (Fig. A.3) to estimate the associated represented frequencies. The periodogram

for the EEMD was calculated using the Hilbert spectrum (Huang et al., 1998). After merging

the intrinsic moded functions (IMFs) 1-6 the short-term variation signal was obtained with

a period of around 50 days and from the IMFs 7-11 the seasonal variation with a period of

around 330 days. The short-term signal obtained by the parametric approach has a period of

around 7 days and the associated seasonal signal has a period of around 330 days.

A.3 Generalized additive models

Here, we show details of the generalized additive models (GAMs) applied in our study to find

the correlation between the short-term variation of O3 and the corresponding variations of
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Figure A.2 – The convergence test for the amplitude of the added white noise series. We show
the noise amplitude against the calculated Theil-Sen trend for each noise amplitude and in
the inset the corresponding standard deviation (data from Basel).

the meteorological variables. In Fig. A.4 we show the R2 for each station and for the different

metrics analyzed, i.e. daily mean O3, MDA8 O3 and daily mean Ox . In Fig. A.5 we can observe

an example of the relationship between short-term variation of daily mean O3 and short-term

variation of meteorological predictors in Dübendorf, a suburban site at the northeast of Zürich

city. We can see the expected positive relationship between O3 and temperature as well as with

solar radiation. Relative humidity has a negative relationship with O3, because water vapour

leads to O3 depletion through the reactions: O3+hν→O(1D)+O2 followed by O(1D)+H2O →
2OH . Also, high relative humidity is linked to increased fog/cloudiness, i.e. conditions that

do not favor O3 formation. However, OH radicals might lead to increased O3 mixing ratios,

but mostly in high NOx conditions. We can also see that increasing precipitation leads to

decreasing O3, probably due to the associated weather conditions (increased cloudiness)

that are not favorable for O3 production. Increasing wind leads to higher O3 concentrations

probably due to enhanced transportation of precursors from the nearby, more polluted city of

Zürich. Probably, dilution of air masses at high wind speed enhances O3 production, but the

impact of wind is in general very diverse (Jacob and Winner, 2009). Surface pressure and total
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Figure A.3 – Periodogram based on Hilbert spectrum for the suburban site of Dübendorf.

cloud cover do not have a significant influence in this station.
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Figure A.4 – Percentage of meteorologically driven variability of daily mean O3, MDA8 O3 and
daily mean Ox concentrations for the studied stations explained by the GAMs. Meteorological
adjustment is not applied for the sites GRE, FRA and LIE.
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Figure A.5 – Example of relationship between short-term variability of daily mean O3 concen-
tration and daily means of meteorological variables for Dübendorf. Note that x- and y-axis
refer to short-term variation of the parameters and not the actual daily mean values.
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A.4 Trends based on NO categorization

The site categories were estimated by mean NO mixing ratio, in addition to the mean NOx

mixing ratio, because the reaction of NO with RO2 and HO2 is very important for photochemi-

cal formation of O3. Trends are presented here based on the NO categorization (Figs. A.6-A.8).

Categories stay the same as with the NOx categorization, except that some sites in category D

are rearranged. This does not change the main conclusions for the trends as presented and

discussed in the main paper.
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Figure A.6 – Bar-plots for the trends of the daily mean O3 concentrations during the identified
first and second period for the five categories based on mean NO mixing ratio (indicated
as Cat.). The bars show the magnitude of the Theil-Sen slopes (in ppb/year) for the studied
sites. The lines represent the 95% CI of the estimated trend. The blue colors show the trends
estimated from de-seasonalized data, with the subtraction of the seasonal variation obtained
either from the parametric approach (light blue bar) or the EEMD (dark blue bar). The pink
colors show the meteo-adjusted trends based on the parametric approach (light pink bar) and
EEMD (dark pink bar), respectively. The right panel indicates the time when the trend changes
from positive to negative, i.e. the breakpoints as calculated from EEMD. Note that due to late
breakpoints in Lausanne (LAU) and Bern (BER) the trend in these sites was calculated in one
period. Also, the meteo-adjustment has not been applied for the sites GRE, FRA and LIE.
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Figure A.7 – As for Fig. A.6 but for MDA8 O3.
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Figure A.8 – As for Fig. A.6 but for daily mean Ox .
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B.1 Trends of 90th percentile, A-MDA8, AOT40 and MTDM-cold sea-

son

In this section trends of the A-MDA8, the 90th percentile of daily maximum O3, the AOT40

and the MTDM between October and April are shown (Figs. B.1-B.5). The 90-PERC and the

A-MDA8 decrease for categories B, C, D and E1 and increase for A and E2. AOT40 measures

the accumulation of hourly mean mixing ratios above a threshold of 40 ppb and represents

the risks of O3 damage to vegetation (EMEP, 2017). It increases for categories A and E2, while

for most rural and suburban sites it decreases. MTDM in the cold season (January-April and

October-December) is increasing for categories A and E, while for B, C and D no general

conclusion can be made and depends on the specific site.

Additionally, the Theil-Sen trend in Härkingen (HAE) is shown alone in Fig. B.4. It can be

observed that the trend is mostly flat until around 2005 and the decrease starts afterwards.
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Figure B.1 – Bar-plots with the Theil-Sen slopes for the annual maximum O3 (A-MDA8) and
the 90th percentile of daily maximum O3 before and after meteo-adjustment.
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B.1. Trends of 90th percentile, A-MDA8, AOT40 and MTDM-cold season
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Figure B.2 – Same as Fig. B.1 for the SOMO35 and AOT40 without meteo-adjustment. Note
that SOMO35 trends are not shown due to an inflection point during the studied period (see
discussion of results in the main text).

99



Appendix B. Appendix B

BER
LAU
HAE
SIO
ZSS
LUG
MAG
BSJ
ZUE
LIE

DUE
FOR
FRA
BAS
GRE
PAY
TAE
RIG

CHA
DAV
JUN Meteo−adjusted

Not Meteo−adjusted

ppb/year

−2 −1 0 1 2

MTDM  October  −   April

Figure B.3 – Same as Fig. B.1 for the MTDM between October and April.
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Figure B.4 – Theil-Sen trend of MTDM for the season May to September for the site in Härkin-
gen (HAE).
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B.1. Trends of 90th percentile, A-MDA8, AOT40 and MTDM-cold season
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Figure B.5 – Theil-Sen trends of the number of days with MDA8 O3 >35 ppb during summer
months (June, July and August). Red bars indicate the sites where positive SOMO35 trends
were found, and ∗ the significant trends (p-value<0.1).
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B.2 Daily maximum O3 and temperature

(1990,1995].(−30,−20] (2010,2015].(−20,−10] (2005,2010].(0,10] (1995,2000].(20,30] (2010,2015].(30,40]

40
60

80
10

0
12

0

Category A

 

da
ily

  m
ax

im
um

  O
3 

 (p
pb

)

(1990−1995]
(1995−2000]
(2000−2005]
(2005−2010]
(2010−2015]

(1990,1995].(−30,−20] (2010,2015].(−20,−10] (2005,2010].(0,10] (1995,2000].(20,30] (2010,2015].(30,40]

20
40

60
80

10
0

Category B

 

da
ily

  m
ax

im
um

  O
3 

 (p
pb

)

(1990−1995]
(1995−2000]
(2000−2005]
(2005−2010]
(2010−2015]

(1990,1995].(−30,−20] (2010,2015].(−20,−10] (2005,2010].(0,10] (1995,2000].(20,30] (2010,2015].(30,40]

0
20

40
60

80
10

0

Category C

 

da
ily

  m
ax

im
um

  O
3 

 (p
pb

)

(1990−1995]
(1995−2000]
(2000−2005]
(2005−2010]
(2010−2015]

(1990,1995].(−30,−20] (2010,2015].(−20,−10] (2005,2010].(0,10] (1995,2000].(20,30] (2010,2015].(30,40]

0
20

40
60

80
10

0

Category D

 

da
ily

  m
ax

im
um

  O
3 

 (p
pb

)

(1990−1995]
(1995−2000]
(2000−2005]
(2005−2010]
(2010−2015]

(1990,1995].(−30,−20] (2010,2015].(−20,−10] (2005,2010].(0,10] (1995,2000].(20,30] (2010,2015].(30,40]

0
20

40
60

80

Category E1

 

da
ily

  m
ax

im
um

  O
3 

 (p
pb

)

(1990−1995]
(1995−2000]
(2000−2005]
(2005−2010]
(2010−2015]

(1990,1995].(−30,−20] (2010,2015].(−20,−10] (2005,2010].(0,10] (1995,2000].(20,30] (2010,2015].(30,40]

0
20

40
60

80

Category E2

 

da
ily

  m
ax

im
um

  O
3 

 (p
pb

)

(1990−1995]
(1995−2000]
(2000−2005]
(2005−2010]
(2010−2015]

Figure B.6 – Box-and-whisker plots for daily maximum O3 in different temperature ranges and
time periods averaged for the sites categories.
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B.3. Daily maximum O3 and day of week

B.3 Daily maximum O3 and day of week

The day of week was observed in relation to daily maximum O3 concentrations (Fig. B.7). It

was observed that in rural sites daily maximum O3 is lower during weekends for the warm

season May to September (e.g. in Chaumont (CHA)). In the urban sites daily maximum O3 is

higher during weekends for the cold season October to April (e.g. in Zürich (ZUE)).
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Figure B.7 – Whisker-plot for the daily maximum O3 and the day of week for the sites in
Chaumont (CHA) and Zürich (ZUE). Warm season refers to the months May to September and
cold season to the months October to April.
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B.4 Comparison to different time periods

The current meteo-adjustment methodology was compared to the findings by Ordóñez et al.

(2005) for the trend of the 90th percentile of the daily maximum O3 during the time period 1992-

2002. In addition, MTDM trends (meteo-adjusted and not meteo-adjusted) were compared to

trends based on raw observations and modeled values as were estimated by Solberg (2009) for

the period between 1995 and 2005.
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Figure B.8 – Theil-Sen trends of the 90th percentile of daily maximum O3 during the warm
season for the time period 1992-2002.
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Figure B.9 – MTDM Theil-Sen trends during the warm season for the time period between
1995 and 2005.

105



Appendix B. Appendix B

BER
LAU
HAE
SIO
ZSS
LUG
MAG
BSJ
ZUE
LIE

DUE
FOR
FRA
BAS
GRE
PAY
TAE
RIG

CHA
DAV
JUN

ppb.days year
−100 −50 0 50

SOMO35   2000 − 2014

Figure B.10 – SOMO35 Theil-Sen trends during the warm season for the time period between
2000 and 2014.
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B.5. Variables selected in the GAMs

B.5 Variables selected in the GAMs

In Figs. B.11 to B.14 the parameters selected for summer and winter models respectively are

shown. The rank essentially designates the importance of the meteorological variable for O3

variability for the individual sites.
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Figure B.11 – Bar charts for frequency of occurrence (%) and ranking (1st, 2nd, 3rd-6th, and
7th-10th position) of the meteorological variables in the GAMs for O3 daily maximum in the
warm period (May-September) after the model selection. The percentage shows the frequency
of occurrence of the parameter in the models and colors show the ranking of the parameter
in the model, i.e. as a 1st parameter, as a 2nd, between 3rd and 6th position and 7th to 10th
position.

In addition, a test for the choice of AIC has been performed (Fig. B.15), i.e. the variable

selection algorithm was used for different AIC values and the resulted number of explanatory

variables and R2 was plotted against AIC. One can observe that the small AIC (e.g. between

2-10) leads to high number of selected variables and for AIC higher than 14 there is a plateau

for number of variables and after 28 the number explanatory variables reduces again.
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Figure B.12 – Same as Fig. B.11 but for MDA8 O3.
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Figure B.13 – Same as Fig. B.11 but for the cold period.
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Figure B.14 – Same as Fig. B.11 but for MDA8 O3 in cold period.
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Figure B.15 – A test regarding the choice of AIC in the variable selection approach.
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B.6 Generalized additive models

In this study GAMs have been implemented for each site by using the selected meteorological

variables for the daily maximum O3 and MDA8. For each metric, the warm (May to September)

and cold (October to April) season was filtered. In Fig. B.16 we show the variance of O3 (in %)

explained by the GAMs.

An example of the relationship between daily maximum O3 and MDA8 and the selected

meteorological variables in the cold season is shown in Fig. B.17. In addition, a representative

analysis of the model assumptions for the same models can be seen in Fig. B.19.

The relation between O3 and the Julian day is shown in Fig. B.18. The reduction O3 with time

is clearly captured, which is also calculated by the Theil-Sen trend estimator.

A comparison between the observations and the fitted values in the GAM is shown in Fig. B.20.

We can see that the model generally predicts intermediate values with little overall bias, the

highest peak values are often underestimated. However, negative residuals of the high ozone

peaks are small in magnitude (with fewer number of points) in comparison to the remaining

residuals. Therefore, this systematic underestimation is not expected to exert influence or

leverage in the model that would substantially affect the long-term trends.
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Figure B.16 – Bar-plots for the variation of O3 (R2) explained by the most important meteo-
rological variables and time. The value in the bars indicates the number of meteorological
variables that were selected in the model selection procedure.
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Figure B.17 – Example of relationship of O3 daily maximum and the selected meteorological
variables for the suburban site Dübendorf. Above we show the results for the daily maximum
values and below for the MDA8 values during the cold season October-April.
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Figure B.18 – Example of relationship of O3 daily maximum and the Julian day parameter
(s0(t )).
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Figure B.19 – Model assumptions check for GAMs O3 daily maximum (left) and MDA8 (right)
in warm (up) and cold (down) season for the suburban site Dübendorf.
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Figure B.20 – A comparison of the observations with the fitted values in the GAM. The percent-
age of the difference (O3 f i t ted -O3obser ved )/O3 f i t ted % is shown in the y-axis for the intermedi-
ate values (<150 ppb, left) and the extreme values (>150 ppb, right).
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B.7 O3 and temperature sensitivity in the GAMs

Sensitivity of O3 to temperature has changed throughout the studied period. To address this

issue here, a GAM during different periods is performed. Additionally a GAM with only O3 and

temperature for the same time periods is performed to compare the resulted R2. We observed

that the relationship between O3 and temperature stays mostly stable throughout the studied

period. Small deviations are observed for the period 2002-2007 due to probably high O3 events

due to the 2003 heat wave and also for the last time period 2008-2014 which is probably related

to the reduced sensitivity of O3 to temperature. However, these deviations are small as one

can see in the partial plots and in the R2 values, and they do not influence the overall trend

estimations and conclusions of the study.
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Figure B.21 – Partial plots between O3 and temperature daily maximum values for the indicated
time periods.

B.8 Comparison of Theil-Sen trends and Linear Regression

By comparing the Theil-Sen trend estimator with the linear regression for MTDM May-

September, 4-MDA8, it can be observed that the two approaches agree mostly well with

each other in calculation of the slope and the confidence intervals (CIs) of the trends (Fig.

B.22). For the metric 4-MDA8 there are some discrepancies, due to the few data points (4 per

year compared to 10 per year for the MTDM) that are used for the calculation.

In this section we tested the effect of the hot summers in 2003 and 2006 on the Theil-Sen trend
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Figure B.22 – Scatter plot comparing the Theil-Sen and Linear Regression slopes for the MTDM
between May and September and 4-MDA8. Straight line shows the 1-1 line.

estimation. The values for 2003 and 2006 were replaced by average concentrations based on

the previous and the next year’s mean value. Theil-Sen trends from the raw measurements

and the ones with the average values for 2003 and 2006 are shown in Fig. B.23. It is observed

that by using average values for the years 2003 and 2006 the trend is systematically lower

than the trend based on the raw observations, i.e. either more negative for negative trends

or less positive for the positive trends. In addition, small upward trends of temperature were

observed during the studied time period (Fig. B.24), which contributed to calculation of lower

trends based on the meteo-adjusted O3 compared to the trends based on the measured O3.
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B.8. Comparison of Theil-Sen trends and Linear Regression
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Figure B.23 – Comparison of the Theil-Sen trends with and without the effect of the hot
summers 2003 and 2006.
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Figure B.24 – Theil-Sen trends of daily maximum temperature (yearly average).
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C.1 Choice of number of clusters

The analysis of the appropriate number of clusters is shown in Figs. C.1 and C.2. The sum of

squared distance error within a cluster is ploted against the number of clusters. The number

of clusters where the sum of squared distance error is mostly minimized is considered to be

the most appropriate choice.
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Figure C.1 – Sum of squared distance error within a cluster against number of clusters for daily
mean O3 LT(t), S(t) and W(t).
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Figure C.2 – Same as Fig. C.1 but for MDA8 O3.
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C.2 Assessment of clusters

Silhouette width (Sw ) is considered a good metric to assess the goodness of a clustering.

Positive Silhouette width values mean that objects within the cluster have high similarity while

negative ones mean that the objects have a low similarity with the rest objects in the cluster.

Here, a Sw is assigned to each member of the cluster (here each measurement site) to assess

the level of similarity in the cluster. It is defined as:

Sw = b(i )−a(i )

max[a(i )−b(i )]
(C.1)

where a(i ) the average distance (dissimilarity) of i with all other data points within the same

cluster and b(i ) the lowest average distance of i to all points in any other cluster, of which i

is not a member. Positive SW value for a specific site means that similarity to other sites in

the cluster is high. A negative Sw indicates that a site is more similar to a site from another

cluster than to its own cluster centroid, and is an indication of lower similarity to other sites in

its own cluster.

Sw plots for daily mean O3 are shown in Figs. C.3-C.5 and for the MDA8 O3 in Figs. C.6-C.8.

120



C.2. Assessment of clusters

Silhouette width si

0.0 0.2 0.4 0.6 0.8 1.0

Silhouette plot of pam(x = data.matrix, k = 4, metric = "euclidean")

Average silhouette width :  0.48

n = 291 4  clusters  Cj

j :  nj | avei∈Cj  si

1 :   22  |  0.51

2 :   71  |  0.47

3 :   87  |  0.46

4 :   111  |  0.50

Figure C.3 – Silhouette width plots for daily mean O3 LT(t).
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Silhouette width si

−0.2 0.0 0.2 0.4 0.6 0.8 1.0

Silhouette plot of pam(x = data.matrix, k = 5, metric = "euclidean")

Average silhouette width :  0.14

n = 291 5  clusters  Cj

j :  nj | avei∈Cj  si

1 :   94  |  0.20

2 :   92  |  0.13

3 :   77  |  0.08

4 :   4  |  0.57

5 :   24  |  0.13

Figure C.4 – Same as in Fig. C.3 but for S(t).
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C.2. Assessment of clusters

Silhouette width si

0.0 0.2 0.4 0.6 0.8 1.0

Silhouette plot of pam(x = data.matrix, k = 5, metric = "euclidean")

Average silhouette width :  0.12

n = 291 5  clusters  Cj

j :  nj | avei∈Cj  si

1 :   63  |  0.12

2 :   52  |  0.08

3 :   51  |  0.15

4 :   42  |  0.11

5 :   83  |  0.14

Figure C.5 – Same as in Fig. C.3 but for S(t).
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Silhouette width si

0.0 0.2 0.4 0.6 0.8 1.0

Silhouette plot of pam(x = data.matrix, k = 4, metric = "euclidean")

Average silhouette width :  0.46

n = 291 4  clusters  Cj

j :  nj | avei∈Cj  si

1 :   26  |  0.47

2 :   84  |  0.43

3 :   101  |  0.50

4 :   80  |  0.43

Figure C.6 – Same as in Fig. C.3 but for MDA8 LT(t).
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C.2. Assessment of clusters

Silhouette width si

0.0 0.2 0.4 0.6 0.8 1.0

Silhouette plot of pam(x = data.matrix, k = 5, metric = "euclidean")

Average silhouette width :  0.14

n = 291 5  clusters  Cj

j :  nj | avei∈Cj  si

1 :   80  |  0.11

2 :   110  |  0.17

3 :   36  |  0.05

4 :   52  |  0.10

5 :   13  |  0.37

Figure C.7 – Same as in Fig. C.6 but for S(t).
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Silhouette width si

0.0 0.2 0.4 0.6 0.8 1.0

Silhouette plot of pam(x = data.matrix, k = 5, metric = "euclidean")

Average silhouette width :  0.14

n = 291 5  clusters  Cj

j :  nj | avei∈Cj  si

1 :   55  |  0.20

2 :   74  |  0.11

3 :   50  |  0.17

4 :   69  |  0.07

5 :   43  |  0.17

Figure C.8 – Same as in Fig. C.6 but for W(t).
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C.3. Additional information on clusters

C.3 Additional information on clusters

In this section we present more detailed information about the clusters extracted from the

daily mean and MDA8 O3 LT(t), S(t) and W(t). From the MDA8 O3 S(t) the following five

clusters were identified: (1) “West” contains biggest part of France, Belgium and Spain, (2)

“East” includes eastern and central Germany, eastern Austria and Czech Republic, (3) “Central”

covers most part of Switzerland, some sites in central Germany and eastern Austria, (4) “North”

is the cluster covering sites in northern Germany (North Sea region) and Netherlands, (5)

“Atlant-Infl” covers most of the UK, some sites in the West coast and Scandinavia influenced by

background O3.

The five clusters obtained from the MDA8 O3 W(t) are the following: (1) “CentralEast” covers

the region of eastern Austria, Czech Republic and Poland, (2) “Central” for central and south-

ern Germany and northern Switzerland, (3) “NorthWest” is the cluster in northern France,

Belgium and south UK (4) “SouthWest” in central and southern France, Spain and Italy, and (5)

“NorthEast” includes the region of northern Germany, Netherlands and southern Scandinavia.

The following five clusters for daily mean O3 W(t) were obtained (Fig. C.12): (1) “CentralEast”

that includes eastern Austria, Czech Republic, Poland and stations in Baltic and northern

Scandinavia, (2) “Central” with stations in south-western Germany and Switzerland, (3) “North-

West” covering the UK, northern France and Belgium, (4) “SouthWest” with southern France

and Spain, i.e. mostly the Mediterranean region, and (5) “NorthEast” for northern Germany,

Netherlands and southern Scandinavia.
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Figure C.9 – Clusters based on MDA8 O3 LT(t). Map indicating the sites that belong in each
cluster and average LT(t) in each cluster with ± the standard deviation of the sites that have
SW>0.

The daily mean and MDA8 O3 W(t)-clustering resulted in clusters with a regional dependence,

because it is mainly driven by short-term local meteorological conditions. Comparing the

clustering based on S(t) and W(t), we conclude that both lead to a similar regional site classi-

fication. However, there are some differences: (a) the "Central" obtained by the daily mean

S(t)-clustering is divided in the W(t)-clustering in two clusters the "Central" (south-western

Germany and Switzerland without the Austrian sites of the S(t) cluster "Central") and the

"CentralEast" (eastern Austria, Czech Republic, Poland and Baltic region, in S(t) those sites fall
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MDA8 O3 S�t� Clusters
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Figure C.10 – Clusters derived from MDA8 O3 S(t). Map indicating the sites that belong in each
cluster and average S(t) (standard deviation) in each cluster of the sites that have SW>0.

into the cluster "NorthEast"), (b) the "West" in the S(t)-clusters appears in the W(t)-clusters as

two separate clusters the "NorthWest" (UK, northern France and Belgium) and "SouthWest"

(southern France and Spain), which in the S(t)-clusters belong together in the "West" cluster.
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MDA8 O3 W�t� Clusters
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Figure C.11 – Clusters derived from MDA8 O3 W(t). Map indicating the sites that belong in
each cluster and average W(t) in each cluster of the sites that have SW>0.
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Daily mean O3 W�t� clusters
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Figure C.12 – Clusters derived from daily mean O3 W(t).(a) Map indicating the sites that belong
in each cluster and average W(t) in each cluster of the sites that have SW>0.
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C.4. MDA8 and 4-MDA8 trends

C.4 MDA8 and 4-MDA8 trends

Trends of MDA8 O3 concentrations are negative in most sites. (Fig. C.13). For the MDA8 O3 in

69% of all sites significant trends were found (80% among the significant trends were negative

and 19% positive). The most pronounced decrease is observed in rural sites ("Rural-HighAlt"

and “Rural-LowAlt”). The level off or small increase in the “HighPoll” stations can be attributed

to the smaller rate of reduction of VOCs, which resulted to reduced titration of O3 by NO.
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Figure C.13 – De-seasonalized MDA8 O3 trends for the daily mean O3 LT(t)- and S(t)-clusters.

Significant negative meteo-adjusted 4-MDA8 trends (Fig. C.14 were observed in 47% of the

sites respectively, while without meteo-adjustment significant negative trends were identified

in only 18% of the sites. Overall, in 96% of all sites negative 4-MDA8 trends respectively were

calculated.

C.5 Sites with negative Sihlouette width

Here, the sites with negative SW that were not considered in the discussion of the trends are

presented. In the LT(t)-clustering four sites with negative SW were identified (Fig. C.15), in

the S(t) 26 sites (Fig. C.16) and in the W(t) 24 sites. This is probably due to some distinct

differences in the LT(t), S(t) and W(t) compared to the rest sites in the cluster. By excluding

these sites from the discussion of the long-term trends, we avoid strong deflections from the

average behavior in the cluster.
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Figure C.14 – Trends of meteo-adjusted 4-MDA8 for the daily mean O3 LT(t)- and S(t)-clusters.
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Figure C.15 – Sites with negative SW in the LT(t)-clustering, in comparison with the clusters
average LT(t).
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C.5. Sites with negative Sihlouette width
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Figure C.16 – Example cases of sites with negative SW in the S(t)-clustering (black dashed line)
in comparison with the clusters average S(t).
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