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Abstract

The radiative decayBs → φγ is one of the benchmark channels in the
physics programme of the LHCb experiment. It allows us to test the Stan-
dard Model through the indirect measurement of the photon polarization
in b → sγ transitions. The estimation of the statistical error of theCP-
violation parameters obtained with Monte Carlo simulationis presented. It
is shown that the expected statistical uncertainty in the wrong photon polar-
ization fraction is∼ 0.2 with the2 fb−1 of integrated luminosity.
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1 Introduction

Measurements of inclusive radiative B meson decaysB → Xsγ [1] provide an
important test for the Standard Model (SM) and set stringentbounds on physics
beyond the SM [2, 3]. In addition to the rather well predictedinclusive branch-
ing ratio, which has been studied extensively both experimentally and theoreti-
cally [4, 5], there is a unique feature of this process withinthe SM which drew
only moderate theoretical attention and which has not yet been tested: the emitted
photons are left-handed in radiativeB̄s decays and are right-handed inBs decays.
In the SM the photon inb → sγ is predominantly left-handed, owing to theV −A
coupling ofW -bosons. This prediction holds in the SM up to corrections oforder
ms/mb [6]. While measurements of the inclusive radiative decay rate agree with
SM calculations, the helicity of photons has not yet been measured.

In several extensions of the SM the photon inb → sγ acquires an appreciable
right-handed component owing to a chirality flip along a heavy fermion line in the
electroweak loop process. Two well-known examples of such extensions are the
left-right-symmetric model [7] and the unconstrained Minimal Supersymmetric
Standard Model [8]. In both classes of models it has been demonstrated that the
photons emitted inb → sγ can be largely right-handed, without affecting the SM
prediction for the inclusive radiative decay rate [9]. An independent measurement
of the photon helicity therefore is extremely interesting.

Several strategies have been proposed to look for signals ofphysics beyond
the SM through helicity effects in exclusive radiative decays. In one method,
the photon helicity is probed through mixing-inducedCP-asymmetries [6]. In
two other schemes, angular distributions in the radiative decays of polarizedΛb

baryons [10–12] and inB → Kππγ [13] or B → φKγ [14,15] are studied.
The photon helicity effects are also accessible through thestudy of the time-

dependentCP-asymmetry in theBs system. In general, the time-dependent rate
of B(B̄) mesons decaying to a photon and theCP-eigenstatefCP is:

Γ(Bq(B̄q) → fCPγ) ∝ e−Γqt

(

cosh
∆Γqt

2
−A∆ sinh

∆Γqt

2
±

±C cos ∆mqt∓ S sin ∆mqt

)

. (1)

The crucial difference between theB0 andBs systems is the fact that∆Γs/Γs

is not negligible in theBs case and thus provides a possibility to measureA∆.
Using the notation from Ref. [6,16] it can be shown that within the SM:

S ≈ sin 2ψ sinϕ, A∆ ≈ sin 2ψ cosϕ, C ≈ 0.
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∣

∣

∣
is related to the fraction of “wrongly”-polarized pho-

tons; andϕ = 2 arg(V ∗
tsVtb)+φR +φL is the sum ofBs mixing andCP-odd weak

phases. In the SM, it is expected thatϕ ≪ 1. The coefficientS is suppressed
in theBs system compared to theB0 system. However,cosϕ ∼ 1 and therefore
A∆ ≈ sin 2ψ, a measurement ofA∆ determines the “wrongly”-polarized photon
fraction. Thus the study of the time-dependent rates ofBs → φγ and B̄s → φγ
allows to probe the photon helicity and therefore test the V-A structure of weak
interactions in FCNC interactions.

2 Input parameters for the simulation

A toy Monte Carlo (MC) study was performed in order to study the statistical er-
ror of S, C, A∆. The ROOFIT program [17] was used for modeling probability
distribution functions (PDFs) such as the reconstructedBs mass and time distri-
butions. Event distributions are defined in time and mass dimensions. Events are
generated according to the appropriate PDFs and fitted with the same functional
form.

2.1 The external input parameters

The selection study is presented in Ref. [18]. For a nominal year of LHCb data-
taking (2 fb−1 of integrated luminosity) the signal yield is expected to be≈ 11k
events1. The background-to-signal ratio is expected to beB

S
< 0.95 @ 90% CL

(< 0.55 @ 90% CL after the trigger). The parameters used in the analysis are:

• Bs meson mass5.367 GeV/c2 and lifetime1.43 ps [19];

• decay rate difference between twoBs CP-eigenstates∆Γs = 0.084 ps−1 [19];

• Bs oscillation frequency∆ms = 17.77 ps−1 [20].

These values are used as input parameters for the toy MC study.

2.2 Signal mass distribution

In Figure 1 the reconstructedBs candidate invariant mass distribution for decay
Bs → φγ is shown after all selection cuts are applied. TheBs mass resolution is
given by a Gaussian distribution with central value5.37 GeV/c2 and resolution
91.7 ± 1.8 MeV/c2.

1The HLT efficiency is not considered.
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Figure 1: Signal mass distribution after the selection cuts. The curve represents
the fit with the Gaussian, described in the text.

2.3 Background mass distribution

For background studies∼ 4 × 107 forward bb̄-inclusive events are used. There
are only five events left in the wide mass window (±1 GeV/c2) after the se-
lection cuts [18]. In order to analyze the shape of the background, some cuts
were therefore released (see Table 1). Cuts used to reject the background from
primary vertices were left unchanged. The loosened selection therefore has an
increased level of the combinatorial background from otherB mesons decays.
The obtained mass distribution is parameterized by an exponential with parameter
µ = −0.80 (GeV/c2)−1 (see Figure 2).
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Figure 2:bb̄-inclusive background mass distribution after relaxed selection (see
Table 1). The curve represents the fit with the exponential function, described in
the text.
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Table 1: Relaxed selection cuts:

Measurable Selection cut value Relaxed cut value
Eγ

T > 2.8 GeV > 2.5 GeV
∆ logLKπ > 3 > 0.5
|MKK − 1020 MeV/c2| < 10 MeV/c2 < 20 MeV/c2

θB < 10 mrad < 30 mrad
| cos θH| < 0.8 < 1

The analysis was performed in the mass interval4.8 − 6.4 GeV/c2 (≈ 17σm)
The background shape was extracted from the fit of the invariant mass distribu-
tion. The parameter of the background mass distributionµ, the signal mean̄m
and resolutionσm and the background-to-signal ratioB

S
are left free in the fit.

The dependence of the errors on these parameters as a function of B
S

is shown in
Figure 3.

2.4 Acceptance and the proper time resolution for signal events

The signal efficiencyεs(t) as a function of proper time was parameterized as:

εs(t) ∝
(at)c

1 + (at)c
. (2)

Parametersa andc are found from the fit to bea = 0.74±0.09 ps−1 andc = 1.86±
0.15 (Figure 4). The possibility to extract the acceptance function from control
channelB0 → K∗0γ, which is expected to have a similar acceptance function, is
under study.

The proper time resolution for the signal was computed from the difference
between the measured and the generated proper time distributions. It can be de-
scribed as a double Gaussian with the mean value, consistentwith zero (−2 ±
2 fs), resolutions of52 and114 fs and equal weights (see Figure 5).

The proper time resolution is dominated by theφ vertex resolution. The
φ vertex is reconstructed with two kaon tracks and the error onits position in-
creases with the decreasing of the angleθ, whereθ if the angle between theφ and
theBs flight direction in theBs rest frame. Signal events are binned by theθ value
and fitted with a single Gaussian. It is found that the width ofthis Gaussian varies
from 60 fs to 120 fs while the angleθ changes formπ to 0 (see Figure 7a). In
Figure 6 (blue solid curves) the fit is shown for four ranges ofthe angleθ which
are chosen in order to accumulate events with similar resolutions. The parameters
of the fit are summarized in the Table 2.
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obtained from the fit: a) pa-
rameter of the background exponentialµ; b) mean of signal Gaussian̄m, fitted
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Figure 5: The proper time resolution for signal events passing the selection cuts.

The proper time resolution can also be described with the double Gaussian
model with fixed widths (σ1 = 52 fs, σ2 = 114 fs) and varying component
fractions (red dashed curves in Figure 6). Thefcore dependence on the angleθ is
shown in Figure 7b. As expected, the fraction of core component decreases with
decreasingθ.

Table 2: Parameters of the signal proper time resolution obtained from the
fits shown in Figure 6: the columns mean1G and σ give the mean and width
from the single Gaussian fit; the columns mean2G andfcore give the mean and
core component fraction from a fit with a double Gaussian model with fixed
widths (σ1 = 52 fs, σ2 = 114 fs).

Plot cos θ mean1G, fs σ, fs mean2G, fs fcore

a [−1,−0.5) 10 ± 3 59 ± 3 10 ± 3 0.78 ± 0.06
b [−0.5,−0.15) −8 ± 4 66 ± 4 −6 ± 4 0.66 ± 0.06
c [−0.15, 0.3) −5 ± 4 88 ± 4 −4 ± 4 0.37 ± 0.05
d [0.3, 1] −18 ± 8 96 ± 7 −13 ± 8 0.27 ± 0.09

A model where the proper time resolution varies with the opening angleα
between the two kaons from theφ decay was also considered. No advantage has
been found and this approach is technically more difficult and less intuitive.

In order to account for the proper time resolution, which varies with the decay
angleθ the measured per-event proper time errors were considered.The pull
distributions for the four ranges of the angleθ are shown in Figure 8. Their widths
obtained from Gaussian fits, are represented in Table 3. Proper time errors are
found to be underestimated with an average scale factor1.35 ± 0.03 (Figure 9).

The distribution of proper time errors obtained from the lifetime fit to full MC
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Figure 6: Proper time distribution fitted with single Gaussian (blue solid curves)
and double Gaussian withσ1 = 52 fs, σ2 = 114 fs (red dot-dashed curves) for
the four ranges of decay angleθ. Parameters obtained in each fit are described in
Table 2.
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Figure 8: Proper time pull distributions for the four rangesof decay angleθ be-
tweenφ and Bs in Bs rest system. Fit results are summarized in Table 3.
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Figure 9: Proper time pull distribution for all signal events,σpull = 1.35 ± 0.03
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Table 3: Proper time pull distribution widths for four ranges of angleθ plotted on
Figure 8

Plot cos θ meanpull σpull

a [-1,-0.5) 0.22 ± 0.08 1.43 ± 0.07
b [-0.5,-0.15) −0.15 ± 0.07 1.34 ± 0.05
c [-0.15,0.3) −0.04 ± 0.06 1.33 ± 0.04
d [0.3,1] −0.08 ± 0.10 1.28 ± 0.07

simulated signal events is shown in Figure 10a. The non-parametric probability
density function taken from this distribution is used to generate per-event proper
time errors for signal and background in toy MC studies. In Figures 10(b-d) the
distribution of errors for three ranges of proper time are plotted. The errors in-
crease slightly with the larger proper time values. This effect is neglected in the
present study.

2.5 Distribution of background as a function of reconstructed
proper time

The background proper time PDF will be determined from data from the sidebands
and extrapolated to the signal region. Events obtained withthe full MC simulation
after relaxed selection (see Table 1) have been parameterized as:

εb(t) ∝
(at)c

1 + (at)c
(c1e

− t
τ1 + c2e

− t
τ2 ),

where the parameters values are as follows:a andc are fixed to0.74 ps−1 and
1.86, τ1 = 0.45 ps, τ2 = 8.7 ps, c1 = 10 andc2 = 0.26 (see Figure 11a).

Since the origin of background is found to be different in thetwo sidebands
regions [18], it is natural that the proper time distribution is correlated with the
mass. The fraction of the fast exponential component is greater in the high-mass
region (see Figures 11b,12). One of the ways to introduce this correlation is to
takec1 andc2 coefficients as linear functions of mass, in order to obtain asmooth
transition between the sidebands:

c1 = α0 + α1∆m, c2 = β0 + β1∆m,

where∆m = m − 5.4 GeV/c2. When dealing with the actual data it is possible
to choose a more complicated functional form which describes the background
proper time distribution in both sidebands and in the signalregion.
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0 1 2 3 4 5 6 7 8 90

5

10

15

20

25

30

4.5 5 5.5 60

2

4

6

8
(a) (b)

dN
dt

[

1
0.5 ps

]

t,[ps]

τbb̄ [ps] mbb̄ [GeV/c2]

Figure 11: a) Proper time distribution ofbb̄-inclusive events after the relaxed
selection (see Table 1); b) proper time vs. invariant mass distribution for bb̄-
inclusive events after the relaxed selection cuts.

10



0 1 2 3 4 5 6 7 8 90

2

4

6

8

10

0 1 2 3 4 5 6 7 8 90

2

4

6

8

10
(a) (b)

dN
dt

[

1
0.5 ps

]

dN
dt

[

1
0.5 ps

]

τbb̄ [ps] τbb̄ [ps]

Figure 12: Proper time distribution ofbb̄-inclusive events after the relaxed selec-
tion (see Table 1): a) for left-sideband region with invariant mass 4.4-5.1 GeV/c2;
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The probability density function used for the time and mass distribution of the
background is:

εb(m, t) ∝ e−µm (at)c

1 + (at)c

(

(α0 + α1∆m) e
− t

τ1 + (β0 + β1∆m) e
− t

τ2

)

. (3)

The simultaneous fit of background sidebands is performed with the number of
background events corresponding to the set ofB

S
values where theS is fixed to

11k. The coefficientα0 = 1 is fixed. The results are summarized in Table 4. This
study shows that all generated background parameters couldbe extracted from
the data with adequate precision. The values ofτ1 andτ2 are found with accuracy
3 − 5% so they are fixed in the global fit. The other parameters are either fixed or
left free in order to see whether their accuracy influences the result.

3 Construction of the likelihood function

In order to distinguish signal and background events, both the mass and time dis-
tributions are exploited. The following notations are introduced to simplify ex-
pressions:

I+(τ) = cosh
∆Γτ

2
−A∆ sinh

∆Γτ

2
,

I−(τ) = C cos ∆msτ − S sin ∆msτ
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Table 4: The errors on the background shape parameters obtained from fitting the
sidebands with variousB/S ratios. The values of input parameters are specified
in the column “Input value”. The parameterα0 = 1 is fixed.

B/S
Input value 0.27 0.55 0.95 1.5 2

α1 0.041 0.22 0.20 0.17 0.15 0.13
β0 0.025 0.0017 0.0014 0.0009 0.0007 0.0006
β1 -0.007 0.005 0.004 0.004 0.003 0.003
µ -0.27 0.27 0.23 0.20 0.16 0.14

1/τ1 2.23 0.06 0.04 0.03 0.025 0.022
1/τ2 0.118 0.008 0.005 0.005 0.004 0.003

Then probability density functions for each tagging category κ is:

Pκ(t,m) = fs

{

e−Γτ [I+(τ) + κ(1 − 2ω)I−(τ)]
}

⊗G(t− τ)ε(t)gs(m)
∫

{e−Γτ [I+(τ) + κ(1 − 2ω)I−(τ)]} ⊗G(t′ − τ)ε(t′)dt′
+

+ (1 − fs)εb(m, t), (4)

whereκ can possess three values:κ = −1 corresponding toBs, κ = 1 to B̄s and
κ = 0 to untagged events. Herefs = S

S+B
is the signal fraction,ω = 0.30 is a

wrong tagging fraction forBs andB̄s mesons [21],G(t − τ) is the proper time
resolution function,gs(m) is the normalized mass PDF for signal andεb(m, t) is
the equivalent for the background as discussed in the previous sections.

The PDFs were used to construct the likelihood function:

L0 =

NBs
∏

i=1

P−1(mi, ti, σti)

N
B̄s

∏

i=1

P1(mi, ti, σti)

Nuntagged
∏

i=1

P0(mi, ti, σti), (5)

wheremi, ti, σti are the measured mass, proper time and proper time error for
each event, correspondingly. Here the information of the integrated decay rate is
not used. Due to the fastBs oscillations this information has no significant impact
on the likelihood function. The number of events in each category is expected to
be: NBs

= NB̄s
= 1

2
εtagNtotal, andNuntagged = (1 − εtag)Ntotal. Hereεtag is

the combined tagging efficiency forBs and B̄s mesons which is expected to be
εtag = 0.610 ± 0.002 [21]. As a simplification this MC study has been made
assuming a single tagging category. Considering multiple tagging categories has
the potential to improve the results onS andC parameters which depend on the
tagging. In Ref. [21] an improvement corresponding to24% further statistics was
seen by changing from a single to multiple tagging categories.
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The values ofΓ, ∆Γ, ∆ms and their experimental errors will be taken from
other LHCb measurements [22,23].

4 The statistical uncertainty inCP -asymmetry

A fast MC simulation was performed to estimate the statistical error of the mea-
surement of theS, C, A∆, using as input, the signal yield, background to signal
ratio, proper time acceptance functions and resolutions from the full simulation
described in Section 2. This was done in the following steps :

• describe the signal and background distribution variableswith a probability
density function (PDF): signal mass shape as it is describedin Section 2.2,
signal acceptance eqn. (2), the signal proper time resolution defined with
measured proper time errors from Figure 10a which was scaledby the factor
1.35 according to the pull distribution of Figure 9, background time and
mass distribution eqn. (3);

• generate Monte Carlo events with 11k signal events corresponding to2fb−1

integrated luminosity and with the background to signal ratio 0.55 in the
narrow mass window 5.2-5.6 GeV/c2 according to those PDFs;

• perform simultaneous fit with both tagged and untagged events with the
likelihood function (5): while tagged events define theS andC, untagged
events give the information aboutA∆ only;

• fix the values of∆ ms, Γ, ∆Γ and also the signal acceptance, tagging effi-
ciencies, background “lifetimes”τ1, τ2 in the fit and allow to vary the rest
of the parameters;

• repeat the above steps (each called an ‘experiment’ )O(104) times.

For each experiment the fitted values ofS, C andA∆ were extracted. The statis-
tical uncertainties on the parametersS, C andA∆ were obtained from the distri-
butions of their corresponding fitted values (see Figure 13a,b,c). The distributions
were fitted with Gaussian functions. No significant biases with respect to the input
values were found. The resolutions of the Gaussian fits to thedistributions of fitted
values were used as a measure of the statistical uncertaintyin the parameters:

σ(A∆) = 0.217 ± 0.002

σ(S) = 0.114 ± 0.001

σ(C) = 0.115 ± 0.001

13



-0.4 -0.2 0 0.2 0.40

200

400

600

-0.4 -0.2 0 0.2 0.40

200

400

600

800

-0.5 0 0.50

200

400

600

-4 -2 0 2 40

200

400

600

-4 -2 0 2 40

200

400

600

-4 -2 0 2 40

200

400

600

800

(a) (b)

(c) (d)

(e) (f)

[a.u.] [a.u.]

[a.u.] [a.u.]

[a.u.] [a.u.]

S C

A∆ 1
σ∗

A∆
σ∗
S

δA∆δS

1
σ∗

A∆
σ∗
C

δA∆δC 1
σ∗
S

σ∗
C

δSδC

Figure 13: The distribution of fitted values ofS, C andA∆ (pictures a,b,c) from
toy Monte Carlo simulations. The correlation between theS, C andA∆ in these
experiments (pictures d,e,f).
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The correlation matrix is estimated to be (see Figure 13d,e,f):




1 0.01 0.02
0.01 1 0.01
0.02 0.01 1



 .

The pull distributions are each essentially consistent with a Gaussian with a mean
value zero and a width close to unity (see Figure 14).
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Figure 14: The pull distributions of fitted values ofS, C andA∆ from toy Monte
Carlo simulations.

5 Stability test

The behavior of the statistical errors was explored by varying the values of exter-
nal parameters one at a time.

5.1 Influence of the background to signal ratio

The statistical uncertainty in theCP -violation parameters is studied as the func-
tion of the background to signal ratio. The dependence of sensitivity is shown
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in Figure 15. Red points indicate the statistical uncertainties which correspond to
the upper limit at90% CL on background to signal ratio [18]. The obtained points
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Figure 15: The estimated uncertainties in parameterS (a) andA∆ (b) as functions
of the background to signal ratio in the 5.2-5.6 GeV/c2 mass window

are fitted with thef(B/S) ∝ a1

√

1 +B/S ⊕ a2 which describes the expected
dependence on background level quite well.

5.2 Background shape

The background shape cannot be determined precisely from the available MC
sample. Therefore the basic model was varied in order to understand whether
it is important for the final result. The relative fraction ofshort- and long-lived
components was first varied (see Figure 16a). The blue solid curve represents the
main model used in the simulation. In the case when the relative fraction of short-
lived component was doubled (green dashed curve) the obtained uncertainties are:

σ(A∆) = 0.208 ± 0.008

σ(S) = 0.110 ± 0.002.

If this fraction is decreased twofold, the statistical errors are:

σ(A∆) = 0.205 ± 0.009

σ(S) = 0.111 ± 0.003.

The absolute fraction of short-lived component was then increased twofold which
also increases the total amount of background by 35% (see Figure 16b red dashed
curve) and the uncertainties are:

σ(A∆) = 0.220 ± 0.009

σ(S) = 0.116 ± 0.003.
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When the short-lived component is decreased twofold (see Figure 16b green dashed
curve) the result is:

σ(A∆) = 0.203 ± 0.008

σ(S) = 0.108 ± 0.003

With reasonable variations of the background shape, the statistical uncertainty
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Figure 16: Proper time distribution model ofbb̄-inclusive events: blue solid curve
corresponds to the main model obtained from full Monte Carlosimulation; a)
red dashed upper curve represents the case when relative fraction of short-living
to long-living component is doubled, green dashed lower curve shows the distri-
bution when this fraction is decreased twofold; b) red dashed upper curve corre-
sponds to case when absolute fraction of short-living events doubled, green dashed
lower curve represents the model when this fraction is lessened twofold.

in CP-observables stays at the same level. In case the backgrounddistribution
differs somehow from the expected, the result should not worsen significantly.

5.3 The proper time resolution

The uncertainty inS, C andA∆ was additionally studied as a function of the
proper time resolution. Here the resolution was taken as thesum of two Gaussians
with widths52 fs and114 fs. When the proportion between narrow and wide
resolution components is changed, the statistical uncertainty in theS term was
found to vary from 0.30 to 0.08 (see Figure 17a), whereas the expected uncertainty
in A∆ was not affected and stays equal to∼ 0.21.

The statistical uncertainty inA∆ depends on the∆Γs/Γs in Bs system (see
Figure 17b). The obtained points are fitted with the

f(∆Γs/Γs) ∝ a1(∆Γs/Γs)
−1 ⊕ a2
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Figure 17: a) The statistical uncertainty in parameterS as a function of the fraction
fcore of narrow (σ1 = 52 fs, wideσ2 = 114 fs) time resolution component; b) the
statistical uncertainty inA∆ as a function of the∆Γs/Γs.

which is consistent with the observed behavior. A value∆Γs/Γs = 0.12 was
taken for this study. This is marked with square red point in the figure.

6 Conclusions

The fast MC simulation was performed to estimate the statistical error of the
measurement of theS, C and A∆ parameters using as input the signal yield,
background-to-signal ratio, proper time acceptance functions and resolutions from
theBs → φγ sample. We have estimated the uncertainties inA∆, S andC to be
0.22, 0.11 and0.12, correspondingly, with the signal yield 11k,∆Γs/Γs = 0.12
and using a conservative estimate for background-to-signal ratio B/S = 0.55 in
the 5.2-5.6 GeV/c2 mass window.

It has been demonstrated that the uncertainties inS, C andA∆ have a moder-
ate dependence on the overall background level. However thebackground com-
position does not affect the expected uncertainties significantly. The proper time
resolution affects drastically the uncertainties inS andC, while the uncertainty in
A∆ has only a moderate dependence on the proper time resolution. The statistical
error onA∆ is roughly inversely proportional to∆Γs/Γs assuming that∆Γs/Γs

is well measured elsewhere.
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Appendix

The theoretical decay widths forBs → φγ and B̄s → φγ can be conventionally
parameterized as follows:

ΓBs→φγ(τ) = |A|2e−Γt(cosh
∆Γt

2
−A∆ sinh

∆Γt

2
+ C cos ∆mst− S sin ∆mst)

ΓB̄s→φγ(τ) = |A|2e−Γt(cosh
∆Γt

2
−A∆ sinh

∆Γt

2
− C cos ∆mst+ S sin ∆mst)

Observed rate forBs → φγ :

R(t) = εtag(

∫

[(1 − ω)ΓBs→φγ(τ) + ωΓB̄s→φγ(τ)]ε(τ)G(τ − t)dτ +
1

2
B(t)) =

= εtag(

∫

|A|2e−Γt(cosh
δΓt

2
−A∆ sinh

δΓt

2
+

+(1 − 2ω)C cos ∆mst− (1 − 2ω)S sin ∆mst)ε(τ)G(τ − t)dτ +
1

2
B(t))

For B̄s → φγ :

R̄(t) = εtag(

∫

[ωΓBs→φγ(τ) + (1 − ω)ΓB̄s→φγ(τ)]ε(τ)G(τ − t)dτ +
1

2
B(t)) =

= εtag(

∫

|A|2e−Γt(cosh
δΓt

2
−A∆ sinh

δΓt

2
−

−(1 − 2ω)C cos ∆mst+ (1 − 2ω)S sin ∆mst))ε(τ)G(τ − t)dτ +
1

2
B(t))

Untagged rate:

Runtagged(t) = (1− εtag)(

∫

[ΓBs→φγ(τ) + ΓB̄s→φγ(τ)]ε(τ)G(τ − t)dτ +B(t)) =

= (1 − εtag)(

∫

|A|2e−Γt(cosh
δΓt

2
−A∆ sinh

δΓt

2
)ε(τ)G(τ − t)dτ +B(t))
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