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Abstract
Adopting healthy behaviors can prevent the onset of many adverse health conditions. However,

behavior changes are difficult to make, and often, people who like to improve their behaviors

do not know how to do that. Personalizable intervention systems could assist them to achieve

healthy behavior change. These systems decide what would be the optimal intervention for

the target user based on his or her characteristics, including current and past behavior pat-

terns. In this thesis, we propose novel solutions that address the main challenges in building a

personalizable intervention system to promote healthy behavior change. First, we propose

a system based on a Bayesian mixture model to identify subpopulations with different be-

havior changes from longitudinal data. This system is especially suitable when the amount

of data is limited, and when there are unobserved factors that might affect behavior change.

Second, we propose CLINT, a system based on a latent-variable model, to discover and predict

behavior change patterns from fine-grained sensor data. The novelty of this system is that

it produces interpretable patterns that could be used to suggest successful behavior change

strategies from the existing users similar to the target user. Third, we propose a personalizable

intervention system to improve the physical activeness of senior adults. The main novelty

of this system is that it uses historical time series fitness data to decide which intervention

to recommend. Finally, we propose ACFR, an adversarial approach to reduce intervention

bias in observational data. This approach learns a balanced representation of the covariates

that allows personalizable intervention systems to make a better estimate of the intervention

effect. Our solutions turn existing human behavior data into actionable insights for future

users who may have unhealthy lifestyles.

Keywords: recommender systems, time series analysis, behavior change, mixture model,

preventive healthcare, user modeling
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Résumé
Adopter des comportements sains peut prévenir l’apparition de nombreux problèmes de

santé. Cependant, les changements de comportement sont difficiles à entreprendre et sou-

vent, les personnes qui souhaitent améliorer leur comportement ne savent pas comment

procéder. Des systèmes d’intervention personnalisables pourraient les accompagner dans

une démarche d’un changement de comportement sain. Ces systèmes décident quelle serait

l’intervention optimale pour l’utilisateur cible en fonction de ses caractéristiques, notam-

ment des comportements actuels et passés. Dans cette thèse, nous proposons de nouvelles

solutions qui répondent aux principaux défis de la construction d’un système d’intervention

personnalisable visant à promouvoir un changement de comportement sain. Premièrement,

nous proposons un système basé sur un modèle de « mixture bayésienes » pour identifier les

sous-populations présentant des changements de comportement différents à partir des don-

nées longitudinales. Ce système est particulièrement adapté lorsque la quantité de données

est limitée et qu’il existe des facteurs non observés, susceptibles d’influer sur le changement

de comportement. Deuxièmement, nous proposons CLINT, un système basé sur un modèle à

variables latentes, pour découvrir et prédire les modèles de changement de comportement

à partir de données de capteurs. La nouveauté de ce système est qu’il produit des modèles

interprétables qui pourraient être utilisés pour suggérer aux utilisateurs existants des stratégies

de changement de comportement réussies, similaires à l’utilisateur cible. Troisièmement,

nous proposons un système d’intervention personnalisable pour améliorer l’activité physique

des personnes âgées. La principale nouveauté de ce système réside dans le fait qu’il utilise

les données temporelles de la condition physique de l’utilisateur, pour lui recommander les

interventions. Finalement, nous proposons ACFR, une approche « adversariale » visant à

réduire les biais d’intervention dans les données d’observation. Cette approche apprend une

représentation équilibrée des covariables, permettant aux systèmes d’intervention person-

nalisables de mieux estimer l’effet de l’intervention. Nos solutions transforment les données

existantes sur le comportement humain en informations exploitables pour les futurs utilisa-

teurs susceptibles d’avoir un mode de vie malsain.

Mots-clés : systèmes de recommandation, analyse de série temporelle, changement de com-

portement, mixture de modèles, soins de santé préventifs, modélisation de l’utilisateur
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1 Introduction

1.1 Motivation and Challenges

With the advance of technology, the amount of personal (or user-specific) data increases rapidly.

For example, fitness trackers continuously monitor users’ physical activities, nutrition mobile

apps keep track of users’ food intake, web sites capture users’ browsing behavior, massive

online open courses track and quantify users’ learning activities, etc. This data presents

an opportunity for us to gain better insight into people’s behavior patterns and train our

machine learning algorithms to suggest improvements. This task is especially important in

the health domain. Unhealthy behaviors, such as physical inactivity, increase the risk of many

adverse health conditions, including major non-communicable diseases [75]. Even modest

adjustments to lifestyle behaviors are likely to have considerable health benefits [71].

People often know what the requirements for healthy behaviors are (e.g., exercise most days,

eat a varied and nutritious diet or get enough sleep) but do not know the practical ways

of reaching them [56]. For example, getting up earlier and exercising before going to work

may appear to be a good strategy, but translating this goal into a feasible regime may not be

trivial. Even when people know the ways and have the necessary skills, it may be difficult

to achieve behavior change and stick to it because it requires a lot of effort. In most cases,

external help or support may be needed. These actions, which are called interventions (or

treatments), are designed to foster or support behavior change [86]. Interventions may be

delivered in different ways, such as through digital technology, and may be based on different

motivational strategies, such as feedback, rewards, and social support [126]. Thus, a natural

and important question is "how to suggest the most appropriate intervention given a particular

user?". Consider the following scenario illustrated in Figure 1.1:

Sophia is a senior adult in her 70’s. She has been recently diagnosed of type 2

diabetes. According to her doctor, she needs to change her habits and become

physically more active. Recently, Sophia’s granddaughter bought a fitness tracker

for her birthday. She was delighted and enthused to try it out. While using the

1



Chapter 1. Introduction

Sophia is a senior adult in her 70’s. She has been 
recently diagnosed of  type 2 diabetes.

1

3 4

2

5

She is wondering how people 
of  her age keep themselves
fit and how they react to 
interventions.

Gamification
Using an exergame app 

(e.g., Trip 4 All) 
to play a game 
while walking. 

Self  Reflection
Reflecting on her step
numbers and planning

for the next day 
(e.g, setting goals).

Social Reflection
Using the tracker 
together with her 

family members to
get inspired by them.

Or any other?
What is the best 
intervention or 

planning method to help
Sophia to be an active

person?

According to her doctor, she needs to 
change her habits and become physically 
more active.

Sophia’s granddaughter bought a 
fitness tracker for her birthday. She 
was delighted and enthused to try it out.

Figure 1.1 – A scenario that illustrates the need for a suitable personalized intervention to
promote healthy behavior change.

fitness tracker itself motivated Sophia to walk, she thinks how to adopt an efficient

yet safe pattern over time. Sophia wonders what people of her age do to keep

themselves them fit. She wants to choose a suitable intervention to improve her

behavior: reflect on her daily step counts and set a goal for the next day, use the

tracker together with her family members, or start using an exergame app (e.g.,

Trip 4 All [122]).

Sophia could try all possible ways to improve her behavior and then choose the most beneficial

intervention. However, this strategy is time-consuming, inefficient, and might cause injuries

to her. For example, if she decides to set personal goals, these goals might be similar to her

Illustration by Kavous Salehzadeh Niksirat.
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past performances, resulting in no behavior change; if she decides to use an exergame app, the

tasks given by the app might be too ambitious, resulting in potential injuries. Thus, we need a

smart way to find and suggest the intervention most likely to work for Sophia. We should learn

from past users, similar to Sophia, who received an intervention and improved their behavior.

This requires machine learning methods to analyze fitness data and understand how different

lifestyles may affect behavior change under different interventions. These methods could be

integrated into a personalizable intervention system to suggest the intervention that is likely

to work for Sophia, based on her fitness data.

However, it is challenging to model frequently-sampled time series data, such as fitness data,

because human behavior is extremely complex. More specifically, human behavior is (1)

time-varying, e.g., going to work in the morning; (2) interdependent, e.g., drinking water after

workouts; (3) periodic, e.g., eating every few hours [70]. Thus, processing human behavior

data requires taking into account its temporal nature. Another challenge is that data might

be obtained from a limited number of users. This is often the case because data curation can

be time-consuming and expensive. The goal of health intervention systems is to understand

and predict the impact of interventions on behavior change, often using limited amount of

frequently-sampled data. The conventional approach uses a randomized controlled trial (RCT)

to measure the average intervention effect on the overall population, without fully utilizing

the fine-grained information present in the sensor data. However, the best intervention for the

whole population is not likely to be equally effective for each individual. Interventions should

be tailored to the individual and his or her characteristics, such as his or her past behavior.

It is less explored how the same intervention affects people with different behavior patterns.

This holds a great opportunity to learn which behavior patterns are associated with healthy

behavior change.

In this thesis we propose and develop personalizable intervention systems to promote healthy

behavior change. Our work aligns with the goals of preventive healthcare [61]. These systems

monitor the target user and decide when they need to act, but also how to intervene and what

to suggest to the user. They consist of three main components: data collection, predictive

modeling and generating recommendations. We give an overview of the system in Figure 1.2.

The first component provides data containing evidence about intervention effectiveness (see

Chapter 2). It collects data from people who received an intervention and whose behavior

was tracked both before and after the intervention. Data should come from at least two

groups of people receiving different interventions to allow the intervention system to compare

and evaluate multiple interventions. These groups should have similar pre-intervention

characteristics; otherwise, the data may contain intervention bias, meaning that some people

are more likely to receive the intervention. Intervention bias makes it difficult for the system

to infer causal relationships. However, it is possible, under some assumptions, to remove the

intervention bias from the data and generate unbiased estimates of the intervention effect

(see Chapter 6).

The second component, predictive modeling, learns to predict potential behavior changes

3
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data collection
predictive modeling

generating recommendations

Figure 1.2 – An overview of the personalizable intervention system for healthy behavior
change. Human behavior data is collected from people who received an intervention. This
data is used to train a model that predicts potential behavior change for the target user under
different interventions. Then, interventions are compared, and the optimal intervention is
recommended to the user.

for new people under different interventions based on current and past observations. This

problem has a few challenges. First, the set of observations may be large and represented

as a frequently-sampled time series data. In this case, the component needs to learn to

extract relevant features for the predictive task of interest in an automated way (see Chapters

4 and 5). These features should capture the complexity of human behavior. Second, there

may be unobserved variables that affect the intervention effect. In this case, a standard

regression model may not explain well the behavior change. Thus, it may be more desirable

to use latent-variable models for this purpose (see Chapters 3 and 4). The latent class model

discovers subpopulations that were affected by the intervention in different ways and estimates

probabilities for new users to belong to each population based on their pre-intervention data.

Third, most machine learning models are difficult to interpret. However, interpretability

is important for any decision support system, especially in the medical domain [91]. By

explaining how it works, the system becomes more transparent and increases users’ confidence

or trust [145]. Thus, we need to use predictive models that are both accurate and explainable.
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Fourth, training data may be obtained from a limited amount of people. This makes it difficult

for the predictive model to learn relevant patterns that generalize well to the target users (see

Chapter 3).

The third component selects and recommends an optimal personalizable intervention for the

target user based on the predictions generated by the second component. It compares and

evaluates multiple interventions and recommends the intervention likely to produce the most

desirable behavior change (see Chapter 5). Predictions about future human behavior may also

be used to generate recommendation strategies that would assist the target user to achieve

healthy behavior change. The system should learn these strategies from the existing users who

have achieved positive behavior change (see Chapter 4). These strategies should be both feasi-

ble and effective. They aim to improve behavior change without introducing much risk for the

target user — very ambitious strategies might be harmful, e.g., recommendations to extremely

increase physical activity levels may cause injuries to the sensitive elderly population.

1.2 Research Agenda

In this thesis, we address the following research challenges in building a personalizable

intervention system to promote healthy behavior change:

• Intervention-Based Clustering. Discovering subpopulations for which an intervention

is most beneficial (or harmful) is an important goal of many clinical trials [60]. Of-

ten, these trials include only a limited number of participants. Different clustering (or

partitioning) approaches could be used to discover subpopulations with differential

intervention effects. Most of the existing methods found in the literature are based

on trees. The main disadvantage of the tree-based methods is that they do not sup-

port complex decision boundaries between clusters. Can we discover more distinctive

subpopulations using non-linear decision boundaries? How can we learn clusters that

generalize well to new, unseen people from a limited amount of data?

• Learning from Time Series Data. Sensor devices often provide frequently-sampled

time series data. This data may contain relevant information that could be used to

predict better behavior change. Deep learning models, such as Long short-term memory

(LSTM) networks, have gained much attention in recent years due to their application in

time series modeling. However, these models require a large amount of data collected

from many people to learn the variation in behavior change. Also, their predictions

are hard to explain. How can we learn relevant predictive information from a limited

amount of frequently-sampled time series data? Can we extract insights from data that

explain the behavior change of different people?

• Generating Recommendations. The purpose of the personalizable intervention system

in the focus of this thesis is to recommend an intervention that is likely to cause healthy

behavior change. The system uses predictions about potential behavior change to
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compare and evaluate multiple interventions. Conventional recommender systems

suggest items that are similar to the items that the user liked in the past. However,

personalizable intervention systems to promote healthy behavior change consider the

user’s personal goal, besides his or her past data, to generate recommendations. For

example, if the user was not active in the past, but he or she wants to become more

active, the system should not recommend actions similar to the ones that he or she

performed in the past. Instead, the system should recommend actions that would

improve his or her behavior, based on successful users similar to the target user. How

can we adapt the existing recommendation approaches for the health domain? How

can we learn from successful users and suggest feasible and efficient recommendation

strategies for target users with unhealthy behaviors?

• Removing Intervention Bias. Observational studies allow monitoring the human be-

havior as well as the actions that lead to behavior changes in a natural setting. These

studies are easier to conduct than experimental studies. However, data obtained from

these studies may contain intervention bias. Neglecting this bias might lead to wrong

conclusions about the intervention effect. How can we remove the intervention bias and

estimate better the unbiased intervention effect? How can we improve existing methods

that do not consider intervention bias so that they support data from observational

studies besides data from experimental trials?

1.3 Main Contributions

In this thesis, we propose different solutions that address our research challenges. The princi-

pal contributions of this thesis are:

• We propose a system based on a Bayesian mixture model to identify subpopulations

with different behavior changes from longitudinal data [68]. This system is useful when

we are interested in the effect of various demographic, social, environmental, and

behavioral factors on the long-term behavior change under an intervention. We show

that our system can discover the subpopulations that respond to the intervention from

limited amount of data.

• Frequently-sampled sensor data provides insight into people’s low-level behavior pat-

terns, e.g., daily routines, in contrast to longitudinal data. We propose a system to

discover and predict behavior change patterns from this type of data [67]. The system

learns both the pre-intervention behavior patterns and the post-intervention behavior

change patterns. The system also estimates the transition probabilities between these

patterns, allowing it to predict behavior change for new users. We demonstrate that the

system produces explainable patterns that may be used to recommend strategies for

healthy behavior change.

• Elderly population would benefit the most from healthy behavior change. Thus, we
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propose a system that aims to promote physical activeness in senior adults [69]. The

system takes minute-by-minute step count data provided by fitness trackers as input. It

recommends a mobile app intervention that is most likely to work for the target user

based on his or her activity patterns.

• Data from randomized controlled trials allow intervention systems to make less biased

estimates of the intervention effect. However, observational studies are relatively quick,

inexpensive, and easy to undertake, compared to randomized controlled trials [52].

We propose an adversarial approach to reduce bias when estimating the intervention

effect from observational data. Our approach learns a balanced representation of the

covariates across different treatment groups. This representation preserves the predic-

tive information from the covariates as much as possible while reducing intervention

bias. We show that our approach performs better than the existing approaches on a

widely-used benchmark dataset. We demonstrate how to adapt existing personaliz-

able intervention systems that do not consider intervention bias to support data from

observational studies.

1.4 Thesis Structure

We organize this thesis as follows:

• in Chapter 2, we describe the different ways to collect data for personalizable interven-

tion systems to promote healthy behavior change.

• in Chapter 3, we present a system based on a Bayesian mixture model that discovers

subpopulations with different behavior changes from longitudinal data.

• in Chapter 4, we present CLINT, a system that discovers and predicts behavior change

patterns from fine-grained sensor data.

• in Chapter 5, we present a system that recommends mobile app interventions promoting

physical activeness to senior adults.

• in Chapter 6, we present an adversarial approach to reduce intervention bias from

observational data.

• in Chapter 7, we review the contributions of our thesis and present directions for future

work.
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2 Data Collection

Personalizable intervention systems to promote healthy behavior change generate recommen-

dations based on data containing evidence about intervention effectiveness. This data should

come from a study with real people who are similar to the target users of the system. Within

the study, some or all participants receive an intervention, and their behavior is measured

both before and after this moment. Behavior change is defined as the difference between pre-

and post-intervention behavior, e.g., the change of average daily step count. Personalizable in-

tervention systems aim to predict the impact of different interventions on behavior change (an

outcome of interest) based on pre-intervention data and recommend the intervention likely to

achieve the most healthy behavior change. Three main study designs may be used to obtain

relevant data to train the intervention systems: single-case study, randomized controlled trial,

and observational study.

Single-case Study. This study design is particularly useful when a small number of participants

are observed for a relatively long period of time [19]. In a single-case study, each participant

receives an intervention and serves as his or her own control (see Figure 2.1a). Human behavior

is repeatedly measured both before and after the intervention to obtain a stable estimate of

the behavior change. All the variables that may affect behavior change should be recorded, if

possible. These variables include time-invariant predictors (e.g., sex), time-variant predictors

(e.g., stress), and contextual factors (e.g., weather). Current and past behavior patterns may

be highly predictive of behavior change; thus, time series sensor data representing different

aspects of human behavior should also be used as a predictor, if possible. A disadvantage of

the single-case design is that behavior change may not be fully attributed to the intervention.

For example, the change of weather after the intervention may better explain the decrease in

activity levels of participants than the intervention itself. When conducting a single-case study,

we need to ensure that the factors excluding the intervention that affect human behavior

before and after the intervention are similar.
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Randomized Controlled Trial. This study design aims to reduce bias when estimating the

intervention effect. Participants are randomly assigned to an intervention group where they

receive the intervention or a control group where they do not receive it (see Figure 2.1b). In

our context, behavior change is measured for each participant in both groups, in a similar

way as in single-case study. Then, behavior change in the intervention group is compared

with the behavior change in the control group to estimate the intervention effect. Since the

participants are randomly assigned to a group, the factors affecting behavior change in both

groups are similar, except for the intervention. In this way, bias is reduced when estimating

the intervention effect. But this benefit comes at a price: randomized controlled trials require

more participants than single-case studies.

Observational Study. Compared to randomized controlled trials, observational studies are

relatively quick, inexpensive, and easy to undertake [52]. Participants are observed in their

natural environment, and they make their own decision whether to receive an intervention

or not. Figure 2.1c illustrates this study design. The bias in intervention assignment does

not allow a direct estimate of the intervention effect, in contrast to randomized controlled

trials. Consider the case where a subpopulation (e.g., younger people) is more likely to receive

an intervention (e.g., start using a specific mobile app that promotes physical activeness).

Also, let us assume that the intervention is not effective for this subpopulation. Since most

of the people who received the intervention belong to this subpopulation, by comparing the

behavior change in people receiving and not receiving the intervention, we may wrongly

conclude that the intervention is not effective — although the rest of the population may

still benefit from the intervention. It is still possible to identify the intervention effect in

observational studies if the collected data contains all the confounders: factors that affect

both the intervention assignment and the outcome.

Sensor devices that are used to track people’s behavior should be non-obtrusive, otherwise,

they may act as an additional intervention — making it difficult to estimate the impact of

the intervention of interest. Also, the number of recruited people should be high enough to

capture the heterogeneity in the behavior change that exists in the population. A small sample

size may produce models that would not generalize well to the target users.
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1. The outcome is measured 
before the intervention

INTERVENTION

2. The outcome is measured 
after the intervention

3. The outcomes are compared

= positive outcome

= negative outcome

(a) Single-case study

CONTROL

INTERVENTION

1. Population is split into two 
groups by random assignment

2. The outcomes of both 
groups are measured

3. The outcomes of both 
groups are compared

= positive outcome

= negative outcome

(b) Randomized controlled trial

CONTROL

INTERVENTION

1. Each user decides by 
himself or herself whether to 
receive an intervention

2. The outcomes of both 
groups are measured

3. The outcomes of both 
groups are compared, 
taking into account the 
intervention bias= positive outcome

= negative outcome

(c) Observational study

Figure 2.1 – Comparison of different study designs.
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3 Intervention-Based Clustering

3.1 Introduction

Many situations require applying interventions, which are actions designed to bring about

a change in a process or an individual. Examples of interventions are medical treatments,

special offers in marketing, government policies, exergame apps, and exercises in teaching. In

this chapter, we focus on the example of health interventions, but the techniques also apply to

other domains.

The adoption of a new intervention requires scientific proof that it provides benefit. The

conventional approach uses an RCT (randomized controlled trial) design to measure the

intervention effect. Subjects are randomly assigned to a control group where they do not

receive the intervention or a treatment group where they do. One or several variables, known

as responses (e.g., a person’s health status), are measured before and after the intervention.

If the average response for the treatment group is better while it remains unchanged for the

control group, it is likely the intervention worked. However, this method misses an important

opportunity to examine the intervention effects at a more detailed level. Consider the case

where a subpopulation (orange circles in Figure 3.1b) improves after taking medication while

another group (green crosses in Figure 3.1b) does not. In both cases, effect changes are com-

pared to the baseline (orange and blue dash lines). We may not find this difference if we used

effect averages (Figure 3.1a). While some people improved (blue solid lines going up in Figure

3.1a), overall speaking the health status of a population did not change significantly. Our goal

is to sub-divide the population into clusters taking into account their respective responses

to the intervention (Figure 3.1b). In this manner, we will be able to decide whether or not

to administer an intervention depending on the individual’s characteristics. We believe this

approach, which we call Intervention-Based Clustering (IBC), holds great promises in person-

alized medicine and preventive healthcare. Previous work in discovering the heterogeneity of

the treatment effect (HTE) has addressed some of the challenges. Compared to these baseline

This chapter is based on the work of a paper published in the ACM Transactions on Intelligent Systems and
Technology (TIST) [68].
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pre-intervention data post-intervention data

𝒙𝟐

𝒙𝟏

health status change

time

intervention group
control group

(a) Conventional approach

responders

non-responders

pre-intervention data

health status change

post-intervention data

𝒙𝟏

𝒙𝟐

time

(b) Intervention-based clustering approach

Figure 3.1 – Modeling the treatment effects of a given population: conventional vs. our
approach

methods, we are providing the following advantages:

A more accurate model of the subpopulation. Subpopulations with differential treatment

effects may be associated with complex membership functions, which cannot be modeled by

traditional HTE methods. These membership functions might depend on both observed and

unobserved variables and as a result, it is impossible to determine the cluster membership

with full certainty. The ability of our method to model the cluster membership more precisely

while taking into account its certainty could help in deciding who has the highest chances to

respond positively to the intervention.

Modeling multiple objectives. Dealing with multivariate outcomes is also important when

identifying subpopulations with differential treatment effects. This is because some interven-

tions may affect multiple variables simultaneously, possibly causing desirable and adversarial

outcomes at the same time. For example, energy drinks can give a person a strong boost while

making him or her anxious. If we model both variables, we may identify a subpopulation who

gets a boost without the anxiety side-effect. When there is more than one outcome variable of

interest, we are able to make a trade-off between the beneficial and the harmful effects.

Bayesian approach. It can be challenging to identify the true subpopulations with differential

treatment effect when the sample used in the analysis is small. This is because the treatment

effect estimates become more variable and less stable as we decrease the size of the associ-

ated subpopulation and increase the number of parameters. Also, individuals with extreme

responses (outliers) could significantly affect the estimates. For this reason, we have decided

to use the Bayesian approach which allows us to include prior knowledge in the model.

Various methods that identify heterogeneous groups have been investigated in the literature

[100]. The novelty of our approach is that it creates complex and more accurate decision
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boundaries and allows reasoning about the trade-off of multivariate outcomes. It performs

soft clustering and incorporates prior knowledge. The results of our approach can affect

inclusion criteria in later clinical trials or can be used in deciding with higher confidence

whether a person should receive a treatment based on how likely he or she is to respond to it.

This chapter is organized as follows. First, we review some of the existing methods used to

identify HTE. Then we describe our approach in the third section. In the fourth and fifth

section, we apply our approach to both synthetic and real data, and we compare it with two

existing methods, QUINT (Qualitative INteraction Trees) and Growth Mixture Model. In the

sixth section, we evaluate and discuss the relationship between the sample size and the quality

of the HTE estimates. We conclude in the seventh section.

3.2 Related Work

Identifying the causal effect of a treatment on a patient is a difficult problem. To make an

accurate causal inference, we need to observe the potential outcome if the subject received

the treatment, the potential outcome if the subject received the alternative treatment and to

compare the outcomes. This is not possible, because once treatment is applied to a patient, at

most one potential outcome can be observed. Although we cannot simultaneously observe a

single patient with and without the treatment, we can simultaneously observe a group with

the treatment that is functionally identical to one without the treatment [97]. The causal effect

of a treatment for that population can be estimated by comparing their average outcomes. The

average treatment effect (ATE) can be easily estimated without bias in randomized experiments

[60]. However, treatments might have different causal effects on each subject. Existing work is

focused on either estimating the patient-level treatment effect [134] or searching for subgroups

with differential treatment effects [80]. In both cases, we make use of the pre-treatment

variables because they can be highly predictive of the potential outcomes. More concretely,

we are interested in the conditional average treatment effect (CATE) which is an estimate of

ATE for all possible combinations of values for the covariates.

3.2.1 Methods for Estimating CATE

To estimate CATE, we can use modern predictive modeling approaches such as boosting,

random forest or support vector machines [143]. These methods essentially establish a rela-

tionship between attributes and outcomes, with a penalty parameter that penalizes model

complexity [10]. Recently, Wager and Athley [134] developed a non-parametric causal forest

that extends Breiman’s widely used random forest algorithm [17]. The method utilizes the

strength of the random forests to model interactions in high dimensions and provides asymp-

totically unbiased and normal estimates of CATE under the assumption of randomization

conditional on the covariates or "unfoundedness" [108].
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3.2.2 Methods for Identifying Subpopulations with Differential Treatment Effect

In practice, we are more likely to be interested in identifying subpopulations with differential

treatment effects than simply estimating the patient-level CATE. For example, the existence

of subgroups that appear to respond differently to treatment can affect inclusion criteria in

later clinical trials or labeling decisions for approved drugs [57, 6]. Identifying subpopulations

with differential treatment effect is a methodologically challenging task, especially when many

characteristics are available that may interact with treatment and when no comprehensive

a priori hypotheses on relevant subgroups are available [42]. The most popular methods for

resolving this challenge found in the literature are based on trees. Trees produce a partition of

the population according to covariates so that each subpopulation associated with a leaf has a

distinct relationship between the covariates and the response. The most important feature of

the trees is interpretability, enhanced by visualizations of the fitted decision trees [143]. Several

different tree-based methods have been developed, including STIMA (simultaneous threshold

interaction modeling) [41], Interaction Trees [125], Model-based recursive partitioning [143],

Virtual Twins [50], SIDES (subgroup identification based on differential effect search) [78] and

QUINT (Qualitative INteraction Trees) [42, 43].

Interaction Trees [125] follow the CART [18] convention, which consists of three major steps:

(1) growing a large initial tree; (2) pruning; and (3) validation for determining the best tree

size. Their splitting criterion is based on a measure for assessing the interaction that assigns

high values when the squared difference between ATE in the left and right subtree is large and

when the variance is small. Pruning is done using an interaction-complexity measure that

penalizes trees with a large number of internal nodes. Each leaf represents one subpopulation

and all the patients in a subpopulation receive the same estimate of CATE.

Model-based recursive partitioning [143] gives a tree where every leaf is associated with a fitted

model such as a maximum likelihood model or a linear regression. The model in each leaf

is fitted by minimizing some objective function e.g. the sum of squared errors or negative

loglikelihood. Splitting is done if the parameter estimates are not stable with respect to at least

one partitioning variable.

Virtual Twins [50] is based on the concept of potential outcomes [110]. The method consists

of two steps. In the first step, a random forest is applied to data to estimate CATE for each

patient. In the second step, a regression or classification tree is estimated with the patient-level

treatment effect as the response variable. The algorithm outputs all the leaves in which the

predicted differential treatment effect is larger than a threshold.

The goal of QUINT [42, 43] is to identify subgroups that are involved in optimal "qualitative"

treatment-subgroup interactions where one treatment performs better than another in one

subgroup and worse in another subgroup. The method outputs three groups, the first contains

those patients for whom Treatment A is better than Treatment B, the second contains those for

whom B is better than A, and the third (optional) contains those for whom it does not make

any difference. The method builds a tree so that each leaf belongs to one of the three groups.
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The partitioning criterion maximizes the absolute differential treatment effect in the first two

groups and their sample sizes.

The main advantage of tree-based methods is that they do not require assumptions about the

distribution of the dependent variable. Unfortunately, two main disadvantages remain. First,

the splitting of each node is induced by a threshold on only one covariate, so space is always

split using a hyperplane perpendicular to one of the axes and parallel to the other axes. This

is why these methods may not fully identify the additive impact of multiple variables [137].

The second disadvantage is that they use a greedy approach to build the tree, which does not

always result in an optimal tree.

The focus of the methods presented so far is to identify subpopulations with differential

treatment effects measured at one instance after the intervention. However, when we work

with longitudinal data [109], we may be interested in knowing how the treatment effect

develops during the time after the intervention. Bauer and Curran [13] advocate the strong

need for trajectory methods that are capable of discerning and testing hypotheses about the

developmental growth of unobserved population subgroups called latent trajectory classes.

Latent growth modeling approaches, such as Latent Class Growth Analysis (LCGA) [63] and

Growth Mixture Modeling (GMM) [93] have been increasingly recognized for their usefulness

for identifying homogeneous subpopulations within the larger heterogeneous population

and for the identification of meaningful groups or classes of individuals [63]. Besides the

pre-intervention variables, these methods include time-related variables and optionally, time-

varying variables [93], which explain the development of the subpopulation over time. The

main idea behind these methods is that they represent the trajectory as a latent variable

and the propensity of a patient to belong to a particular trajectory depends on its baseline

characteristics. The main difference between LCGA and GMM is that LCGA assumes no within-

class variance on the growth factors, whereas GMM freely estimates the within-class variances

[63]. These models mostly have been applied to non-interventional data [93, 48], however,

they have also been successfully used to analyze interventions, for example, interventions

aimed at reducing aggressive behavior [94]. An advantage of GMM over tree-based methods is

that it can identify the additive impact of multiple variables on cluster membership. Another

advantage is that it assigns soft cluster memberships to each patient. As we mentioned before,

in this way we model the reality better. For example, it is unrealistic to expect that patients who

are otherwise very similar, but belong to different leaves of the tree due to hard constraints for

splitting the tree, would be affected by the intervention in a very different way (determined by

ATE in the corresponding leaves). A limitation of GMM is that there is no clear criterion for

determining the optimal number of subpopulations [137]. Another issue with this model is

the existence of singularities. This can be especially important if we use GMM to analyze the

treatment effect measured at one moment after the intervention.
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3.2.3 Comparison with our Approach

In our work, we have developed a Bayesian mixture model which is suitable for identifying the

subpopulations with differential treatment effect. We consider that each person responds to

the treatment in a particular way which is unobserved but is partially explained by the pre-

intervention data. Our goal is to discover the different ways subjects respond to the treatment

and to estimate the propensity of a subject belonging to a subpopulation that responds in

a particular way. Higher uncertainty of the cluster membership may suggest that there are

important factors that are not measured but explain the treatment effect better. In contrast to

GMM, our method utilizes prior information to avoid the singularity problem and stabilize

the treatment effect estimates.

Recently a number of researchers began using Bayesian approaches. For example, a Bayesian

tree-based approach was proposed by Berger et al. [14]. Unfortunately, this method is not

able to discover clusters with complex (nonlinear) decision boundaries. In another recent

work, Shahn and Madigan [118] proposed a Bayesian framework for modeling treatment

effect heterogeneity. In comparison with our approach, their method is not able to model

multi-dimensional responses, such as the combination of effects stated earlier. Tree-based

methods have been proposed for subgroup discovery in data sets with multi-dimensional

responses [129, 79], but they have less power to identify complex subpopulations. We aim

to overcome the limitations of the existing methods to produce higher-quality clusters. The

novelty of our approach is that it combines several desirable qualities in a single method

to effectively identify subpopulations with differential treatment effects: complex decision

boundaries, multi-dimensional continuous outcomes, soft cluster membership and the ability

to stabilize the highly variable treatment effect estimates.

3.3 Model

Randomized controlled trials (RCT) are the most rigorous way of determining whether a cause-

effect relation exists between treatment and outcome [121]. In RCT, N people are allocated at

random to receive one of M different treatments. One of these treatments is the standard of

comparison or control. There are three types of observed variables in RCT: pre-intervention

variables, treatment variables, and outcome variables. The pre-intervention variables repre-

sent the baseline characteristics of each subject and its environment, for example, age, gender,

education, medical condition, rainy weather, etc. The treatment variables represent the type

of intervention the subject received, for example, drug, or a persuasion message delivered in a

mobile phone app, etc. The outcome variables represent the outcome of interest, for example,

well-being or health status change. In personalizable intervention systems to promote healthy

behavior change, the outcome may be the long-term behavior change measured sometime af-

ter the intervention. After conducting RCT, the analysis is focused on estimating the size of the

difference in predefined outcomes between intervention groups [121]. However, people with

different baseline characteristics might respond to the same treatment differently. We propose
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Figure 3.2 – Plate notation for our graphical model. The observed variables are displayed in
gray circles, the unobserved variables are displayed in white circles and the hyper-parameters
are displayed in gray squares. The dimensions of the multidimensional variables are displayed
next to the variables’ names. ci represents the subpopulation (or the cluster) the user belongs
to. α represents the logistic regression coefficients used to determine the probability of the
user belonging to each cluster. β represents the regression coefficients used to estimate the
potential outcome of the user if he or she received a particular intervention and belonged to a
particular cluster.

a probabilistic graphical model to identify the homogeneous subpopulations (clusters) within

the larger heterogeneous population. In the rest of this section, we will describe our model

(Figure 3.2). Let’s denote the pre-intervention, treatment and outcome variables associated

with the n-th person by xn , tn and yn correspondingly. xn and yn are multidimensional con-

tinuous variables whose dimensions are Dx and D y , while tn is a categorical variable with M

levels. In RCT, yn depends on both xn and tn , but xn and tn are independent because tn is

chosen randomly. We introduce a categorical variable cn ∈ {1,2, . . . ,K } that is hidden and that

identifies the type of response to the intervention (discrete heterogeneity of the treatment

effect). There are K different types of responses and each person is associated with one of

them. Observing the person’s characteristics xn we would like to determine the prior odds for

him or her to respond according to each of the treatment effect types. This is why we set xn to

affect cn in our model. If it was the opposite, cn would represent both the treatment effect type

and the type of person who receives the intervention. We say that people with cn = k belong

to the k-th cluster, so a cluster represents a subpopulation with the same type of treatment

effect. Besides cn , xn also directly affects yn allowing for variation in subjects’ individualized

responses to treatment within the same cluster. This allows us to perform a more precise

causal inference. The difference between the estimated individualized responses of the same

person under two interventions, one of which is the control intervention, represents the

causal effect of the experimental intervention on that person. We define p (cn = k|xn ,α) to be
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a softmax function:

p (cn = k|xn ,α) =
exp

(
αT

k xn
)

∑K
i=1 exp

(
αT

i xn
) (3.1)

where α represents the logistic regression coefficients used to determine the probability of a

given user to belong to each cluster, given his or her pre-intervention data xn . The motivations

behind using softmax function are that its derivative is easy to calculate and it is simple to

interpret i.e. an increase of the dot product αT
k xn increases the odds of the n-th person to

belong to the k-th cluster (and vice versa). The first element of xn should be set to one to

interpret α1
k as the intercept. αK should be a zero vector that is not affected in the learning

process to make our model identifiable. In this way, we decrease the degrees of freedom

without losing modeling power. We define yn to be normally distributed with density:

p
(
yn |cn = k, xn , tn ,β,Σ

)=N
(
yn |βk,tn xn ,Σk,tn

)
= (2π)−

D y
2

∣∣Σk,tn

∣∣− 1
2 exp

[
−1

2

(
yn −βk,tn xn

)T
Σ−1

k,tn

(
yn −βk,tn xn

)]
(3.2)

where βk,t represents the linear regression coefficients used to estimate the expected outcome

if the user received the t-th intervention and belonged to the k-th cluster. Σk,t represents

the covariance matrix of the outcome variable associated to the t-th intervention and the

k-th cluster. In our model, we associate Normal prior distributions to the logistic regression

coefficients α and the linear regression coefficients β:

p (α) =
K∏

k=1

Dx∏
j=2

N

(
α

j
k |0,

1

λα

)
=

K∏
k=1

Dx∏
j=2

1√
2π 1

λα

exp

(
−1

2
λαα

j
k

2
)

(3.3)

p
(
β
)= K∏

k=1

M∏
m=1

D y∏
i=1

Dx∏
j=2

N

(
β

i , j
k,m |0,

1

λβ

)
=

K∏
k=1

M∏
m=1

D y∏
i=1

Dx∏
j=2

1√
2π 1

λβ

exp

(
−1

2
λββ

i , j
k,m

2
)

(3.4)

Also, we associate Wishart prior distribution to the covariance matrix:

p (Σ) =
K∏

k=1

M∏
m=1

W
(
Σk,m |Σ0,ν0

)

=
K∏

k=1

M∏
m=1

∣∣Σk,m
∣∣ ν0−D y −1

2 exp
[−1

2 tr
(
Σ−1

0 Σk,m
)]

2
ν0D y

2 |Σ0|
ν0
2 ΓD y

(ν0
2

) (3.5)

where Σ0 and ν0 are the scale matrix and the degrees of freedom of Wishart distribution

W
(
Σk,m |Σ0,ν0

)
.
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3.3.1 Parameter Estimation

Using the method of maximum a posteriori estimation (MAP), we estimate model parameters

as the mode of the posterior distribution of these random variables:

argmax
α,β,Σ

p
(
α,β,Σ|Y , X ,T

)= argmax
α,β,Σ

p
(
Y |X ,T,α,β,Σ

)
p

(
α,β,Σ

)∫ ∫ ∫
p

(
Y |X ,T,α,β,Σ

)
p

(
α,β,Σ

)
dαdβdΣ

(3.6)

The denominator of the posterior distribution (so-called marginal likelihood) is always positive

and does not depend on model parameters. Therefore, it plays no role in the optimization and

we can rewrite the optimization objective as:

argmax
α,β,Σ

p
(
α,β,Σ|Y , X ,T

)= argmax
α,β,Σ

p
(
Y |X ,T,α,β,Σ

)
p

(
α,β,Σ

)
(3.7)

= argmax
α,β,Σ

p
(
Y ,α,β,Σ|X ,T

)
(3.8)

When we logarithmize the product of probabilities we obtain the following function:

log p
(
Y ,α,β,Σ|X ,T

)= N∑
n=1

log p
(
yn |xn , tn ,α,β,Σ

)+ log p (α)+ log p
(
β
)+ log p (Σ) (3.9)

=
N∑

n=1
log

[
K∑

k=1
p

(
yn |cn = k, xn , tn ,β,Σ

)
p (cn = k|xn ,α)

]
+ log p (α)+ log p

(
β
)+ log p (Σ) (3.10)

After replacing Equations 3.1, 3.2, 3.3, 3.4 and 3.5 in 3.10, we obtain:

log p
(
Y ,α,β,Σ|X ,T

)= N∑
n=1

log

[
K∑

k=1
N

(
yn |βk,tn xn ,Σk,tn

) exp
(
αT

k xn
)

∑K
i=1 exp

(
αT

i xn
)]

+
K∑

k=1

Dx∑
i=2

logN

(
αi

k |0,
1

λα

)
+

K∑
k=1

M∑
m=1

D y∑
i=1

Dx∑
j=2

logN

(
β

i , j
k,m |0,

1

λβ

)

+
K∑

k=1

M∑
m=1

logW
(
Σk,m |Σ0,ν0

)
(3.11)

This is our objective function and our goal in the learning procedure is to find the parameter

values at the global maximum. Unfortunately, the function is not concave and it is difficult

to find the global extreme point i.e. the most likely model parameters. However, we can find

locally optimal parameter estimates using the Expectation-Maximization algorithm (EM). The

algorithm starts with some initial parameter estimates α(0), β(0), Σ(0), and iteratively updates

and improves the estimates until convergence. Two steps are performed in each iteration:

Expectation and Maximization. In the Expectation step, we use the current parameter values to

find the posterior distribution of the latent variables. Given these probabilities, EM computes

a tight lower bound to the true likelihood function. In the Maximization step, the lower

bound is maximized, and the corresponding new estimate is guaranteed to lie closer to the
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location of the nearest local maximum of the likelihood [35]. In the Expectation step of our

learning procedure we calculate the posterior over cn given the current estimates of the model

parameters α(l ), β(l ), Σ(l ):

p(l )
n,k = p

(
cn = k|yn , xn , tn ,α(l ),β(l ),Σ(l )

)
=

N
(

yn |β(l )
k,tn

xn ,Σ(l )
k,tn

)
p

(
cn = k|xn ,α(l )

)
∑K

i=1 N
(

yn |β(l )
i ,tn

xn ,Σ(l )
n,tn

)
p

(
cn = i |xn ,α(l )

) (3.12)

We use the estimated posterior and Jensen’s inequality to find the lower bound of Equation

3.11:

log p
(
Y ,α,β,Σ|X ,T

)
>

N∑
n=1

K∑
k=1

p(l )
n,k

[
logN

(
yn |βk,tn xn ,Σk,tn

)+ log
exp

(
αT

k xn
)

∑K
i=1 exp

(
αT

i xn
)]

+
K∑

k=1

Dx∑
i=2

logN

(
αi

k |0,
1

λα

)
+

K∑
k=1

M∑
m=1

D y∑
i=1

Dx∑
j=2

logN

(
β

i , j
k,m |0,

1

λβ

)

+
K∑

k=1

M∑
m=1

logW
(
Σk,m |Σ0,ν0

)=Q
(
α,β,Σ|α(l ),β(l ),Σ(l )

)
(3.13)

The new parameter estimates are obtained by maximizing Q
(
α,β,Σ|α(l ),β(l ),Σ(l )

)
. This is a

concave function because it is represented as a sum of concave functions. It means that the

function has only one global maximum. At this point, the derivatives of the function with

respect to α, β, Σ are equal to zero, so by solving these equations we can find the optimal

parameter estimates. The derivative of Q (·) with respect to αk (k < K ) is:

∂Q (·)
∂αk

= ∂

∂αk

 N∑
n=1

K∑
i=1

p(l )
n,i log

exp
(
αT

i xn
)

∑K
j=1 exp

(
αT

j xn

) + Dx∑
i=2

logN

(
αi

k |0,
1

λα

)
= ∂

∂αk

[
N∑

n=1

K∑
i=1

p(l )
n,i

(
αT

i xn − log
K∑

j=1
exp

(
αT

j xn

))
− λα

2

Dx∑
i=2

αi
k

2
]

(3.14)

where ᾱ1
k = 0, and ᾱi

k =αi
k for all i > 1. ∂

∂αk
αi = 0 for all i 6= k, thus:

∂Q (·)
∂αk

= ∂

∂αk

[
N∑

n=1

(
p(l )

n,kα
T
k xn − log

K∑
j=1

exp
(
αT

j xn

))
− λα

2

Dx∑
i=2

αi
k

2
]

=
N∑

n=1

p(l )
n,k −

exp
(
αT

k xn
)

∑K
j=1 exp

(
αT

j xn

)
xn −λαᾱk = 0 (3.15)

There is no closed-form solution to the equation above. This is why we use gradient ascent to

find the optimal parameter values for logistic regression coefficients αk . The derivative of Q (·)

22



3.3. Model

with respect to βk,m is:

∂Q (·)
∂βk,m

= ∂

∂βk,m

[
N∑

n=1
p(l )

n,k logN
(
yn |βk,tn xn ,Σk,tn

)+ D y∑
i=1

Dx∑
j=2

logN

(
β

i , j
k,m |0,

1

λβ

)]
(3.16)

Linear regression coefficients βk,m affect the distribution of the output variable y only in

people who received intervention m. Also, ∂
∂βk,m

βi ,m = 0 for all i 6= k. Thus, we can rewrite

Equation 3.16 as:

∂Q (·)
∂βk,m

= ∂

∂βk,m

[
−1

2

N∑
n=1

1 (tn = m) p(l )
n,k

(
yn −βk,m xn

)T
Σ−1

k,m

(
yn −βk,m xn

)− λβ

2

D y∑
i=1

Dx∑
j=2

β
i , j
k,m

2
]

=Σ−1
k,m

N∑
n=1

1 (tn = m) p(l )
n,k

(
yn −βk,m xn

)
xT

n −λββ̄k,m = 0 (3.17)

where β̄i ,1
k,m = 0 for all i , and β̄i , j

k,m =βi , j
k,m for all i and j > 1. 1 (tn = m) is an indicator function

that returns 1 if tn = m and 0 otherwise. There is no closed-form solution to this equation as

well, so we can use gradient ascent to find the optimal parameter values for linear regression

coefficients βk,m if the optimal covariance matrix Σk,n is given. The derivative of Q (·) with

respect to the covariance matrix Σk,m is:

∂Q (·)
∂Σk,m

= ∂

∂Σk,m

[
N∑

n=1

K∑
i=1

p(l )
n,i logN

(
yn |βi ,tn xn ,Σi ,tn

)+ logW
(
Σk,m |Σ0,ν0

)]

= ∂

∂Σk,m

[
− 1

2

N∑
n=1

1 (tn = m) p(l )
n,k

(
log

∣∣Σk,m
∣∣+ (

yn −βk,m xn
)T
Σ−1

k,m

(
yn −βk,m xn

))
+ 1

2

(
ν0 −D y −1

)
log

∣∣Σk,m
∣∣− 1

2
tr

(
Σ−1

0 Σk,m
)]

=−1

2

N∑
n=1

1 (tn = m) p(l )
n,k

(
Σ−1

k,m −Σ−1
k,m

(
yn −βk,m xn

)(
yn −βk,m xn

)T
Σ−1

k,m

)
+ 1

2

(
ν0 −D y −1

)
Σ−1

k,m − 1

2
Σ−1

0 = 0 (3.18)

We transform Equation 3.18 by multiplying from left and right by the covariance matrix Σk,m

and after regrouping we get:

−Σk,mΣ
−1
0 Σk,m +

(
ν0 −D y −1−

N∑
n=1

1 (tn = m) p(l )
n,k

)
Σk,m

+
N∑

n=1
1 (tn = m) p(l )

n,k

(
yn −βk,m xn

)(
yn −βk,m xn

)T = 0 (3.19)

The solutionΣk,m to this equation for given linear regression coefficientsβk,m is also a solution

to the following Riccati equation [8]:

AT X E +E T X A− (
E T X B +S

)
R−1 (

B T X E +ST )+Q = 0 (3.20)
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where

X =Σk,m (3.21)

A = 1

2

(
ν0 −D y −1−

N∑
n=1

1 (tn = m) p(l )
n,k

)
ID y (3.22)

B = E = ID y (3.23)

S = 0D y (3.24)

R =Σ0 (3.25)

Q =
N∑

n=1
1 (tn = m) p(l )

n,k

(
yn −βk,m xn

)(
yn −βk,m xn

)T (3.26)

This equation has unique solution if: [
Q S

ST R

]
> 0 (3.27)

It can be proven than this holds in our case using the definition of positive definiteness. We

choose z to be non-zero vector of real numbers of size 2D y . Let’s denote the first part of the

vector of size D y by z1 and the second part of the vector of size D y by z2. Then:

zT

[
Q S

ST R

]
z =

[
zT

[
Q

ST

]
zT

[
S

R

]]
z =

[
zT

1 Q zT
2 R

]
z = zT

1 Qz1 + zT
2 Rz2 > 0 (3.28)

Therefore we can find the optimal Σk,m by solving a Riccati equation if the optimal βk,n is

given. We can find the optimalΣk,m and βk,m in the Expectation step in an iterative process, by

fixing Σk,m to calculate new βk,m , and by fixing βk,m to calculate new Σk,m , until convergence.

The EM algorithm does not necessarily find the global extreme of the function. The quality of

the solution depends a lot on the initial parameter values. We use a random restart approach

for escaping a local maximum. Besides the parameters, our model has five hyper-parameters:

λα, λβ, ν0, Σ0 and K . They can be determined using grid search and cross-validation.

3.3.2 Alternative Approach to Estimate Model Parameters

It is possible to use a Markov Chain Monte Carlo (MCMC) approach instead of EM to estimate

model parameters. Gibbs sampling is an MCMC approach where we iteratively replace the

24



3.4. Evaluation on Simulated studies

value of one of the variables by a value drawn from the distribution of that variable conditioned

on the values of the remaining variables until convergence. In our case, we should alternate

between drawing samples from the conditional distributions p
(
cn = k|Y , X ,T,C−n ,α,β,Σ

)
,

p
(
α|Y , X ,T,C ,β,Σ

)
, p

(
β|Y , X ,T,C ,α,Σ

)
and p

(
Σ|Y , X ,T,C ,α,β

)
. The first conditional distri-

bution is categorical and it is easy to draw samples from it. However, it is difficult to directly

sample the model parameters because their conditional distributions are complex. For this

purpose, we could use the importance sampling method [16]. The idea behind importance

sampling is to simulate the conditional distribution using a different proposal distribution.

L samples are generated from the proposal distribution and weights are assigned to each

sample to correct the bias introduced by sampling from the wrong distribution. Then we use

the discrete distribution defined by these samples and the normalized weights to simulate

sampling from the complex conditional distribution. This results in generating a large number

of samples.

The Gibbs sampling approach combined with importance sampling has two main advantages

over EM. First, it is easier to implement because we don’t need to maximize Q
(
α,β,Σ|α(l ),β(l ),Σ(l )

)
used in the Maximization step of EM. Second, given enough computational resources, it could

converge to better parameter estimates than EM. However, this approach has three disad-

vantages. First, the convergence could be slow if the variables have strong dependencies.

Second, in the importance sampling we need to choose the proposal distribution to be as

similar as possible to the target distribution, so if this distribution is very biased, we will need a

huge number of importance samples for this technique to achieve a sufficient confidence [92].

Third, importance sampling may not work well in high dimensions because in this case most

of the samples carry no useful information [92], so an even larger number of samples need to

be generated. This is an important limitation because in the learning algorithm we need to

estimate the matrices Σk,m which could be high dimensional, depending on the dataset. We

cannot separately sample each value in the matrix because if we do this we might not obtain a

positive definite matrix. Because of all these limitations, the application of Gibbs sampling on

our problem would result in excessive time complexity. This is why we use the EM algorithm to

estimate the model parameters. However, if the outcome variable is one-dimensional, Gibbs

sampling may also be suitable.

3.4 Evaluation on Simulated studies

This section contains simulated experiments designed to evaluate the capability of our ap-

proach to capture the true underlying HTE present in the data. We defined several synthetic

datasets to be used in the experiments. Each dataset involved two or three subpopulations

with different treatment effects. A good model should recognize the true subpopulations.

We validate our model (1) qualitatively, by comparing the true decision boundaries with the

inferred decision boundaries and (2) quantitatively, by analyzing the prediction errors.
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3.4.1 Complex Decision Boundaries

The goal of the first experiment was to evaluate the ability of our method to capture clusters

with complex decision boundaries. For the purpose of this experiment we defined one sim-

ulated dataset that involves two continuous pre-intervention variables X1 and X2, and one

continuous response Y . We generated 1,000 subjects so that for each subject xn was randomly

sampled from a Mixture of 20 Gaussians. We choose a distribution of X1 and X2 so that clusters

cannot be clearly distinguished in this space. We randomly assign one of two treatments to

each subject (control and intervention group) and we define three different types of responses

to the treatments (cn). We divide the subjects into three subpopulations and we associate

one type of response to each subpopulation. The subpopulations were defined so that the

boundaries between them are non-linear. The distribution of subjects and their true cluster

memberships can be seen in Figure 3.3. The response of a subject Yk,t as a function of its

subpopulation k and treatment group t was defined in the following way:

Y1,1 ∼ 1+ε; Y1,2 ∼ 0+ε; Y2,1 ∼ 0+ε; Y2,2 ∼ 0+ε; Y3,1 ∼ 0+ε; Y3,2 ∼ 1+ε (3.29)

where ε comes from a Normal distribution with mean 0 and standard deviation 0.5.

We apply our approach to the simulated data to discover the HTE and to identify the subpop-

ulations which respond to the intervention differently. We don’t dismiss the possibility that

there could be more complex non-linear decision boundaries between the subpopulations, so

we include polynomial terms in the model up to degree P . We treat P as a hyper-parameter,

besides the number of clusters K . In our approach, we set less informative prior on the model

parameters (λα = 0.1, λβ = 0.1, ν0 = {4}, Σ0 = Cov(Y )/ν0). We built 20 different models, using

different combinations of P ∈ {1,2,3,4,5} and K ∈ {1,2,3,4}. We applied each model on an in-

dependent validation dataset of 10,000 subjects. The average log-likelihood on the validation

dataset is given in Table 3.1. The model with the highest generalization power is the model with

K = 3 and P = 2. Thus, both clustering and polynomial terms improve the log-likelihood on

the validation dataset (see A.1 of the Appendix). We observe that the model correctly identified

the true number of subpopulations. In Figure 3.3 we visualize the most likely cluster member-

ship for different points in the pre-intervention variable space. We observe that the decision

boundaries correctly discriminate between members of different true subpopulations. We

also compared the discovered decision boundaries with the true decision boundaries and we

observed that they are consistent. The results from the experiments suggest that our model

can capture the true HTE and identify the subpopulations with differential HTE, even if they

are separated with complex non-linear boundaries in the pre-intervention variable space. The

root-mean-square error (RMSE) obtained by IBC is 0.5364 and is very close to the standard

deviation of ε (0.5). This means that our model can identify the treatment effect associated to

the subpopulations. We should note that the prediction error is lower than the error obtained

by a linear regression (0.719198).
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Table 3.1 – Average log-likelihood on the validation dataset for different number of clusters
K and different number of polynomial terms P . We choose the model with the highest log-
likelihood, indicated in bold.

P = 1 P = 2 P = 3 P = 4 P = 5

K = 1 -1.0462 -1.0462 -1.0462 -1.0462 -1.0462
K = 2 -0.8913 -0.8827 -0.8772 -0.8731 -0.8728
K = 3 -0.8158 -0.7872 -0.7885 -0.7896 -0.8004
K = 4 -0.7924 -0.7937 -0.7978 -0.8071 -0.8110
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Figure 3.3 – Distribution of the data points in the first experiment. The color and the symbol
associated with each patient indicate its true cluster membership. The background color
and the decision borders indicate the most likely prior cluster membership generated by our
model.

3.4.2 Comparison with Tree-Based Methods

In the second experiment, we compare our method with the tree-based method QUINT

[42, 43]. We chose this method for comparison because its recovery performance is generally

better than that of STIMA and as good as Interaction Trees, for true models comparable in

complexity and size of the interaction effect [43]. For the purpose of our experiment, we

defined five simulated datasets, each involving two continuous pre-intervention variables

X1 and X2 and one continuous response Y (see Figure 3.4). Each subject in the datasets

has equal chances to receive one of two treatments (control and intervention group). In

these datasets, we defined linear decision boundaries to separate the subpopulations, in

contrast to the previously used dataset. This was done to accommodate the QUINT model that

cannot handle non-linear decision boundaries. We applied our approach and QUINT1 on the

1R package quint with default parameters
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simulated datasets, and we compared the results. For our approach, we set less informative

prior on the model parameters (λα = 0.1, λβ = 0.1, ν0 ∈ {5,10}, Σ0 = Cov(Y )/ν0) and we run

cross-validation to find the optimal number of clusters (K ∈ {1,2,3,4,5}).

In the first simulated dataset, we generated 1,000 subjects. Each subject was assigned to

one of three subpopulations by sampling from a categorical distribution that is a function

of X1 and X2. We defined this function so that there was high uncertainty in the process of

sampling the subpopulation assignments, as shown in Figure 3.4a. The darker color means

higher certainty that a subject belonging to that region will belong to the subpopulation

associated with that color. ATEs in the first, the second and the third subpopulation were 0,

-1 and 1, respectively. Our method recognized the true subpopulations in this dataset and

assigned soft cluster memberships which could further be used to identify the most prominent

responders. However, QUINT produced some heterogeneous subpopulations. This means

that its members did not generally belong to one true subpopulation. As a consequence, the

prediction error produced by QUINT was higher than IBC (Table. 3.2).

In the second simulated dataset, we generated 1,000 subjects belonging to two subpopulations

so that the ATEs in the first and the second subpopulation were -1 and 1, respectively. In this

setting, the subpopulation membership was fully determined by the additive impact of X1 and

X2 and as a result, the subpopulations were separated by a straight line under the 45-degree

angle (Figure 3.4b). Our approach was accurate to identify the true subpopulations, but QUINT

identified only half of the true positive and true negative responders (lower left and higher

right region). The other subpopulations were a mixture of true positive and true negative

responders. As a result, the overall response in these subpopulations was neutral. This wrong

estimate is used to predict the response for new subjects belonging to these regions and as a

result, the RMSE for QUINT is much higher than the RMSE for IBC (Table. 3.2). We should note

that increasing the size of the data should enable QUINT to produce smaller homogeneous

regions. This, in general, holds true if the decision boundaries are more complex. In this case,

each true subpopulation is distributed in a larger number of leaves.
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Figure 3.4 – The true subpopulations and the subpopulations discovered by our approach
and QUINT in five different simulated datasets. The true ground truth model is shown on
the left, and the results of our approach and QUNIT are shown in the middle and the right,
correspondingly. The background color corresponds to the regions discovered by our method
and QUINT, and the color associated with each subject corresponds to its true subpopulation
membership.
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Table 3.2 – RMSE produced by IBC, QUINT and linear regression on five synthetic datasets.
The best performer on each dataset is indicated in bold.

IBC QUINT LinReg

Dataset 1 0.591910 0.632236 0.661348
Dataset 2 0.524258 0.613043 0.845543
Dataset 3 0.531897 0.538983 0.693013
Dataset 4 0.564238 0.542187 0.763315
Dataset 5 0.585064 0.613337 0.831486

In the third simulated dataset, we generated 1,000 subjects coming from two equally sized

subpopulations. In this setting, the response of the subjects in each subpopulation was defined

to be a linear function of X1 and X2, not just a constant, as shown in Figure 3.4c. QUINT cannot

identify responses that are more complex functions of xn unless there is a large amount of

data. In this case, QUINT decomposes the complex function into a union of simpler constant

functions, each associated with one leaf. In this dataset, QUINT identified five subpopulations

that differed in the direction and magnitude of the ATE. We should emphasize that the subjects

from the intervention group respond in opposite (symmetric) ways in the lower and the upper

half of the space. What is surprising is that the lower and the upper regions discovered by

QUINT are not symmetric. This means that QUINT does not produce stable results even

though the sample size is relatively large. In contrast, our model correctly identified the true

subpopulations, as expected. However, the prediction errors were similar for both models and

very close to the lowest possible RMSE (Table. 3.2).

In the fourth simulated dataset, we generated 1,000 subjects in a similar way as in the first

dataset, except that we removed the uncertainty in the cluster membership. This means that

a given xn belongs to exactly one subpopulation uniquely determined by xn . Our approach

selected a model with three subpopulations that corresponded to the true subpopulations,

as can be seen in Figure 3.4d. QUINT produced 4 instead of 3 subpopulations. The reason

behind this is that the method is greedy and does not consider splitting on X1 in the root node

(any initial split on X1 produces two sets of subjects with equal average treatment responses).

However, all the subpopulations were homogeneous i.e. their members belonged mostly to

one true subpopulation. This resulted in low RMSE, even lower than the RMSE produced by

our method (Table. 3.2). We explain this by the fact that the decision boundaries discovered by

IBC are not straight lines parallel to the axis. To perfectly reconstruct the true subpopulations,

some of the model parameters need to have very extreme values. This is not likely to happen

in our experiment because of the prior we imposed on the model parameters.

The fifth simulated dataset had the same underlying model as the fourth dataset but contained

a smaller number of subjects (100). Our approach was robust enough to recognize the three

true subpopulations. QUINT also produced three subpopulations, but not all of them were

homogeneous. This is because QUINT did not have enough data to differentiate between

different types of responses.
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We conclude that IBC is better than QUINT in reconstructing the true subpopulations with

differential treatment effects and produces smaller prediction errors. We also applied a linear

regression model on the five datasets and its predictions were worse than both IBC and

QUINT. This indicates that heterogeneity in the treatment effect shouldn’t be neglected in the

prediction task. It is interesting that if we just estimated the overall average responses for each

treatment group and compared them, there would be no difference between the groups. So

we might wrongly conclude that the intervention is not effective. However, when we apply the

IBC approach we can identify the correct subpopulations with differential treatment effects.

3.5 Evaluation on Acupuncture Data

3.5.1 Dataset

We evaluated our algorithm on a randomized trial data where patients were randomly allocated

to receive up to 12 acupuncture treatments over three months, in addition to standard care, or

to a control intervention offering usual care [133, 132]. Headache score, SF-36 health status

[136], and use of medication were assessed at baseline, three, and 12 months. The analysis

of this data set showed that acupuncture leads to persisting, clinically relevant benefits for

primary care patients with chronic headache, particularly migraine [133]. We applied our

method on the acupuncture data to discover homogeneous subpopulations that were affected

by the intervention in different ways.

We chose two output measures in our analysis: energy and emotional well-being. Higher scores

indicate a better condition. These scores are estimated as a weighted sum of a particular subset

of questions in the SF-36 questionnaire [136]. This questionnaire is a 36-item, patient-reported

survey of patient health. Patients filled in the questionnaire before and after the intervention.

We are interested in the long-term effect of the intervention, so the difference between energy

and emotional-well being, assessed at 0 months and 12 months, is the outcome variable in

our model. In the original analysis, the difference between the control and the intervention

group reached significance for energy, but not for emotional well-being. Baseline energy,

baseline emotional well-being, and age were included as pre-intervention variables in our

model. There were 262 participants in the trial. They gave full responses on the SF-36 and

were split into 121 for control and 141 for the intervention group respectively.

3.5.2 Model

Since our model involves hyper-parameters, we need to perform model selection. We use

grid search for this purpose. We use 10-fold cross-validation to estimate the generalization

performance. Before we build each model, we standardize the pre-intervention and the

outcome variables in the training data set. In the model building process, we run 100 random

restarts and choose the model parameters that maximize the likelihood function. To reduce

the search space, we decided to define Σ0 to be a function of ν0 so that Σ0 = Cov(Y )/ν0. This is
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Figure 3.5 – Boxplot of the log-likelihood on the validation dataset for different number
of clusters K ∈ {1,2,3}. For each K , we repeated all cross-validations 10 times. We show
the boxplot of the log-likelihood on the validation dataset for the model with the optimal
remaining hyper-parameters. The model with two clusters is suggested (statistically significant
result with p-value < 0.00001).

how we ensure that the expected value of a Wishart random matrix is equal to the covariance

matrix of the outcome variable. We choose 4 different values for each λα, λβ and ν0, i.e.

λα ∈ {0,0.1,1,10}, λβ ∈ {0,0.1,1,10} and ν0 ∈ {4,8,12,16}. We varied the number of clusters

K from 1 to 3. We repeated all cross-validations 10 times, each time with different random

partitions to obtain higher relevance of the results. Our model selection procedure suggested

a model with two clusters. This can be seen in Figure 3.5. The log-likelihood on the validation

dataset for K = 2 is significantly higher than the log-likelihood on the validation dataset for

K = 1 or K = 3.

After we select the optimal model, for each patient we could estimate the prior or the posterior

odds for cluster membership. We use only pre-intervention variables to estimate the prior

odds, and all variables to estimate the posterior odds. We are more interested in the first

case because our goal is to predict the future behavior of the patient by only using the pre-

intervention data. If we know that the patient is likely to belong to a cluster of people who

respond to the intervention, then it is more likely that we should recommend the intervention

to him or her. The most likely prior cluster membership for given baseline energy and baseline

emotional well-being, with age fixed to zero, is shown in Figure 3.6. In the figure we can also

see the prior cluster memberships for all the patients. The clustering that includes age as a

predictor is not very different than the clustering that does not use age as a predictor. This

indicates that age does not play a significant role in determining the prior odds for cluster

membership, as it can be seen in Table 3.3. On the other hand, emotional well-being (EW) is

the most important variable in determining the prior odds for cluster membership, because,
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Figure 3.6 – The most likely prior cluster membership in the pre-intervention variable space
(age is fixed to zero) and the most likely prior cluster membership for all patients.

Table 3.3 – Estimated model parameters.

Feature α1 β1,:
1,1 β1,:

1,2 β1,:
2,1 β1,:

2,2 β2,:
1,1 β2,:

1,2 β2,:
2,1 β2,:

2,2

intercept 0.12 -0.03 0.79 -0.38 -0.35 0.05 0.54 0.00 -0.45
age -0.05 -0.32 0.00 0.21 0.04 -0.29 0.15 0.44 0.20
energy 0.20 -0.13 -0.76 -0.70 -0.22 0.51 0.16 -0.24 0.03
EW 0.52 -0.23 -0.25 0.00 0.02 -1.08 -0.85 -0.05 -0.55

for each increase of EW by one unit (standard deviation), the odds of belonging to the first

cluster increase by 0.52. The average prior odds for the most likely cluster are not very high

(0.625), suggesting that there are other unobserved variables that might improve the prediction

of the treatment effect. The first cluster consists of healthier people, having better emotional

well-being and higher energy than the people in the second cluster. There are 161 people in

the first cluster (78 in the control and 83 in the intervention group), and 101 people in the

second cluster (43 in the control and 58 in the intervention group).

In the rest of this section, we analyze how people from different clusters change their energy

and EW after the intervention. In Figure 3.7, we see the mean relative change of energy and

EW after the randomization for each cluster. The relative change at 12 months after the

randomization represents the long-term Average Treatment Effect (ATE). Although we don’t

use the measurements of energy and EW performed 3 months after the randomization, we

show them in the figure to better observe people’s behavior in the post-intervention period.

People from the intervention group in the first cluster increased their energy significantly

more than the people from the control group (p-value < 0.01). However, there was no change

in emotional well-being for both groups in the first cluster. Also, there were no significant
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differences between the outcomes for both groups in the second cluster. Interestingly, these

people improved both their energy and their emotional well-being regardless of whether there

were or they were not under intervention.

We can use the obtained results to generate recommendations for better health (improved

energy and/or EW). If people already have higher energy and EW (they belong to the first

cluster), then recommend them with acupuncture treatment in addition to standard care. We

expect that this would result in higher energy, but no change of EW. If people have low energy

and EW (they belong to the second cluster), then recommend them only standard care. We

expect that this would result in higher energy and higher EW. Giving acupuncture to these

people in addition to standard care would not make a significant difference and would be

more costly. The recommendation strategy that is based on our model is more cost-effective

than the strategy that gives both standard treatment and acupuncture to everyone. However,

we must emphasize that acupuncture is not a good intervention because it doesn’t treat the

people who need it more i.e. those having low energy and low EW.
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Figure 3.7 – Mean relative change of energy and emotional well-being in each cluster after the
randomization. Each individual was assigned in the most likely cluster according to the prior
odds for cluster membership.

3.5.3 Comparisons

In this section, we analyze the performance of our model and compare it with existing methods.

We will perform standard cross-validation on the acupuncture dataset and we will use the log-

likelihood and the root mean squared error (RMSE) on the held-out data as our performance

measures.

In the first analysis, we compare three versions of our model: IBC-SIMPLE, IBC-COMPLEX,
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Figure 3.8 – Average log-likelihood on the validation dataset produced by three versions of
IBC which differ in their power to represent the impact of the intervention (from left to right,
lowest to highest). The unconstrained model IBC-FULL has the best performance on the
validation dataset (p-value < 0.01).

and IBC-FULL. IBC-SIMPLE is a constrained version of our model where we set Σk,1=Σk,2 and

β
i , j
k,1 =β

i , j
k,2 for all i and j > 1 (the superscript denotes the position of the element in the matrix).

IBC-COMPLEX is another constrained version of our model where we set just Σk,1=Σk,2. IBC-

FULL is the unconstrained version of the model. We decided to use constrained versions

of our model in the analysis because they have a smaller number of parameters and might

generalize better on a small dataset like ours. After we trained the three versions of the IBC

model, we observed that IBC-FULL performs the best and produces the highest log-likelihood

on the held-out data (Figure 3.8). This demonstrates that although the unconstrained version

of IBC has the highest degrees of freedom, the priors on the model parameters enable it to

generalize well on small datasets.

In the second analysis, we compare our method with other existing methods. In this case,

we use RMSE on the held-out data as our performance measure. The simplest model we

compare with is the one that for a new user predicts that her response would be equal to

the average response in the treatment group she belongs in (BASELINE-mean-treatment). A

second baseline is a linear regression. We should note that linear regression can be considered

as a constrained version of IBC with K = 1 and uninformative priors. Another model we

compare with is QUINT. This model was separately applied to both responses, energy, and EW,

with different critical minimum values [42] and the best model was chosen in each case. The

last model we compare with is GMM2. We defined two variants of GMM, GMM-COMPLEX,

and GMM-SIMPLE according to whether we allow the intervention indicator to interact with

2R package lcmm with default parameters
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Table 3.4 – RMSE on the validation dataset for ten different models. Our model produces the
smallest RMSE.

Model energy EW

BASELINE-mean-treatment 0.9930 1.0030
BASELINE-lin-reg 0.9337 0.9293
QUINT 0.9803 1.0021
GMM-SIMPLE-2-outputs 1.0182 0.9361
GMM-COMPLEX-2-outputs 1.0085 0.9544
GMM-SIMPLE-1-output 0.9576 0.9525
GMM-COMPLEX-1-output 0.9609 0.9525
IBC-SIMPLE 0.9318 0.9069
IBC-COMPLEX 0.9318 0.9325
IBC-FULL 0.9265 0.9060

the pre-intervention variables or not. These models were separately applied to both responses,

energy, and EW, and we used random restarts to escape local maxima (GMM-SIMPLE-1-

output and GMM-COMPLEX-1-output). The implementation of GMM that we used allowed

modeling multivariate outcomes through a link function, so we additionally defined two more

variants of GMM that use a linear link function to model both outcomes at the same time

(GMM-SIMPLE-2-outputs and GMM-COMPLEX-2-outputs). We applied all these models on

the acupuncture dataset and we compared their RMSE with the RMSE produced by our model.

In Table 3.4 we can see that IBC-FULL produces the smallest RMSE on the held-out dataset.

Linear regression also performs well on this dataset, in contrast to the other synthetic datasets

on which it performed poorly. This might be because this dataset is of much smaller size, so

simple methods still generalize well. QUINT performed very poorly and its RMSE was very

close to the RMSE of our simplest baseline method.

3.6 Relationship Between the Sample Size and the Quality of the Re-

sults

The acupuncture dataset is small, so our method might not have enough information to

approximate the true underlying model that generated the data. In this section, we try to get

more insight into the amount of data needed to reconstruct the true underlying model with

our method under the assumption that the true underlying model is the optimal model that

we obtained from the acupuncture dataset. For the purpose of our analysis, we generated 10

synthetic datasets simulating RCT with 100 to 1,000 subjects based on this model. The pre-

intervention data was sampled according to the distribution of the pre-intervention variables

in the original dataset. Also, each subject was randomly assigned to one of two treatment

groups. The outcome data were generated using the model that we trained on the original

acupuncture dataset whose parameters are given in Table 3.3.

36



3.6. Relationship Between the Sample Size and the Quality of the Results

100 200 300 400 500 600 700 800 900 1000

data size

-3.4

-3.2

-3

-2.8

-2.6

-2.4

lo
g

 l
ik

e
li

h
o

o
d

Figure 3.9 – Average log-likelihood on a large independent test dataset obtained using models
trained on data from 100 to 1,000 subjects. The dashed green line shows the optimal log-
likelihood obtained with the true model used to generate the data. If the trained model
approximates well the true underlying model, then the average log-likelihood associated to
this model should be close to the optimal log-likelihood. A sample size of 300 or more is
required to obtain a good approximation of the true underlying model.

We performed an experiment to test how well the model training procedure can learn the true

model parameters for different data sample sizes. This is shown in Figure 3.9. We generated a

large independent dataset with 10,000 subjects to evaluate the models trained on the smaller

synthetic datasets. If the learned model parameters are correct, they would result in the

maximal average log-likelihood on the test data (dashed green line). We can see that the log-

likelihood converges and becomes relatively stable at the point when the sample size is 300 or

more. This means that 300 subjects would be enough to have a good approximation of the true

underlying model, under the assumption that our model was powerful enough to describe the

true data-generating process, as in this case. Otherwise, a good approximation may not be

achievable. For example, if there was a non-linear relationship between the pre-intervention

and the outcome variables, a linear model wouldn’t be able to discover the true model. In this

case, we should have used polynomial features to increase modeling power. We need to take

into account that capturing more complex models with nonlinear decision borders, nonlinear

response or larger number of clusters requires more data. For example, if we define our true

underlying model simulating the acupuncture dataset to consist of more than two clusters,

we would need more than 300 subjects to discover these clusters. Probably the acupuncture

dataset we worked with is not large enough for us to discover more than two clusters if they

were present.
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3.7 Chapter Summary

The best intervention for the general population is not likely to be equally effective for each

individual. We aim to provide interventions that are tailored to the individual, taking into

account his or her characteristics and the characteristics of his or her environment. For this

purpose, it is important to classify individuals into subpopulations that respond differently

to the same intervention. Identifying subpopulations with differential treatment effect is a

methodologically challenging task, especially when many characteristics may interact with

treatment and no comprehensive a priori hypotheses on relevant subgroups are available [42].

The most popular approaches for this purpose are based on trees since trees provide features

that are easy to interpret. However, many limitations remain as we have analyzed in the related

section. We propose a Bayesian mixture model that combines four useful features to overcome

the disadvantages of the tree-based approaches: generates soft cluster memberships for each

subject, supports more complex decision boundaries, handles multivariate outcomes, and

utilizes the strength of the Bayesian approaches to model better subpopulations with small

sample sizes. Our method has two disadvantages: it does not guarantee that it can identify the

optimal partition, and it has a higher computational cost than tree-based methods.

We applied our method on both simulated and real data and compared it with existing methods.

Our model was able to capture the true HTE present in the simulated data, while QUINT, the

tree-based method we were comparing with, had difficulties when there was uncertainty in

the cluster membership (unobserved factors affecting the cluster membership), when the

subpopulations were separated with decision boundaries at an angle, and when the response

was a complex function of the pre-intervention covariates. We also demonstrated that if we

look just at the overall treatment effect we might wrongly conclude that the intervention is

not effective. However, when our method is applied to the data, it reveals subpopulations that

respond differently than the overall response (if they exist). We also evaluated our algorithm

on real-world randomized trial data. We were able to discover two distinct clusters of people.

The intervention was effective in one of the clusters, suggesting that acupuncture significantly

increases the energy levels of the people with high emotional well-being. We compared our

method with QUINT and GMM, a mixture model that is mostly used to model longitudinal

study data. Our method was able to predict the long-term treatment effect in the acupuncture

dataset more accurately than the baseline methods. From our experiments and the qualitative

and quantitative analysis of the results, we conclude that in comparison with the existing

clustering methods (QUINT and GMM), our method produces more stable clusters (is more

robust), reconstructs the true subpopulations better and has higher predictive power. In

summary, the Bayesian approach to intervention-based clustering proposed in this chapter

provides a better insight into the way different people respond to the same intervention. This

allows for generating more suitable tailored interventions for healthy behavior change from

longitudinal data.
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4 Discovering Intervention Profiles
From Time Series Data

4.1 Introduction

There is a growing number of wearable devices and mobile apps on the market that are able

to track different human behaviors such as fitness and sleep [90, 53]. This data presents an

opportunity for us to gain better insight into people’s behavior patterns and to understand

how they change over time. This has the potential to help users maintain and improve their

personal well-being. Unhealthy behaviors are key risk factors for non-communicable diseases,

including cardiovascular disease, cancer, and diabetes [124].

Different interventions, such as exergaming apps [7, 104] or SMS messages [64], can affect

human behavior. They use different behavior change strategies, such as self-monitoring, goal-

setting, feedback, prompts/cues, and gamification [135]. Althoff et al. showed that Pokemon

Go — a mobile app that combines gameplay with physical activity — leads to substantial

short-term activity increases [7]. However, as we saw in Chapter 3, the same intervention does

not necessarily affect all people in the same way [72]. Only a subset of people might improve

their behavior after the intervention (Figure 4.1). Understanding the correlation between pre-

intervention behavior and behavior change is useful for personalizable intervention systems

promoting physical activeness to decide when they need to act, but also to decide how to

intervene and what to recommend to the user according to his or her personal goals.

Modeling behavior change is challenging, mainly because human behavior is complex. For

example, people perform different activities depending on the time of the day and the context

[70]. Accurately modeling human behavior allows predicting future human actions, e.g., bik-

ing, based on a sequence of past actions [70]. These models capture the regularities in human

behavior, such as daily habits. Under intervention, there could be a change in the regular

human behavior. This makes the prediction problem even more difficult because predictive

machine learning models need to consider both the regularity in human behavior and the

intervention effect to generate predictions. Existing techniques for identifying the intervention

This chapter is based on the work of a paper published at the 2016 NIPS Time Series Workshop [67].
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Chapter 4. Discovering Intervention Profiles From Time Series Data

Figure 4.1 – The same health intervention does not affect people in the same manner. Our
method discovers the distinctive patterns of behavior change in a population of users.

effect include Growth Mixture Model (GMM) [94], Interaction trees [125], Qualitative interac-

tion trees [43] and Intervention-Based Clustering (IBC) (see Chapter 3). Most of these methods

are not able to identify the impact of the intervention on a behavior that is represented as a

time series [125, 43]. Other methods that work with time series data focus only on modeling

the longitudinal developmental trajectories of individuals [94], e.g., trajectories of functional

decline in older adults over a few years’ time [112]. In contrast, in this chapter we are focused

on modeling and predicting the post-intervention change of the regular (or periodic) human

behavior represented as a time series, e.g., the typical daily activities during 24 hours.

Proper utilization of this data could lead to more informative insights into human behavior

and its change. For example, the total number of steps on a daily basis (coarse-grained data)

tells us whether some person is active or not, but the minute-by-minute measurements of his

or her step counts (fine-grained data) additionally tell us when he or she is the most active

during the day [141]. Behavior change modeling allows us to predict behavior change for

new people without actually administering the intervention. A personalizable intervention

system could use these predictions to generate feasible and effective recommendations for

healthy behavior change in two different ways. First, it could recommend an intervention

that caused positive behavior changes in existing people that are similar to the target user.

Fine-grained behavior change predictions could help the intervention system to select the

optimal intervention that would improve the target user while considering his or her personal

preferences and constraints. For example, a physical activity intervention that has been

most effective during the afternoon for the existing users would not be very useful to be

recommended to the target user who is at work during that time. Second, a personalizable

intervention system could support the target user to achieve his or her goal by recommending

strategies that proved successful in responder users similar to him or her. Berndsen et al.

demonstrated that predictions about future behavior can be used to generate explainable,

adaptable pacing recommendations to marathon runners [15].
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4.2. Related Work

We present CLINT, a novel system for the task of discovering and predicting behavior change

patterns after a given intervention from time series data. As illustrated in Figure 4.1, we are

interested in finding subpopulations — subsets of users with similar pre-intervention behavior

— that changed their post-intervention behavior in different ways. For example, those who

responded positively to the intervention, vs. those who responded negatively. In contrast

to existing methods, CLINT uses fine-grained time series data both as a predictor and an

outcome of the intervention. This allows us to have interpretable and more-fine grained

predictions about the behavior change than the existing approaches. CLINT models both

the pre-intervention behavior patterns and post-intervention behavior change patterns, and

estimates the transition probabilities between them, allowing to predict behavior change

for new users. CLINT is based on a polynomial regression mixture model. This model is

suitable when the observations are curves or time series [23]. Polynomial regression mixture

model has been successfully used to discover: clusters of patients with dominant alcohol

use patterns [34], customer habits in terms of water consumption [25], clusters of drivers’

trajectories [139], etc. We extend the polynomial regression mixture model to discover changes

in human behavior. There are three main reasons why we chose to use mixture model: (1) it

models the unobserved factors that might affect behavior change; (2) it produces interpretable

and informative patterns; and (3) it encodes the uncertainty of the behavior change. Our

method uses time series data from people who already received the intervention and have

been observed both before and after the intervention. This data could be provided from a

single-case experiment in which the participant(s) acts as their own control [45].

We tested CLINT with a real-world dataset that was curated using a single-case experimental

design. We discovered subpopulations with distinct and interpretable behavior change pat-

terns. We used these patterns to predict fine fine-grained behavior change and we showed

that our method is more accurate than the existing methods. We also demonstrated how the

behavior change patterns could be used to generate recommendations that support the target

user to improve his or her activity levels.

4.2 Related Work

Predicting human behavior. Much work has focused on modeling human behavior to predict

future human actions [70, 102, 32, 147, 29]. These methods capture the regularities of human

behavior, i.e., human actions depend on time and past actions. Kurashima et al. recently

developed TIPAS, a mixture model that can model human behavior to predict which action (e.g.

going for a run, going to sleep) will happen next and when [70]. Although our work is similar

to [70] in terms of modeling behavior based on temporal features, it differs in one important

aspect: we are interested in modeling and predicting behavior change after the intervention.

Another difference is that TIPAS works with sequences of labeled user’s actions, but CLINT

works with sequences of continuous observations that could be generated by wearable devices

such as fitness trackers. Predictions about the future human behavior may be used to generate

recommendations that would assist the target user to achieve the desired behavior change.
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Berndsen et al. used marathon performance data to provide personal guidance to runners

who are predicted to slow down [15]. They generated recommendations based on successful

runners who were similar to the target user. We also aim to learn from the responder users and

recommend successful behavior change strategies to the target user. In our work, we directly

use the behavior change patterns discovered by CLINT to generate recommendations. These

recommendations suggest the target user when and how he or she should change his or her

behavior, e.g., to increase his or her activity levels during the evening.

Discovering dominant behavior patterns. Another line of work has focused on discovering

the dominant behavior patterns from raw mobile data [147, 44, 47]. Different methods such

as Principal Component Analysis, Latent Dirichlet Allocation, and Gaussian Mixture Model,

have been used for this purpose. Eagle and Pentland approximated an individual’s behavior

over a specific day by a weighted sum of the principal components of the complete behavioral

dataset [44]. They demonstrated that when these weights are calculated halfway through a

day, they can be used to predict the day’s remaining behaviors with 79% accuracy. We are also

interested to discover the dominant behavior patterns from time series data, but in addition

to this, we want to find the correlation between these patterns and post-intervention behavior,

allowing us to predict behavior change for new users.

Polynomial regression mixture model. Polynomial regression (PR) models human behavior

by using a curve. Polynomial regression mixture (PRM) models assume that each curve is

drawn from one of K clusters of curves with mixing proportions [22]. Each cluster of curves is

modeled by a polynomial regression model. Polynomial regression is useful because it allows

for nonlinear dependencies in the mixture components. Chamroukhi et al. proposed MixH-

MMR, an extension of PRM that can cluster time series with regime changes [24]. MixHMMR

incorporates a hidden Markov chain allowing for transitions between different polynomial

regressions over time [24]. The model was applied on real time series of railway switch oper-

ations to discover a cluster of time series corresponding to an operating state with a defect.

CLINT also aims to model time series data with regime changes. The main difference between

CLINT and MixHMMR is that our method is tailored to the problem of modeling behavior

change, thus it discovers clusters of behavior change curves in addition to clusters of normal

behavior curves.

4.3 Proposed Model

This section elaborates on the design of our model that can be used to discover behavior

changes. Here we focus on the example of daily activities (more specifically, calorie expendi-

ture), but our model can be applied to other types of behavior as well. Our goal is to understand

how the intervention affects the calories burned at different times of a typical day. The number

of calories burned indicates the amount of physical activity performed by the individual at a
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given time.

4.3.1 Design Principles

We assume that each user behaves according to a specific activity pattern before the inter-

vention and changes his or her behavior according to a specific activity change pattern after

the intervention. This information is hidden and we want to infer it using the observed data:

minute-by-minute measurements of the calories burned that could be obtained using fitness

trackers. The user’s activity pattern relates each minute of the day to the average number

of calories burned in that minute during a typical day before the intervention. The user’s

activity change pattern relates each minute of the day to the change of the average number

of calories burned in that minute during a typical day after the intervention. Our model is

able to simultaneously discover the activity patterns and the activity change patterns, as well

as to discover the conditional probability of observing an activity change pattern given an

observed activity pattern (which we refer to as intervention profiles). This insight could be

used to predict how a new user would change his or her daily activities after the intervention.

We use the Polynomial regression mixture (PRM) framework to model the conditional distri-

bution of the measurements as a function of time. The main advantage of a mixture model

is that it provides probabilities that a given user’s behavior belongs to each of the possible

patterns. In this way, we model reality better. For example, part of the time the user might

behave according to one activity pattern, and the rest of the time he or she might behave

according to another activity pattern. In the PRM framework, polynomial regression is used

to represent the patterns. An alternative way to represent the patterns is by modeling the

joint distribution of measurements and time using a Gaussian Mixture Model (GMM). The

main advantage of polynomial regression over GMM is that it has a closed-form solution in

contrast to GMM. Also, CLINT already represents human behavior as a mixture of patterns, so

representing each pattern as another nested mixture model would make it more difficult for

the learning algorithm to find an optimal solution.

4.3.2 Model Definition

Suppose there are N users in the dataset who received an intervention and each user’s fitness

tracker reports sequences of time-stamped measurements before and after the intervention.

In our case, each measurement represents the number of calories burned in one minute. The

l -th observation made before the intervention for the n-th user is defined by a tuple 〈x0
n,l , y0

n,l 〉.
x0

n,l stores the temporal information and y0
n,l stores the calorie expenditure information.

Since we are interested in the typical daily behavior, we define x0
n,l =

[
1, t , t 2, ..., t D

]
so that t

represents the time of the measurement relative to the beginning of the day (in minutes) and

D represents the number of polynomial terms. Higher D allows for more complex nonlinear

modeling of the calorie expenditure. We treat x0
n,l as a predictor of y0

n,l . In a similar way we

define 〈x1
n,l , y1

n,l 〉 to be the l -th observation made after the intervention for the n-th user. For
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Figure 4.2 – Plate notation for CLINT. The observed variables are displayed in gray circles and
the unobserved variables are displayed in white circles. The dimensions of the multidimen-
sional variables are displayed next to the variables’ names. bn represents the type of user
behavior before the intervention. cn represents the type of user behavior change after the
intervention.

simplicity we assume that for each user there are L observations made before the intervention

and L observations made after the intervention, although the model can be easily adapted

when the amount of data before and after the intervention is different.

In our model there are two categorical latent variables bn and cn associated to every user. The

first latent variable indicates the n-th user’s activity pattern, and the second latent variable

indicates the n-th user’s activity change pattern. There are K 0 different daily activity patterns

and K 1 different activity change patterns. The relationship between the latent and observed

variables is given in Figure 4.2. In the model we define that the pre-intervention observations

are generated from the following probability distribution:

p
(

y0
n,l |x0

n,l ,bn ,α,Σ
)
=N

(
y0

n,l |αbn x0
n,l ,Σ

)
(4.1)

whereαi is M×(D +1) matrix representing the regression coefficients associated to the i -th ac-

tivity pattern. M is the dimensionality of the observation, in our case M = 1 (we measure only

calorie expenditure). The post-intervention observations are generated from the following

probability distribution:

p
(

y1
n,l |x1

n,l ,bn ,cn ,α,β,Σ
)
=N

(
y1

n,l |
(
αbn +βcn

)
x1

n,l ,Σ
)

(4.2)

where β j is M × (D +1) matrix representing the regression coefficients associated to the j -th
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activity change pattern. We can interpret αbn x0
n,l and

(
αbn +βcn

)
x1

n,l as the user’s typical

pre- and post-intervention behavior, respectively. For simplicity, the covariance matrix Σ

is common for both distributions. The prior probability distribution over bn is defined by

the model parameter π, p (bn = i |π) = πi , so that
∑K 0

i=1πi = 1. The prior distribution over cn

given bn is defined by the model parameter τ, p
(
cn = j |bn = i ,τ

) = τi , j , so that for each i ,∑K 1

j=1τi , j = 1. The marginal log-likelihood of data is:

L (Θ; X ,Y ) = log p
(
Y 0,Y 1|X 0, X 1,α,β,Σ,π,τ

)= N∑
n=1

log
K 0∑
i=1

πiγn,i

K 1∑
j=1

τi , jξn,i , j (4.3)

where

γn,i =
L∏

l=1
N

(
y0

n,l |αi x0
n,l ,Σ

)
(4.4)

ξn,i , j =
L∏

l=1
N

(
y1

n,l |
(
αi +β j

)
x1

n,l ,Σ
)

(4.5)

4.3.3 Model Inference

In the learning phase we want to find optimal parameter values for α, β, Σ, π and τ so

that the marginal log-likelihood is maximized. There is no closed form solution for this

optimization problem. We use the Expectation Maximization (EM) algorithm to find (local)

maximum likelihood parameters [36]. EM is an iterative method that alternates between

performing expectation and maximization step. In the expectation step, the learning algorithm

creates a function for the expectation of the log-likelihood using the current estimate for

the parameters. In the maximization step, the learning algorithm computes parameters

maximizing the expected log-likelihood found in the expectation step. In the expectation step

of our algorithm we calculate the posteriors over the latent variables s and t :

vn,i , j = p
(
cn = j |bn = i , x1

n , y1
n ,α,β,Σ,τ

)= τi , jξn,i , j∑K 1

q=1τi ,qξn,i ,q

(4.6)

un,i = p
(
bn = i |x0

n , y0
n , x1

n , y1
n ,α,β,Σ,π,τ

)= πiγn,i
∑K 1

q=1τi ,qξn,i ,q∑K 0

p=1πpγn,p
∑K 1

q=1τp,qξn,p,q

(4.7)
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We use the estimated posterior and Jensen’s inequality to find the lower bound of Equation

4.3:

L (Θ; X ,Y ) ≥
N∑

n=1

K 0∑
i=1

un,i

[
logπi + logγn,i +

K 1∑
j=1

vn,i , j
(
logτi , j + logξn,i , j

)]
=Q

(
α,β,Σ,π,τ|α(k),β(k),Σ(k),π(k),τ(k)

)
(4.8)

The new parameter estimates are obtained by maximizing Q
(
α,β,Σ,π,τ|α(k),β(k),Σ(k),π(k),τ(k)

)
with respect to α, β, Σ, π and τ. This optimization problem can be solved in closed form:

α(k+1)
i =

[
N∑

n=1
u(k)

n,i

[[
L∑

l=1
y0

n,l

[
x0

n,l

]T
]
+

K 1∑
j=1

v(k)
n,i , j

L∑
l=1

(
y1

n,l −β(k)
j x1

n,l

)[
x1

n,l

]T
]]

×
[

N∑
n=1

u(k)
n,i

[[
L∑

l=1
x0

n,l

[
x0

n,l

]T
]
+

K 1∑
j=1

v(k)
n,i , j

L∑
l=1

x1
n,l

[
x1

n,l

]T
]]−1

(4.9)

β(k+1)
j =

[
N∑

n=1

K 0∑
i=1

u(k)
n,i v(k)

n,i , j

L∑
l=1

(
y1

n −α(k)
i x1

n,l

)[
x1

n,l

]T
]

×
[

N∑
n=1

K 0∑
i=1

u(k)
n,i v(k)

n,i , j

L∑
l=1

x1
n,l

[
x1

n,l

]T
]−1

(4.10)

Σ(k+1) =
∑N

n=1
∑K 0

i=1 u(k)
n,i

[
η(k)

n,i +
∑K 1

j=1 v(k)
n,i , jε

(k)
n,i , j

]
2N L

(4.11)

π(k+1)
i =

∑N
n=1 u(k)

n,i∑N
n=1

∑K0

j=1 u(k)
n, j

(4.12)

τ(k+1)
i , j =

∑N
n=1 u(k)

n,i v(k)
n,i , j∑N

n=1
∑K 1

p=1 u(k)
n,i v(k)

n,i ,p

(4.13)

where

η(k)
n,i =

L∑
l=1

(
y0

n,l −α(k)
i x0

n,l

)(
y0

n,l −α(k)
i x0

n,l

)T
(4.14)

ε(k)
n,i , j =

L∑
l=1

(
y1

n,l −
(
α(k)

i +β(k)
j

)
x1

n,l

)(
y1

n,l −
(
α(k)

i +β(k)
j

)
x1

n,l

)T
(4.15)
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The quality of the solution depends a lot on the initial parameter values. We use the random

restart approach for escaping a local maximum. The full algorithm for training CLINT is

presented in Algorithm 1. A disadvantage of CLINT is that we need to define the hyper-

parameters K 0 and K 1 in advance. To find their optimal values, we use grid search and

k-fold cross-validation. We choose the model that produces the highest log-likelihood on the

held-out data [120].

Algorithm 1 Optimization Algorithm

Input: X 0,Y 0, X 1,Y 1

Hyperparameters: K 0, K 1, tolerance
Output: Θ= {

α,β,Σ,π,τ
}

1: k ← 0
2: Random initialization ofΘ(0) = {

α(0),β(0),Σ(0),π(0),τ(0)
}

3: do
4: Calculate v(k)

n,i , j , for each n, i , j , using Equation 4.6

5: Calculate u(k)
n,i , for each n, i , using Equation 4.7

6: Calculate α(k+1)
i , for each i , using Equation 4.9

7: Calculate β(k+1)
j , for each j , using Equation 4.10

8: Calculate Σ(k+1) using Equation 4.11
9: Calculate π(k+1)

i , for each i , using Equation 4.12

10: Calculate τ(k+1)
i , j , for each i , j , using Equation 4.13

11: k ← k +1
12: while L

(
Θ(k); X ,Y

)−L
(
Θ(k−1); X ,Y

)> tolerance
13: returnΘ(k)

4.3.4 Algorithm Complexity Analysis

In each step of the EM algorithm, we need to calculate Equation 4.6, Equation 4.7, Equation

4.9, Equation 4.10, Equation 4.11, Equation 4.12 and Equation 4.13 from data and current

parameter estimates. The dominant operations in these equations are: determinant, matrix

inversion and matrix multiplication. The time complexity of each of the first two operations is

O
(
n2.373

)
, where n is the dimension of the square matrix. The time complexity of multiplying

one [n,m] matrix and one
[
m, p

]
matrix is O

(
nmp

)
. The time complexity of each equation

performed in a single step of the EM algorithm is given below:

• all γn,i : O
(
M 2.373 +K 0N L

(
MD +M 2

))
• all ξn,i , j : O

(
M 2.373 +K 0K 1N L

(
MD +M 2

))
• all vn,i , j (given all ξn,i , j ): O

(
K 0K 1N

)
• all un,i (given all γn,i and all ξn,i , j ): O

(
K 0K 1N

)
• all αi : O

(
K 0

(
D2.373 +MD2 +K 1N LMD +K 1N LD2

))
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• all β j : O
(
K 1

(
D2.373 +MD2 +K 0N LMD +K 0N LD2

))
• Σ: O

(
K 0K 1N L

(
MD +M 2

))
• all πi : O

(
K 0N

)
• all τi , j : O

(
K 0K 1N

)
The total time complexity of one step of the EM algorithm is:

O
(
M 2.373 + (

K 0 +K 1)(D2.373 +MD2)+K 0K 1N L
(
MD +M 2 +D2)) (4.16)

In our case, M = 1, thus we have

O
((

K 0 +K 1)D2.373 +K 0K 1N LD2) (4.17)

If we further assume that in practice D0.373 ¿ N L, then the final time complexity is dominated

by the second term:

O
(
K 0K 1N LD2) (4.18)

We conclude that the time complexity of a single step of the EM algorithm is linear in the

number of users (N ), the number of observations for each user (L), the number of daily

behavior patterns (K 0) and the number of activity change patterns (K 1), but quadratic in the

number of polynomial terms used in the model.

4.4 Experiments

Dataset. The HealthyTogether dataset contains the calorie expenditure data of 45 users wear-

ing Fitbit (a wearable accelerometer) for 12 consecutive days, starting on Monday. There is

one time series for each person and day. Each time series contains 1,440 minute-by-minute

measurements of the number of calories burned. The minimum calorie expenditure value per

minute is 0.77 (resting metabolic rate). During the weekend the users received an intervention,

more concretely, they started using a mobile application that enabled them to participate in

physical activities together with a partner, send each other messages, and earn badges. We

consider the measurements obtained in the 5 working days before and the 5 working days

after the intervention as pre- and post-intervention data, respectively.

Research objective. The goals of our analysis are to (1) understand how the regular daily

behavior of different people changed after the intervention, (2) evaluate CLINT’s ability to

predict the regular daily post-intervention behavior of new people and (3) validate strategies

to generate recommendations based on insights obtained from CLINT.
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Figure 4.3 – Median RMSE for polynomial regression models with different degrees applied on
the post-intervention data.

4.4.1 Evaluation Metrics

Our main task is to predict the regular daily post-intervention behavior (represented as a time

series of length 1440) given the raw pre-intervention measurements (represented as a time

series of length 5×1440). The n-th user’s regular daily post-intervention behavior can be

defined as a sequence postn = {
E
[
Vn,t

]}1440
t=1 where E

[
Vn,t

]
is the expected calorie expenditure

at minute t relative to the beginning of the day. The expectation is actually the mean calorie

expenditure at time t over many days. In our task the amount of data is limited (we have just 5

measurements for each Vn,t ), thus sample averaging would not produce a precise estimate of

E [Vt ]. As the number of time series increases, their average becomes smoother, contains less

extreme changes from one minute to another and approximates the expectation better. We try

to approximate the expectation using polynomial regression (a smoothing method) and we

learn the optimal degree of the polynomial (smoothness level) using a cross-validation.

We used 5-fold cross-validation to determine the optimal degree. In each round, we trained a

separate polynomial regression for each user using data from four post-intervention days and

we evaluated the model on the data from the held-out post-intervention day. We calculated

the median root-mean-square error (RMSE) on the held-out data so that half of the users

had higher RMSE and half of them had lower RMSE than the median. We used the median

instead of the mean because the median is more robust against outliers. Figure 4.3 shows

the median RMSE on the training and the held-out post-intervention data for polynomial

regression models with different degrees. The analysis suggested using 10 polynomial terms to

approximate the regular daily post-intervention behavior. Thus, we fit a separate polynomial

regression of degree 10 on each user’s post-intervention measurements and we considered
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this curve as the user’s regular daily post-intervention behavior postn = {
postn,t

}1440
t=1 (see

Figure 4.4). CLINT generates predictions about the regular daily post-intervention behavior of

each user predn = {
predn,t

}1440
t=1 . We measure the accuracy of the predictions using the mean

absolute error (MAE):

MAE = 1

N

N∑
n=1

1

1440

1440∑
t=1

∣∣predn,t −postn,t

∣∣ (4.19)

MAE is conceptually simpler and more interpretable than RMSE [146]. Another relevant metric

is the mean bias error (MBE):

MBE = 1

N

N∑
n=1

1

1440

1440∑
t=1

(
predn,t −postn,t

)
(4.20)

It represents the tendency of the model to produce higher or lower predictions than the actual

observations.
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Figure 4.4 – The regular daily post-intervention behaviors of different users represented as
separate polynomial regressions. The figures also show random samples of 1,000 raw post-
intervention measurements associated to each user.

4.4.2 Discovering Intervention Profiles

Model selection. We applied CLINT on the HealthyTogether dataset to discover the patterns

of behavior change for the given intervention. We used grid search with 9-fold cross-validation

(so that each fold had equal number of users) to determine the optimal K 0, K 1 and D. We

evaluated models with up to five daily activity patterns and up to five activity change patterns.

For each fold, we trained 100 models with different initial parameter values using Algorithm 1

and we chose the model with the highest log-likelihood. The results suggested to chose the

model with three daily activity patterns, three activity change patterns and ten polynomial

terms. The average log-likelihood per observation for the optimal model was -1.5062.
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Figure 4.5 – The probability a pre-intervention behavior (left) changes to a post-intervention
behavior (up).

The extracted daily activity patterns are shown in Figure 4.5. All of them have two peaks:

during the morning and during the evening. However, the intensity of their activity levels is

different. The activity patterns represent three different subsets of people: "inactive" (47%

of the population), "moderately active" (44% of the population), and "highly active" (9% of

the population). We also discovered three different activity change patterns (Figure 4.5). The

first pattern represents people who decreased their activity levels through the day, mostly

during the evening ("negative responders", 40% of the population). The second pattern

represents people who moderately increased their activities through the day, mostly during

the morning ("moderate responders", 47% of the population). The third pattern represents

people who strongly increased their activities through the day, both in the morning and in

the evening ("strong responders", 13% of the population). Chow test [30] indicated that the

activity changes after the intervention are significant. The results show that most people

increased their activity levels after the intervention. From the transition probabilities in Figure

4.5 we conclude that less active people benefit more from the intervention: 66% of inactive

people improved their activity levels after the intervention in contrast to only 25% of the active

people. This suggests that the intervention is suitable for the people who need it more.

The people that provided the data were mostly young adults. In Section A.2 of the Appendix,

we use CLINT to show that the activity patterns of these people are different than the activity

patterns of senior adults. It is difficult to determine whether other patterns may describe the

behavior of the population better than the patterns discovered by CLINT because we don’t

know the ground truth. This is probably less likely because, in another experiment, we showed
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that CLINT is able to extract the true behavior patterns from an artificial dataset with a known

underlying data-generating mechanism (see Section A.3 of the Appendix).

4.4.3 Predicting Post-Intervention Behavior

We continued the analysis by evaluating CLINT’s ability to estimate the regular daily post-

intervention behavior for new users from raw sensor data. Estimates are generated in the

following way. First, we determine how likely is that the new user behaves according to each

activity pattern given his or her pre-intervention data:

p
(
bn = i

∣∣ x0
n , y0

n

)= πiγn,i∑K 0

p=1πpγn,p

(4.21)

Then, we use these weights to estimate the regular daily post-intervention behavior at each

minute l (1 ≤ l ≤ 1440):

predn,l =
K 0∑
i=1

p
(
bn = i

∣∣ x0
n , y0

n

) K 1∑
j=1

τi , j
(
αi +β j

)
x1

n,l (4.22)

We used 9-fold cross-validation and mean absolute error (MAE) between the estimates and the

regular daily post-intervention behavior as an evaluation metric. We compared our method

with six other methods described below:

• CLINT-Random. A variant of CLINT that ignores the pre-intervention data for new users

to generate estimates. It assigns an activity pattern by randomly sampling from π (does

not use personalization at all) and determines the expected post-intervention behavior

conditional on the assigned activity pattern.

• k-nearest neighbours. First fits a Gaussian process regression (GPR) model to each

user’s pre- and post-intervention data to obtain smoothed representations of his or her

pre- and post-intervention behavior. Then estimates the Euclidean distance between

the smoothed pre-intervention behaviors of the new user and the existing users, and

selects the k nearest neighbours. Predicts that after the intervention the new user will

behave in the same way as the average smoothed post-intervention behavior of his or

her closest neighbours.

• k-means. First fits a Gaussian process regression (GPR) model to each user’s pre- and

post-intervention data. Then uses k-means algorithm with Euclidean distance to obtain

clusters of people with similar smoothed pre-intervention behavior. Predicts that the

new user will behave in the same way as the average smoothed post-intervention

behavior of the people belonging to the same cluster.

• PolyReg. Predict that each user will behave in the same way after the intervention. The

prediction is represented as a polynomial regression curve that was trained on all raw

post-intervention data.
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• LSTM-ED. Transforms the pre-intervention data into a set of individualized features

and then attempts to reconstruct the post-intervention data based on these features.

This model uses LSTM [59] for the encoder and the decoder.

• Clockwork-ED. Transforms the pre-intervention data into a set of individualized fea-

tures and then attempts to reconstruct the post-intervention data based on these fea-

tures. This model uses Clockwork RNN [66] for the encoder and the decoder.

Our method had a better prediction performance (lower MAE) than the baseline methods

(Table 4.1). The lower performance of CLINT-Random indicates that the intervention profiles

extracted from the training data are meaningful, i.e., CLINT is able to extract useful predictive

information from the pre-intervention data. 1-NN did not perform very well, although it used

personalization. This is probably because the method is too individualized and does not use

insights from the whole dataset to generate better estimates. When we increased the number

of neighbours (k-NN), the results were significantly improved over 1-NN. Surprisingly, PolyReg

performed very well, although it did not use personalization at all. This can be explained

by the fact that it produces more stable estimates of the behavior change using data from

all people. k-means does not use post-intervention data in the clustering procedure, and

this is probably the reason why it performs worse than our model. Although LSTM-ED is a

powerful method, it performs poorly because (1) it requires much more data in the learning

process and (2) it is not able to deal with very long sequences. Clockwork-ED has lower RMSE

than LSTM-ED because it is able to better model long-term dependencies in the sequences,

however, it still requires much more training data to produce accurate estimates. It is both

because of the personalization and because of the behavior change modeling that our model

performs better than the baseline models. In addition, it doesn’t require so much data as

the RNN-based methods and it offers interpretable insights helpful to understand better the

behavior change of the population after the intervention.

Table 4.1 – Prediction performance of different methods on the X dataset (smaller MAE is
better) and the improvement score of CLINT over the baselines.

Method MAE
CLINT

improvement
Non-parametric

1-NN 0.247 54.4%
k-means 0.172 7.5%
k-NN 0.171 6.9%

Parametric
LSTM-ED 0.298 86.3%
Clockwork-ED 0.220 37.5%
CLINT-Random 0.199 24.4%
PolyReg 0.171 6.9%
CLINT 0.160 -
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4.4.4 Generating Recommendations

Standard recommender systems generate recommendations based on existing users that are

similar to the target user. However, these recommendations may not be useful in the health

domain. For example, if similar users tend to decrease their physical activity levels over time,

the target user would not benefit from their behavioral strategies. This is why personalizable

intervention systems for healthy behavior change should base their recommendations on

existing users that are not only similar to the target user but also succeeded to improve their

health (we call them responders).

In our domain, we are interested to recommend strategies that will help target users to improve

their physical activity levels. These strategies suggest when and how the user should change

his or her behavior during the day. For example, a recommendation may suggest that the

user should be slightly more active in the mornings. An intervention system could base its

recommendations on the insights obtained from CLINT. For example, the "inactive" people

who improved their behavior are most likely to moderately increase their activity levels. Thus,

a recommender system should recommend this behavior change strategy to the "inactive"

target users. This recommendation would assist the "inactive" subpopulation in positively

changing their behavior. We expect that 33% of this subpopulation would benefit from the

recommendations because the same fraction of existing "inactive" users decreased their

activity levels without support of a recommender system. We suggest the following way to

generate recommendations for new users based on CLINT. First, we monitor the target user

and we calculate how likely is that he or she behaves according to each activity pattern given

his or her pre-intervention data. For this purpose we use Equation 4.21. Second, we estimate

the total benefit when a user changes his or her behavior according to each behavior change

pattern j (1 ≤ j ≤ K 1):

g
(

j
)= 1440∑

l=1
β j x1

n,l (4.23)

Then, we use the weights and the benefit scores to generate a recommendation about the

target user’s post-intervention behavior at each minute l (1 ≤ l ≤ 1440):

recn,l =
[

K 0∑
i=1

p
(
bn = i

∣∣ x0
n , y0

n

)
αi x1

n,l

]
+

[
K 0∑
i=1

p
(
bn = i

∣∣ x0
n , y0

n

) ∑
j :g( j)>0

τi , jβ j x1
n,l

]
(4.24)

In the recommendation process, we ignore the behavior change patterns that could decrease

the activity levels of the target user.

Our recommendations are based on existing users who improved their behavior, thus we

expect that new users who improve their behavior are more likely to follow our strategies,

in contrast to new users who decrease their behavior. To evaluate our recommendations,

we calculate the mean absolute error (MAE) between the recommended post-intervention

behavior and the observed regular daily post-intervention behavior separately for the users
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who improved (responders) and the users who decreased their activity levels (non-responders).

Formally, a responder user is the one who burned more calories after the intervention than

before, i.e.

L∑
l=1

y1
n,l >

L∑
l=1

y0
n,l (4.25)

We used 9-fold cross-validation to estimate MAE so that the intervention system was trained

only on data from users that are different than the target user for whom we generate recom-

mendations. We compare our recommendations with recommendations from k-NN (this

method corresponds to a collaborative filtering recommender system). Figure 4.6 shows

that responders tend to follow more CLINT recommendations than k-NN recommendations

(lower MAE). On the other hand, non-responders’ behavior is described better by the k-NN

predictions. The large MAE error is due to the tendency of the CLINT intervention system

to suggest an increase in the physical activity levels for the non-responders. This explains

the large positive bias for the non-responders in Figure 4.7. The amount of bias corresponds

to the number of additional calories that would be burnt if the user was walking 30 minutes

more during the day than before (168 calories). The bias of the k-NN recommendations for

the non-responders is very close to zero, thus, they wouldn’t be able to improve target users’

physical activity levels. Ideally, a personalizable intervention system should recommend

feasible and effective behavior change strategies. CLINT recommendations are both more

feasible and more effective than k-NN recommendations because they describe better the

behavior of the people who improve (feasibility) and encourage people who do not improve to

increase their activity levels (effectiveness).

CLINT recommendations can be generated for each user, or only for users who are predicted

to decrease their activity levels. In the second case, we predict that the n-th target user will

decrease his or her activity levels if

K 0∑
i=1

p
(
bn = i

∣∣ x0
n , y0

n

) K 1∑
j=1

τi , jβ j x1
n,l < 0 (4.26)

Based on the pre-intervention data, we predicted that 13 users would be non-responders.

6 out of them turned out to be responders. These responders were more likely to follow

CLINT recommendations than k-NN recommendations (5/6) and the bias of the k-NN recom-

mendations was positive for the non-responders (0.07). This confirms the previous results

and demonstrates that the insights from CLINT are useful to generate feasible and efficient

recommendations for healthy behavior change.
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Figure 4.6 – Mean absolute error (MAE) between the suggested strategies and the observed
behavior for users that received the recommendations.
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Figure 4.7 – Mean bias error (MBE) between the suggested strategies and the observed behavior
for users that received the recommendations.

4.5 Chapter Summary

We presented CLINT — a system to discover the patterns of behavior change for a given

intervention from time series data. In addition, our system learns the existing behaviors that

explain the potential behavior change after the intervention. This allows us to predict how a

new user would behave if he or she received an intervention and generate recommendations

that assist the new user in positively changing his or her behavior.

We applied CLINT to calorie expenditure data obtained from 45 people. Although the number

of people was limited, we were still able to extract meaningful behavior change patterns from

the data. People with different intensity of their physical activities during the day responded

differently to the same intervention. We also used the intervention profiles generated by our

model to predict the post-intervention behavior of new people and we demonstrated that

CLINT generates more accurate predictions than the baseline methods.
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We proposed a method to recommend strategies for positive behavior change based on

CLINT. Our method learns successful behavior change strategies from the existing users that

improved their behavior. The recommended strategies suggest when and how the target user

should change his or her behavior during the day. We validated our recommendations and

demonstrated that they are feasible and effective.

CLINT discovers the persuasive power of a given intervention. Furthermore, it can predict

post-intervention behavior change without actually administering the intervention. The most

novel contribution is the discovery of periods when the intervention is the most effective (such

as the morning time) due to the fine-grained approach. These insights could support the

target user in achieving positive behavior change.
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5 Personalizable Intervention System
for Senior Adults

5.1 Introduction

The proportion of the global population aged 60 years or over increases rapidly: from 8.5%

in 1980 to 12.7% in 2017 [130]. It is projected to rise to 21.3% in 2050 [130]. One of the main

reasons for this is the increasing trend of the global average life expectancy: it increased

by 5.5 years between 2000 and 2016 (as indicated by the World Health Organization), and

is projected to increase by 4.4 years by 2040 [49]. The health of the elderly population is

an enormous challenge for the health and social care services [128]. Increased longevity is

associated with increases in the number of chronic diseases in the elderly population [98].

The leading contributors to disease burden in older people are cardiovascular diseases (30.3%

of the total burden) [103].

Demographic, social, and environmental factors, including physical activity and dietary habits,

play a major role in the health and functioning of older adults [39]. Increased physical activity

is associated with a lower risk of developing cardiovascular disease when compared to less

physical activity [20]. Moreover, it is associated with a clear decrease in the risk of mortality

from any cause [76]. Physical activities that improve muscular strength, endurance, and

flexibility also improve the ability to perform the tasks of daily living [39]. In this way, physical

activity could enhance the quality of life of the older population.

There is evidence that cognitive and behavioral interventions designed to improve physical

activity behavior are effective, both for the general [31] and the elderly population [99]. By

intervention, we mean an explicit and pro-active recommendation for the purpose of changing

the current behaviors of a user. Successful strategies include goal-setting, self-monitoring,

feedback, rewards, social support, and coaching [126]. As technology advances, it is becoming

easier to integrate new and emerging platforms, software, and devices into behavioral inter-

ventions to improve physical activity [77]. Wearable devices can measure heart rate, number

of steps, distance, and sleep duration with very high accuracy [138]. Also, activity trackers are

This chapter is based on the work that is submitted to the Special Issue of the Journal of Population Ageing
"Responsive engagement of older persons promoting activity and customized healthcare" [69].
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becoming more comfortable to wear: this is an important factor for user acceptance. The

number of health and fitness apps on the market is growing. Over 318,000 health apps are

now available on top app stores worldwide with more than 200 health apps being added each

day [2]. These apps help people to change their behavior using different behavior change

strategies [38].

It is less investigated how behavioral interventions actually result in responses at the individual

levels. We are mainly interested in knowing whether a given intervention can lead to positive

and engaged responses and avoid giving harmful interventions. We believe it is possible to

scientifically analyze and assess the intervention effect before it is given. As we said before in

Chapters 3 and 4, the best intervention for the general population is not likely to be equally

effective for each individual. Interventions should be tailored to the individual needs, account

for personal levels of fitness, allow for personal control of the activity and its outcomes, and

provide for social support by family, peers, and communities [117]. Tailoring variables include

time-invariant predictors (e.g., sex), time-variant predictors (e.g., stress) and contextual factors

(e.g., weather, day of the week) [101].

In this chapter, we describe our effort in creating a personalizable intervention system that

predicts the personalized effects of different behavior interventions on the same user to select

one intervention over another, based on historical fitness data. The elderly population would

benefit the most from personalizable intervention systems to promote physical activities. We

have identified seven main challenges for developing this system:

• Interventions should be based on successful behavior change strategies. For all types

of interventions, the development process benefits from applying evidence-based theo-

ries and techniques because they indicate under which conditions the interventions are

effective [89].

• Predictive models should be trained on data from senior adults. The aging process

leads to a reduction in physical activity level and functional fitness [87]. Thus, the

distribution of the fitness data collected from young people and senior adults is different.

This is why models trained on data from the general population might not work for the

elderly subpopulation.

• Data collection should not interfere with the normal functioning of the elderly. This

happens when the sensor devices are obtrusive or when the data collection is performed

in a laboratory environment. Sasaki et al. have demonstrated that the algorithms

developed on free-living accelerometer data are more accurate in classifying activity type

in free-living senior adults than the algorithms developed on laboratory accelerometer

data [114].

• Intervention bias in the data should be minimized. Intervention bias exists when

people who receive different interventions are not drawn from the same population.

Predictive models trained on a dataset with large intervention bias could underestimate
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or overestimate the true intervention effect on the target population. Ideally, training

data should be collected from a randomized controlled trial (RCT). If this is not possible,

bias-reducing techniques [119] should be applied before the predictive model is built.

• Data should contain repeated time-varying measurements of the individual’s behav-

ior. Most of the existing works do not consider temporal dynamics as a predictor of

behavior change. Human actions vary over time, for example, based on time of day [70].

Kurashima et al. have demonstrated that the time-varying action propensities can be

useful to predict the next user action and when this action will occur [70].

• Predictive models should be able to learn features in an automated way. Manual

feature engineering is both difficult and expensive. This process could generate a large

number of features out of which only some are relevant for the predictive task. Also,

during manual feature engineering, some important information from the data could be

missed, resulting in trained models that have poor prediction performance. This is why

features should be learned in an automated way that takes into account the machine

learning task of interest.

• Recommendations should be feasible and effective. Very ambitious recommendations

might cause injuries to the sensitive elderly population. This is why the intervention

system should provide evidence that the interventions are likely to cause positive be-

havior change in the individual before they are suggested to him or her. One of the ways

to do this is by ensuring that the predictions for the target user are comparable with the

actual responses of existing users that are similar to the target user. If similar people

who already received the intervention did not respond to it, this intervention should not

be recommended to the target user.

Existing work focuses only on a subset of these challenges. For example, Phatak et al. de-

veloped a system that generates recommendations based on the median value of steps/day

from the baseline period [101]. Their system does not take into account the distribution of

the physical activity throughout the day as a predictor of the behavior change. In contrast, we

propose a novel personalizable intervention system that could be used to engage senior adults

in daily activities while addressing all the challenges discussed above. The main novelty of our

intervention system is that it uses time series fitness data to predict intervention effect.

In this chapter, we consider two different mobile app interventions that aim to promote physi-

cal activeness in senior adults. Each mobile application incorporates one of two motivational

strategies: self-reflection and social reflection. Under the first intervention, users were able to

see real-time step count information only about themselves. Under the second intervention,

users were paired up and were able to see real-time step count information about each other.

In previous studies, it has been shown that self-monitoring and social support are associated

with increased physical activity [54, 99].

Our system requires pre- and post-intervention fitness data from real users. For this purpose,
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we designed a randomized trial so that each participant received either a self-reflection mobile

app or a social reflection mobile app. Participants were wearing a fitness tracker for three

weeks before and five weeks after they received the intervention. We used this data to train the

intervention system and perform an offline evaluation. More specifically, we built machine

learning methods to predict the change of the physical activity levels after each intervention

for new users. This allows the system to decide which intervention should be recommended.

The quality of the recommendations could be estimated in online evaluation where one part

of users are served by the derived intervention system, and another part of users are given an

intervention without taking into account their current behavior. However, in this chapter we

focus on the offline evaluation — in the future we plan to perform an online evaluation as

well.

5.2 Related Work

Different machine learning methods have been used to gain meaningful insights from health

data. Supervised methods have been focused on either detection of health conditions or

prediction of health conditions. The former refers to the process of analyzing information to

understand the health condition better. The latter refers to the process of analyzing informa-

tion to predict a health outcome of interest. For example, deciding whether a patient has heart

arrhythmia from electrocardiograms is a detection task, but guessing whether the patient

will develop a heart arrhythmia in the next year from electrocardiograms and fitness data is a

prediction (or forecasting) task. Unsupervised methods have generally been used to discover

the dominant patterns in the data that explain people’s behavior. For example, going to bed

early vs. going to bed late.

5.2.1 Detection of Health Conditions

Existing work has focused on classifying activity types from acceleration[114] and body tags

data [83], detecting falls from acceleration [4] and body tags data [83], detecting anxiety

and depression from socio-demographic and health-related data [115], estimating physical

activity levels from questionnaire data [99], estimating body fat from accelerometer data [127],

estimating mental health burden from self-reported physical activity data [26], detecting heart

arrhythmia from electrocardiograms [106], detecting multiple medical conditions, including

diabetes, high cholesterol, high blood pressure, and sleep apnea, from heart rate sensor data

[11], etc. Feature engineering was common in most of this works. For example, Sasaki et

al. extracted time- and frequency- domain features from acceleration signals in 20-second

windows. This process requires a lot of effort and may often result with features that are not

predictive of the target variable. Andrew Ng stated that "coming up with features is difficult,

time-consuming, requires expert knowledge" [96].

Deep learning techniques are able to automatically extract relevant features and they are

especially useful when the data has a complex nature. Rajpurkar et al. used convolutional
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neural networks to detect irregular heart rhythms from electrocardiograms better than a cardi-

ologist [106]. In terms of data and feature extraction, our work is most similar to the work of

Ballinger et al. [11]. They used sequence-to-sequence autoencoder to learn features from step

count and heart rate time series data. These features were more useful than hand-engineered

biomarkers derived from the medical literature to detect diabetes, high cholesterol, high blood

pressure, and sleep apnea. In our task, we also use sequence-to-sequence autoencoder to

learn features from step count time series data. Our work differs from [11] in that we use

longer user history to make a prediction and we have a limited amount of data to train the

model. Also, we try to predict (forecast) intervention effect. This makes the data collection

phase more challenging.

5.2.2 Prediction of Health Conditions

Predicting health conditions is an important task because it can turn data into actionable

insights. Much work has focused on early prediction of future health conditions that could be

used in preventive healthcare. These works include: predicting future cognitive impairment

in senior adults from variables, which are commonly collected in community health care

institutions [95], predicting mortality in senior adults from medical history, diet, exercises and

lifestyle activity [76], predicting mortality in older women from mean daily step counts [74],

predicting changes in exercise behavior from historical physical activity data [65], predicting

daily blood pressure levels from historical blood pressure and health behavior [27], predicting

in-hospital mortality, readmission, prolonged length of stay and final discharge diagnoses

from electronic health records data [105], predict future actions from past activities [70], etc.

The early prediction information can be useful for a personalizable intervention system to

decide when it needs to act, however, it is not sufficient to decide how to act. Expert knowledge

is usually needed to choose a suitable preventive intervention based on these predictions.

Another line of work has applied data-driven approach to understand and predict the effect of

interventions on people’s health [123, 107, 142, 101]. The most traditional method estimates

the population-level intervention effect from randomized controlled trial (RCT) data [123, 107].

The problem with this method is that not all people respond to the same intervention in the

same way. The optimal intervention depends on the individual’s characteristics — this aligns

with the goals of personalized medicine [12]. Zeevi et al. demonstrated that people eating

identical meals present high variability in post-meal blood glucose response [142]. They

developed a machine learning algorithm that uses information about blood parameters,

dietary habits, anthropometrics, physical activity, and gut microbiota to predict personalized

blood glucose response to real-life meals. These predictions were used to design personalized

diets composed of the meals predicted by the algorithm to have low post-meal blood glucose

responses. They performed both offline and online evaluation and showed that their dietary

interventions improve multiple aspects of glucose metabolism.

In another work, Phatak et al. developed a system to deliver personalized daily step goals
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that aimed to improve people’s physical activity levels [101]. For this purpose, they performed

a data collection study with people wearing activity tracker for 14 weeks. Baseline physical

activity measured in weeks 1–2 has been used to inform personalized daily step goals delivered

in weeks 3–14. They learned a regression model that predicts daily step count given few

different variables including people’s baseline median daily step count and current daily step

goal. In contrast to [101] and [142], we are interested to generate predictions based on much

more fine-grained baseline data, such as the minute-by-minute step count measurements.

This requires machine learning methods that are able to extract temporal patterns from time

series data which are relevant to predict intervention effect. Also, our work differs from [101]

in that our work focuses on improving physical activity levels in senior adults — there is no

other group in our society that can benefit more from physical activities [46].

Building a personalizable intervention system for responsive engagement of senior adults in

daily activities is a challenging problem. One of the main reasons is that it is very costly to

perform a study providing evidence about intervention effectiveness. Another reason is that

existing personalized models for predicting intervention effect cannot learn relevant insights

when they are directly applied to frequently-sampled fitness data from a limited number of

people. In our research, we provide a complete solution to this problem — from data collection

to recommendation generation. We show the benefit of learning representations from time

series data in predicting intervention effect. This allows the intervention system to select

better one intervention over another.

5.3 Intervention System

Our intervention system pipeline consists of four phases: data collection, representation

learning, predictive modeling and recommendation generation. The first phase provides

time series sensor data containing evidence of the intervention effectiveness. The second

phase reduces the dimensionality of each time series while preserving information about its

underlying temporal dynamics. The third phase builds machine learning models that are able

to predict how an elderly person would respond if he or she was given an intervention. These

models take as input the representations learned in the previous phase. The fourth phase

selects and recommends an optimal personalizable intervention based on the predictions

generated in the third phase.

5.3.1 Data Collection

The first step towards building a personalizable intervention system was to collect sensor

data from senior adults who received an intervention. We used data from an experiment

conducted in Eindhoven that included 55 senior adults aged 65+ years wearing a Fitbit Flex

2 wristband for eight weeks. The Fitbit device recorded the number of steps performed in

each minute. After the first three weeks, each participant received one of two mobile app
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Figure 5.1 – Mobile app interface

interventions by random assignment1. Under the first intervention (self-reflection), users

were able to see real-time step count information only about themselves. Under the second

intervention (peer-to-peer), users were paired up and were able to see real-time step count

information about each other. The app had been used for five weeks, until the end of the trial.

The user interface2 of this mobile app is given in Figure 5.1.

Participants were instructed to wear the Fitbit at all times during the trial. However, it was not

possible to know for sure whether they were always wearing the device or not. Only the days

with a positive number of steps were counted as valid days of data. We filtered out participants

who didn’t have at least one valid day of data for each different day of the week, both before

and after the intervention. Also, we filtered out one participant who had an increase of his

or her average daily step count by 145% after the intervention (an outlier). 49 participants

remained and the data associated with them were included in our analysis. Out of these people,

14 received the first intervention, "self-reflection", and 35 received the second intervention,

"peer-to-peer". The average daily step count per day in the trial is given in Figure 5.2. It

can be observed that people manifested periodic weekly behavior and they were the least

active during the weekends. In 18.5% of the minutes there was at least one step performed.

There was no significant difference between the two intervention groups in terms of their

pre-intervention average daily step counts (two-sample t-test for the null hypothesis that the

two samples have identical average values, p-value=0.838245). Figure 5.3 shows that users

varied a lot in terms of their average pre-intervention (post-intervention) daily step count: the

least active ones performed 2,500 steps, and the most active ones performed 18,000 steps per

1The app was jointly developed with a research team at Eindhoven University of Technology. The trial was
conducted by a research team at Eindhoven University of Technology.

2Photo courtesy of Carlijn Valk at Eindhoven University of Technology.
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Figure 5.2 – Average daily step count per day in the trial (only valid days of data were included
in the estimate). Red dashed lines indicate the beginning of each week (Monday).

day on average.

We define the absolute improvement of the user i as the difference between his or her post-

intervention average daily step count posti and his or her pre-intervention average daily step

count prei . We define the relative improvement of the user i as the relative increase of his

or her post-intervention average daily step count compared to his or her pre-intervention

average daily step count:

relative improvementi =
posti −prei

prei
(5.1)

Increase of 1,000 steps might not be much for someone who performs 18,000 steps per day, but

might be for someone who performs 2,500 steps per day. This is why we are more interested

in the relative improvement. We assume that the relative improvement is a proxy for the

individual intervention effect. The peer-to-peer group improved more on average than the

self-reflection group. The improvement was significant for the peer-to-peer group (8.1%,

one-sample t-test for the null hypothesis that the mean is positive, p-value= 0.005409), but

not for the self-reflection group (2.1%, one-sample t-test for the null hypothesis that the mean

is positive, p-value= 0.277266). The main task of the intervention system is to predict the

individual’s relative improvement under each of the two interventions given his or her pre-

intervention data. This allows the system to select and recommend the optimal intervention

for each individual.
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Figure 5.3 – Pre- vs post-intervention average daily step count per user (only valid days of data
were included in the estimate).

5.3.2 Representation Learning

Fitbit provides 1,440 step count measurements per day. This granularity makes it difficult

for predictive models to gather insights from data. Most prior works [127, 101, 123, 74] used

aggregated step count data in their analysis. In contrast, we were interested to extract much

more information explaining the time series dynamics that could be further used for the pre-

diction task. We used RNN (Recurrent Neural Network) autoencoder to generate embeddings

that preserve the low-level information contained in the daily time series as much as possible.

These embeddings were used directly by the predictive models described in the next section.

The autoencoder consists of two parts: an Encoder and a Decoder. The Encoder processes

the input time series and produces a low-dimensional embedding. The Decoder tries to

reconstruct the original time series given its embedding as input. We model both the Encoder

and the Decoder using RNN. The most popular kind of RNN is built using LSTM (Long short-

term memory) units [51]. However, in our model, we use Clockwork RNN because LSTM RNN

performs worse than Clockwork RNN in time series reconstruction [66]. Clockwork RNN is an

architecture in which the hidden layer is partitioned into separate modules, each processing

inputs at its own temporal granularity, making computations only at its prescribed clock rate

[66]. As a consequence, long-term information propagates faster through the network.

853 time series collected before the intervention and associated to valid days of data were used

to train the model. First, we pre-processed the data using aggregation and data transformation.

The aggregation step included segmenting each sequence into 10-minute non-overlapping

sliding windows and summing up the minute-level step counts belonging to the same window.

In this way, we reduced the length of the time series from 1,440 to 144, without losing much
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Figure 5.4 – Mean and standard deviation of a time series reconstruction generated by the
RNN autoencoder. The dashed blue line represents a sample daily time series given as input.

information about the distribution of the physical activities during the day. Also, in this way,

we improved the balance between the observations indicating no activity and the observations

with a positive step count. The distribution of the observations with a positive step count was

skewed to the right. Thus, we used box-cox transformation [113] to transform these data into

a more normal distribution.

low activity

high activity

Figure 5.5 – 2D visualization of the time series embeddings generated by the Encoder. The
embeddings are visualized using t-SNE. Each point represents a time series. Closer points
indicate similar time series.

Our autoencoder tries to learn parameters of a Normal distribution (mean and standard

deviation) for each time step of the Decoder so that it is more likely that the observations

are generated from the associated distributions. We specified a minimum value for the

68



5.3. Intervention System

standard deviation and we used weight regularization to reduce overfitting. Figure 5.4 shows a

reconstruction of a sample time series. It can be seen that the Decoder was able to capture the

high activity in the middle and the low activity in the second part of the time series. We used

an embedding space of 10 dimensions.

For visualization purposes, we further reduced these embeddings into two dimensions using

t-SNE [85]. This allowed us to see each time series as a point in a two-dimensional space and

to visually validate the embeddings generated by the autoencoder. In Figure 5.5, we see that

embeddings that are closer to each other represent time series that have similar step counts.

In addition, these time series have a similar distribution of the physical activities during the

day. This demonstrates that the Encoder has learned to embed similar time series into similar

vectors.

5.3.3 Predictive Modeling

The main component of our intervention system utilizes the pre-intervention sensor data

to predict how a new senior person would respond if he or she was given the intervention.

For this purpose, we trained supervised machine learning models separately on the data

from the people that received the self-reflection intervention and the people that received the

peer-to-peer intervention. Our models used the features extracted from the pre-intervention

time series data to predict his or her relative improvement. The main idea behind predictive

modeling is that people who behave similarly will respond to the same intervention in a similar

way.

Before we apply predictive modeling, we needed to deal with missing data; 17% of the days

of pre-intervention data were invalid i.e. did not contain any activity at all. Most machine

learning models do not support missing data as input, thus we decided to replace the missing

values with an estimate. There are correlations in the data that could help us choose a more

relevant estimate. An important observation is that users differ in terms of their activity

levels, but maintain consistent and periodic behavior from one day to another. We used an

imputation method that replaces the missing data by a random time series from the valid days

of data generated by the same user on the same day of the week. Alternative data imputation

methods are to replace the missing time series with user average, or to generate time series

using deep learning. User average is a simple, but unsuitable method because it produces

smoothed time series whose distribution is different from the distribution of raw sensor time

series data. Deep learning techniques are unsuitable as well because we don’t have enough

data to learn to generate realistic time series from the conditional distribution.

Using the whole pre-intervention data as a predictor in our machine learning models means

that when we deploy the intervention system, it needs to observe a new user for 3 weeks before

it decides which intervention is better for him or her. Ideally, the user should be observed

for as short period as possible. Thus, we were interested in the minimum amount of pre-

intervention data that we could use to predict an individual’s relative improvement under
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each intervention. In our experiments, we applied models that take as input either one day or

one week of data. The number of data samples per user was 18 in the first case (one for each

day) and 3 in the second case (one for each week).

We scaled our output variable (relative improvement) so that its variance was one. We used

root-mean-square error (RMSE) to measure the error of our models in predicting the scaled

relative improvement:

RMSE =
√∑N

i

(
relative improvementi −predictioni

)2

N
(5.2)

where N is the number of data samples, relative improvementi is the scaled relative improve-

ment of the user associated to the i -th data sample, and predictioni is a prediction generated

by our method, based on the pre-intervention data associated to the i -th data sample. The gen-

eralization ability of our methods was estimated using 10-fold cross-validation. We ensured

that data from the same user belonged to the same fold. In this way, the model was tested on

users whose data was not used in the training process. We repeated each cross-validation 10

times with a different random partition each time to obtain the mean and the variance of the

test error.

We used six different models to predict the relative improvement under each intervention.

Five of them were based on ridge regression. In ridge regression the prediction is a linear

function of the feature vector xi :

predictioni = xT
i w+b (5.3)

where w denotes the regression coefficients and b is the intercept term. In the learning phase

we minimize the following objective function:

1

N

N∑
i=1

(
relative improvementi −predictioni

)2 +λwT w (5.4)

where λ is a hyperparameter indicating the regularization strength. Larger λ forces weights

to decay more towards zero, so λ= 0 means that we do not do any regularization at all. This

hyperparameter is determined using cross-validation. Below we summarize the predictive

models that we used to predict the relative improvement under each intervention:

• Const. The simplest model that could be used is to predict that new people would

improve according to the mean improvement of the existing people who already received

the intervention, i.e, a ridge regression where predictioni = b. Thus, this model does not

base its predictions on the pre-intervention data at all. It was expected that this model

would score RMSE ≈ 1 because the standard deviation of the output variable is 1.

• DayAgg. This model is a simple ridge regression that uses one day of data to generate

predictions. It does not use the whole time series as a predictor, but only the total (or
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aggregated) daily step count, i.e., xi is one-dimensional vector.

• DayEmb. This model also uses one day of data to generate predictions. Ridge regression

is used to generate predictions. In contrast to model DayAgg, it uses the whole time

series as a predictor. More specifically, the feature vector contains the time series

embeddings provided by the RNN autoencoder in addition to the total step count, i.e,

xi is 11-dimensional vector: the first 10 features represent the time series embeddings

and the last feature represents the total step count.

• WeekAgg. This model is a ridge regression that uses one week of data to generate

predictions. It takes as input a set of features that represent the total daily step counts

for each different day of the week, i.e, xi is 7-dimensional vector.

• WeekEmb. This model is a ridge regression that also uses one week of data to generate

predictions. It considers the input data as a set of embeddings (plus the total daily step

count associated with each embedding). The total number of input features is 77: the

first 70 correspond to the embeddings associated to each different day of the week and

the last 7 indicate the total daily step count for each different day of the week.

• WeekEmbRNN. This model is a RNN that takes the same input as the model WeekEmb.

It considers the input data as a sequence of 7 embeddings (plus the total daily step

count associated with each embedding). In this way, it tries to extract relevant predictive

information from both the temporal dynamics within a single day and the temporal

dynamics from one day to another. In contrast to Clockwork RNN that we used as an

autoencoder, here we used RNN with LSTM units because the sequences are very short

in length (7 time steps, one for each different day of the week). In the learning procedure

we minimized the RMSE.

The test errors for each model applied separately on the data from the self-reflection and the

peer-to-peer group are given in Figure 5.6. It can be seen that personalized models (these

are all except model Const) applied on the data from the peer-to-peer group performed the

same as the sample mean estimator (model Const). This means the either (1) one week

of minute-by-minute data does not contain enough information to explain the individual

response to the peer-to-peer intervention, or (2) we don’t have enough data to learn the

individual response. On the other hand, two of the personalized models (model DayEmb

and model WeekEmb) applied to the data from the self-reflection group performed much

better than the sample mean estimator (model Const). Both models were applied to fine-

grained time series data. This means that the low-level information contained in the daily time

series data is an important predictor of the intervention effect. Model WeekEmb performs

better than model DayEmb. This suggests that the information about the higher-level human

behavior in different days of the week contains relevant predictive information as well. The

same conclusion holds true for the youth population (see Section A.4 of the Appendix). It is

interesting that model WeekEmbRNN does not perform better than model WeekEmb although

it takes the same input as model WeekEmb, but is more complex. This can be explained by the
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Figure 5.6 – Comparison of the test error of different models.

fact that model WeekEmbRNN has a large number of parameters, but there is a small amount

of training data available. In Section A.5 of the Appendix, we demonstrate that prediction

accuracy improves as we increase the amount of training data.

We continued the analysis by inspecting the predictions generated by the optimal model

WeekEmb for the self-reflection group on the test set (see Figure 5.7). There is a significant

positive correlation between the true relative improvements and the predictions (p-value<
0.000001). We were also interested to know how accurate would be the continuous predictions

if we used just their sign (positive or negative) to predict whether the user will increase or

decrease his physical activities after the intervention (a binary prediction). Since 64.29% of

the participants who received the self-reflection intervention did not improve their physical

activities, the simplest baseline method would predict that every user would not improve. In

this way the accuracy of the method would be 64.29%. If we generated predictions about the

improvement using our optimal model, but just care about the sign of the predictions, then we

would obtain accuracy of 65.36% — not much different than the baseline method. However, if

we define a threshold, and we predict the direction (or sign) of the behavior change only if

the absolute value of the prediction is larger than this threshold, the accuracy improves. This

can be seen in Figure 5.8. When the threshold is 0.6 and above, we obtain accuracy of more

than 87% — much better than the baseline method. In other words, when the predictions

have higher absolute value, we are more certain whether the user will increase or decrease

his activities after the intervention. In practice, this means that we could choose a subset of

people that are more likely to benefit from the intervention and give the intervention only to

those people. However, there is a trade-off: larger subset means lower certainty in the sign of
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Figure 5.7 – True relative improvement vs. predicted improvement for the self-reflection group.
There are two data points per each user. The dashed green line shows the trend.

the improvement.

5.3.4 Generating Recommendations

The best predictive model (model WeekEmb) is used to predict the potential improvement

of a new user under each intervention. The personalizable intervention system chooses the

intervention that is associated with a higher improvement and recommends it to the user. To

evaluate the recommendations, we analyzed whether the improvement of a new user that

received one of the two interventions is better predicted by the model that is trained on existing

users that received the same intervention as the target user. We discovered that the RMSE

is smaller when we apply the correct model. This observation strengthens the results from

the previous section. Our intervention system would give the peer-to-peer intervention to

75% of the people that actually received the self-reflection intervention and the self-reflection

intervention to 25.7% of the people that actually received the peer-to-peer intervention.

This means that, although the peer-to-peer intervention is more beneficial for the general

population, it is likely that 25% of the people would still benefit more from the self-reflection

intervention. Directly comparing the predictions about the potential improvements of the

same user under different interventions is analogous to comparing the causal effects of both

interventions on the user’s relative improvement.

The intervention system could be designed not to generate any recommendation at all if

it predicted that the target user would worsen his or her activity levels under any available

intervention. It could also be designed to consider only recommendations that are more likely

to cause positive improvement i.e. interventions that are associated with predictions larger
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Figure 5.8 – Percentage of people in the self-reflection group for whom we would predict
correctly the direction of the improvement (positive or negative) if we apply the predictions
only when their absolute value is larger than a threshold.

than a threshold (Figure 5.8). This is especially important for the vulnerable elderly population.

The proposed design could also be useful when there is a limited number of interventions and

a large population, because in this case the interventions could be given only to the people

that are most likely to benefit from them.

5.4 Chapter Summary

In this chapter, we proposed a novel personalizable intervention system that aims to promote

physical activeness in senior adults. The main novelty of our intervention system is that it uses

time series fitness data to predict the intervention effect. These predictions allow the system

to select better one intervention over another. We trained the system using data from real

senior adults. In our experiment, we used two different mobile app interventions. The first

intervention (self-reflection) allowed the user to see a real-time step count information about

himself or herself. The second intervention (peer-to-peer) allowed the user to see a real-time

step count information about himself or herself and his or her partner. Although the peer-to-

peer intervention was more beneficial for the general elderly population, we demonstrated

that 25% of the senior adults are still likely to benefit more from the self-reflection intervention.

Our personalized predictive models were able to discover who are these people based on their

pre-intervention behavior. We showed that models that utilize fine-grained sensor data from

a longer period (one week) perform better. This suggests that both the lower-level human

behavior within a single day and the higher-level human behavior from one day of the week to

another are important predictors of behavior change in senior adults.
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The following use case demonstrates the use of our intervention system. Consider a senior

adult who wants to become more physically active, but doesn’t know how to achieve that. He

or she installs our recommendation app that implements our personalizable intervention

system and starts wearing an unobtrusive fitness tracker. After one week, the recommendation

app learns his or her behavior patterns and recommends him or her to start using either

the mobile app that incorporates self-reflection or the mobile app that incorporates social

reflection to promote physical activeness. The target user installs the recommended app and

improves his or her physical activity levels over time.

In the beginning of our research, we identified several main challenges for developing a per-

sonalizable intervention system whose main purpose is to select those interventions that are

most likely to work for senior adults. In our intervention system design and implementa-

tion, we ensured that our system addresses all these challenges. First, we used mobile app

interventions based on two motivational strategies that were shown to be successful in the

scientific literature: self-reflection and social reflection. Second, we trained our predictive

models using only data from senior adults. In this way, the models learned behavioral patterns

that are characteristic of this vulnerable subpopulation. Third, we collected data from a trial

in which participants were wearing a smart wristband that tracked their activities without

interfering with their normal functioning. Fourth, our machine learning models utilized

randomized trial data that allowed them to make a more relevant comparison between the

different interventions. Fifth, the generated predictions are based on how existing people that

are similar to the target user responded to the same intervention, thus, there is evidence about

the effectiveness of the recommendations. Finally, our intervention system utilizes fully the

frequently-sampled time series data and learns relevant predictive information from it in an

automated way, without human interference.

Our intervention system is scalable and fast to train. It also supports multi-variate time series

and multiple interventions. For example, the same physical activities may result in different

heart rates in different people. Thus, heart rate time series could be an important predictor

for behavior change besides step count time series. Other time-invariant predictors (e.g., sex)

and contextual factors (e.g., weather) could also be used to explain the behavior change. Our

intervention system supports both simpler and more complex predictive models, such as

deep learning. The latter could generate more accurate predictions. However, deep learning

methods require a large amount of data. We showed that LSTM performs much worse than

ridge regression on our dataset from a limited number of users.

Personalized recommendations for increased physical activity are of great practical value for

senior adults. We believe that our system for personalized recommendations is an important

contribution in this field because it learns relevant predictive information from unlabeled

time series sensor data that is easy to collect, in an automated way. In our future work, we

plan to perform an online evaluation of our intervention system.
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6 Reducing Intervention Bias using
Adversarial Balancing

6.1 Introduction

Data from randomized controlled trials allow personalizable intervention systems to make

less biased estimates of the intervention effect. However, Randomized Controlled Trials (RCTs)

are often expensive or unfeasible to conduct [40]. Also, observational studies are relatively

quick, inexpensive, and easy to undertake, compared to randomized controlled trials [52]. In

this chapter, we are interested in estimating the individualized treatment effect (ITE) for a new

patient from observational data.

With the advance of technology, the amount of observational data increases rapidly. For

example, Electronic Health Records consist of longitudinal patient health data, including

demographics, diagnoses, procedures, and medications [84]. Understanding whether a patient

would benefit from a particular medical procedure or medication — based on historical EHR

data — aligns with the goals of personalized medicine. Also, understanding whether a patient

would improve his or her behavior after an intervention aligns with the goals of preventive

healthcare.

This problem has two main challenges. First, only one outcome is observed. Each patient

either received or did not receive the treatment, so we don’t know his or her potential outcome

in the opposite case. Second, in observational studies there could be a treatment bias, meaning

that some patients are more likely to receive the treatment. For example, a doctor might

prescribe medicine to a patient based on his or her laboratory tests. Treatment bias makes it

difficult for traditional supervised learning methods to infer causal relationships because the

distribution of covariates across different treatments is not the same. Thus, a predictive model

trained on data from patients who received the treatment will not generalize well to patients

who did not receive the treatment and vice versa.

It is possible to identify the ITE in observational studies if the collected data contains all the

confounders: factors that affect both the treatment assignment and the outcome. This is a

common assumption that we also make in this chapter. Similarly to [119], we formulate the
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problem as a counterfactual regression (CFR). In other words, we try to estimate the coun-

terfactual (unobserved) outcomes given the observed (and possibly biased) data. Johansson

et al. perform CFR by simultaneously learning balanced representations of the covariates

across different treatment groups and predicting the factual (observed) outcomes. Balancing

is a form of regularization that provides more robust counterfactual predictions; it assigns

less importance to features whose distribution is different across the treatment groups and it

reduces the treatment bias. Although some features are imbalanced, they could contain useful

predictive information. Thus, CFR makes a tradeoff between minimizing the predictive loss

and the imbalance loss.

This chapter builds on [119]. We are also interested to simultaneously learn balanced repre-

sentations and predict factual outcomes. The novelty of our method is that we learn balanced

representations in an adversarial way. We call our method ACFR referring to Adversarial

balancing for CounterFactual Regression. ACFR contains a Discriminator component that

tries to distinguish between the patients who received the treatment and the patients who

did not receive the treatment based on their latent representation. In this way we are able to

generate more balanced representations, resulting in improved or matched performance on

two benchmark datasets.

6.2 Problem setup

Suppose there are N patients in the observational dataset D = {(
xi , ti , yi

)}N
i=1, where xi ∈X

denotes the i -th patient’s feature vector, ti ∈ {0,1} indicates whether he or she received a

treatment, and yi ∈ Y denotes the outcome of interest. Let y1
i and y0

i denote the potential

outcome if the i -th patient received and not received a treatment, respectively. For each

patient only one potential outcome is observed:

yi = ti y1
i + (1− ti ) y0

i (6.1)

This is the fundamental problem of causal inference. The setting is known as the Ney-

man–Rubin causal model [111]. We call yi the factual outcome, and refer to the unobserved

potential outcome as a counterfactual outcome. We are interested to learn the individualized

treatment effect (ITE) for a new patient x:

τ (x) = E[
Y 1 −Y 0 | X = x

]
(6.2)

The following two assumptions about the treatment assignment are sufficient for the ITE

function to be identifiable:

1. Unconfoundedness. Treatment assignment is independent of the outcomes:(
Y 0,Y 1)⊥ T | X (6.3)
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2. Overlap. Each patient has non-zero probabilities to receive or not receive a treatment:

0 <P (T = 1 | X = x) < 1 (6.4)

The ITE estimate for the i -th patient is:

τ̂ (xi ) = f (xi ,1)− f (xi ,0) (6.5)

where

f (x, t ) ≈ E[
Y t | X = x

]
(6.6)

Our goal is to learn a function f (x, t ) using the observed sample D = {(
xi , ti , yi

)}N
i=1 that can

be used to predict the unobserved counterfactual outcome y1−ti

i . In a randomized study the

treatment assignment does not depend on x, i.e., P (T = t | X = x) = P (T = t ), so the factual

and the counterfactual distribution are the same. This allows supervised learning algorithms

to generate unbiased estimates of the counterfactual outcome. However, in observational

study, the treatment assignment depends on x, making the problem more difficult. Ignoring

the difference between the factual and the counterfactual distribution would produce biased

estimates of the counterfactual outcome.

If the outcome is a continuous variable, then the performance of the generator could be

measured using two different metrics: the absolute error in estimated Average Treatment

Effect (ATE) and the expected Precision in Estimation of Heterogeneous Effect (PEHE). The

absolute error in ATE is calculated in the following way:

εAT E =
∣∣∣∣∣ 1

N

[
N∑

i=1
τ̂ (xi )

]
− 1

N

[
N∑

i=1
y1

i − y0
i

]∣∣∣∣∣ (6.7)

The expected PEHE can be calculated in the following way:

p
εPE HE =

√√√√ 1

N

N∑
i=1

(
τ̂ (xi )− (

y1
i − y0

i

))2
(6.8)

Both metrics require information about potential outcomes. This information is not present in

observational data. This is why it is necessary to evaluate the models on datasets with known

data-generating mechanism, such as simulated and semi-simulated datasets.

6.3 Related work

Non-parametric methods. Traditional non-parametric methods for estimating ITE are based

on matching. The potential outcome of a new patient with respect to t is defined using the

observed outcome of the closest neighbour(s) who received t (closest in the covariate space).
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Encoder + Predictor: Minimize prediction error and imbalance
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Figure 6.1 – The Predictor and the Discriminator play an adversarial game. As a result, the En-
coder learns balanced representations of the covariates across different treatment groups. The
Predictor ensures that the representations preserve the most important predictive information
from the covariates.

Propensity score matching methods [108, 116] are used when the covariate space is high-

dimensional. They match patients with similar probability to receive t . Another line of work

uses tree-based methods to estimate ITE [28, 134]. BART (Bayesian Additive Regression Trees)

adopts a Bayesian approach to an ensemble of trees [28]. Causal forest is an extension to the

random forest algorithm that generates asymptotically unbiased ITE predictions [134].

Representation-learning methods. Representation-learning methods [62, 119, 9] try to find a

new representation of the covariates that preserves the predictive information as much as pos-

sible and contains less treatment bias (the distribution across the different treatment groups is

similar in the representation space). They use different distance metrics such as cross-entropy,

Wasserstein distance and Maximum Mean Discrepancy distance to measure imbalance. Deep-

Treat first learns balanced representations of the covariates using bias-removing auto-encoder

network and then generates predictions based on these representations [9]. In contrast, CFR

simultaneously learns the balanced representations and generates predictions [119]. In this

way, less important information from the covariates is not preserved in the representation.

Generative methods. Generative methods try to approximate the distribution of the observed

and unobserved variables in the data to generate proxies of the counterfactual outcomes

[82, 73, 140]. GANITE [140] uses a counterfactual generator that generates a potential outcome

vector and a counterfactual discriminator that attempts to determine whether a given outcome

came from the factual distribution or the counterfactual distribution. CEVAE [82] and CEGAN

[73] are based on variational autoencoders and generative adversarial network, respectively.

They try to generate robust ITE predictions when hidden confounders are present.
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6.4 Method

Similarly to [62], we perform counterfactual inference by simultaneously learning balanced

representations and generating predictions about the potential outcomes using these rep-

resentations. The novelty of our approach is that we learn the balanced representations in

an adversarial way. Our model consists of three components: Encoder, Discriminator and

Predictor.

Encoder. The goal of the Encoder is to learn a new representationΦ : X →Rd . Φ is parameter-

ized by a deep neural network that allows learning a complex non-linear representation of the

covariates.

Discriminator. The Discriminator tries to distinguish between the patients who received the

treatment (t = 1) and the patients who did not receive the treatment (t = 0) based only on

their representation Φ (x). It is also parameterized by a deep neural network Ω : Rd → Rm .

The Discriminator is associated to a function that returns low values when the distribution

of the treated patients {Ω (Φ (xi ))}i :ti=1 is similar to the distribution of the untreated patients

{Ω (Φ (xi ))}i :ti=0 over the last layer of the Discriminator. Different discrepancy functions can

be used for this purpose: we focus on Wasserstein distance and cross-entropy. Wasserstein

distance W
(
p, q

)
between two distributions is informally defined as the minimum cost of

transporting mass in order to transform the distribution q into the distribution p (where the

cost is mass times transport distance) [55]. Computing W
(
p, q

)
may be expensive. Thus,

we are approximating Wasserstein distance in two different ways: (1) using the Sinkhorn-

Knopp matrix scaling algorithm [33, 119] and (2) using gradient-penalty WGAN [55]. For the

cross-entropy, the Discriminator first estimates the probability that the patient will receive a

treatment:

π (xi ) = exp(Ω (Φ (xi )))

1+exp(Ω (Φ (xi )))
(6.9)

where m = 1. Then, cross entropy is calculated in the following way:

Ldis
(
{Ω (Φ (xi ))}i :ti=0 , {Ω (Φ (xi ))}i :ti=1

)= N∑
i=1

ti logπ (xi )+ (1− ti ) log(1−π (xi )) (6.10)

Higher Ldis is desirable for the Discriminator.

Predictor. The goal of the Predictor is to estimate the factual outcomes for each patient. It

bases its predictions on the transformed covariatesΦ (xi ) and the treatment indicator ti . The

Predictor is parameterized by a deep neural network Ψ : Rd × {0,1} → Rn . Our deep neural

network follows the TARNet architecture [119] and defines a separate prediction network for

the data coming from each treatment group. This is more beneficial than having a single
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network that takes as input a concatenation of Φ (xi ) and ti because in the case when d is

large, the treatment information might be lost during training. We use mean squared error

as a loss function when the output is continuous, and cross-entropy loss function when the

output is categorical. We denote the loss function by Lpre.

In classical supervised machine learning we would minimize the prediction loss by jointly

optimizing the parameters of the Encoder and the Predictor. In this case our model would

be biased and would not generalize well for the entire population. This is why we need to

obtain balanced representations of the covariates. Balancing can be considered as form of

regularization. Perfect balancing can be achieved if the Discriminator is not able to distinguish

between the patients who received the treatment (t = 1) and the patients who did not receive

the treatment (t = 0). Achieving perfect balancing is not always desirable because in this

case some important predictive information from the covariates might be lost. So a trade-off

should be made between decreasing the prediction error and increasing the balance. The

objective function of our model is:

max
ΘΩ

min
ΘΦ,ΘΨ

1

N

[
N∑

i=1
wi Lpre

(
Ψ (Φ (xi ) , ti ) , yi

)]+αLdis
(
{Ω (Φ (xi ))}i :ti=0 , {Ω (Φ (xi ))}i :ti=1

)+
+λgenRgen (ΘΦ)+λpreRpre (ΘΨ)−λdisRdis (ΘΩ) (6.11)

where

wi = ti

2u
+ 1− ti

2(1−u)
and u = 1

N

N∑
i=1

ti (6.12)

Rgen, Rpre and Rdis are terms that penalize complex functions for the Encoder, Predictor and

Discriminator, respectively. The weights wi compensate for the difference in treatment group

sizes [119].

The Discriminator plays an adversarial game with the Predictor. The goal of the Predictor

is to predict the factual outcomes accurately and to obtain balanced distribution across the

different treatment groups over the last layer of the Discriminator. However, the Predictor

cannot affect the parameters of the Discriminator to achieve balancing, it can only affect the

parameters of the Encoder. Thus, in order to achieve its goal, the best strategy is to make the

distribution of the treated patients {Φ (xi )}i :ti=0 and the distribution of the untreated patients

{Φ (xi )}i :ti=1 over the representation layer as similar as possible.

The Discriminator tries to obtain imbalanced distributions in the last layer by only affecting its

own parameters. Since it doesn’t have access to the parameters of the Encoder, its goal cannot

be achieved if the Encoder already produced balanced distributions in the representation

layer. By playing an adversarial game, it is possible to generate perfectly balanced distributions

over the representation layer while preserving predictive information as much as possible. In

this way, ACFR has an increased ability to produce balanced representations over CFR.
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In the training phase, we use Adam optimizer to update network weights and exponential

decay learning rate [1]. We update the Discriminator once per each update of the Encoder

and the Predictor. The number of updates of the Discriminator can also be treated as a hyper-

parameter because a higher number of updates may be beneficial in some cases [88]. We use

held-out validation dataset to determine the optimal model during the training process. We

choose the model with the lowest Predictor and Discriminator loss (Equation 6.11 without the

regularization terms) on the validation dataset.

6.5 Experiments

6.5.1 Experiments on Benchmark Datasets

It is difficult to evaluate causal inference algorithms using observational data because this data

does not contain the counterfactual outcomes. Thus, simulated and semi-simulated datasets

are used for this purpose. We applied ACFR on two commonly used benchmark datasets:

IHDP and Twins. We measured PEHE and ATE as performance metrics in two different settings:

within-sample and out-of-sample [119]. In the first case, PEHE and ATE are measured on

the training and the validation set — meaning that the algorithm has access to the factual

outcome. In the second case, PEHE and ATE are measured on the testing set and the goal is to

estimate ITE for patients with no observed outcomes. The second setting is more important

because it corresponds to a case when a new patient arrives and we need to recommend the

best possible treatment for him or her.

We compared our method with the following baseline methods: Ordinary Least Squares with

treatment as a feature (OLS-1), Ordinary Least Squares with separate regressors for each

treatment (OLS-2), k-nearest neighbour (k-NN), Bayesian Additive Regression Trees (BART)

[28], Random forest [17], Causal Forest [134], Causal Effect Variational Autoencoder (CEVAE)

[82], Balancing Neural Networks (BNN) [62], Generative Adversarial Nets for inference of

Individualized Treatment Effects (GANITE) [140], Balancing Linear Regression (BLR) [62],

TARNet [119], CFR-MMD [119], CFR-WASS [119], Logistic Regression with treatment as a

feature (LR-1), Logistic Regression with separate regressors for each treatment (LR-2), multi-

task Gaussian Process (CMGP) [3] and CEGAN [73].

We use three variations of our method according to the discrepancy function used by the Dis-

criminator. ACFR-CE uses cross-entropy to measure imbalance. ACFR-WGAN and ACFR-WASS

use an approximation of Wasserstein distance to measure imbalance. ACFR-WGAN imple-

ments gradient-penalty WGAN and ACFR-WASS uses the Sinkhorn-Knopp matrix scalling

algorithm (in the same way as in CFR-WASS).

This section is based on the semester project "Causal Inference in Observational Data", which was completed
by Wenyuan Lv, under the supervision of Igor Kulev and Boi Faltings.
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IHDP dataset. This dataset is based on RCT data from the Infant Health and Development

Program (IHDP) that aimed to raise the cognitive test scores of low-birth-weight, premature

infants [58]. Part of the treated population has been removed to simulate treatment bias. The

dataset contains 747 subjects (608 control and 139 treated) and 25 covariates associated to

each subject. These covariates measure different properties of the child and his or her mother.

The output is simulated and continuous. More details about the dataset can be found in

[58] and [119]. We average over 1,000 realizations of the simulated outcome with 63/27/10

train/validation/test/splits.

Twins dataset. This dataset utilizes data from twin births in the USA between 1989-1991 [5, 82].

We define treatment t = 1 as being the heavier twin, and the outcome as the mortality after

one year. Thus, the potential outcomes are present in the data. We focus only on same-sex

twins that have birth weights below 2 kg. The dataset contains 10,286 twins with 49 features

available before birth. We follow the procedure described in [73] to obtain a semi-simulated

dataset that contains treatment bias. More concretely, we assign treatment to each twin by

sampling from ti ∼ Bern(σ (w zi )), where w ∼N
(
10,0.12

)
and z is the min-max normalized

value of the feature GESTAT which represents the gestation age in weeks. We average over 50

realizations of the simulated treatment assignment with 64/16/20 train/validation/test/splits.

Table 6.1 and Table 6.2 show the results of the IHDP and Twins experiments. The best baseline

methods on the IHDP dataset are based on counterfactual regression. ACFR further improves

CFR and demonstrates that adversarial balancing is useful to generate more robust predictions.

ACFR is still better than CFR on the Twins dataset and is competitive with the best state-of-the-

art methods. We should note that causal inference on the Twins dataset is more challenging

because the treatment groups are highly imbalanced: the smaller group contains just 3%

of the subjects. Causal Forest performs the best in the within-sample setting, however, its

performance drops in the out-of-sample setting. In contrast, the performance of ACFR is

similar in both settings and we estimate ITE for new patients more accurately than the baseline

methods (lowest out-of-sample PEHE).

We performed an additional experiment on the IHDP dataset to analyze the impact of the

imbalance penalty α on PEHE. These results are shown in Fig. 6.2. Both CFR and ACFR

perform the best when α= 1, however ACFR achieves lower PEHE error: the gap between the

two methods is stable for different values of α. When α= 0, both models perform the same, as

expected.
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Table 6.1 – Results on the IHDP dataset. Lower is better.

in-sample out-sample
Method

p
εPE HE εAT E

p
εPE HE εAT E

OLS-1 5.8±0.3 .73±0.04 5.8±0.3 .94±0.06
OLS-2 2.4±0.1 .14±0.01 2.5±0.1 .31±0.02
BLR 5.8±0.3 .72±0.04 5.8±0.3 .93±0.05
k-NN 2.1±0.1 .14±0.01 4.1±0.2 .79±0.05
BART 2.1±0.1 .23±0.01 2.3±0.1 .34±0.02
Random Forest 4.2±0.2 .73±0.05 6.6±0.3 .96±0.06
Causal Forest 3.8±0.2 .18±0.01 3.8±0.2 .40±0.03
CEVAE 2.7±0.1 .34±0.01 2.6±0.1 .46±0.02
BNN 2.2±0.1 .37±0.03 2.1±0.1 .42±0.03
GANITE 1.9±0.4 .43±0.05 2.4±0.4 .49±0.05
TARNet .88±0.0 .26±0.01 .95±0.0 .28±0.01
CFR-MMD .73±0.0 .30±0.01 .78±0.0 .31±0.01
CFR-WASS .71±0.0 .25±0.01 .76±0.0 .27±0.01

ACFR-CE .66±0.0 .16±0.01 .69±0.0 .18±0.01
ACFR-WGAN .69±0.1 .15±0.01 .76±0.0 .17±0.01
ACFR-WASS .58±0.1 .15±0.01 .62±0.1 .16±0.01

Table 6.2 – Results on the Twins dataset. Lower is better.

in-sample out-sample
Method

p
εPE HE εAT E

p
εPE HE εAT E

LR-1 0.365±0.00 0.045±0.02 0.367±0.00 0.186±0.03
LR-2 0.404±0.02 0.128±0.03 0.411±0.02 0.206±0.04
k-NN 0.486±0.02 0.254±0.04 0.506±0.02 0.264±0.04
Causal Forest 0.356±0.01 0.025±0.02 0.372±0.01 0.188±0.03
BART 0.569±0.06 0.432±0.08 0.562±0.06 0.429±0.08
CMGP 0.367±0.01 0.034±0.03 0.365±0.01 0.036±0.04
CFR-WASS 0.371±0.03 0.056±0.06 0.371±0.03 0.071±0.06
CEVAE 0.363±0.00 0.071±0.01 0.364±0.00 0.165±0.01
CEGAN 0.363±0.00 0.018±0.01 0.362±0.00 0.017±0.01

ACFR-CE 0.363±0.00 0.020±0.01 0.357±0.00 0.024±0.01
ACFR-WGAN 0.360±0.00 0.020±0.01 0.360±0.00 0.020±0.01
ACFR-WASS 0.361±0.00 0.020±0.01 0.360±0.00 0.021±0.01

85



Chapter 6. Reducing Intervention Bias using Adversarial Balancing

10 4 10 3 10 2 10 1 100 101

imbalance penalty, 

0.6

0.7

0.8

0.9

1.0

PE
H

E

CFR-WASS
ACFR-WASS

Figure 6.2 – PEHE as a function of the imbalance penalty α for CFR and ACFR.

6.5.2 Extension of the Intervention-Based Clustering Method

Our framework is also useful because it can be adapted to existing methods for predicting

treatment effect that do not consider treatment bias. In this way, these methods can be applied

to observational data besides randomized trial data. In this section, we demonstrate the

usefulness of adversarial balancing to Intervention-Based Clustering (IBC) that we introduced

in Chapter 3. IBC discovers subpopulations that were affected by the intervention in different

ways i.e. the discrete heterogeneity in the treatment effect. Discrete heterogeneity is likely to

be present if a treatment works through unobserved causal pathways that may be discretely

open or closed [118]. For example, suppose a drug works better for patients with a specific

genetic profile and this information is not recorded. Let’s assume that weight is associated

with the presence of this genetic profile and this information is recorded. Then, the output

as a function of weight will be better approximated by a latent class model with weight as a

predictor of latent class membership than by any smooth function of weight alone [118].

The disadvantage of IBC is that it could provide biased results when applied directly to ob-

servational data. However, IBC may still perform well on observational data when its inputs

are the representationsΦ (X ) learned by ACFR instead of the original feature vectors X . In-

tegrating the IBC approach withing the ACFR framework allows us to discover clusters by

simultaneously learning balanced representations of the covariates across different treatment

groups and predicting the factual outcomes. We modified the Predictor and its loss function in

our ACFR framework to support intervention-based clustering. We introduced a probabilistic

loss function:

Libc
(
Ψ (Φ (xi ) , ti ) , yi

)=− log
K∑

k=1
πk (Φ (xi ))N

(
yi |µk (Φ (xi ) , ti ) ,Σ

)
(6.13)

86



6.5. Experiments

where πk (Φ (xi )) denotes the prior odds for the i -th user to belong to the k-th cluster and

µk,ti (Φ (xi )) denotes the i -th user’s outcome if he or she belonged to the k-th cluster. Both

functions are parameterized by a deep neural networkΨ. However, the first function πk does

not depend on the treatment indicator ti . This allows us to determine the most likely cluster

memberships for new people before giving them any treatment. Similarly to Chapter 3, we set

the covariance matrix Σ to be the same for all distributions. The regularizer term Rpre (ΘΨ)

in Equation 6.11 can be interpreted as the prior distribution of the IBC model parameters.

We added two more regularizers in Equation 6.11 to better separate subpopulations with

differential treatment effect: sample-wise entropy and batch-wise entropy [144]. Sample-wise

entropy can be defined in the following way:

Hsam (π) =− 1

N

N∑
i=1

K∑
k=1

πk (Φ (xi )) log(πk (Φ (xi ))) (6.14)

Lower sample-wise entropy means that each patient receives one dominant cluster assign-

ment. Batch-wise entropy can be defined in the following way:

Hbat (π) =−
K∑

k=1
p̄k log

(
p̄k

)
(6.15)

where

p̄k = 1

N

N∑
i=1

πk (Φ (xi )) (6.16)

Higher batch-wise entropy means that all clusters contain a similar number of patients.

Lower Hsam and higher Hbat are desirable because they characterize a clustering in which

subpopulations are large and well-separated. Thus, our final objective is:

max
ΘΩ

min
ΘΦ,ΘΨ

1

N

[
N∑

i=1
wi Libc

(
Ψ (Φ (xi ) , ti ) , yi

)]+αLdis
(
{Ω (Φ (xi ))}i :ti=0 , {Ω (Φ (xi ))}i :ti=1

)+
+λgenRgen (ΘΦ)+λpreRpre (ΘΨ)−λdisRdis (ΘΩ)+λsamHsam (π)−λbatHbat (π) (6.17)

We trained and evaluated the IBC model on the IHDP dataset. We defined three different

variants of the model: IBC is the model with α= 0 (does not use balancing), IBC-BAL is the

model withα= 1 (uses balancing), and IBC-BAL-RR is the model with the lowest validation loss

over two runs of IBC-BAL with different initial parameter values (uses balancing and random

restarts). We set K = 2 for all variants of the model. The results are given in Table 6.3. It can be

seen that balancing helps IBC to improve its treatment effect estimation on observational data.

Also, running the method several times with random initializations provides better solutions.

Random restarts decreased the probability to obtain extreme PEHE values. IBC-BAL-RR

performs better than CFR-WASS, but still not better than ACFR-WASS. IBC-BAL-RR could

perform at least as good as ACFR-WASS because ACFR-WASS is a special case of IBC-BAL-RR
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Table 6.3 – Evaluation of different IBC models on the IHDP dataset. Lower is better.

in-sample out-sample
Method

p
εPE HE εAT E

p
εPE HE εAT E

IBC 1.1±0.0 .23±0.01 1.2±0.0 .26±0.01
IBC-BAL .74±0.1 .18±0.01 .81±0.0 .20±0.01
IBC-BAL-RR .68±0.1 .18±0.01 .74±0.0 .19±0.01

when K = 1. However, we did not train the model with different values of K because the

training process was very time-consuming. PEHE for all realizations of the simulated outcome

in the IHDP dataset is visualized in Figure 6.3. It can be seen that in almost all realizations

IBC performs worse than ACFR-WASS (almost all points are above the green dashed line). In

contrast, there is a high correlation between PEHEs for IBC-BAL-RR and ACFR-WASS.

We continued the analysis by inspecting the clusterings obtained by IBC and IBC-BAL. IBC

produced well-separated clusters more often than IBC-BAL. We explain this by the fact that

the loss function in IBC-BAL has an additional term Ldis which decreases the importance of

the entropy terms Hsam and Hbat. Figure 6.4 shows the clustering results for one realization of

the simulated outcome. IBC-BAL discovered two subpopulations that differ in terms of the

distribution of the output. People from the second cluster that did not receive the treatment

have a lower response than the people from the first cluster that did not receive the treatment.

In contrast, people from both clusters that received the treatment responded similarly. This

means that the people from the second cluster are more likely to benefit from the treatment

than the people from the first cluster (assuming that higher value of the output is better for

the user).
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Figure 6.3 – Comparison of out-sample
p
εPE HE between different IBC models and ACFR.
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(a) t-SNE visualization of the clustering in the input space.
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(b) t-SNE visualization of the clustering in the embedded space.

cluster 1 cluster 2
0

2

4

6

8

10

12

ou
tp

ut

7.53

3.09

9.31
8.49

no treatment
treatment

(c) Average outputs per cluster and intervention.

Figure 6.4 – Visualization of the clustering results obtained with IBC-BAL on the IHDP dataset.
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6.6 Chapter Summary

Estimating the individualized treatment effect is an essential task in many domains, especially

in the health domain. Counterfactual regression solves this task by simultaneously learning

balanced representations of the covariates across different treatment groups and predicting

the factual outcomes. In this chapter, we presented a novel method based on counterfactual

regression, ACFR, that performs the regression by learning balanced representations in an

adversarial way. In this way, the model has a higher power to obtain more balanced represen-

tations while still preserving the important predictive information from the covariates.

We compared the performance of ACFR with state-of-the-art methods on two commonly

used benchmark datasets, and we demonstrated that ACFR performs better than the baseline

models on the IHDP dataset and is competitive on the Twins dataset. It is important to note

that on both datasets, ACFR was the most accurate in estimating ITE for new patients (low

out-of-sample PEHE). The results indicate that adversarial balancing is useful to generate

predictions that generalize better on the counterfactual distribution.

We demonstrated that our balancing approach could be used to apply intervention-based

clustering (IBC) on observational data. Balancing helped IBC to improve its treatment effect

estimation and to discover more relevant clusters from observational data. The same balancing

approach can be used to extend the application of other existing intervention systems that

predict treatment effect without considering treatment bias.
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7.1 Summary

Unhealthy behaviors are associated with increased cardiovascular morbidity and mortality

[81]. However, behavior changes are difficult to make. Also, often, people who like to improve

their behavior do not know how to do that. Personalizable intervention systems could assist

them to achieve healthy behavior change. These systems decide what would be the optimal

intervention for the target user based on his or her characteristics, including current and

past behavior patterns. They consist of three main components: data collection, predictive

modeling and generating recommendations. The first component provides data from past

users: each of them either received one of the interventions of interest or did not receive

anything. This data is used by the second component to predict how a new user would change

his or her behavior if he or she was given an intervention. The third component generates a

recommendation strategy based on these predictions.

In this thesis, we proposed novel solutions that address the main challenges in building a

personalizable intervention system to promote healthy behavior change. First, we proposed a

system based on a Bayesian mixture model to identify subpopulations with different behavior

changes from longitudinal data. This system is especially suitable when the amount of data

is limited, and when there are unobserved factors that might affect behavior change. We

applied it on a dataset obtained from a randomized controlled trial where patients were

randomly allocated to receive up to 12 acupuncture treatments over three months or to a

control intervention offering usual care. We discovered two distinct subpopulations that were

separated by non-linear decision boundaries. The intervention was effective only for one

subpopulation, suggesting that acupuncture significantly increases the energy levels of the

people with high emotional well-being.

Second, we proposed CLINT, a system based on a latent-variable model, to discover and predict

behavior change patterns from fine-grained sensor data. The novelty of this system is that it

learns interpretable patterns that describe pre-intervention behavior and post-intervention

behavior change in an unsupervised way. The fine-grained approach enables the discovery of
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periods when the intervention is the most effective, e.g., the morning time. We applied CLINT

to calorie expenditure data obtained from 45 people who received a mobile app intervention.

We discovered that less active people benefit more from the intervention: they increased

their physical activities mostly during the morning. We demonstrated that CLINT could use

the discovered patterns to predict the post-intervention behavior of new people better than

existing methods. We also proposed a way to recommend strategies for positive behavior

change by learning from the existing users that improved their behavior. We validated our

recommendations and demonstrated that they are feasible and effective.

Third, we proposed and developed a personalizable intervention system to improve the

physical activeness of senior adults. The main novelty of our system is that it uses historical

time series fitness data to decide which intervention to recommend. We trained the system

using fitness data obtained from 55 senior adults: each of them received one of two mobile

app interventions by random assignment. To deal with the high-dimensionality of fitness data,

we used an autoencoder to transform each time series into a low-dimensional representation.

Our system suggested that the intervention that worked better for the overall population was

likely to be effective only on 75% of the people. Also, we showed that using fine-grained sensor

data from a longer period leads to more accurate predictions.

Finally, we proposed ACFR, an adversarial approach to reduce intervention bias in observa-

tional data. Our approach converts the pre-intervention data into a representation that has a

balanced distribution of the latent features across different treatment groups and preserves

the predictive information from the covariates as much as possible. During the learning phase,

the two objectives are simultaneously optimized in an adversarial way. We demonstrated that

our approach estimates the intervention effect better than existing methods on a widely-used

benchmark dataset. We also showed that our balancing approach could be used to adapt

existing personalizable intervention systems designed for data from experimental trials to

support data from observational data as well.

Personal intervention systems hold great potential to turn existing human behavior data

into actionable insights for people that have unhealthy lifestyles. We believe that the work

described in this thesis may lead to a better understanding of human behavior and the ways

to promote healthy behavior change. The advance of wearable technology and the increased

availability of human behavior data may further facilitate the adoption of personalizable

intervention systems for healthy behavior change.

7.2 Future Directions

The accuracy of personalizable intervention systems may be improved if these systems have

access to data from a larger number of people. However, conducting trials to provide ad-

ditional training data is an expensive and time-consuming process. A possible solution to

this problem is to add the data from the target users to the training dataset after they receive

the recommendations. This would not be an additional burden for the target users because
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personalizable intervention systems already track their behavior to generate personalized

recommendations. The system could be re-trained when new (biased) data is available. This

is an online learning problem and is related to the contextual bandits problem [37]. In the

beginning, the intervention system does not know which intervention works the best for a

given user, thus it recommends a random intervention — a setting similar to randomized

trials. As there are more and more data available, the system learns which intervention works

better for a new user. The system recommends this intervention to the new user with a higher

probability.

In this thesis, we considered the case when the system decides which intervention to rec-

ommend out of a finite set of interventions. However, in some cases it may be desirable to

determine the optimal dosage of a single intervention. For example, what daily step goal

should be recommended to the target user, e.g., 10,000 steps. We may be interested in the

optimal daily step goal that would motivate the user to improve himself or herself. Another

example of intervention dosage is the frequency of sending suggestions to promote healthy

behavior change to people with unhealthy behaviors. Adapting the systems and methods

proposed in this thesis to support intervention dosages instead of binary interventions would

be an interesting research problem. One approach to solve this problem is to discretize the

intervention dosage and to treat each discrete value as a separate intervention. A limitation of

this approach is that it requires data from many users receiving different dosages. Another

approach to solving this problem is to adapt the adversarial balancing method introduced in

Chapter 6. This would require defining a new loss function for the Discriminator so that the

distribution across different intervention dosages is similar in the representation space.

Recurrent Neural Networks (RNN) are powerful methods to generate accurate behavior change

predictions from time series data. These methods could be integrated into personalizable

intervention systems when there is a large amount of training data available. However, it is

difficult to explain how they work to the target users. A possible solution to this problem is to

use RNN with attention mechanisms [131]. These mechanisms reveal which part of the data

was the most predictive of behavior change, e.g., activities that happen during the morning.

This feature could be useful to understand why the intervention system described in Chapter

5 chooses one intervention over another for a given user. The system could visualize and

highlight the parts of the input it focuses on when predicting the behavior change. Showing

information about existing users who had similar behavior patterns in these segments and

improved their behavior leads to increased transparency and user trust in the system. Future

work may investigate the potential use of attention mechanisms in personalizable intervention

systems to promote healthy behavior change.
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A.1 IBC: Ablation Study

In Section 3.4.1 we generated a simulated dataset and we tested the ability of Intervention-

Based Clustering (IBC) to capture clusters with complex decision boundaries. The method

discovers the complex decision boundaries by adding polynomial terms in the input data.

Based on the results given in Table 3.1, we performed an ablation study to compare the impact

of both clustering and polynomial terms on the log-likelihood. The model that performs

clustering without including polynomial terms results with a higher log-likelihood than the

model that performs no clustering at all (see Table A.1). Adding polynomial terms in the input

data further improves the log-likelihood on the validation dataset.

Table A.1 – Ablation study comparing different IBC model components on the log-likelihood.
Higher is better.

log-likelihood

no clustering -1.0462

clustering -0.7924

clustering + polynomials -0.7872

A.2 CLINT: External Validation

Young and senior adults have different physical activity patterns [21]. We performed an

experiment to determine whether CLINT could discover these differences, based on fitness

data obtained from young and senior adults. For this purpose, we merged the HealthyTogether

dataset described in Chapter 4 that contains data collected from young adults, mostly students,

and part of the dataset described in Chapter 5 that contains data collected from senior adults
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who received a peer-to-peer intervention1. In this way, all the people in the merged dataset

received very similar social interventions.

We ran 9-fold cross-validation to estimate the generalization ability of our model. In each

round, we removed a group of users (fold), we trained the model using the remaining users,

and we applied the model to the held-out group. In the learning process, we built 10 models

with different initial parameter values, and we chose the model with the highest log-likelihood

on the training set. We trained models with different combinations of values for K 0, K 1 and

D , and we chose the model that generalizes the best. We defined the following search ranges:

1 ≤ K 0 ≤ 5, 1 ≤ K 1 ≤ 5 and 1 ≤ D ≤ 10. The optimal model with K 0 = 5, K 1 = 5 and D = 9 is

used further in our analysis.

The extracted daily activity patterns are shown in Figure A.1. The first daily activity pattern

(46% of the population) represents inactive people. This pattern is the most common among

users. The second activity pattern (12% of the population) represents moderately active people.

It has two peaks: during the morning and during the evening. The third activity pattern (22%

of the population) also represents moderately active people. It has two peaks: during the

morning and during the evening. The peak in the evening is higher than the peak in the

morning. The fourth activity pattern (13% of the population) represents highly-active people

who are more active during the morning, and the fifth activity pattern (5% of the population)

represents highly-active people who are more active during the evening.
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Figure A.1 – The probability a pre-intervention behavior (left) changes to a post-intervention
behavior (up) estimated on the extended HealthyTogether dataset.

1We used only data from the last week before, and the first week after the intervention, to be consistent with the
structure of the HealthyTogether dataset. We removed 4 participants who had missing data during this period.
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Table A.2 – The number of people who moved from each particular activity pattern (AP) to
each activity change pattern (ACP). The first number in each bracket denotes the number of
transitions by the young adults, and the second number denotes the number of transitions by
the senior adults.

ACP1 ACP2 ACP3 ACP4 ACP5

AP1 (0,6) (6,6) (1,4) (7,5) (1,0)

AP2 (1,0) (0,0) (0,0) (4,0) (3,1)

AP3 (9,0) (2,0) (3,0) (1,0) (2,0)

AP4 (0,1) (1,5) (0,0) (0,3) (0,0)

AP5 (3,0) (0,0) (0,0) (0,0) (1,0)

The extracted activity change patterns are also shown in Figure A.1. The first activity change

pattern represents people who decreased their activity levels during the evening (-143 calories,

26% of the population). The second activity change pattern represents people who decreased

their activity levels during the morning (-30 calories, 26% of the population). The third activity

change pattern represents people who improved during the middle of the day (+82 calories,

11% of the population). The fourth activity change pattern represents people who moderately

increased their activities both during the morning and during the evening (+119 calories, 26%

of the population). The fifth activity change pattern represents people who strongly increased

their activity levels both during the morning and during the evening (+170 calories, 26% of

the population). The transition table in Figure A.1 suggests that people represented by the

second activity pattern are most likely to improve their activity levels. The table also suggests

that people that are very active during the evening (third and fifth activity pattern) tend to

decrease their activities during this period and also, people that are very active during the

morning (fourth activity pattern) tend to decrease their activities during this period.

The number of people who moved from each activity pattern to each activity change pattern

is given in Table A.2. It can be seen that young and senior adults differ in terms of their activity

patterns. Young adults are less likely to belong to the fourth activity pattern (early morning

people) while senior adults belong to either the first (very inactive) or the fourth activity

pattern (early morning people). Also, young adults are more likely to strongly increase their

activity levels both during the morning and during the evening than senior adults. The cluster

purity for the clusters determined by the pre-intervention behavior is 0.776. The cluster purity

for the clusters determined by the post-intervention behavior change is 0.618. This suggests

that young and senior adults differ more in terms of their regular behavior, but less in terms of

their behavior change.
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A.3 CLINT: Experiments on Artificial Dataset

Dataset. The underlying real-world-data-generating mechanism is complex and not directly

observable — making it difficult to determine how well CLINT is able to extract the true

behavior patterns that exist in the data. This is why we performed an additional experiment

on an artificial dataset with known data-generating mechanism. We assumed that there are

200 people manifesting a periodic behavior before and after the intervention. This behavior

has a period of length 50 and there are 5 periods before and after the intervention i.e., M = 250.

We assumed that people’s behavior can be explained using 3 behavior patterns and 2 behavior

change patterns i.e., K 0 = 3 and K 1 = 2. Data was generated according to the model shown

in Fig. 4.2. We used 4 polynomial terms up to degree 3 to represent x0 and x1. The entries

in π and τ were generated using normalized samples from a uniform distribution. The

regression coefficients in α and β were sampled from N (0,0.8) and N (0,0.4) respectively. Σ

was sampled from W1 (0.1/3,3). The parameters were chosen arbitrarily.

In this experiment, we were interested to know whether CLINT is able to extract the true

ground-truth patterns from the data. Initially, we assumed that the true number of patterns

and the true complexity of the behavior are unknown. We used grid search to discover this

information from the data. The number of behavior and behavior change patterns varied

from 1 to 4 and the number of polynomial terms included in x0 and x1 varied from 1 to 7. The

artificial dataset was split into training and validation sets of equal size. We used 30 random

restarts to obtain the optimal model for each combination of hyperparameters.

The log-likelihood on the validation dataset was improving as we were reaching the true

number of patterns and polynomial terms, as it can be seen in Fig. A.2 and Fig. A.3. After that,

the log-likelihood did not change significantly. In this way, we demonstrated that our learning

procedure is able to extract and reconstruct the true behavior patterns and behavior change

patterns from the data.

1 2 3 4 5 6 7

# polynomial terms

-10

-8

-6

-4

-2

0

lo
g

-l
ik

e
li
h

o
o

d

×10
4

Figure A.2 – Log-likelihood of models with different number of polynomial terms, trained on
the artificial dataset. The optimal log-likelihood obtained with the true model parameters is
shown with dashed green line.
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Figure A.3 – Log-likelihood of models with different K 0 and K 1, trained on the artificial dataset.
There is no increase of the log-likelihood when K 0 > 3 and K 1 > 2.

A.4 Predictive Modeling: Additional Evaluation

We performed an additional analysis of the predictive models described in Chapter 5 using

data from the HealthyTogether dataset described in Chapter 4. The test errors for each model

are given in Figure A.4. These results suggest that both the lower-level human behavior within

a single day and the higher-level human behavior from one day to another improve prediction

accuracy.
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Figure A.4 – Comparison of the test error of different predictive models applied on the Healthy-
Together dataset.
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A.5 Prediction Accuracy and Sample Size

We performed an experiment to evaluate the accuracy of the predictive models described in

Chapter 5 as a function of the amount of training data. For this purpose, we used the optimal

model applied to the HealthyTogether data (see Figure A.4). We sampled different amounts of

data to train the model. The prediction errors on the held-out data are given in Figure A.5. As

we increase the amount of training data, the prediction error decreases. Since it is not evident

that the RMSE reaches a plateau at 100%, it seems that the RMSE would continue decreasing

if we had used more data.
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Figure A.5 – RMSE as a function of the amount of data used to train the model (smaller is
better).
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