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ABSTRACT	

Thermal	Boundary	Conductance	(TBC)	of	 the	Ag/diamond	and	Au/diamond	 interfaces	
with	a	nanometer-thick	interface	layer	of	either	nickel	or	molybdenum	is	measured	by	
Time	 Domain	 Thermoreflectance	 (TDTR)	 and	 modelled	 based	 on	 a	 3-layer	 two-
temperature	model	(3l-TTM).	The	rationale	for	this	study	is	to	critically	assess	the	role	
of	the	electron-phonon	coupling	factor	of	the	interlayer	along	with	its	thickness	on	the	
TBC.	 It	 is	 shown	 that	 the	 TBC	 of	 both	 systems	 rapidly	 increases	 with	 the	 interlayer	
thickness	 until	 reaching	 a	 stable	 plateau	 for	 thicknesses	 greater	 than	 1.5	 nm.	 The	
plateau	 average	 value	 is	 15-25%	 lower	 than	 the	 intrinsic	 TBC	 between	 the	 interlayer	
material	 and	 the	 diamond	 substrate.	 This	 behaviour	 and	 values	 of	 the	 TBC	 of	 both	
systems	are	in	good	agreement	with	the	predictions	of	the	3l-TTM.	The	predictability	of	
this	 model	 is	 also	 analysed	 for	 a	 Cu	 interlayer	 inserted	 at	 Au/silicon	 interfaces	 with	
thicknesses	ranging	from	1.5	to	20	nm.	While	the	room	temperature	TBC	of	this	system	
is	well	described	by	the	3l-TTM,	the	values	measured	at	80	K	can	only	be	predicted	by	
the	3l-TTM,	provided	that	the	interlayer	electron-phonon	coupling	factor	is	reduced	by	a	
factor	 2,	 as	 was	 experimentally	 observed	 for	 Ag	 and	 Au.	 The	 obtained	 experimental	
results	 along	 with	 the	 proposed	 model	 can	 thus	 be	 useful	 for	 tailoring	 the	 TBC	 of	
metallic	interfaces	in	a	wide	range	of	temperatures.		
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I. INTRODUCTION	

With	 the	 continuous	miniaturization	 of	 devices	with	 enhanced	 rates	 of	 operation,	 the	
efficient	 management	 of	 heat	 transfer	 has	 become	 very	 challenging,	 due	 to	 the	
overheating,	low	reliability,	and	reduced	lifetimes	of	the	involved	nanomaterials.	One	of	
the	key	parameters	driving	the	thermal	performance	of	 these	devices	 is	 the	 finite	TBC	
(hBD)	between	their	different	components,	whose	interfaces	usually	exhibit	temperature	
jumps	ΔT	given	by	ΔT=	J.hBD,	with	J	being	the	heat	flux	across	them.	Typical	values	of	the	
TBC	for	metal/dielectric	interfaces	are	in	the	range	of	(10	–	800)	MW/m2K,	(1),	and	its	
importance	 can	 conveniently	 be	 evaluated	 through	 the	 ratio	 hBD.d/κ	 between	 the	
product	 hBD.d	 and	 the	 bulk	 thermal	 conductivity	 (κ)	 of	 the	 interlayer	 material	 of	
thickness	d.	 This	 ratio	 is	 similar	 to	 the	Biot	number	 in	macroscopic	heat	 transfer	 and	
indicates	that	the	interface	becomes	progressively	the	main	resistance	to	the	heat	flow	
for	hBD.d/κ≤1,	which	is,	for	example,	often	the	case	in	laser	diodes	(2).	This	is	the	reason	
why	extensive	 research	 efforts	were	 carried	out	 for	 enhancing	 the	TBC,	whose	values	
are	determined	by	the	materials	on	either	side	of	the	interface	(1,3)	and	increase	with	
the	 strength	 of	 the	 interfacial	 bonding	 (4–6)	 and/or	 by	 reducing	 the	 interfacial	
roughness	(7–9).		

In	 order	 to	 tailor	 the	 values	 of	 the	TBC	between	 a	metallic	 film	 and	 its	 substrate,	 the	
influence	 of	 a	 thin	 interlayer	with	 bridging	 properties	 inserted	 at	 their	 interface	was	
studied	in	several	works.	By	inserting	Ti	interlayers	at	both	Al/graphite	(10)	and	Au/Si	
(11)	 interfaces,	 the	 TBC	 was	 significantly	 enhanced,	 which	 was	 attributed	 to	 an	
improved	 interfacial	 bonding.	 Similarly,	 Wang	 et	 al.	 (12)	 observed	 that	 Al	 and	 Pt	
interlayers	with	thicknesses	ranging	from	10	to	100	nm	are	able	to	enhance	the	TBC	of		
Au/Si	 interfaces,	which	was	attributed	 to	 the	electron-phonon	coupling	strengthening.	
Based	on	much	thinner	(0.3	to	8	nm)	interlayers	of	copper	and	chromium	inserted	at	the	
Au/Al2O3	interface,	Jeong	et	al.	(13)	showed	that	the	TBC	monotonously	increases	with	
the	 interlayer	 thickness,	 before	 reaching	 a	 plateau.	 Similar	 results	 were	 recently	
observed	by	 our	 group	 (14)	 for	 copper	 interlayers	 (1.5-20	nm)	 inserted	 at	 the	Au/Si,	
Au/Al2O3	 and	 Au/diamond	 interfaces.	 The	 interpretation	 of	 the	 physical	 mechanisms	
generating	 this	 TBC	 behaviour	 was,	 however,	 slightly	 different	 in	 both	 cases.	 By	
assuming	 that	 the	 interlayer	 contribution	 to	 the	 overall	 thermal	 transport	 across	 the	
interface	is	determined	by	phonons	with	wavelengths	smaller	than	its	thickness,	 Jeong	
et	 al.	 (13)	 fitted	 a	 modified	 Diffuse	 Mismatch	 Model	 (DMM)	 to	 their	 experimental	
results.	 By	 contrast,	 our	 results	 were	 described	 by	 means	 of	 an	 thermal	 resistance	
generated	 by	 the	 electron-phonon	 coupling	 inside	 the	 interlayer	 (14).	 This	 additional	
resistance	 decreases	 as	 the	 interlayer	 thickness	 increases,	 such	 that	 the	 higher	 the	
electron-phonon	 coupling,	 the	 thinner	 the	 interlayer	 thickness	 required	 to	 reach	 the	
TBC	plateau.		

The	purpose	of	this	work	is	to	rigorously	assess	this	latter	statement	by	measuring	and	
modelling	 the	 TBC	 of	 metal/dielectric	 interfaces	 with	 ultra-thin	 interlayers	 involving	
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strong	and	weak	electron-phonon	coupling.	This	is	done	by	comparing	the	experimental	
TBC	values	to	the	theoretical	predictions	of	the		simplified	model	presented	in	Ref.	(14)	
and	a	refined	one	based	on	the	two-temperature	model	applied	to	a	three-layers	system	
(3l-TTM).	This	analytical	3l-TTM	explicitly	takes	into	account	the	effect	of	the	interlayer	
thickness	 on	 the	 TBC	 and	 its	 predictions	 are	 in	 good	 agreement	 with	 various	
experimental	data	even	at	80	K,	provided	that	the	interlayer	electron-phonon	coupling	is	
reduced	by	a	factor	of	two	with	respect	to	its	value	at	room	temperature.	
	

II. EXPERIMENTAL	METHOD	

a.	Sample	preparation	and	characterization	

Ag-Ni-diamond,	 Au-Ni-diamond	 and	 Ag-Mo-diamond	 stacks	 were	 all	 fabricated	 by	
following	 the	 procedure	 developed	 for	 Au-Cu-diamond	 stacks	 and	 presented	 in	 our	
previous	work	 (14).	 All	 diamond	 substrates	 consisted	 of	 HPHT	 synthetic	 stones	 (Ref:	
MWS	 L25	 with	 [100]	 orientation,	 purchased	 from	 Element	 6,	 Shannon,	 Co.	 Clare,	
Ireland)	 and	 their	 surface	 state	 was	 controlled	 through	 a	 succession	 of	 mechanical	
polishing	steps	(6	µm,	3	µm,	and	1	µm	diamond	paste)	followed	by	ultrasonic	cleaning	in	
acetone,	ethanol	and	isopropanol.	Surface	activation	was	achieved	by	using	a	Fischione	
1020	 oxygen	 plasma	 cleaner	with	 a	 3:1	 Ar:O2	 vol.	 gas	 composition.	 Each	 sample	was	
exposed	 15	 minutes	 to	 the	 plasma	 and	 then	 immediately	 loaded	 into	 an	 Alliance-
Concept	DP	650	sputtering	machine.	Depending	on	the	sample,	a	thin	Ni	or	Mo	layer	was	
deposited	on	top	of	the	diamond,	before	being	covered	by	an	80-nm	thick	Ag	or	Au	layer.	
A	20-nm	thick	Cr	layer	was	finally	added	on	top	of	each	sample	to	act	as	a	transducer.	A	
vacuum	level	lower	than	5.10-6	mbar	was	maintained	during	the	whole	stack	deposition	
process.	In	addition,	Au/(nm-thick	Cu)/O:C	samples	presented	in	Ref.	(14)	were	reused	
to	measure	the	influence	of	ultra-thin	interlayers	at	liquid	nitrogen	temperature.		

The	thickness	of	each	layer	was	measured	by	X-Ray	Reflectivity	(XRR),	which	is	highly	
sensitive	 to	 the	 presence	 of	 ultra-thin	 interlayers	 inserted	 between	 the	main	metallic	
layer	 and	 its	 substrate	 (14).	 A	 Panalytical	 diffractometer	 (model	 Empyrean,	 Malvern	
Panalytical	Ltd.)	equipped	with	a	Cu	Kα	X-Ray	source	was	used	 for	all	measurements,	
which	were	performed	using	the	ω	-	2θ	scanning	mode	with	ω	angles	ranging	from	0	to	
3°.	The	experimental	curves	were	fitted	by	means	of	the	GenX	software	(15),	having	as	
fitting	 parameters	 the	 layers’	 thickness,	 density	 and	 roughness,	 as	 well	 as	 possible	
intermixing	between	two	neighboring	layers.	The	thickness	of	each	interlayer	was	thus	
determined	with	an	accuracy	better	than	±	0.3	nm.	
	

b.	Thermal	boundary	conductance	measurement	

The	TBC	of	 each	 sample	was	measured	by	means	of	Time	Domain	Thermoreflectance	
(TDTR),	which	consists	in	a	pump-probe	experiment	(16,17).	In	a	nutshell,	a	COHERENT	
Mira	900	operating	at	a	wavelength	of	785	nm	with	a	repetition	rate	of	76	MHz	was	used	
to	 generate	 the	 laser	 pulse	 train	 that	was	 split	 in	 a	 pump	 and	 a	 probe	 part.	 Over	 its	
optical	path,	the	pump	was	modulated	at	a	frequency	of	10.7	MHz	using	an	electro-optic	
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modulator	 (EOM,	 Model	 350-160,	 ConOptics	 Inc.),	 which	 is	 necessary	 for	 lock-in	
detection.	 It	 further	 went	 through	 a	 mechanical	 delay	 stage	 (M-531-PD1,	 Physik	
Instrument	 GmbH	 &	 Co)	 that	 allowed	 sweeping	 delay	 times	 ranging	 from	 0	 to	 4	 ns,	
which	is	necessary	to	record	extensive	cooling	curves.	Long	(short)	pass	filters	and	half	
wave	plates	were	inserted	on	both	the	pump	and	the	probe	optical	path,	respectively,	to	
differentiate	 them	 in	 terms	 of	 wavelength	 and	 polarization.	 This	 so-called	 “two-tint”	
technique	allows	 for	significant	noise	reduction.	 	At	 the	end	of	 their	respective	optical	
paths,	 both	 beams	were	 focused	 on	 the	 same	 spot	 of	 the	 sample	 surface	 using	 a	 10x	
microscope	objective.	There,	 the	pump	was	heating	 the	 sample	periodically,	while	 the	
probe	was	monitoring	the	change	in	sample	reflectivity,	which	is	linearly	dependent	on	
the	 temperature,	 provided	 the	 temperature	 increase	 is	 not	 too	 large.	 This	 signal	was	
sent	back	to	a	fast-photodiode	(Thorlabs	DET	10A),	before	being	frequency-filtered,	pre-
amplified	 and	 fed	 into	 a	 ZI-HF2	 lock-in	 amplifier	 (Zurich	 Instruments,	 Zürich,	
Switzerland).		

All	 measurements	were	 carried	 out	 at	 a	 target	 beam	 power	 of	 7mW	 together	with	 a	
target	spot	size	of	4	µm	leading	to	a	fluence	per	pulse	of	0.2	mJ/cm2.	The	exact	value	of	
beam	power	and	spot	size	was	recorded	for	each	experiment	using	a	power	meter	and	a	
CMOS	camera.		

For	low	temperature	measurements,	sample	cooling	down	to	80	K	was	achieved	using	a	
Janis	 ST-500	 cryostat	mounted	 on	 a	 5-axes	 stage	 that	was	 continuously	 cooled	 down	
with	 liquid	 nitrogen	 using	 a	 Janis	 Supertran	 transfer	 line,	 which	 were	 both	 vacuum	
insulated.	The	transfer	line	was	pumped	down	to	1.10-5	mbar	on	a	regular	basis	before	
being	 sealed.	 The	 cryostat	was	 pumped	 down	 to	 values	 better	 than	 1.10-6	mbar,	 on	 a	
daily	basis	and	sealed	right	before	starting	experiments	to	avoid	vibrations	that	would	
prevent	 proper	measurements.	 A	 LakeShore	 336	 temperature	 controller	 was	 used	 to	
achieve	precise	temperature	control	over	the	whole	experiment	duration.	

The	 TBC	 values	 were	 extracted	 from	 the	 calculated	 X/Y	 ratio,	 with	 X	 and	 Y	
corresponding	 to	 the	 in-phase	 and	 out-of-phase	 signal	 extracted	 from	 the	 lock-in	
amplifier,	 using	 the	 scheme	 proposed	 by	 Cahill	 (18).	 The	 input	 parameters	 were	 the	
thickness,	 thermal	 conductivity,	 and	 heat	 capacity	 of	 each	 layer.	 The	 metallic	 layers’	
thickness	values	were	 taken	 from	XRR	measurements.	Their	 thermal	 conductivity	and	
heat	capacity,	as	well	as	the	diamond	heat	capacity	were	taken	from	the	literature	(19–
23)	(see	Table	I).	Finally,	the	TBC	and	the	diamond	thermal	conductivity	were	taken	as	
fitting	 parameters.	 The	 diamond	 thermal	 conductivity	was	 not	 set	a	priori,	 because	 it	
depends	on	the	nitrogen	content,	which	is	recognized	to	vary	from	one	stone	to	another,	
as	well	 as	within	 one	 stone,	 depending	 on	whether	 the	measurement	was	 taken	 on	 a	
seed	part	 or	 a	 secondary	 growth	part	 (24).	As	 shown	 in	Fig.	 1,	 a	 good	 signal	 to	noise	
ratio,	as	well	as	satisfactory	fit	quality	was	obtained	in	all	cases.		
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Table	1:	Thermal	conductivity	and	heat	capacity	values	used	to	extract	TBC	values	out	of	the	X/Y	TDTR	
signal.	

Metal	 Temperature	

	

[K]	

Thermal	

conductivity	

[W/m.K]	

Heat	capacity	
.106	[J/m3K]	

Ag	 300	 429	*	 2.47	*	

Au	 300	 317	*	 2.49	*	

Cr	 300	 93	*	 3.21	*	

Mo	 300	 138	*	 2.56	*	

Ni	 300	 91	*	 3.95	*	

Au	 80	 320	**	 1.96	***	

Cr	 80	 170	**	 0.43	x	

Cu	 80	 550	**	 1.83	xx	

*	from	(19),	**	from	(20),	***	from	(22),	x	from	(21)	and	xx	from	(23).	

	

Fig.	 1:	 TDTR	 raw	 data	 recorded	 for	 three	 samples	 of	 (a)	 Ag/(nm-thick	Ni)/diamond,	 (b)	 Au/(nm-thick	
Ni)/diamond,	and	(c)	Ag/(nm-thick	Mo)/diamond.	The	continuous	lines	stand	for	the	best	fits.	
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III. RESULTS	

a.	TBC	at	Au/diamond	and	Ag/diamond	interfaces	with	Ni	and	Mo	interlayer.	

The	TBC	values	obtained	for	the	Ag/(nm-thick)	Ni/diamond	system	are	shown	in	Fig.	2.	
The	 TBC	 was	 observed	 to	 increase	 from	 45	 MW/m2K	 (25)	 to	 177	 MW/m2K	 when	
inserting	a	1.5	nm	Ni	 interlayer.	For	 larger	 interlayers,	a	plateau	was	reached	with	an	
average	value	of	214	MW/m2K,	i.e.	~75%	of	the	Ni/diamond	TBC	value	of	290	MW/m2K	
(25).			

	

Fig.	2:	Influence	of	a	thin	Ni	interlayer	on	the	TBC	at	the	Ag/O:C	interface	together	with	the	fits	obtained	
with	 Eqs.	 1	 (purple)	 and	 22	 (black).	 The	 former	 fit	 was	 obtained	 using	method	 2,	 i.e.	 the	 best	 fit	 was	
calculated	 by	 allowing	 the	 Ag/diamond	 TBC	 value	 to	 vary	within	 20%	 of	 the	 value	 found	 in	 Ref.	 (25),	
while	the	electron-phonon	coupling	factor	was	allowed	to	vary	by	a	factor	of	two	as	compared	to	the	value	
given	 in	 Table	 4.	 Experimental	 data	 are	 expected	 to	 be	 precise	 to	 20%.	 Errors	 bars	were	 not	 included	
within	this	graph	to	facilitate	reading.	

The	TBC	values	measured	for	the	Au/(nm-thick)	Ni/diamond	system	are	given	in	Fig.	3.	
The	 TBC	 was	 observed	 to	 increase	 from	 76	 MW/m2K	 (25)	 to	 208	 MW/m2K	 when	
inserting	 a	1.5	nm	Ni	 interlayer.	Unlike	 for	 the	Ag/(nm-thick	Ni)/diamond	 system,	no	
further	evolution	is	observed;	the	TBC	has	already	reached	its	plateau	value,	which	falls	
very	 close	 to	 the	one	obtained	 in	 the	Ag/(nm-thick	Ni)/diamond	 system	 (208	vs.	 214	
MW/m2K).		
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Fig.	3:	Influence	of	a	thin	Ni	interlayer	on	the	TBC	at	the	Au/O:C	interface,	same	comments	as	for	Fig.	2.	

Fig.	 4	 shows	 the	 TBC	 values	 that	 were	 obtained	 for	 the	 Ag/(nm-thick)	 Mo/diamond	
system.	The	 thinnest	Mo	 interlayer	 that	 could	be	achieved	was	3.8	nm,	which	 is	 large	
compared	 to	 the	 thinnest	 layers	obtained	 for	Ni	or	Cu,	which	were	 rather	close	 to	1.5	
nm.	Consequently,	no	gradual	increase	of	the	TBC	with	the	interlayer	thickness	could	be	
observed.	Instead,	a	roughly	constant	value	of	189	MW/m2K	was	reached	for	all	samples	
tested,	i.e.	more	than	4	times	the	TBC	value	measured	at	the	Ag/diamond	interface	and	
85	%	of	the	Mo/diamond	TBC	value	of	220	MW/m2K	(25).		

	

Fig.	4:	Influence	of	a	thin	Mo	interlayer	on	the	TBC	at	the	Ag/O:C	interface,	same	comments	as	for	Fig.	2.	
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b.	TBC	at	the	Au/Si	interface	at	80K	

At	80K,	 the	TBC	at	 the	Au/Si	 interface	was	measured	 to	be	47	MW/m2K,	while	 it	was	
measured	to	be	153	MW/m2K	at	the	Cu/Si	interface.	Figure	5	shows	the	evolution	of	the	
TBC	as	a	function	of	the	copper	interlayer	thickness.	A	1.5	nm	interlayer	is	observed	to	
already	have	a	significant	effect	on	the	TBC	by	increasing	it	from	47	MW/m2K	(Au/Si)	to	
80	MW/m2K.	 This	 value	 further	 increases	 for	 interlayer	 thicknesses	 up	 to	 roughly	 10	
nm.	 A	 plateau	 is	 then	 reached	 with	 an	 average	 TBC	 value	 of	 125	 MW/m2K,	 which	
corresponds	to	80%	of	the	value	achieved	at	the	Cu/Si	interface.			
	

	

Fig.	5:	Influence	of	a	thin	Cu	interlayer	on	the	TBC	at	the	Au/Si	interface	measured	at	80K	together	with	
the	fits	obtained	with	Eqs.	1	(dotted	purple	and	purple)	and	22	(black).	The	former	fit	was	obtained	using	
method	2,	i.e.	the	best	fit	was	calculated	by	allowing	the	Au/diamond	TBC	value	to	vary	within	20%,	while	
the	electron-phonon	coupling	factor	was	allowed	to	vary	by	a	factor	of	two	as	compared	to	the	value	given	
in	Table	4.	Experimental	data	are	expected	to	be	precise	to	20%.	Errors	bars	were	not	included	within	this	
graph	to	facilitate	reading.	

	

IV. DISCUSSION	

a.	 Influence	 of	 the	 interlayer	 electron-phonon	 coupling	 factor	 on	 the	 TBC	 at	

metal/dielectric	interfaces	

Earlier	 works	 performed	 on	 the	 influence	 of	 a	 thin	 interlayer	 on	 the	 TBC	 at	
metal/dielectric	 interfaces	 used	 interlayers	 made	 of	 copper	 (13,14).	 The	 TBC	 was	
observed	to	increase	monotonically	for	interlayers	up	to	roughly	10	nm	before	reaching	
a	plateau	at	a	value	that	 is	close	to	the	 interlayer/dielectric	TBC	value	(see	Fig.	6	to	8,	
adapted	from	(14)).	Blank	and	Weber	(14)	postulated	that	the	TBC	dependence	on	the	
interlayer	 thickness	 can	 be	 rationalized	 assuming	 that	 the	 thermal	 transport	 is	
controlled	by	three	resistances	in	series,	i.e.	the	metal-metal	interfacial	resistance	1/hee,	
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the	metal-dielectric	resistance	1/hpp	and	a	resistance	within	the	interlayer	that	depends	
on	its	electron-phonon	coupling	factor	G	and	that	becomes	smaller	as	the	interlayer	gets	
thicker.	 A	 resistance	 in	 parallel	 was	 further	 added	 to	 account	 for	 a	 possible	 direct	
coupling	between	the	phonons	from	the	main	metallic	layer	and	the	substrate.	This	last	
contribution	 is	 referred	 as	 htunnelling	 (13,14).	 The	 system	 total	 conductance	 is	
consequently	expressed	by	Eq.	1.	
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with	l	the	interlayer	thickness.		
	

	

Fig.	6:	Influence	of	a	thin	Cu	interlayer	on	the	TBC	at	the	Au/O:C	interface	together	with	the	fits	obtained	
with	Eqs.	1	 (dotted	purple	 and	purple)	 and	22	 (black).	 The	dotted	purple	 fit	 (method	1)	was	 obtained	
assuming	the	TBC	to	be	fixed,	while	the	G	was	fitted	without	any	particular	restriction.	The	solid	purple	fit	
was	obtained	using	method	2,	 i.e.	 the	best	 fit	was	 calculated	by	allowing	 the	Au/diamond	TBC	value	 to	
vary	within	20%	of	the	value	found	in	Ref.	(14),	while	the	electron-phonon	coupling	factor	was	set	to	half	
of	the	value	given	in	Table	4.	Experimental	data	are	expected	to	be	precise	to	20%.	Errors	bars	were	not	
included	within	this	graph	to	facilitate	reading.	

We	first	note	that	the	contribution	by	phonon	tunnelling	will	decrease	rapidly	with	the	
interlayer	thickness	and	will	be	negligible	for	thicknesses	larger	than	roughly	2	nm.	For	
the	leading	term	in	parenthesis	of	Eq.	1	a	value	independent	of	the	layer	thickness,	l,	i.e.	
a	plateau	in	hBD,	will	be	reached	when	the	product	of	G.l	gets	very	large	compare	to,	both,	
hee	and	hpp.	The	onset	of	this	plateau	is	hence	expected	to	start	at	very	small	 interlayer	
thickness	 for	 large	 interlayer	 electron-phonon	 coupling	 factor	 and	 to	 progressively	
move	 towards	 larger	 interlayer	 thickness	 with	 decreasing	 electron-phonon	 coupling	
factor.	This	statement	can	be	critically	assessed	by	comparing	 the	results	obtained	 for	
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interlayers	made	of	copper,	which	has	a	relatively	weak	electron-phonon	coupling	factor	
[GCu	=	(5-10).1016	W/m3K	(26,27)]	to	the	results	obtained	for	interlayers	made	of	nickel	
or	molybdenum,	which	have	a	much	stronger	electron-phonon	coupling	constant	(GNi	≈	
100.1016	W/m3K,	GMo	≈	50.1016	W/m3K	(26)).		

	

Fig.	7:	Influence	of	a	thin	Cu	interlayer	on	the	TBC	at	the	Au/Al2O3	interface,	same	comments	as	for	Fig.	6.	

The	TBC	measured	for	1.5	nm-thick	Ni	interlayers	inserted	at	the	interface	between	Ag	
and	diamond	was	shown	to	be	slightly	lower	than	the	value	measured	for	3.4	nm-thick	
interlayer,	although	the	difference	is	comparable	to	the	measurement	uncertainty.	This	
might	indicate	the	presence	of	a	gradual	increase	of	the	TBC	over	a	very	limited	range	of	
interlayer	 thicknesses.	 For	 interlayers	 larger	 than	 1.5	 nm,	 a	 plateau	 is	 reached.	 For	
Au/(nm-thick	 Ni)/diamond	 and	 Ag/(nm-thick	 Mo)/diamond	 samples,	 such	 a	 gradual	
increase	 of	 the	 TBC	 could	 not	 be	 observed.	 The	 plateau	 was	 reached	 even	 for	 the	
thinnest	 layer	tested.	This	 indicates	that	 the	 increase	of	 the	TBC	due	to	the	Ni	and	Mo	
interlayers	is	much	more	abrupt	than	the	TBC	increase	due	to	copper	interlayers.	This	
result	is	in	qualitative	agreement	with	the	prediction	given	by	Eq.	1.		

A	quantitative	characterization	of	each	system	was	achieved	by	fitting	the	experimental	
data	using	Eq.	1.	The	 conductance	due	 to	phonons	 tunnelling	 from	 the	gold	 layer	was	
evaluated	 following	 the	 same	 procedure	 as	 the	 one	 described	 in	 (14).	 Table	 2	
summarizes	the	parameters	used.		
	
The	 metal-metal	 interfacial	 conductance	 hee	 was	 estimated	 by	 using	 the	 electronic	
version	of	the	DMM	developed	by	Gundrum	et	al.	(30)	and	expressed	by	Eq.	2.	
	

	 ℎ!! =
𝛾!,!𝑣!,!𝛾!,!𝑣!,!

4(𝛾!,!𝑣!,! + 𝛾!,!𝑣!,!)
𝑇	 	(2)	
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Fig.	8:	Influence	of	a	thin	Cu	interlayer	on	the	TBC	at	the	Au/Si	interface,	same	comments	as	for	Fig.	6.	

with	γs	the	Sommerfeld	constant	and	vf	 the	Fermi	velocity	of	the	materials	of	on	either	
side	of	the	interface	and	T	the	temperature.	Table	3	summarizes	the	results	obtained	for	
the	 interfaces	studied.	hpp	and	G	were	then	extracted	by	evaluating	the	contribution	of	
the	 three	 conductances	 in	 series	 (hee,	hpp	 and	G.l)	 from	 the	 experimental	 data	 using	 a	
best	 fit	 procedure.	 Therefore,	 hpp	 values	 were	 taken	 from	 (25)	 and	 allowed	 to	 vary	
within	20%,	while	G	was	taken	from	(26)	(cf.	Table	3)	and	allowed	to	vary	by	a	factor	of	
2.	A	variability	of	20%	for	hpp	value	was	allowed	because	 it	corresponds	to	the	typical	
uncertainty	attributed	to	TDTR	measurements.	As	for	the	G	value,	the	factor	of	2	reflects	
the	 variability	 of	 the	 values	 that	 are	 typically	 found	 in	 the	 literature	 (26,33–35).	 This	
procedure	 (later	 referred	 as	method	 2)	 is	 slightly	 different	 from	 the	 one	 used	 in	 Ref.	
(14)	(later	referred	as	method	1)	in	which	hpp	was	fixed	and	the	G	was	fitted	without	any	
particular	 restriction.	 This	modification	was	 necessary	 to	 allow	 for	 experimental	 data	
fitting	 using	 the	 3l-TTM	 (see	 section	 IV.c.)	 and	 thus	 to	 allow	 for	 a	 direct	 comparison	
between	both	methods.	The	results	shown	in	Fig.	6	to	8	were	fitted	using	both	methods.	
Very	similar	predictions	were	obtained	in	both	cases.	As	shown	in	Fig.	2	to	4,	a	good	fit	
quality	was	obtained	 for	all	 tested	 systems,	which	 tends	 to	 confirm	 the	 importance	of	
the	 interlayer	 electron-phonon	 coupling	 factor	 in	 the	 overall	 thermal	 transport	 at	
metal/(nm-thick)	interlayer/dielectric	interfaces.	

Table	2	:	Parameters	used	to	evaluate	the	conductance	due	to	phonon	tunnelling	from	the	gold	layer	with	
ωmax	the	phonons	maximum	frequency,	vav	the	average	sound	velocity	and	Ge-ph,	metal/diamond,	the	
experimental	TBC	measured	at	the	metal/diamond	interface.			

Metal	

ωmax	

[THz]	

(28)	

vav	

[m/s]	

(29)	

hpp,metal-diamond	

[MW/m2K]	

(25)	

Au	 4.7	 2128	 45	

Ag	 5.1	 2514	 75	
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Table	3:	1/Re12	values	calculated	from	the	electronic	equivalent	of	the	DMM	for	the	different	metal-metal	
couples	tested.	

Metal	couple	

γs,1	

[J/m3K]	

(31)	

vf,1	

x106[m/s]	

(31)	

γs,2	

[J/m3K]	

(31)	

vf,2	

x106[m/s]	

(32)	

hee=1/Re12		

[GW/m2K]	

	

Ag-Ni	 62.8	 1.39		 1064	 0.2	 4.6	

Au-Ni	 71.5	 1.4		 1064	 0.2	 5.1	

Ag-Mo	 62.8	 1.39		 214	 0.9	 4.5	

	

b.	Limitations	of	the	previously	presented	model	

The	underlying	picture	of	heat	transfer	leading	to	Eq.	1	is	schematically	represented	in	
Fig.	9a.	The	overall	drop	 in	 temperature	across	 the	 interface	consists	of	a	drop	∆Tee,	a	
drop	∆Tep	in	the	interlayer	and	a	drop	∆Tpp	at	the	interface	between	the	interlayer	and	
the	dielectric.	For	simplicity’s	sake	not	much	heed	has	been	given	to	the	evolution	of	the	
electron	and	phonon	temperature	in	the	interlayer.	Rather,	the	difference	of	these	two	
temperatures,	∆Tep,	has	been	considered	constant	corresponding	to	an	average	over	the	
thickness	of	the	layer.	Under	this	assumption,	the	heat	transferred	from	the	electrons	to	
the	phonons	 is	proportional	 to	 the	 thickness	of	 the	 interlayer	 and	 to	 the	 temperature	
difference	between	electrons	and	phonons.	Since	the	heat	passing	through	the	interface	
is	 proportional	 to	 the	 phonon-phonon	 TBC	 at	 the	 metal	 dielectric	 interface	 and	 is	
identical	to	the	heat	transferred	in	the	interlayer	from	the	electrons	to	the	phonons,	the	
ratio	∆Tep/∆Tpp	becomes	smaller	and	smaller	with	larger	interlayer	thickness	and	∆Tpp	
approaches	 asymptotically	 ∆T	 -	 ∆Tee,	 cf.	 Fig.	 9b.	 In	 parallel,	 some	 phonons	 tunnel	
through	the	interlayer,	yet	this	contribution	gets	negligible	for	interlayers	thicker	than	2	
nm.	

As	 such	 this	 simple	 model	 has	 two	 major	 shortcomings:	 i)	 it	 neglects	 the	 heat	 flux	
equilibrium	and	 the	ensuing	evolution	of	 the	phonon	and	electron	 temperature	 in	 the	
interlayer,	ii)	it	doesn’t	give	any	description	of	the	phonon-phonon	heat	transfer	at	the	
main	 layer/interlayer	 interface.	 In	order	to	overcome	these	shortcomings,	we	detail	 in	
the	following	a	3l-TTM	which	takes	care	of	these	issues.		
	
c.	Two	temperatures	model	for	a	3-layers	system	

In	an	attempt	to	provide	a	more	rigorous	approach	to	describe	the	mechanisms	involved	
in	the	heat	transfer	of	metal/(nm-thick)	interlayer/dielectric	system,	we	develop	below	
the	 formalism	 for	 a	 3l-TTM,	 schematically	 depicted	 in	 Fig.	 9c.	 Similarly	 to	 the	 TTM	
developed	by	Madjumdar	and	Reddy		(36),	the	3l-TTM	presented	below	assumes	that:	
	

1. The	heat	transport	through	the	metallic	layers	is	due	to	the	electron	and	phonon	
gases,	as	well	as	to	their	mutual	interactions.	

2. The	system	has	reached	a	steady	state.		
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Fig.	9:	Schematic	temperature	profiles	predicted	by	the	(a,b)	the	simplified	steady-state	model	in	Eq.	(1)	
and	c)	the	rigorous	3l-TTM	model	based	on	Eq.	(22).	Sketches	in	a)	and	b)	indicate	the	difference	between	
the	phonon	and	electron	temperatures	for	different	interlayer	thicknesses.				

	
After	 a	 few	 hundred	 picoseconds	 the	 temperature	 distribution	 in	 a	 pump-probe	
experiment	evolves	much	more	slowly	than	the	time	constant	of	equilibration	between	
electron	and	phonon	temperature	and	hence	might	be	approximated	by	a	steady	state	
treatment.		
	
A	schematic	of	the	system	is	presented	in	Fig.	10.	The	electron	and	phonon	temperature	
inside	each	layer	obey	the	leading	differential	equations	given	by	Eq.	3	and	4	(36,37).	
	

	 !!!!"
!!!

− !!
!!"

𝑇!" − 𝑇!" = 0,	 	(3)	

	

	 !!!!"
!!!

+ !!
!!"

𝑇!" − 𝑇!" = 0,	 	(4)	

	

with	T	being	the	temperature,	G	the	electron-phonon	coupling	factor	and	κ	the	thermal	
conductivity.	 The	 subscripts	 i,	 e	 and	 p	 stand	 for	 the	 layer	 under	 consideration,	 the	
electrons	and	 the	phonons,	 respectively.	The	general	 solutions	of	Eqs.	 3	 and	4	 for	 the	
electron	and	phonon	temperatures	are	given	by		
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	 𝑇!" 𝑥 = 𝐴! + 𝐵!(𝑥 − 𝑙!!!) +
!!"
!!"

𝐶! sinh
!!!!!!
!!

+ 𝐷! cosh
!!!!!!
!!

,	 	(5)	
	
	 𝑇!" 𝑥 = 𝐴! + 𝐵!(𝑥 − 𝑙!!!) −

!!"
!!"

𝐶! sinh
!!!!!!
!!

+ 𝐷! cosh
!!!!!!
!!

,	 	(6)	
	 	 		
where	A,	B,	C	and	D	are	constants	to	be	determined	for	each	layer,	and	
	
	 𝑑!! =

!!"
!!
,	 	(7)	

	
	 !

!!"
= !

!!"
+ !

!!"
.	 	(8)	

	
Taking	into	account	that	the	heat	conduction	in	the	dielectric	layer	is	due	to	the	phonon	
gas	only,	its	temperature	evolution	is	described	by		
	
	 𝑇! 𝑥 = 𝐴! + 𝐵!𝑥.	 	(9)	

The	ten	constants	involved	in	Eqs.	(5),	(6)	and	(9)	are	determined	by	proper	boundary	
conditions	at	the	layer	interfaces.	Considering	that	the	laser	energy	is	only	transferred	to	
the	electron	gas	and	that	the	phonons	at	the	illuminated	film	surface	are	insulated	from	
the	environment,	the	boundary	conditions	at	x=0	are	given	by		

	 −𝜅!!
!!!!
!" !!!

= 𝐽,	 	(10)	

	
	 !!!!

!" !!!
= 0.	 	(11)	

	

	

Fig.	10:	System	considered	to	develop	the	3l-TTM.	The	heat	flux	first	propagates	through	the	two	metallic	
layers	 before	 reaching	 the	 dielectric	 substrate	 of	 thermal	 conductivity	 κ.	 Each	 metallic	 layer	 is	
characterized	by	its	electron	(κe)	and	phonon	(κp)	thermal	conductivities	along	with	its	electron-phonon	
coupling	constant	G.			 	

J MAIN METALLIC LAYER INTERLAYER SUBSTRATE

κe1

κp1

G1

κe2

κp2

G2

κ3

0 l1 l1 + l2 l1 + l2 + l3 x
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At	 the	 interface	x=l1	between	 the	main	metallic	 layer	and	 the	 interlayer,	 the	electrons	
(phonons)	of	the	main	metallic	layer	transfer	their	energy	to	the	electrons	(phonons)	of	
the	interlayer.	The	electrons	and	the	phonons	are	both	assumed	to	encounter	a	certain	
interfacial	resistance.	Those	conditions	combined	with	the	usual	requirements	for	heat	
flux	continuity	lead	to	the	following	boundary	conditions		

	 𝜅!!
!!!!
!" !!!!

= 𝜅!!
!!!!
!" !!!!

,	 	(12)	

	

	 𝜅!!
!!!!
!" !!!!

= 𝜅!!
!!!!
!" !!!!

,	 	(13)	

	

	 𝑇!! − 𝑇!! !!!! = −𝑅!!"𝜅!!
!!!!
!" !!!!

,	 	(14)	

	

	 (𝑇!! − 𝑇!!) !!!!
= −𝑅!"#𝜅!"

!"!"
!" !!!!

,	 	(15)	

	

where	Re12	and	Rp12	are	the	thermal	resistances	accounting	for	the	electron-electron	and	
phonon-phonon	thermal	mismatch	at	the	interface	of	layers	1	and	2.		

At	 the	 interface	 x=l1+l2	 between	 the	 interlayer	 and	 the	 substrate,	 the	 heat	 flux	
transported	by	electrons	into	the	interlayer	is	assumed	to	have	been	transferred	to	the	
phonons	 of	 the	 interlayer,	 which	 then	 transfer	 their	 energy	 to	 the	 phonons	 of	 the	
substrate	via	phonon-phonon	interactions.	These	conditions	read,	as	follows	
	 !!!!

!" !!!!!!!
= 0,	 	(16)	

	
	 𝜅!!

!!!!
!" !!!!!!!

= 𝜅!
!!!
!" !!!!!!!

,	 	(17)	

	
	 (𝑇!! − 𝑇!) !!!!!!!

= −𝑅!"𝜅!
𝑑𝑇!
𝑑𝑥 !!!!!!!

.	 	(18)	

	
Finally,	 at	 the	 bottom	 at	 x=l1+l2+l3	 of	 the	 substrate,	 the	 temperature	 is	 assumed	 to	
remain	constant	and	equal	to	room	temperature,	that	is	to	say	
	
	 𝑇! !!!!!!!!!! = 𝑇!	 	(19)	
	
Equations	 10	 to	 19	 allow	 calculating	 all	 the	 constants	 involved	 Eqs.	 5,	 6	 and	 9.	 The	
hBD=1/REFF	 of	 the	 three-layer	 system	 is	 then	 determined	 through	 its	 effective	 thermal	
resistance	defined	by	
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	 𝑇 𝑙! + 𝑙! − 𝑇! 𝑙! + 𝑙! = 𝑅!"" ∙ 𝐽,	 	(20)	
	
where	 T(l1+l2)	 is	 the	 common	 linear	 extrapolation	 of	 the	 electron	 and	 phonon	
temperatures	of	the	interlayer,	and	is	therefore	given	by		
	 𝑇 𝑙! + 𝑙! = 𝐴! + 𝐵! ∙ 𝑙!.	 	(21)	
	
By	inserting	Eqs.	5,6	and	9	into	Eq.	21	and	assuming	that	the	first	layer	is	much	thicker	
than	its	electron-phonon	coupling	distance	(l1/d1>>1),	one	obtains	
	
	 𝑅!"" = 𝑅!" +

!!"
!!!

!!!
!

,	 	(22)	

where	
	 𝑎 = !!

!!!

!!"
!!
+ !!"

!!"
(𝑅!!" + 𝑅!!") cosh !!

!!
+ !!

!!!
sinh !!

!!
 ,	 	(23)	

	

	 𝑏 = !
!!

𝑅!"#𝜅!" − 𝑅!"#𝜅!" + 𝛼!"𝑑! ,	
(24)	
	

	
	 𝑐 =

𝜅!"
𝑑!

𝑑!
𝜅!!

+ 𝑅!"# + 𝑅!"# sinh
𝑙!
𝑑!

+ cosh
𝑙!
𝑑!

,	 	
(25)	
	

	
	 𝛼!" =

𝜅!!
𝜅!!

−
𝜅!!
𝜅!!

.	 	
(26)	
	

The	 parameters	 required	 to	 compare	 the	 prediction	 of	 the	 model	 in	 Eq.	 22	 to	 the	
experimental	data	are	κe,	κp	and	G	of	each	layer,	as	well	as	Re12,	Rp12	and	R23.	The	values	
of	κe,	κp	and	G	are	tabulated	in	Table	4,	while	those	of	Re12	and	Rp12	are	summarized	in	
Table	5.	All	R23	values	were	 taken	 from	Ref.	 (25),	κe	was	calculated	by	subtracting	 the	
lattice	thermal	conductivity	κp	from	the	thermal	conductivity	reported	in	Table	1	and	G	
was	 taken	 from	 the	work	 reported	 by	 Lin	 et	 al.	 (26),	 assuming	Te	 ≈	 300	 K.	Re12	 was	
estimated	by	using	 the	procedure	described	 in	 section	 IV.	a,	while	Rp12	was	calculated	
through	the	standard	DMM	involving	a	Debye	linear	dispersion	relation.	
	
Table	4:		Electronic	thermal	conductivity,	lattice	thermal	conductivity	and	electron	phonon	coupling	
factor	at	Te=300	K	for	all	the	metals	tested.	

	 Ag	 Au	 Cu	 Mo	 Ni	 Si	 Al2O3	 C	(diamond)	

κe	[W/m.K]	 424	 314	 384	 105	 66	 -	 -	 -	

κp	[W/m.K]	 5.2	*	 2.6	*	 17*	 33**	 25*	 124	 35	 1500	

G	

1016	[W/m3K]	
2.5	 2.6	 10***	 48	 100	 -	 -	 -	

				*	from	(36);	**	from	(37)	and	***from	(27)	
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Table	5:	1/Re12	values	calculated	from	the	electronic	equivalent	of	the	DMM	and	1/Rp12	values	calculated	
from	the	DMM	for	the	different	metal-metal	couples	tested	at	300	K.	

Metal	couple	

1/Re12		

[GW/m2K]	

	

1/Rp12	

[GW/m2K]	

Au-Cu	 4.5	 0.24	

Ag-Ni	 4.6	 0.25	

Au-Ni	 5.1	 0.15	

Ag-Mo	 4.5	 0.22	

	

The	fitting	of	Eq.	22	to	the	experimental	data	was	performed	by	allowing	the	TBC	values	
to	vary	within	20%	of	 the	ones	given	 in	Ref.	 (25),	while	 the	electron-phonon	coupling	
factor	was	allowed	to	vary	by	a	 factor	of	2	as	compared	 to	 the	value	given	 in	Table	4.	
Figures	2	to	4	and	6	to	8	display	the	fits	of	Eqs.	1	and	22	along	with	the	experimental	
data.	For	systems	with	a	Cu	 interlayer,	 the	 fits	obtained	by	assuming	 the	 interlayer	 to	
have	 the	 same	electron-phonon	coupling	 factor	as	Mo	and	Ni	are	 further	provided	 for	
comparison.	 Similarly,	 for	 systems	 with	 Mo	 or	 Ni	 interlayers,	 fits	 that	 assume	 the	
interlayer	to	have	the	same	electron-phonon	coupling	factor	as	copper	are	provided	for	
comparison.	An	accurate	 fit	 is	 thus	obtained	 for	all	 cases,	with	 the	predictions	of	both	
Eqs.	 1	 and	 22	 falling	 close	 to	 each	 other.	 The	 fits	 obtained	 using	 larger	 (for	 Cu	
interlayers)	 and	 smaller	 (for	Mo	 and	Ni	 interlayers)	 electron-phonon	 coupling	 factors	
further	show	features	 that	are	completely	different	 from	the	experimental	data,	which	
confirms	that	 the	overall	TBC	 is	controlled	by	the	 interlayer	electron-phonon	coupling	
factor.		
Figure	11	details	this	last	statement	by	means	of	a	temperature	profile	obtained	for	both	
a	 thin	 and	 a	 large	 interlayer	 that	 has	 either	 a	 small	 (5.5	 MW/m3K)	 or	 a	 large	 (55	
MW/m3K)	 electron-phonon	 coupling	 factor.	 As	 expected,	 non-equilibrium	 between	
electrons	and	phonons	is	larger	in	thin	interlayers,	resulting	in	lower	TBC	values.	A	large	
electron-phonon	 coupling	 factor	 is	 shown	 to	 be	 an	 efficient	 way	 to	 reduce	 non-
equilibrium	even	in	very	thin	interlayers,	which	is	consistent	with	the	observation	that	
the	 interlayer	 thickness	 required	 for	 the	 TBC	 to	 reach	 a	 plateau	 decreases	 with	
increasing	the	electron-phonon	coupling	factor.	

d.	Low-temperature	data	on	Au/(nm-thick)	Cu/Si	interfaces		

As	expected	at	such	a	temperature,	the	TBC	values	are	lower	by	a	factor	of	roughly	2	as	
compared	to	room	temperature	values	(see	Fig.	8).	 Interestingly	enough,	however,	 the	
overall	dependence	of	the	TBC	on	the	interlayer	thickness	is	observed	to	be	very	similar	
at	80K	and	at	room	temperature,	 i.e.	 the	TBC	increases	monotonically	over	roughly	10	
nm	before	reaching	a	plateau.	

A	quantitative	analysis	of	these	data	was	achieved	using	the	fitting	models	described	by	
Eqs.	1	and	22.	At	80K,	the	parameters	necessary	to	perform	the	fits	were	determined	as	
follows:	
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- The	thermal	resistance	due	to	the	electron	temperature	mismatch	at	the	Au/Cu	
interface	Re12	(for	Eq.	22)=1/hee	(in	Eq.	1)	was	evaluated	be	1.02	GW/m2K	using	
Eq.	2.	

- The	 thermal	 resistance	due	 to	 the	phonon	 temperature	mismatch	at	 the	Au/Cu	
interface	Rp12	was	evaluated	 to	be	0.15	GW/m2K	using	a	 standard	DMM	with	a	
linear	Debye	dispersion	relationship	with	the	sound	velocities	extracted	from	the	
elastic	constants	measured	at	80K	(38,39).	

- The	phonon	thermal	conductivity	is	expected	to	be	inversely	proportional	to	the	
absolute	 temperature	 and	 was	 thus	 calculated	 from	 room	 temperature	 values	
and	set	to	9.8	and	63	W/mK	for	gold	and	copper	respectively.		

- The	 electron	 thermal	 conductivity	 was	 calculated	 by	 subtracting	 the	 phonon	
thermal	conductivity	from	the	thermal	conductivity	given	in	Table	1.	

	

	

Fig.	11:	Temperature	profiles	predicted	by	the	3l-TTM	for	a	system	with	an	interlayer	characterized	by	(d,	
G)=	a)	(2	nm,	5.1016	MW/m3K),	b)	(20	nm,	5.1016	MW/m3K)	c)	(2	nm,	50.1016	MW/m3K),	and	d)	(20	nm,	
50.1016	MW/m3K).	All	 calculations	were	done	with	 the	 same	values	of	T0	 and	T1	driving	 the	heat	 flux	 J.		
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According	to	basic	theory	(40)	on	electron-phonon	heat	transfer,	 the	coupling	factor	G	
should	be	independent	of	temperature	for	phonon	and	electron	temperatures	lower,	or	
on	the	order	of,	the	Debye-temperature	of	the	lattice.	The	3l-TTM	and	the	simpler	model	
given	by	Eq.	1	would	hence	suggest	that	the	interlayer	thickness	ltrans	at	which	the	TBC	
should	reach	a	stable	value	should	scale	roughly	as	
	

𝑙!"#$% ∝
ℎ!!
𝐺  	 	(27)	

Since	hpp	decreases	by	a	factor	of	about	2	between	300	K	and	80	K	the	basic	model	given	
by	Eq.	1	would	predict	 the	 transition	 to	happen	over	a	 thickness	range	smaller	by	 the	
same	factor.	The	3l-TTM	can	also	account	for	changes	in	phonon	conductivity,	in	hee,	and	
in	temperature	distribution,	making	it	more	complete.	For	the	room-temperature	value	
of	G,	the	3l-TTM	also	predicts	a	steeper	rise	in	TBC	with	increasing	interlayer	thickness	
at	80	K	than	for	300	K.	This,	however,	would	be	qualitatively	at	odds	with	the	observed	
changes	 for	 the	Au/(nm-thick)	Cu/Si	system	studied	at	both	300	K	and	80	K,	cf.	Fig.	5	
and	 8,	 where,	 experimentally,	 the	 transition	 seems	 to	 take	 place	 over	 even	 a	 slightly	
larger	thickness	range	at	80	K	than	at	300K.	The	predictions	of	the	3l-TTM	with	identical	
electron-phonon	 coupling	 factor	 for	 both	 temperatures	 are	 also	 indicated.	 In	 order	 to	
make	 the	 3l-TTM	model	 fit	 the	 experimental	 evolution	 one	would	 have	 to	 reduce	 the	
electron-phonon	coupling	constant	by	a	factor	of	roughly	2.	This	stands	to	reason,	since	
comparable	 changes	 in	 electron	 phonon	 coupling	 factors	 have	 experimentally	 been	
observed	between	300	K	and	100	K	for	gold	and	silver	by	Groeneveld	et	al.	(41)	and	are	
in	agreement	with	time	dependent	Density	Functional	Theory	modeling	for	gold	by	Zhou	
et	al.	(42).	In	the	absence	of	comparable	data	for	Cu,	yet	in	view	of	the	similarity	of	the	
electron	 structure	 of	Ag,	Au,	 and	Cu,	we	 infer	 that	 copper	would	 experience	 a	 similar	
reduction	in	electron-phonon	coupling	factor.	

Since	the	electron-phonon	coupling	factor	had	already	been	determined	by	the	fit	of	the	
data	measured	at	300	K,	 fitting	of	the	experimental	data	was	performed	by	setting	the	
electron-phonon	coupling	constant	to	half	 its	room	temperature	value	and	allowed	the	
intrinsic	TBC	at	 the	 interface	between	metal	 interlayer	 and	dielectric	 to	vary	by	20%.	
The	results	obtained	are	plotted	with	 the	experimental	results	 in	Fig.	5,	showing	good	
agreement.		

e.	On	the	utility	of	nm-thick	interlayers	in	real	applications	

In	 this	 section,	we	discuss	 the	 influence	of	an	 interlayer	on	 the	 thermal	 transport	of	a	
metal/dielectric	 system	 in	 its	 globality.	 This	 work	 shows	 that	 a	 thin	 interlayer	 can	
significantly	 enhance	 the	 TBC	 at	 the	 interface	 between	 the	 metallic	 stack	 and	 the	
dielectric.	On	the	other	hand,	it	is	responsible	for	an	additional	thermal	resistance	that	
scales	with	its	thickness	and	the	inverse	of	its	thermal	conductivity.	To	account	for	these	
two	opposite	trends,	the	overall	thermal	boundary	conductance	TBCglobal	of	the	Au/(nm-
thick	Cu)/Si	 system	was	 evaluated	 assuming	 that	 the	 interface	was	 composed	of	 both	
the	 interlayer	 and	 the	 interlayer/dielectric	 interface,	 which	 corresponds	 to	 the	
configuration	II	in	Fig.	12.	TBCglobal	was	then	observed	to	increase	before	reaching	a		
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Fig.	12:	Evolution	of	the	TBC	of	an	Au/Cu/Si	sample	as	a	function	of	the	thickness	of	its	Cu	interlayer.	The	
dots	stand	for	 the	representative	experimental	data,	while	 the	blue	and	red	dashed	 lines	are	eye	guides	
related	to	the	configurations	I	and	II,	respectively.			 	

maximum	at	220	MW/m2K	 that	 is	 located	at	 the	beginning	of	 the	TBC	plateau.	 In	 this	
region,	 the	 increase	 in	 the	 TBC	 dominates	 over	 the	 temperature	 drop	 within	 the	
interlayer,	which	is	very	small.	For	thicker	layers,	the	TBC	becomes	constant,	while	the	
temperature	 drop	 within	 the	 interlayer	 increases,	 which	 results	 in	 a	 decrease	 of	
TBCglobal.	 The	most	 efficient	 design	 for	 heat	 transport	 is	 thus	 achieved	 for	 interlayers	
that	 have	 a	 thickness	 that	 corresponds	 to	 the	 beginning	 of	 the	 plateau.	 The	
measurements	performed,	however,	highlight	that	the	range	of	thicknesses	over	which	
the	interlayer	is	beneficial	is	relatively	large,	since	TBCglobal	is	larger	than	the	TBC	at	the	
Au/Si	interface	for	all	the	thicknesses	tested.		

V. CONCLUSION	

Ni	and	Mo	nanometric	interlayers	have	been	shown	to	significantly	increase	the	TBC	of	
Ag/O:C	 and	 Au/O:C	 interfaces,	 through	 values	 that	 do	 not	 evolve	 much	 with	 the	
interlayer	thickness.	The	TBC	of	both	systems	reaches	a	plateau	at	a	value	much	higher	
than	 their	 corresponding	 TBC	 without	 interlayer,	 but	 somewhat	 below	 the	 ones	 of	
Ni/O:C	 and	Mo/O:C.	 By	 contrast,	 the	 TBC	 of	 Au/(nm-thick	 Cu)/dielectric	 systems	 has	
been	shown	to	monotonically	 increase	with	the	 interlayer	thickness	over	about	10	nm	
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SUBSTRATEMETAL
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C 

[M
W

/m
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before	reaching	a	plateau,	due	to	the	relatively	weaker	electron-phonon	coupling	factor	
of	Cu	with	respect	to	that	of	Mo	and	Ni.	Furthermore,	the	comparison	of	the	predictions	
of	 a	 three-layer	 two-temperature	 model	 with	 data	 measured	 at	 low	 temperature,	
suggest	that	the	electron-phonon	coupling	factor	of	Cu	is	reduced	by	roughly	a	factor	of	
two,	when	its	temperature	drops	down	from	300	K	to	80	K.		
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