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Abstract
The focus and challenge for energy engineering in the context of rapid climate change is summarised

by the Europe 20-20-20 targets, committing to a reduction in energy consumption of 20%. The

most logical approach to achieve these goals is to target the most energy intensive sectors, namely

residential and industrial. In the residential sector, centralised district energy networks are favoured

as the best means of heat distribution. They have been constantly evolving, from high temperature

steam generated by fossil fuel resources, to water-based solutions supplying heat at the required

temperature using renewable electricity. In the industrial sector, process integration must be per-

formed on site, to ensure optimal resource utilisation and recovery is achieved. Extending these

concepts, heat and mass integration must also be performed between different industries, and

between industry and other sectors, such as residential. This enables systems thinking to revolu-

tionise the current production system toward more efficient and sustainable solutions, leveraging

connectivity to maximise the usage of energy and material resources.

In this context, this thesis addresses a series of open questions and offers methods and solutions

for improvement. Chapter 1 addresses the lack of demand data in the residential sector. In view of

this, it presents a geographically parameterized residential sector profile based on heating signature

models for heating and cooling demands, on real consumption profiles for domestic hot water

and on Swiss society of engineers and architects norms for electricity and refrigeration. Additional

demands such as mobility and waste treatment are also provided.

The following chapter makes use of the sector profile introduced in Chapter 1 to integrate the latest

refrigerant-based district energy network in four climate zones in Europe. Additional to the state

of the art CO2 network, this chapter examines many possibilities of natural resource valorization,

such as fresh water thermal sources (e.g. lakes), geothermal sources (geothermal wells), municipal

waste and solar energy. The contributions of each additional urban resource is highlighted and the

variations across the climate zones in Europe are underlined.

Chapter 3 takes the parameterized sector profile one step further, extending the boundaries to

include consumption of major products and their associated production requirements. The urban

profile is thus extended to include industrial production from 10 different industries, namely oil

refining, cement, brewing, aluminum, steel, waste incineration, sugar, pulp and paper, plastics, and

dairy production. The temperature-enthalpy profiles of the different industries were taken from

previously-developed industrial blueprints, while the production data was considered according to
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Abstract

European reference documents. The updated parameterized sector profile is utilised in this chapter

to study industrial waste heat recovery potential for three typical European city scales (those of

Zurich, Munich and London) and a real city (Rotterdam,NL) with its 4 main oil refineries and cement

plants and the city brewery.

Chapter 4 bridges the gap between building- and urban-scale analysis, therefore adding a more

precise spatial scale to the optimisation problems, and proposes a method to integrate renewable

energy and low-carbon resources in cities.

This thesis contributes to the field of future urban energy system planning by developing models

and methods for generating optimal solutions to efficient urban energy provision. Results from each

chapter show large improvement potentials in energy requirements and associated environmental

impacts which could lead to zero- or negative-emission, autonomous cities.

Keywords

residential sector profile, district heating and cooling, power to gas, low-carbon resources, long term

energy storage, industrial heat recovery, process integration, CO2 network, multi-energy networks,

energy autonomy, optimal cities, parametric optimisation
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Résumé
L’objectif et le défi de l’ingénierie énergétique dans le contexte du changement climatique rapide

sont résumés par les objectifs « 20-20-20 » de l’Europe qui visent à accroître l’efficacité énergétique

de 20% d’ici à 2020. L’approche la plus logique pour atteindre ces objectifs est de cibler les secteurs

les plus énergivores, à savoir les secteurs résidentiel et industriel. Dans le secteur résidentiel, les

réseaux énergétiques centralisés urbains sont considérés comme le meilleur moyen de distribution

de chaleur. Ils ont constamment évolué, passant de la vapeur à haute température générée par

des ressources en combustibles fossiles à des solutions à base d’eau fournissant de la chaleur à la

température requise en utilisant de l’électricité renouvelable. Dans le secteur industriel, l’intégration

des procédés doit se faire sur place, afin de garantir une utilisation et une récupération optimales des

ressources. En élargissant ces concepts, l’intégration de la chaleur et de la masse doit également être

réalisée entre les différentes industries et entre l’industrie et d’autres secteurs, comme le résidentiel.

Cela permet à la pensée systémique de révolutionner le système de production actuel vers des

solutions plus efficaces et durables, en tirant parti de la connectivité pour maximiser l’utilisation de

l’énergie et des ressources matérielles.

Dans ce contexte, cette thèse aborde une série de questions ouvertes et propose des méthodes

et des solutions d’amélioration. Le chapitre 1 traite du manque de données sur la demande dans

le secteur résidentiel. Dans cette optique, il présente un profil géographiquement paramétré du

secteur résidentiel basé sur des modèles de signature énergétique pour les besoins de chauffage

et de refroidissement, sur des profils de consommation réelle pour l’eau chaude sanitaire et sur

les normes de la Société suisse des ingénieurs et architectes dans les domaines de l’électricité et

de la réfrigération. Des données pour d’autres demandes telles que la mobilité et le traitement des

déchets sont également apportées.

Le chapitre suivant s’appuie sur le profil sectoriel présenté dans le premier chapitre pour intégrer le

dernier réseau énergétique urbain à base de fluide frigorigène dans quatre zones climatiques en

Europe. Outre le réseau de pointe basé sur l’utilisation de CO2, ce chapitre examine de nombreuses

possibilités de valorisation des ressources naturelles, telles que les sources thermiques d’eau douce

(p. ex. lacs), les sources géothermiques (puits géothermiques), les déchets ménagers et l’énergie

solaire. Les contributions de chaque ressource urbaine supplémentaire sont mises en évidence et

les variations entre les zones climatiques en Europe sont soulignées.

Le chapitre 3 va plus loin avec le profil sectoriel paramétré en élargissant les limites pour inclure la

consommation des principaux produits et leurs besoins de production associés. Le profil urbain est
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ainsi étendu pour inclure la production industrielle de 10 industries différentes : raffinage du pétrole,

ciment, brasserie, aluminium, acier, incinération des déchets, sucre, pâtes et papiers, plastiques

et production laitière. Les profils température-enthalpie des différentes industries ont été établis

à partir de résultats d’études de la signature énergétique précédemment élaborées, tandis que

les données de production ont été prises en compte selon les documents de référence européens.

Le profil sectoriel paramétré actualisé est utilisé dans ce chapitre pour étudier le potentiel de

récupération de la chaleur résiduelle industrielle à trois échelles urbaines européennes typiques

(Zurich, Munich et Londres) et dans une ville réelle (Rotterdam, NL) avec ses 4 principales raffineries

de pétrole et cimenteries ainsi que la brasserie de la ville.

Le chapitre 4 comble le fossé entre l’analyse à l’échelle du bâtiment et à l’échelle urbaine, ajoutant

ainsi une échelle spatiale plus précise aux problèmes d’optimisation, et propose une méthode pour

intégrer les énergies renouvelables et les ressources à faible émission de carbone dans les villes.

Cette thèse contribue au domaine de la planification des futurs systèmes énergétiques urbains en

développant des modèles et des méthodes pour générer des solutions optimales pour un approvi-

sionnement énergétique urbain efficace. Les résultats de chaque chapitre montrent d’importantes

possibilités de diminution des besoins en énergie et des impacts environnementaux associés qui

pourraient conduire à des villes autonomes à émissions nulles ou négatives.

Mots-clés

profil du secteur résidentiel, chauffage et refroidissement urbains, conversion d’électricité en gaz,

ressources à faible émission de carbone, stockage d’énergie à long terme, récupération de chaleur

industrielle, intégration des procédés, réseau CO2, réseaux multi-énergies, autonomie énergétique,

villes optimales, optimisation paramétrique
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Ṙt ,k,l residual heat flow in time step t in temperature interval k / in location l [kW]
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Introduction
"If you can’t explain it simply, you don’t understand it well enough."

Albert Einstein

Overview

• Context and motivation;

• Contributions and novelty;

• Mathematical formulation.

Global quality of human life has increased in the last centuries, leading not only to raised comfort

standards, but also to high energy demands for residential services. According to the World Bank [3]

over 50% of the global population lives in urban areas today and by 2045 this percentage is expected

to increase 1.5 times. Consequently, energy consumption in urban areas and the resulting envi-

ronmental impact are becoming increasingly challenging. Nevertheless, improving the efficiency

of energy distribution and use in buildings is regarded as one of the greatest potentials to reduce

greenhouse gas emissions [4]; however, it is crucial to develop highly efficient energy conversion

and dispensation technologies to satisfy thermal services in densely-populated areas.

District energy networks (DENs) are networks of pipes that connect buildings with each other,

with centralized energy conversion technologies, and other energy-providing units. They allow

the valorization of all available energy sources in a given area, such as heat from the environment,

industrial excess heat [5], geothermal energy, or solar energy [6]. DENs also play an important role

in the increase of energy efficiency in densely-populated areas.

Evolution of district energy networks

The first generation (1G) district heating network (DHN) used steam as the main energy vector and

heat was delivered by steam condensation in radiators [7]. The main reason behind introducing

this system was to replace individual boilers in buildings to reduce the risk of boiler explosion [8].

They were first developed in the USA in the 1880s and were the dominant technology in the USA

and Europe until the 1930s; they are still used in some places, such as New York and Paris. The

first generation district cooling systems, introduced in the end of the 19th century, used centralized
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condensers, decentralized evaporators, and refrigerants as fluids [9].

The second generation (2G) of district heating (DH) systems used pressurized water as the main heat

carrier. The supply temperature of these networks was generally above 100°C [10, 11]. They entered

the market in the 1930s and were used until the 1970s. The motivation behind this technology varied

between countries, but generally the driving factors were higher comfort level and reduced fuel

consumption (achieved by using co-generation heat and power (CHP) units). The corresponding

generation of cooling systems introduced in the 1960s was based on large scale mechanical chillers

and used cold water as a fluid.

Third generation (3G) heating systems also used pressurized water as the heat carrier, but with a

reduced supply temperature. The technology was developed after concerns related to energy supply

due to the two oil crises, which led to an interest in increasing the energy efficiency of CHPs and

replacing oil by other fuels such as coal, waste, or biomass [12, 13]. The third generation cooling

networks which emerged in the 1990s also used cold water as the heat transfer fluid. However, they

had a wider selection of utilities compared to the second generation, among which were absorption

chillers, mechanical chillers, and direct cooling with various sources such as lakes, cold streams or

cold storage.

Described by Lund et al. [8], the fourth generation (4G) DEN was introduced as a network which

should have "lower distribution temperatures, assembly-oriented components, and more flexible

pipe materials". The main motivation behind a new generation of DEN is the movement towards a

sustainable energy system. This network should be able to supply low temperature heating with

low grid losses, recycle heat from low temperature heat sources, integrate renewable energy sources

(e.g. geothermal, solar thermal), and integrate with smart energy systems. The equivalent district

cooling system has been suggested as a third generation system, better integrated with the electric,

heating, and gas grids [8]. Several fourth generation networks are in various project/realization

stages, such as GeniLac [14], the anergy network at ETH [15] or the Geneve-Lac-Nation project [16].

To date, 4G networks have not considered the possibility of a combined heating and cooling network,

which allows for the entry of 5G (refrigerant-based) networks, which are extensively discussed in

this thesis. 5G district energy networks are networks which provide heating and cooling at the same

time by distributing the environment. Moreover, they use decentralised heat pumps to upgrade

the temperature of the heat to the temperature of demand of each individual user, they are able to

harvest heat at the temperature of the environment and can be coupled with advanced technologies

for long/term energy storage.

Refrigerant-based district energy networks are still at research stage; they rely on the latent heat of

evaporation/condensation of a refrigerants to collect and transfer heat across the network. Weber et

al. [17] introduced the concept of distributing CO2 in the DHN at a temperature below the critical

pressure of 74 bar. A more detailed description of the refrigerant based network that uses CO2 as
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the heat transfer fluid is given by [17] and possible energy services and corresponding conversion

technologies for refrigerant-based networks have been investigated by [18–20]. Compared to current

technologies in place, CO2 networks have been shown to reduce energy consumption by up to 84%

[18]. The purpose of 5G DENs includes distributing heat at the temperature of environment with

low temperature lifts and low exergy losses, addressed by the usage of individual decentralised heat

pumps; harvesting heat and electricity, achieved by coupling the network to heat harvesting units

(harvesting heat from lakes, from the ground, or from other waste heat sources) and to PV panels;

and managing and balancing the network, realised by coupling it to a power to gas long-term energy

storage system (see Figure 1).

Figure 1 – 5G DHC concept.

The main research gaps for integrating 5G DENs are, 1) a systematic and replicable way to define

urban energy demand; 2) a network which combines district heating and cooling while maximis-

ing the direct use of electricity, managing the excess electricity production and using waste and

valorising resources up to the temperature of environment; 3) an integrated method to recover

excess industrial heat for district heating applications, with a detailed implementation (system

design, economic and environmental impact); 4) the interaction between the building and urban

scale optimization and a good understanding of the self/consumption in integrated systems using

5G DENs. These gaps are addressed in this thesis by 1) providing a parameterized residential and

service sector profile for any European city; 2) valorizing lake, ground and waste heat using 5G
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DENs and integrating 5G DENs with power to gas for energy management; 3) building on the sector

profile proposed in Chapter 1 by adding production data for 10 different industries and studying

the economic and environmental impact of recovering EIH while considering the locations of the

industrial facilities and the expected heat losses; 4) proposing a method which performs a detailed

multi/level energy integration optimization, where the link between the building and the urban scale

is the 5G DEN and meta-models are used to embed optimal building solutions into the urban-level

optimization

Heat pumping technologies integration with district energy networks

Besides DENs, energy conversion technologies also play an important role in the efficiency of energy

systems. According to thermodynamic laws (i.e. Carnot’s second law of thermodynamics), if heat

has to be provided at 20°C using a source at 0°C, only one unit of electricity is required to supply 10

units of useful heat, while the rest of the energy can be harvested from the environment. Considering

this in contrast to current approaches of supplying heat, clear flaws are observed in the concept of

purchasing 11 units of energy in the form of natural gas to provide the required 10 units of useful

heat, releasing excess heat to the environment and emitting CO2. The technological solution to

overcome this flaw is to employ heat pumps (HPs), which harvest heat in the environment and

deliver it in buildings, at a temperature appropriate to the demand.

Heat pump technologies have been integrated with low-temperature district energy networks and

optimized for a dense urban area in Switzerland [18]. The results show that, while the current

network in place requires 59.8 GWh/year of heating oil and 10.5 GWh/year of electricity to supply

the heating and cooling requirement of the city center of Geneva, a potential low-temperature

5G DEN would require only 11.0 GWh/year of electricity (and no heating oil) to satisfy the same

demand.

HPs have also been integrated in smaller systems, at building scale, together with PV panels and

energy storage units, in the search for self-sufficient buildings [21]. However, their full potential has

not been exploited, i.e. harvesting heat at ambient temperature, employing trans-critical cycles for

optimal performance, integration with advanced technologies for energy storage.

This section represents the introduction (context) and motivation of the thesis. The main con-

tributions and novelty of each chapter are presented in the following section, while the general

mathematical formulation used is addressed in the final section of the chapter.

Contributions and novelty

The main chapters of the thesis are presented, following four main research questions.
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Chapter 1: Estimating urban energy demand

"How do we estimate urban energy demand?"

In scientific literature the potential of low temperature refrigerant-based networks has only been

addressed in the context of densely-populated urban areas in Switzerland. This chapter primarily

aims at expanding the scope of this study by assessing potentials in cities within different European

climate zones; however, estimating urban energy demand is a challenging task, since the demand is

influenced by a variety of factors, such as system size, location, weather conditions, architectural

design, energy systems used, and occupancy. Consequently, the second aim of the chapter is to

provide a geographically parameterized residential energy sector profile, for demands such as space

heating (SH), domestic hot water (DHW), air cooling (AC), refrigeration (REF), electricity (EL) for

appliances, waste treatment (WT) and mobility (Mob).

The work uses heat signature models and climate data to build the parameterized residential sector

profile for different climatic zones in Europe. The profile is also suited to evaluate optimal energy

conversion technologies to supply residential requirements, by applying process integration (PI)

techniques within a mixed-integer linear programming (MILP) formulation.

Chapter 2: Valorizing natural resources and human waste

"How do we valorize urban renewable resources?"

5G district energy networks have so far been deployed as heat pump-based district heating and

cooling (DHC) systems in dense urban areas. One of the most important characteristics of refrigerant-

based networks is that leveraging the refrigerants’ latent heat reduces the cost of heat distribution,

while allowing recovery of waste heat which is typically rejected to the environment. This chapter

assesses the best valorization options for renewable resources available in urban areas, using 5G

DHC networks. More specifically, it considers:

• valorization of thermal energy stored in water reservoirs: integration of centralized HPs which

balance the network and harvest heat in the environment (from fresh water sources, e.g.

lakes);

• geothermal energy valorization: integration of geothermal well (GW)/geothermal heat pumps

which balance the network and harvest heat from the environment (geothermal heat);

• waste valorization: integration of waste boiler/steam network systems to incinerate inorganic

municipal waste and produce electricity and low temperature heat. The low temperature heat

is used either for direct heating or to vaporize CO2;

• solar energy valorization: integration of PV panels to harvest solar energy and produce elec-

tricity. Given that the DEN is fully electrical when heat pumps are installed throughout the
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system, this integration also highlights the autonomy potential for the urban areas studied.

Chapter 3: Valorizing excess industrial heat (EIH)

"How do we valorize excess industrial heat?"

Extensive research focuses on heat recovery within the industrial sector. Excess heat can either be

recovered and reused on site to increase energy efficiency, or converted to cold, electricity, or heat

at different temperatures and then used for other applications, such as residential district energy

systems. To study the potential of EIH valorization, production data for ten different industries

are added to the parameterized sector profile defined in chapter 1. The industries considered are

cement, oil refining, aluminum, steel, brewing, pulp and paper, sugar, plastic, waste incineration

and dairy products. Previously-developed industrial blueprints are used to build the parameterized

industrial sector profile for a typical (average) European city.

This chapter also looks at EIH valorization in a real city — Rotterdam — and the oil refineries, cement

plants and breweries present in its industrial port.

Chapter 4: Systematic integration of energy- optimal buildings with district networks

"How do we bridge the gap between building scale and district scale analysis?"

The fourth chapter considers a refined temporal and spatial resolution for analysis of urban energy

systems. Temporally, the previous chapters consider monthly averages, while this chapter considers

a more precise temporal resolution using a typical daily profile; therefore, introducing hourly

variation to the problem of system design and operation. Spatially, the previous chapters look at

typical cities, while this chapter studies simultaneous optimisation of individual buildings and

districts by using a double-optimisation approach with meta-models at the building scale. The

optimisation includes interactions between the two scales, renewable energy integration and long-

term energy storage solutions.

Additionally, this chapter studies the penetration of 5G DENs with energy distribution (i.e. network)

cost, population and building density.

Mathematical formulation

Solving simultaneously the design and operation of complex flowsheets is a challenging task, which

can be achieved, in a first approach, by process integration. PI techniques [22, 23] based on pinch

analysis methods [24] are a mature technology to evaluate the optimal thermo-economic size and

operation of steady-state heat and power systems, without examining in detail the complexity of
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the heat exchanger configuration. Since the introduction of mixed-integer linear programming to

model heat and material balances, design equations and physical and logical constraints [25], the

methodology has been subject to continuous developments [26, 27]. For instance, multi-period

problems can be solved as a succession of steady-state operations assuming constant or piece-wise

linearized costs and efficiency parameters around the equipment range of operation [28].

Definition of sets

The optimisation problems solved throughout the thesis are defined using discrete monthly time

intervals, e.g. t ∈ T = {1,2, ..,12}. The system to be optimized is represented through a number of

units, belonging to the set U. The units are grouped in two subsets: the set of utility units (UU =

{boilers, refrigeration cycles, electrical heaters, HPs, heat exchanger (HE)s, CHPs, PV panels, ST

panels}) and the set of process units (PU = { urban demands: space heating, domestic hot water,

air cooling, refrigeration, electricity for utilities, mobility, waste treatment; industrial processes: oil

refinery, cement production, beer production}). The process units represent production demands

and hence have a fixed size, while the utility units are technologies which satisfy these demands,

with variable sizes, which are to be optimized. Units supply, demand, or convert resources (r ∈ R)

(electricity and material) and heat (at different temperature intervals k ∈ K).

Objective function and constraints

The problems use different objective functions, such as minimization of operating cost (Eq. 1),

minimization of investment cost (Eq. 2) or minimization of environmental impact (Eq. 3). Economic

calculations account for fixed (Cop,1
u , Cinv,1

u , EI1
u) and variable (Cop,2

u , Cinv,2
u , EI2

u) operating costs,

investment costs and environmental impacts. The environmental impact indicator considered in

this thesis is overall greenhouse gas emissions. Emissions are based on background databases for

the resources which satisfy energy demands of the city and industrial sites (i.e. electricity and fossil

fuels). The additional terms involved in the objective functions are the integer (y’u,t , yu) variables

which dictate the usage of each unit, the continuous variables (f ’u,t , fu) which determine the size of

a unit in each time step t , and the operating time parameter (top
t ).

min
yu , fu

∑
u∈U

(∑
t∈T

(
Cop,1

u ·y’u,t +Cop,2
u · f ’u,t

)
· top

t

)
(1)

min
yu , fu

∑
u∈U

(
Cinv,1

u ·yu +Cinv,2
u · fu

)
(2)
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min
yu , fu

∑
u∈U

(∑
t∈T

(
EI1

u ·y’u,t +EI2
u · f ’u,t

) · top
t

)
(3)

Parametric optimisation on operating cost (Eq. 4), investment cost (Eq. 5) and environmental

impact (Eq. 6) are used to systematically generate multiple solutions to the integration problem.

This method defines limits on each objective and a step-size between (ε) which therefore generates

multiple solutions using secondary and tertiary objectives as implied boundaries. This approach is

often referred to as applying ε-constraints, referring to the step-size for the alternative objectives

[29].

∑
u∈U

(∑
t∈T

(
Cop,1

u ·y’u,t +Cop,2
u · f ’u,t

)
· top

t

)
≤ ε ε ∈ [Cop,2

min ,Cop,2
max] (4)

∑
u∈U

(
Cinv,1

u ·yu +Cinv,2
u · fu

)≤ ε ε ∈ [Cinv,2
min ,Cinv,2

max ] (5)

∑
u∈U

(∑
t∈T

(
EI1

u ·y’u,t +EI2
u · f ’u,t

) · top
t

)
≤ ε ε ∈ [EI2

min,EI2
max] (6)

The main constraints of the problem include the energy conversion technology sizing and selection.

Equations 7a and 7b set the size of the unit in each time smaller than the purchase size of the

equipment. Eq. 7c ensures that the purchase size of the equipment is between the minimum and

maximum boundaries set (f min
u , f min

u ), and Eq. 7d and 7e fix the size of the process units (pu).

y’u,t ≤ yu ∀u ∈ U, ∀t ∈ T (7a)

f ’u,t ≤ fu ∀u ∈ U, ∀t ∈ T (7b)

f min
u ·y’u,t ≤ f ’u,t ≤ f min

u ·y’u,t ∀u ∈ U, ∀t ∈ T (7c)

y’u,t = 1 ∀u ∈ PU,∀t ∈ T (7d)

f min
u = f min

u = 1 ∀u ∈ PU (7e)
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Heat cascade The heat cascade equations ensure that heat is transferred from higher temperature

intervals to lower temperature intervals and close the energy balance in each temperature interval

k (Eq. 8a). This is achieved using the residual heat Ṙt ,k , which cascades excess heat from higher

temperature intervals (k) to lower temperature intervals (k −1). The minimum residual heat is zero,

where heat cannot be transferred from the corresponding temperature interval to lower ones (Eq.

8b). Similarly, residual heat in the first interval (Ṙt ,1) is zero, as lower temperature intervals do not

exist to accept a transfer of heat. Logically, heat cannot be cascaded to the kth interval as it is the

highest, so Ṙt ,k+1 is also zero (Eq. 8c). q̇u,t ,k represents the reference heat load of a unit u in time

step t and temperature interval k.

∑
u∈U

f ’u,t · q̇u,t ,k + Ṙt ,k+1 − Ṙt ,k = 0 ∀t ∈ T, ∀k ∈ K (8a)

Ṙt ,k ≥ 0 ∀t ∈ T, k ∈ K (8b)

Ṙt ,1 = 0 Ṙt ,k+1 = 0 ∀t ∈ T (8c)

Mass and resource balance For each unit u, the supply Ṁ−
r,u,t and the demand Ṁ+

r,u,t of a specific

resource r ∈ R are computed (Eq. 9a, 9b) and the balance of each resource is closed for each time

step t (Eq. 9c).

Ṁ−
r,u,t = ṁ-

r,u,t · f ’u,t ∀r ∈ R, ∀u ∈ U, ∀t ∈ T (9a)

Ṁ+
r,u,t = ṁ+

r,u,t · f ’u,t ∀r ∈ R, ∀u ∈ U, ∀t ∈ T (9b)

∑
u∈U

Ṁ−
r,u,t =

∑
u∈U

Ṁ+
r,u,t ∀r ∈ R, ∀t ∈ T (9c)
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1Estimating urban energy demand
Overview

• Previous studies focus on urban areas in Switzerland;

• This work takes one step further, by defining a "typical European city".

This chapter is partially a summary of [30, 31]

The large share of energy consumption in the residential sector has necessitated better under-

standing and evaluation of its energy needs, with the objective of identifying possible pathways

for improvement. This work uses heat signature models and climate data to build a parameterized

residential sector profile for different climatic zones in Europe. The sector profile is validated using

Rotterdam, NL as a case study and the results show variations from the real energy demand profile

of less than 10%, primarily caused by cultural and climatic differences between Rotterdam and

the rest of Western Europe. The energy and service profile constructed herein is well-suited for

exploring the best technologies for supplying residential requirements, drawing from the domain of

process integration. This work demonstrates the usefulness of the residential profile by applying

process integration techniques within a mixed-integer linear programming formulation to evaluate

optimal energy conversion technologies for different district energy networks. The results show that

switching to a fully electric energy providing system can lead to operating cost savings of 48% and

CO2 emission savings up to 100%, depending on the mix of electricity generation.

1.1 Introduction

Population growth, improvement of building services and comfort levels, and increased time spent

inside buildings have led to a significant rise in building energy consumption. More specifically,

energy consumption in the residential sector represents between 16-50% of national totals, varying

by country, and averages 30% worldwide [32] (Figure 1.1). Given the large share of energy consump-

tion in the residential sector and energy policies implemented worldwide in the past decades (e.g.

Europe 20-20-20 [33]), a better understanding of the defining characteristics of residential energy

consumption is clearly required.

Energy systems in buildings are very complex, especially given the variety of energy demands and
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Figure 1.1 – Residential sector energy consumption by country.

building types. The energy demands typically considered are heating, cooling, hot water and elec-

tricity consumption and the main building types are administrative, residential and industrial [34].

Size and location are also key factors for energy consumption in the residential sector, for example

small flats require less energy since they have less heat transfer area and fewer occupants. The

amount and type of energy used in this sector are also related to weather conditions, architectural

design, energy systems used, economic level and occupants. For instance, energy consumption in

OECD countries is much greater than in emerging economies and forecasts show continued growth

caused by installation of new appliances, such as air conditioners or computers [35].

Given the complexity of these energy systems, accurately predicting consumption is very difficult. A

variety of approaches have been proposed for energy demand forecasting, varying from building

sub-systems to regional or national models, which are reviewed in more detail in the following

section.

1.2 State of the art

Estimates of residential sector energy consumption are typically published by governments, which

compile values from energy providers [36]; however, these values may be inaccurate as they do not

account for on-site generation. Methods which provide more detailed information are desirable,

conducting house surveys [37] for example, but also have limitations such as data collection difficul-

ties and cost. Billing data and surveys have been used to develop the residential sector consumption

profiles, but they highly depend on the purpose of the model. The main approaches for residential

energy demand models can be classified as top-down and bottom-up [38]. Figure 1.2 displays

schematically the idea behind bottom-up and top-down approaches and Table 1.1 describes their

advantages and limitations.

Top-down approaches generally aim at fitting data such as national energy consumption or CO2
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Figure 1.2 – Top-down and bottom-up approaches (adapted from [1]).

emissions. They are typically used to investigate the connection between the energy and economic

sectors and can be categorized as econometric or technological [1]. Econometric models evaluate

energy consumption using variables such as income, gross domestic product or fuel prices and

lack details on existing or future technologies, since their aim is to study macroeconomic trends

rather than individual building characteristics [39]. The reliance on past energy consumption data

might also cause problems when dealing with climate change scenarios, where social, economic

and environmental factors are completely different from those experienced in the past. Techno-

logical top-down approaches include other factors which impact energy consumption, such as

technological progress or structural changes [40].

An econometric top-down model was used to evaluate annual household energy consumption in the

UK based on average temperatures and inflation adjusted energy prices [41]. The aim of the model

was to allow the public to determine if energy consumption stayed within the model predicted values,

given the inputs considered. Zhang et al. [42] developed a top-down approach to examine residential

unit energy consumption in China and compared it with the ones of Japan, Canada and the United

States of America (USA). Haas and Schipper [38] created a model to quantify the consumer response

to the rise in energy prices and in the energy efficiency of different technologies. To summarize,

top-down approaches do not distinguish energy consumption of individual users. The information

used in these models typically uses macroeconomic indicators, house construction/demolition

rates, or climatic conditions. They use data which are widely available and relatively simple, but

lack of detail regarding individual user consumption reduces the ability of the model to identify key
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Table 1.1 – Advantages and limitations of bottom-up and top-down approaches.

Characteristic Top-down Bottom-up Characteristic Top-down Bottom-up

Advantages Focus on the
interaction
between the
economic
and energy
sector

Describe
current and
prospective
technologies

Limitations Depend on
past
interaction
between the
economic
and energy
sector

Poorly de-
scribe mar-
ket interac-
tions

Avoid
detailed
technology
descriptions

Determine
typical
end-use
energy con-
sumption

Lack
technology
details

Do not con-
sider the
relationship
between
energy con-
sumption
and macroe-
conomic
indicators

Model the
impact of
social-cost
benefit and
emission
policies

Enable
policies to
efficiently
target energy
consump-
tion

Are not
suitable for
evaluating
technology
policies

Require a
large amount
of data

Use
aggregated
economic
data

Estimate the
minimum
cost utility
configura-
tion to meet
the demand

Rely on a
series of
assumptions
(e.g. efficient
markets)

Require large
samples

areas where reductions in energy consumption can be achieved.

Bottom-up models are often seen as ways to identify the most economic options to achieve carbon

emission targets given the current technologies and processes [43]. Based on the input data and

the structure of the model, they are typically classified in statistical and physics-based models [44].

Statistical models are generally based on regression techniques [44, 45] and an extended review of

these models can be found in [44]. One example is the Princeton score-keeping method (PRISM),

a linear regression model using a year of monthly billing data to create an index of consumption

[46], which has been used by the US government and research organizations to study building

refurbishment potentials.

Building physics models require a series of input data, such as efficiency and characteristics of
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heating systems, building characteristics (walls, floors, windows, doors and their corresponding

heat transfer coefficients), energy consumption of appliances, ventilation rates, occupancy levels,

outdoor temperatures, etc. Ghedamsi et al. [47] used such an approach to model and forecast the

energy consumption in residential buildings until 2040. Fischer et al. [48] presented a modelling

approach based on coupling behavioral and energy balance models with stochastic modelling

to generate realistic and consistent load profiles for end user demand and Girardin et al. [49]

introduced a linear model to determine the thermal power requirements of buildings based on

the outdoor temperature and on the heating and cooling threshold temperatures. Bottom-up

approaches are thus summarized as those using data from single users, single houses, or groups of

houses and extrapolate the data to reach regional or national energy consumption totals. The usual

parameters used in these models include building properties, climate properties, occupancy levels

and equipment use. The primary drawback of these approaches is the lack of available data and the

large number of input parameters, which makes the models complex, and therefore more difficult

to solve.

Due to the trade-off between the difficulties of data collection and model complexity, hybrid methods

have emerged. This work uses such a method to build a residential sector profile, which provides

an estimate of demand for different energy requirements. The time-dependent formulation of the

heating and cooling demands is based on [49], while the domestic hot water profile is modelled

from demand data of a city. Electricity, refrigeration, mobility and waste treatment are considered

constant throughout the year. Parameterized data are provided for all four climate zones in Europe,

allowing the sector profile to be applied to any European city. The resulting profile is intended for

use in an optimization framework to determine the best utility mix to satisfy the energy demand of a

city.

1.3 Materials and methods

The residential sector profile consists of district energy and service demands such as space heating,

domestic hot water, refrigeration, air cooling, electricity for utilities, mobility and waste treatment.

Some of the demand (e.g. electricity) is assumed to be constant throughout a year while heat-related

demand is estimated as a function of outdoor air temperature. The profile is parameterized to

require only climate zone, building distribution and population. The usability is demonstrated

within an MILP framework to find the optimal utility configuration to satisfy the district demand.

1.3.1 Service energy demand

The sector profile can be used in different regions, requiring only:

• the population;
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• the climate zone: this works considers four climate zones in Europe;

• the building distribution: share of building types (residential and service) and renovation

stages (existing, new and renovated) of a reference city.

Among the service energy demands estimated, heating and cooling are built using heat signa-

ture models, while domestic hot water follows the real demand of a reference city and electricity,

refrigeration, mobility and waste treatment are considered constant throughout the year.

The climate zones are obtained using a classification for net-zero energy buildings [50] based on

the Köppen-Geiger classification and on the European heating and cooling indices (EHI, ECI). The

European heating and cooling indices are normalized indices, where 100 represents an average

European condition. EHI normalization uses 2600 degree-days, corresponding to an annual average

outdoor temperature just above 10°C and the ECI is constructed based on similar principles [51].

This classification states that there are four prevailing climatic zones in Europe:

• Csa (Zone 1 & 2): temperate with dry, hot summer;

• Cfb (Zone 3): temperate without dry season and warm summer;

• Dfb (Zone 4): temperate continental/humid continental without dry season and with warm

summer;

• Dfc (Zone 5): cold, without dry season and with cold summer.

In this work, the european zones (EZs) are referred to as South (1&2), Central East (CEast, 3), Central

West (CWest, 4), and North (5) (Figure 1.3).

The second input required for the model is building distribution. Urban centers are considered

to include residential and service buildings, where the latter includes administrative, commercial,

education, healthcare, hostel, industrial and other non-residential uses. Three renovation stages are

considered for both types, namely:

• existing (built before 2005 and not renovated);

• new (built after 2005);

• renovated.

A typical urban center building distribution (from the city of Geneva) is used as a reference (Figure

1.4) [52].

A series of service energy demands are included in the current sector profile: space heating, domestic

hot water, refrigeration, air cooling, electricity (for utilities), mobility, and waste treatment. A heating

signature model of a typical urban center is used to evaluate the specific space heating and air

conditioning demands (qv, EZ, v = SH/AC [kWh/m2]) [49]. However, these demands do not fully

represent the demands of an urban center so domestic hot water, electricity, mobility and waste

treatment were added to express a more comprehensive list of demands. The model relies on input
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Figure 1.3 – European climate zones.

data for external temperature (Tamb) and two linear regression coefficients (k1 and k2):

qv, EZ, b(t ) = k1, v, b ·Tamb
EZ (t )+k2, v, b v = SH/AC (1.1)

with

k1, v, b =
qtypical city

v, b

ddtypical city
v = SH/AC, dd =

HDD, if v = SH

CDD, if v = AC
(1.2)

and

k2, v, b =−k1, v, b ·Tbase
v, b v = SH/AC (1.3)

where HDD/CDD represent the number of heating/cooling degree days [50] and qtypical city
v, b and

Tbase
v, b the specific heating and cooling demands [53] and threshold heating/cooling temperatures

[49] for the typical urban center and building distribution considered (Geneva, CH) (Figure 1.4). The

values of all parameters are given in Table 1.2 and the heating and cooling signatures of the different
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Figure 1.4 – Building distribution of a typical urban center.

Table 1.2 – Heating signature parameters for typical urban center.

Building type (b) qSH qAC HDD CDD Tbase
SH Tbase

AC
[kWh/m2] [kWh/m2] [°C] [°C]

Residential Existing (RE) 94.0 0.0 2104 226 15.5 18
Residential New (RN) 42.5 0.0 2104 226 15.5 18
Residential Renovated (RR) 51.4 0.0 2104 226 15.5 18
Service Existing (SE) 78.9 20.1 2104 226 14.2 18
Service New (SN) 35.0 76.9 2104 226 14.2 18
Service Renovated (SR) 41.5 87.9 2104 226 14.2 18

building types and ages are represented in Figure 1.5.

The supply and return temperature calculations for space heating and air cooling are calculated

using Eq. 1.4 - 1.7, based on the work of [49]:

αv = Ts, 0
v −Tint

Tr, 0
v −Tint

v = SH/AC (1.4)

(ṁ0 ·cp)v =
max

(
Q̇v(t )

)
Ts, 0

v −Tr, 0
v

v = SH/AC (1.5)

Ts
SH(t ) = Tint − Q̇SH(t )

(ṁ0 ·cp)SH
· αSH

1−αSH
(1.6a)
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Figure 1.5 – Heating signatures for different building types and ages.

Table 1.3 – Temperature profile parameters.

Parameter Value [°C]

Ts
SH, 0 65

Tr
SH, 0 50

Ts
AC, 0 12

Ts
SH, 0 17

Tint 20

Tr
SH(t ) = Ts, 0

SH − Q̇SH(t )

(ṁ0 ·cp)SH
(1.6b)

Tr
AC(t ) = Tint − Q̇AC(t )

˙(m
0 ·cp)AC

· αAC

1−αAC
(1.7a)

Ts
AC(t ) = Tr, 0

AC − Q̇AC(t )

˙(m
0 ·cp)AC

(1.7b)

The dimensioning space heating/air coolingsupply (Ts, 0
v ) and return (Tr, 0

v ) temperatures and the

indoor comfort temperature (Tint) are given in table 1.3 [49].

The demand profile for domestic hot water in each time step t requires the specific demand in

each european zone (qDHW, EZ [kWh/m2]) [54]. Real consumption data from a typical urban center
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Table 1.4 – Building parameters for a typical urban center.

Building type (b) rb [%] Ab [·106 m2]

Residential Existing 50.3 8.14
Residential New 2.2 0.35
Residential Renovated 1.0 0.31
Service Existing 41.0 6.63
Service New 3.1 0.51
Service Renovated 1.5 0.23

(Qtypical city
DHW (t ) [kW]) [55] were used to calibrate Eq. 1.8.

qDHW, EZ, b(t ) = qDHW, EZ, b ·
Qtypical city

DHW (t )∑N
t=1 Qtypical city

DHW (t )
(1.8)

The supply and return temperature for domestic hot water are assumed constant, at Ts
DHW = 55°C

and Tr
DHW = 10°C [49]. A constant consumption profile throughout the year is assumed for refrigera-

tion and electricity (Not including the air conditioning load), and the specific demands (qREF/EL, EZ

[kWh/m2]) are considered according to [54]. The supply and return temperatures for refrigeration

are assumed constant, at Ts
REF = 1°C and Tr

REF = 6°C [56]. The demands per capita (qcap
EZ, b(t) [kW/-

cap]) are computed using specific demands (qEZ, b(t ) [kWh/m2]), total floor area (Ab [m2] [57]), ratio

of the different building types (rb [%] [57]) and population (Ncap [cap]) of a typical urban center and

the number of operating hours (Nhours(t ) [h]):

qcap
EZ, b(t ) = qEZ, b(t ) ·Ab

Ncap · rb ·Nhours(t )
(1.9)

The value of the different parameters are given in Table 1.4.

An average distance (dEZ [km/(cap · y)]) [54] is used to assess the energy requirement for mobility.

The waste production (mWT, EZ [kg/(cap · y)]) [58] is also provided and a constant profile over the

year is assumed.

The sector profile, the annual average of the demands per capita for different building types, services,

and european zones can be found in Table 1.5 and the composite curves (CCs) for the months of

December and July for different european zones are shown in Figures 1.6 and 1.7. The CCs depict

the thermal demands provided by the sector profile, such as the variation in the amount and

temperature level of thermal energy demands across the climatic zones.
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Table 1.5 – Energy demand per capita for different European zone.

Zone Building SH DHW AC REF EL Mob WT
type [kW/cap] [kW/cap] [kW/cap] [kW/cap] [kW/cap] [103 km/ [kg/

(cap · y)] (cap ·y)]

South RE 0.266 0.104 0.000 0.000 0.186 16.5 748
RN 0.118 0.102 0.000 0.000 0.182 16.5 748
RR 0.145 0.104 0.000 0.000 0.185 16.5 748
SE 0.202 0.069 0.235 0.049 0.177 16.5 748
SN 0.091 0.070 0.918 0.050 0.175 16.5 748
SN 0.103 0.060 0.993 0.047 0.214 16.5 748

CEast RE 0.720 0.214 0.000 0.000 0.196 16.5 609
RN 0.318 0.209 0.000 0.000 0.192 16.5 609
RR 0.392 0.213 0.000 0.000 0.195 16.5 609
SE 0.605 0.142 0.084 0.049 0.187 16.5 609
SN 0.275 0.143 0.330 0.050 0.175 16.5 609
SN 0.308 0.123 0.357 0.047 0.214 16.5 609

CWest RE 0.500 0.182 0.000 0.000 0.254 17.9 689
RN 0.221 0.178 0.000 0.000 0.248 17.9 689
RR 0.272 0.181 0.000 0.000 0.252 17.9 689
SE 0.396 0.121 0.072 0.049 0.241 17.9 689
SN 0.180 0.122 0.281 0.050 0.238 17.9 689
SN 0.202 0.105 0.304 0.047 0.257 17.9 689

North RE 1.076 0.288 0.000 0.000 0.264 23.5 861
RN 0.475 0.281 0.000 0.000 0.258 23.5 861
RR 0.585 0.286 0.000 0.000 0.262 23.5 861
SE 0.925 0.191 0.022 0.049 0.251 23.5 861
SN 0.420 0.193 0.088 0.050 0.247 23.5 861
SN 0.471 0.166 0.095 0.047 0.267 23.5 861
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Figure 1.6 – Composite curves (heating and cooling demand) for different European zones, Decem-
ber.
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Figure 1.7 – Composite curves (heating and cooling demand) for different European zones, July.

1.3.2 Sector profile validation

The residential sector profile presented in Section 1.2 must first be validated before utilization in

process integration problems. Validation was previously completed using the city of Geneva, CH

[30], but should be performed for other cities as well to ensure broad applicability and replicability.

Thus, validation is also completed here for the city of Rotterdam, NL, which is the location of the

case study for this work. Such validation requires the real energy demand of Rotterdam from [59] to

compare well with the demand obtained using the sector profile. Figure 1.8 displays the quantities of

resources consumed for each energy service (e.g. heating, utilities, mobility) based on data gathered

from Rotterdam, while figure 1.9 shows the corresponding results obtained using the sector profile.

The Sankey diagrams show service demands on the right and the supply for these services on the

left; thus, the current demand for heating in Rotterdam is 5077 MWh annually and is supplied

by natural gas, oil, central heating and electricity according to the source mix shown in Figure

1.8. Overall, the energy service profile obtained using the proposed sector profile is very similar

to the real energy consumption profile of Rotterdam [59]. Deviations for different services vary

between 3% for electricity and 8% for mobility. The real consumption profile shows lower energy

consumption for mobility since the average distance per inhabitant per year is 16666 km [60] in

Rotterdam, compared to the average western European value of approximately 18000 km. The real

consumption profile also shows higher energy consumption for heating, which is attributed to the

average ambient temperature of Rotterdam being lower than the western European average.

1.3.3 MILP formulation

The profile is suited for finding the best energy technologies to supply the required services. This

can be achieved using process integration techniques based on a mixed-integer linear programming

formulation [61], as explained in detail in the introduction.
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Figure 1.8 – Real profile resource consumption
in Rotterdam [MWh].

Figure 1.9 – Sector profile resource consumption
in Rotterdam [MWh].

1.3.4 City service optimization scenarios

The sector profile is validated using a typical European urban center , namely the city of Rotterdam

(Ncap= 630 000, climate zone: central west), using a monthly resolution. The utilization of the sector

profile is exemplified using:

• Scenario 1: the existing water/air-based network;

• Scenario 2: an improved water/air-based network;

• Scenario 3: a potential low-temperature, refrigerant-based DHC network;

• Scenario 4: an improved refrigerant-based network.

The first scenario assesses the current system using water and air as the main heat transfer fluids. In

this case, two independent loops are used: a water loop for heating at 90°C and an air loop for cooling

at 25°C. This network uses a mix of natural gas boilers, oil boilers, electrical heaters, and centralized

district heating to provide heating services, refrigeration cycles to provide cooling services, and a

mix of diesel and gasoline for mobility (Figure 1.10).

The second scenario is also based on the current system, using water and air as the main heat transfer

fluids. It includes all utilities present in the first scenario, but optional additional technologies such

as co-generation heat and power units, heat pumps using lake water as a heat source, solar thermal

panels, photo-voltaic panels and electrolyze rs which produce hydrogen for mobility. The additional

utilities are represented schematically in Figure 1.11.
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Figure 1.10 – Schematic description scenario 1.

Figure 1.11 – Schematic description of additional utilities in scenario 2.

The third scenario includes a potential future 5G district energy network as the principle heat

transfer fluid. This network has a single loop: a vapor line at 15°C and a liquid line at 13°C. Unlike

water-based networks, 5G networks use phase change to realize heat transfer, and allow cooling

applications to provide heating which cannot be accomplished with independent loops. Weber and

Favrat [17] introduced the idea of distributing CO2 in DENs at an intermediate temperature, below

the critical pressure of 74 bar. A pressure of 50 bar is selected for the system to stay in the saturation

temperature range of 12 - 18°C, as the system can take advantage of the small pressure difference

between phases to provide cooling services using gas expansion. 5G networks use on-location heat

pumps to provide heating services, heat exchangers for cooling, and vapor compression chillers for
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Figure 1.12 – Schematic description scenario 3.

refrigeration (see Figure 1.12).

The fourth scenario is also based on a 5G DEN. It comprises all the utilities present in the third

scenario, with the addition of technology options discussed for Scenario 2 (ST panels, PV panels and

electrolyzers which produce hydrogen for mobility). This scenario is the most flexible representation

of potential future energy systems discussed in this work. The additional utilities are represented

schematically in Figure 1.13.

Figure 1.13 – Schematic description of additional utilities in scenario 4.

The main assumptions made for the water network are listed in Table 1.6. Details on the model pa-

rameters and efficiencies are given in the section A.1. The price of natural gas and oil are considered

according to [62], the price of central heating and electricity according to [63] and the price of diesel

and gasoline according to [64]. The CO2 emissions of the different resources are taken from [65].

The 5G network consumes electricity, with a buying price of 0.15e/kWh [63] and CO2 emissions of

362 kg/MWh [65]. For both networks, a waste boiler is used to incinerate municipal solid waste, and

a steam network is integrated to recover the heat of the boiler, produce electricity and deliver heat at

lower temperatures. This can be used to provide heating services or vaporize CO2, which is needed
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Table 1.6 – Parameters for energy consumption, economic and environmental analysis.

Service Resource Share Efficiency/COP/ Price CO2 emissions
[%] Consumption [e/kWh] [kg/MWh]

Heating Nat. gas 41.5 96.7 0.05 201.2
Oil 54.5 96.7 0.08 278.7
Central heating 3.5 - 0.11 -
Electricity 0.5 - 0.15 362.0

Cooling Electricity 0.5 AC:8.65, REF:4.02 0.15 362.0
Utilities Electricity 0.5 - 0.15 362.0
Mobility Diesel 26 6.63 L/100 km 1.56 266.8

Gasoline 74 8.09 L/100 km 1.57 249.5

for heating in the case of the refrigerant-based network (Figure 1.14).

Figure 1.14 – Schematic description of waste boiler integration.

1.4 Results and discussion

1.4.1 Single-objective optimization of city service provision

With the demand values obtained using the validated sector profile model, utility integration was

performed using process integration techniques.

First, total cost optimization is performed in each scenario (Figure 1.15). The second set of utilities

causes the system to shift toward electrical consumption, investing partially in air-water heat

pumps for heating and electrolyzers for mobility, reducing both CO2 emissions and operating cost.

Investments are not made for PV panels, since the savings in operating cost do not compensate

for the investment cost. In the third scenario, the heating/cooling services are provided by the 5G
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DHC network, while the mobility demand is satisfied using diesel and gasoline. The operating cost

and environmental impact of this scenario are lower compared to the baseline, but the operating

cost is higher than in the second scenario. Finally, in the last scenario, the best system includes

investments in CO2 HPs for heating/cooling and electrolyzers for mobility. This scenario leads to

reductions in operating cost and CO2 emissions of 48% and 29%, respectively, compared to the first

scenario and has an internal rate of return [66] of 36% and a net present value [67] of 6625 Me,

showing the economic profitability of this scenario.
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Figure 1.15 – Total cost optimization for different scenarios.

Next, an environmental impact optimization is performed (Figure 1.16). The main distinctions from

the previous case are that the system invests in PV panels and that central heating emerges as a

preferred way of providing heating services, due to its low environmental impact, since it consists

mainly of waste heat available in the district area. The most economic scenario is still scenario 4,

with an internal rate of return of 29% and a net present value of 7256 Me.

1.4.2 Optimal solutions for multiple objectives

Although single-objective optimization provides a single, best solution for a given problem, this opti-

mal solution might not be practically feasible since mathematical formulations overlook some con-

straints related to implementation. Hence, parametric optimization with constraints (ε-constraints)

on investment cost and CO2 emissions is used to systematically create a set of optimal solutions.
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Figure 1.16 – Environmental impact optimization for different scenarios.

The objective function in the case of the environmental impact ε-constraints is the minimization of

the investment cost. In this case, as the CO2 emissions are allowed to increase, the system gradually

shifts from a fully electric 5G network and electrolyzer-based system to diesel and gasoline mobility,

central heating and finally natural gas and oil boilers (Figure 1.17).

With investment cost ε-constraints, the objective function was minimization of operating cost. As

observed in Figure 1.18, as the investment cost increases, the best solutions are to invest in CO2 heat

pumps, electrolyzers for hydrogen mobility and PV panels. The switch to full electrical mobility is

more gradual than with environmental impact ε-constraints and central heating is not favored in

this case, since it is not advantageous from the operating cost perspective.

Finally, a double ε-constraint optimization is performed. The constraints are applied on operating

cost and environmental impact and the objective function is minimum investment cost. As observed

in Figure 1.19, low investment cost and high operating cost solutions lead to a high environmental

impact, while high investment cost and low operating cost solutions have a low environmental

impact. Additionally, it is observed that with only 25% of the maximum investment, the operating

cost and environmental impact can be reduced by more than 15%.
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Figure 1.17 – Key performance indicators for CO2 emission ε-constraints.
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Figure 1.18 – Key performance indicators for investment cost ε-constraints.

29



1

Chapter 1. Estimating urban energy demand

0 50 100 150 200 250 300 350 400
Investment cost [M /year]

2100

2200

2300

2400

2500

2600

2700

2800

To
ta

l c
os

t [
M

/y
ea

r]

2.2

2.4

2.6

2.8

3.0

C
O

2
 e

m
is

si
on

s 
[k

t/y
ea

r]

Figure 1.19 – Key performance indicators for operating cost and environmental impact ε-constraints.

1.5 Conclusion

This chapter aims at providing a residential energy and service sector profile for any city in Europe,

which gives an estimate of demands for heating in the form of space heating and domestic hot water,

cooling in the form of air conditioning and refrigeration, mobility, waste treatment, and electricity

for utilities. The sector profile is thus purpose-built for analyzing the best set of technologies to

provide services required by urban populations.

The profile is validated using a typical European city, the city of Rotterdam. Deviations between

the real demand and proposed profile vary between 3 - 8% for the different services, showing the

differences between the Dutch energy consumption profile and the western European average. The

functionality and effectiveness of the profile is illustrated comparing an existing water/air based

district energy network, an advanced water/air-based network, a potential low-temperature 5G

DHC network and an advanced low-temperature 5G network. Changing objectives yields different

solutions for providing urban services, though consistent results show good performance with a

fully electrical system both for heating and for mobility, potentially reaching zero CO2 emissions,

given a renewable electricity mix. The proffered scenario is also the most economically profitable,

with an internal rate of return of 36% and a net present value of 6625 Me.

Utilization of the residential sector profile for integrating new technologies and finding the best

energy technologies is also exemplified by performing parametric optimization on the system. These

results show that significant operating cost and environmental impact reductions of 15% can be

achieved with only 25% of the investment required for maximum emission reductions.

30



2

2Valorizing natural resources and human

waste
Overview

• The "typical European" urban demand is estimated in chapter 1;

• This chapter looks into valorizing resources available in urban areas:

–Natural resources: lakes (rivers);

–Geothermal energy;

–Renewable resources: sun (wind, hydro);

–Waste resources: inorganic (& organic).

This chapter is a summary of [52, 68, 69]

The concept of urban 5G networks has been developed to deploy heat pump based district heating

and cooling systems in dense urban areas. The use of the CO2 phase change reduces the cost of the

heat distribution while allowing to recover waste heat that is typically rejected to the environment.

The use of heat pumps to harvest heat from the environment and to supply heat to buildings allows

one to propose district systems with COP as high as 6. Heat pumps can use the electricity produced

by photo-voltaics already providing up to 60 % of the total consumption. This chapter studies the

integration of fuel cell based power to gas for the seasonal storage of the excess electricity produced

in the summer by PV panels. The methane stored in liquid form is used in the winter to balance

the electrical needs by fuel cell based co-generation, making therefore the city 100% supplied by

renewable energy. The present work evaluates the integration of 5G district energy network including

power to gas systems on a compact urban block considering heating, cooling, electricity and waste

management for different European climatic zones. In order to reach fully autonomous blocks using

solar PV and municipal and industrial waste heat, a PV area of 10 to 40 m2/cap would be needed.

The rooftop area available appears to be sufficient in areas like Southern Europe, while more area or

alternative renewable sources such as wind or hydro are needed for other climatic zones. Regarding

the economic feasibility of the system, the results show that an investment of 800 to 2500 e/cap

would be needed, with a payback time between 15 and 17 years, depending on the different climate

zones in Europe.
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2.1 Introduction

More than 50% of the energy consumption and more than 60% of the greenhouse gas emissions in

the EU are due to the residential and industrial sectors [70]. Taking a closer look at the breakdown of

electricity and heat in these sectors, around 35% of the total energy consumption and 45% of the

total greenhouse gas emissions are due to providing heating services [71, 72] (figure 2.1).

33.2%
16.1%

17.1%

8.8% 18.6%

6.2%
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 sector in EU in 2014

24.0%
15.0%

20.0%
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 in EU in 2014Transport

Other
Industry heat
Industry el
Residential heat
Residential el

Figure 2.1 – Energy consumption and greenhouse gas emissions in the EU breakdown by sector.

Almost 75% of the European population lives in urban areas [73], so there is a high interest in

increasing the energy efficiency of the technologies used to supply energy services in these areas.

An improvement of the current state proposed in literature is zero energy cities [74, 75]. Zero energy

cities are urban areas whose energy import is equal to the energy export summed up over the year.

An improvement of the zero energy cities would be energy autonomous cities, namely cities that

live on their own resources completely disconnected from the grid [76]. Nevertheless, there is a

major problem when it comes to energy autonomy, since the energy demand of urban areas is high

in winter and lower in summer, while the production profile of the main resource (solar energy) is

high in summer and lower in winter. Therefore, there is a mismatch between demand and supply,

which leads to a need for long term energy storage. One of the possible solutions is to couple 5G

district heating networks with a long term chemical energy storage system that stores the excess

of the photo-voltaic panel production in the form of methane, that is later on converted back into

electricity using co-generation [69, 76].

Carbon dioxide is a natural fluid extensively used in the past for refrigeration technologies. Aban-

doned after World War II due to the low energy efficiency of the equipment and failure of CO2

compressor manufacturers to keep up with technological developments, CO2 is now reconsidered

as a working fluid for a wide variety of applications. Among the fluid properties which lead to the

re-entry of CO2 on the refrigerant market are the fact that it is very abundant in the environment, it

is non-flammable and non-toxic, inert, compatible with all materials encountered in a REF cycle,

and since it is the waste of many technological processes it has an extremely low cost [77, 78].
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Weber and Favrat [17] introduced the concept of distributing CO2 in the district heating network

below the critical conditions (74 bars, 31°C), at a temperature that allows to use the fluid as a heat

and cold source. An average pressure of 50 bars is chosen, to stay in the saturation temperature

range of 12°– 18°C. At this temperature, the system takes advantage of the small pressure difference

between the pipes (the liquid pressure being just slightly higher than the vapor pressure) by allowing

free air cooling services (no pump and no compressor).

5G networks are fully electrical systems, which allow the use of PV panels to produce the electricity

required. However, the excess electricity produced in summer needs to be stored to be used in

winter, if fully autonomous systems are targeted. The aim of the work is to present the potential of

5G district energy networks, which integrate both 5G district heating networks, the advanced power

to gas concept for tri-generation (heating, cooling and electricity) and long-term energy storage. As

the performance depends on the profile of the energy demand, the optimal design and operation of

5G DENs is compared for the same urban block transposed in four different climate zones in Europe.

2.2 State of the art

Most of the district heating and cooling networks nowadays use water as the heat transfer medium

[8]. The current systems use either renovated networks at 60°– 90°C or high temperature networks at

90°– 120°C [79, 80]. However, in most of the cases, the supply temperature of the water networks is

selected according to the consumer with the highest temperature demand, while other users are

supplied at a temperature higher than their needs. Another major drawback of water based networks

is the fact that they do not allow recovery of any heat discharged in the cooling network (due to the

two independent water loops).

Systems using CO2 as the heat transfer fluid utilize the latent heat of vaporization as the main storage

and heat transfer source. The 5G network also allows for recovery of waste heat from cooling in

heating, due to the two-pipe system (figure 2.2). A more detailed description of the refrigerant based

network that uses CO2 as the heat transfer fluid is given by Weber and Favrat [17], Henchoz et al.

[20] and possible energy services and corresponding conversion technologies for refrigerant based

networks have been investigated by Henchoz et al. [18], Henchoz [19].

In order to offset the intermittent character of renewable power, a P2G concept has been proposed

by [81, 82] to store power in the form of gas fuel: hydrogen is first produced by water electrolysis

in a solid oxyde electrolysis cell (SOEC) and then converted with carbon dioxide into methane in a

methanator using the Sabatier reaction (figure 2.3).

This P2G system has the potential to reach a round-trip efficiency of more than 60% [83, 84] on

a higher heating value (HHV) basis. Al-Musleh et al. [85] introduced the idea of integrating these

systems with secondary technologies such as solid oxyde fuel cells (SOFCs) to reach a round trip
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Figure 2.2 – Schematic description of 5G DENs.

Figure 2.3 – P2G with electrolysis, methanation and co-generation using a SOFC.

efficiency of 55%-58% for electricity storage (figure 2.3).

In order to promote the emergence of autonomous cities, this work further evaluates the integration

of P2G, using SOFC and gas turbine (GT) co-generation technologies, with the CO2 distribution

network. The round-trip losses of the proposed system are minimized by recovering the waste heat

of the co-generation units (SOFC-GT) in a steam network [86] including Rankine cycles and heat

recovery exchangers with the 5G DHN (figure 2.3).

This chapter uses a MILP formulation in order to model an integrated system comprising the

urban energy demand (the process) and the available resources (the utilities) interlinked by a low

temperature 5G DEN, and to optimize the design and operation of the system on a monthly basis,

for four different climate zones in Europe.
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2.3 Materials and methods

The sector profile described in chapter 1 not only offers an estimate of urban energy demands,

but also the opportunity to find the best suited energy conversion technologies which satisfy this

demand, while valorizing all the urban resources available:

• fresh water: rivers, lakes;

• geothermal energy;

• municipal solid waste;

• solar energy.

The natural choice for a district heating and cooling network which can recover heat until ambient

temperature is the low-temperature (refrigerant-based) 5G network. Four different scenarios are

studied, in which the resources available in the urban areas are appended to the system gradually,

as described in the following subsections.

2.3.1 Scenario 1: base case 5G DEN

The base case scenario is introduced to present the state of the art 5G network technologies. The

decentralized energy conversion technologies which supply energy services at the user end are: HPs

for space heating and domestic hot water, HE for air cooling and CO2 vapor compression chillers for

refrigeration (Figure 2.2). The HP and REF cycles are optimized taking into account the minimum

temperature differences in the HEs [18]. The refrigerants used are R1234yf for the space heating HP

and CO2 for the domestic hot water HP and for the REF cycle.

The network also needs a heat source from the environment, which in this scenario is modelled as a

central plant (CP) heat pump (optimized taking into account the minimum temperature differences

in the HEs [18]), which uses CO2 as a refrigerant and harvests heat from a lake, i.e. valorizes the fresh

water resource of urban settlements. Details on the unit models are given in Appendix B.1 and B.2.

2.3.2 Scenario 2: 5G DEN coupled to geothermal wells

In the second scenario, the heat source from the environment is replaced by geothermal wells, i.e.

the network harvests renewable energy from the ground (figure 2.4). Details on the geothermal well

model are given in Appendix B.2.
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Figure 2.4 – Schematic description of scenario 2.

2.3.3 Scenario 3: 5G DEN coupled to GWs and municipal waste plant

In the third scenario, the inorganic part of the municipal solid waste produced in cities is incinerated,

and a steam network is integrated to recover the heat and use it to co-generate electricity and low

temperature heat, either for direct heating or to vaporize CO2 (figure 2.5). The vapor CO2 can be

condensed in the central plant in cooling mode or in the decentralized heat pumps in heating mode.

Details on the municipal waste plant (MWP) and steam network models are given in Appendix B.2.

Figure 2.5 – Schematic description of scenario 3.

2.3.4 Scenario 4: 5G DEN coupled to GWs, MWP and solar energy

The fourth scenario additionally integrates photo-voltaic panels, which harvest solar energy and

produce electricity and a power to gas system to perform long-term energy storage (figure 2.6).

The PV panels and CO2 and CH4 storage models are described in detail in [76], the co-generation

SOFC-GT unit is modelled according to [87] and the co-generation SOEC unit according to [88]. The

steam network integrated at the MWP also recovers waste heat from the co-generation units and

produces electricity and heat. More details on the unit models are given in Appendix B.2.
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Figure 2.6 – Schematic description of scenario 4a.

2.3.5 Investment and operating cost

An economic analysis is performed to evaluate the energy savings of the 5G network compared to

the current water based network, and the payback time of the 5G network for energy autonomous

urban areas. The payback time is calculated as the ratio between the total investment cost and the

total revenue (the difference between the current and the previous operating cost).

The initial investment comprises several units. For the PV panels, an average price of 246.9e/m2

[89] is assumed. The cost of the SOEC-SOFC co-generation unit is calculated under the assumption

that it must be competitive on the market, and therefore its price should be comparable to other

co-generation heat and power units of the same size [90]. The cost of the storage models is based

on the cost functions provided by Ulrich [91], Turton et al. [92], the cost of the GWs is based on

the work of Amblard [93], and the cost of the central and local HPs is computed using the cost

functions derived by Henchoz et al. [18]. The interest rate is assumed to be 8% and the lifetime of

the equipment 20 years. The cost parameters of the different units can be found in appendix B.3.

The key parameters, efficiencies, and prices used to compute the operating cost of the current water

based network can be found in table 2.1.

For space heating and space heating services, a typical mix of natural gas, oil, district heating, and

electricity is considered. The price of natural gas is assumed to be 0.05 e/kWh [62]. The price of
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Table 2.1 – Share of primary energy, efficiency and price by service, for the current H2O network.

Service Resource Share of primary
energy [%]

Energy conversion
efficiency

Price
[e/kWh]

Heating

Nat. gas 41.5 0.85 % 0.05
Oil 54.5 0.95 % 0.09
District heating 3.5 - 0.11
Electricity 0.5 - 0.15

Cooling Electricity 100 COP: 3.05 0.15
Building equipment Electricity 100 - 0.15

Mobility
Diesel 26 - 0.13
Gasoline 74 - 0.14

heating oil is considered according to [94], the price of electricity bought from the grid is set to 0.15

e/kWh [18] and the price of district heating is set to 0.11e/kWh [18] .

For the air cooling and refrigeration services an average coefficient of performance (COP) of 3.05 is

assumed [95] and the prices of fuel for mobility are considered according to [62].

2.3.6 Process integration

The main differences from the formulation presented in the introduction and some specific expla-

nations are provided in this section.

2.3.6.1 Definition of sets

Given that energy demand is time dependent, the problem is defined using discrete time intervals,

t ∈ T = {1,2, ..,14} (12 months and two extreme days). The set of utility units for this problem is

(UU = {HPs space heating, HP domestic hot water, REF cycle, HE air cooling, PV panels, SOEC,

SOFC-GT, methanator, HP central plant winter, geothermal wells, HE central plant summer, waste

boiler, steam network, CO2 storage, CH4 storage}) and the set of process units (PU = {Buildings:

space heating, domestic hot water, air cooling, refrigeration, utilities, mobility}).

2.3.6.2 Objective function and constraints

The objective function of the problem is the minimization of the operating and maintenance cost

(Eq. 2.1). The rest of the formulation is equivalent to the one presented in the introduction, except
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for epsilon-constraints, which are not used in this study.

min
yu , fu

∑
u∈U

(
T∑

t=1

(
Cop,1

u ·yu,t +Cop,2
u · fu,t +Cel, - · Ėl

−
g r i d , t −Cel, + · Ėl

+
g r i d , t

)
· top

t

)
(2.1)

The operation and maintenance cost is set to 10% of the investment cost:

Cop,1
u = 10% · fan ·Cinv,1

u (2.2a)

Cop,2
u = 10% · fan ·Cinv,2

u (2.2b)

With fan the annualization factor:

fan = i · (i+1)lt

(i+1)lt −1
(2.3)

Where i is the interest rate and lt the lifetime of the equipment.

Mass and resource balance The electricity balance is explicitly given in Eq. 2.4.

Ėl
−
PV ,t + Ėl

−
SOFC−GT,t + Ėl

−
Steam net wor k,t = Ėl

+
HP space heati ng ,t + Ėl

+
HP dom. hot w ater,t+

+ Ėl
+
HP Centr al pl ant ,t + Ėl

+
REF c ycl e,t + Ėl

+
U ti l i t i es,t + Ėl

+
Mobi l i t y,t + Ėl

+
SOEC ,t ∀t ∈ T (2.4)

The main resource flows of the units present in the system are represented in table 2.2.

Example: SOFC-GT unit This formulation is generic. For example, the SOFC-GT unit is repre-

sented by:

ṁ-
electricity, SOFC-GT,t = ṁ+

CH4, SOFC-GT,t ·HHVCH4 ·ηel, SOFC-GT ∀t ∈ T (2.5a)

∑
k∈K

Q̇SOFC-GT,t ,k = ṁ+
CH4, SOFC-GT,t ·HHVCH4 ·ηth, SOFC-GT ∀t ∈ T (2.5b)
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Table 2.2 – Resource flows (-: flow in, +: flow out.)

Resources

Units Electricity CH4 CO2
liq CO2

vap

HP space heating - + -
HP domestic hot water - + -
HE cooling - +
Refrigeration cycle - - +
PV panel +
Co-generation SOFC-GT + - +
Co-generation SOEC - + -
Geothermal wells - - +
Central plant winter - - +
Central plant summer + -
Waste boiler + steam network + - +
CO2 storage -, +
CH4 storage -, +

With HHVCH4 the higher heating value of methane and ηel, SOFC-GT and ηth, SOFC-GT the electrical and

thermal efficiencies of the SOFC-GT unit.

2.3.7 Urban morphology and energy demand

The feasibility of the system is assessed for all four different European climate zones introduced in

chapter 1 (figure 2.7).

A typical central European urban center is used for the analysis. Some typical parameters can be

found in table 2.3. The network pipe length is computed according to [49].

As explained in the description of the parameterized sector profile, two types of buildings are

considered for the urban center, namely residential and service, and 3 categories based on the refur-

bishment stage: new, existing, and renovated and a typical European center building distribution is

used (figure 2.8).
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Figure 2.7 – European climate zones.
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Figure 2.8 – Compact urban black with share of building type/refurbishment stage.

The average monthly demands for space heating, domestic hot water, cooling, electricity, mobility

and waste generation for each zone are found using the sector profile described in chapter 1.
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Table 2.3 – Typical indicators for a central European urban center.

Urban unit Parameter Value Unit

Buildings Population density 12’668 cap/m2
l and

Surface coverage 0.19 m2
f oot pr /m2

l and

Heated floor area ratio (building density) 0.98 m2
ER A/m2

l and
Heated floor area (ERA) per capita 77.2 m2

ER A/cap
Mean height 6.2 (23.2 m) f loor s
Network length 12.6 km/km2

l and
Photo-voltaic Footprint ratio 0.27 m2

PV /m2
f oot pr

Area per capita 4.0 m2
PV /cap

Specific annual potential 9.7 kW hel /m2
ER A

Geothermal Available area ratio 0.12 m2
g eoth/m2

l and

Specific potential of extraction/injection 18.2 / 10.8 W th/m2
ER A

Groundwater Available area ratio 0.35 m2
g r ound w ater /m2

l and

Specific potential 0.5 W /m2
ER A

2.4 Results and discussion

2.4.1 Energy demand and energy consumption

Figure 2.9 depicts the energy requirement of the different services. The annual energy requirements

for heating and cooling vary between 5.4 MWh/cap and 14.7 MWh/cap for the different zones.

Between 72.8% and 97.6% of this demand is required for heating, and between 2.4% and 27.2% for

cooling. The heating peak occurs in January and it reaches its minimum in summer, when the only

heating demand is the one for domestic hot water. The cooling peak occurs in July.

2.4.2 Scenario 1: base case 5G DEN

An analysis of the energy savings of the 5G network compared to the system in place is done for

the four European climate zones considered. The assumptions made for the calculation are listed

in table 2.1. Compared to the energy consumption for heating and cooling of the current system

(which uses REF cycles for cooling and a mix of natural gas boilers, oil boilers, electrical heaters, and

centralized district heating for heating), the 5G network leads to reductions in energy consumption

of 82.7 to 88%. Taking a closer look at the 5G system (figure 2.10), the heating and cooling network

has an annual electricity consumption of 0.3 MWh/cap to 1.3 MWh/cap, depending on the climatic

zone. The minimum load occurs in summer when space heating is not required and the CP works in

dissipation mode. The end user HPs account for the largest share of energy consumption with, on

average, 69.9%, the CP is the second consumer with 28.2%, and refrigeration accounts for 1.9%.
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Figure 2.9 – Energy demand by service for different European areas.
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Figure 2.10 – Energy consumption for heating and cooling for different European areas, scenario 1.
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2.4.3 Scenario 2: 5G DEN coupled to geothermal wells

When the central plant heat pump is replaced by geothermal wells, the electricity consumption in

the first stage reduces, as more heat is extracted from the environment for the same demand (figure

2.11). Almost half (≈43%) of the electricity required in the first stage, which accounts for almost 30%

of the total demand (figure 2.10) is saved.
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Figure 2.11 – Energy consumption for heating and cooling for different European areas, scenario 2.

2.4.4 Scenario 3: 5G DEN coupled to GWs and municipal waste plant

When the municipal waste plant is used to incinerate the inorganic urban waste, 5.4 - 10% of the

electricity supplied from the grid is replaced by electricity supplied by the steam network integrated

at the municipal waste plant (figure 2.12).

At the same time, 11.3 - 31.2% of the heat is supplied by low temperature heat from the municipal

solid waste - steam network installed (figure 2.13). Consequently, as seen by comparing figure 2.12

with figure 2.11, valorizing the municipal solid waste decreases the electricity consumption of the

space heating and domestic hot water heat pumps (10.2 - 27.6%) and the one of the geothermal

wells (10.1 - 22.9%).
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Figure 2.12 – Electricity import/export breakdown for different European areas, scenario 3.
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Figure 2.13 – Heat import/export breakdown for different European areas, scenario 3.
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2.4.5 Scenario 4: 5G DEN coupled to GWs, MWP and solar energy

This scenario outlines results for 5G-P2G autonomous systems. Figure 2.14 displays the breakdown

of electricity import and export. As observed, the PV panels account, on average, for about 73.5% of

the total electricity export, followed by the SOFC co-generation unit with 21% and the MWP-steam

network with 5.5%.
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Figure 2.14 – Electricity import/export breakdown for different European areas, scenario 4.

Looking at the breakdown of heat import and export shown in figure 2.15, the amount of heat

provided by the MWP increased to 18.3- 33%. This is due to the fact that the steam network also

recovers waste heat from the power to gas units, in order to produce electricity and low temperature

heat. Consequently, the electricity consumption of the space heating and domestic hot water heat

pumps and of the geothermal wells further reduces by, on average, 4.9% and 9%, respectively.

As seen in figure 2.16, for a fully autonomous urban center, PV panel areas of 9.8 - 39.5 m2/cap

and geothermal potentials of extraction of 6.1 - 18.5 Wth/m2
ERA are required. The real PV potential

of the area (11 m2/cap, [96]) is not sufficient for all climatic zones. Therefore, alternative energy

sources should be considered, such as wind energy, hydro energy or the renewable energy mix.

Alternative solutions include using higher efficiency PV panels, or increasing the PV potential by not

only considering the available rooftop area, but also the building facades.

The real geothermal well potential of the area (18.2 Wth/m2
ERA (table 2.3)) is also not always sufficient
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Figure 2.15 – Heat import/export breakdown for different European areas, scenario 4.

for energy autonomy. One of the ways to overcome this, is by using the significant ground water

potential of the urban center (table 2.3). Since the temperature of the ground water is higher than the

one of the lake, the load of the CP would reduce (i.e. the temperature lift in the HP would decrease,

and therefore also its electricity consumption).
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Figure 2.16 – PV panel and GW area required for autonomy for different European areas.
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2.4.5.1 Economic feasibility

The economic feasibility of the systems proposed is first analyzed by looking at the operating cost of

the different scenarios for each climate zone, and at the investment cost breakdown of autonomous

cities, i.e. scenario 4 (Figure 2.17).

Compared to the current district energy network (natural gas and oil boilers, central heating, elec-

trical heating, refrigeration cycles), integrating the basic 5G network (Scenario 1) decreases the

operating cost in different European zones by approximately 38%, integrating geothermal wells

instead of central plant heat pumps (Scenario 2) further decreases it, by about 4% and valorizing the

inorganic municipal waste (Scenario 3) leads to an additional reduction, of around 10%. Finally, for

scenario 4, in which PV panels and power to gas storage are integrated, the cities are completely

autonomous, i.e. their operating cost is zero. The investment cost for the 4th scenario (Figure 2.17)

varies between approximately 800e/(cap·year) for zone south and 2500e/(cap·year) for zone north.

The main contributors to the investment cost are PV panels (≈ 40%), the SOEC-SOFC co-generation

unit (≈ 27%), the network pipes (≈ 23%), and the space heating heat pump (≈ 9%).

Current
DEN

1 2 3 4
0

200

400

600

800

1000

1200

1400

1600

O
pe

ra
tin

g 
co

st
 [

/(c
ap

ye
ar

)] South HDD: 1248
Operating cost

Current
DEN

1 2 3 4
0

200

400

600

800

1000

1200

1400

1600
Central East HDD: 3541

Current
DEN

1 2 3 4

Scenario

0

200

400

600

800

1000

1200

1400

1600

O
pe

ra
tin

g 
co

st
 [

/(c
ap

ye
ar

)] Central West HDD: 2698

Current
DEN

1 2 3 4

Scenario

0

200

400

600

800

1000

1200

1400

1600
North HDD: 5574

South CEast CWest North
0

500

1000

1500

2000

2500

In
ve

st
m

en
t c

os
t [

/(c
ap

ye
ar

)] Scenario 4
PV panel
SOEC-SOFC
CO2 pipes
Space heating HP
Other

South CEast CWest North
0

1000

2000

3000

4000

5000

IC
 [m

il 
] /

 R
ev

en
ue

 [m
il 

/y
ea

r] Scenario 4

5

10

15

20

P
ay

ba
ck

 ti
m

e 
[y

ea
rs

]Inv. cost
Revenue

Figure 2.17 – Payback time for different European zones.

A comparative profitability analysis for the 4th scenario is also performed. The performance indicator

chosen is payback time. Payback time is an indicator that shows the number of years needed to

amortize the investment using the gain in revenue (the revenue represents the difference between

the previous and the current operating cost). The payback time for the different cases is computed
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considering:

• The initial investment;

• The cost of buying electricity from the grid for the current technology;

• The cost of buying natural gas and heating oil for the boilers of the current technology;

• The cost of operation and maintenance.

As described in section 2.3, the interest rate is assumed to be 8% and the lifetime of the equipment

20 years. With these parameters, a company which invests in the network would make a profit of 8%

per year if the payback time is shorter than 20 years, at the price at which people are ready to pay for

energy services today.

The payback time for fully energy autonomous cities can be observed in figure 2.17 for the four

European zones. The number of years needed to amortize the investment varies across the zones,

from 14.9 years for zone south, which has the lowest total energy demand, to 16.8 years for zone

north, which has the highest energy demand.

2.5 Conclusion

The energy transition towards carbon and nuclear waste-free urban districts relies on the local

renewable energy assets. In constrained urban areas, the potential of renewable heat present in

water, underground and solid waste exceeds the energy needs for heating and cooling. However,

harvesting, storing, distributing and upgrading environmental heat, as well as producing carbon-free

fuel come at the cost of a further generation of intermittent and fluctuating renewable power.

This chapter aims at evaluating the capacity of future energy systems to capitalize on the territorial

energy wealth of European urban centers while fulfilling the comfort requirements of the community.

The challenge is to select and deploy technologies with a dual performance objective: to minimize

the thermal use of electricity with the distribution of heat at the right temperature level and to

maximize the capture and valorization of local renewable resources.

The approach is based on a CO2 "closed-loop" concept, making the best use of local renewable

resources for heat and power generation and is applied on a typical city center placed in different

climatic zones in Europe. Compared to water based DENs, 5G networks lead to savings in energy

consumption of 83 to 88%, depending on the climatic zone. The proposed energy system combines

a novel concept of a compact DHC distribution network, using CO2 as a heat and mass transfer fluid,

and a P2G plant driven by a SOFC-GT coupled with a SOEC co-electrolizer.

A series of different scenarios are analyzed, showing the contribution of changing the source of heat

from the environment from fresh water to geothermal, heat recovery from municipal solid waste

incineration, and valorizing solar energy. Changing the heat source from the environment from a
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lake to GWs saves almost half of the electricity required in the first stage, which accounts for almost

30% of the total electricity demand of the network, while including the heat recovery from waste

treatment not only reduces the load of the central plant, but also the one of the heating HPs and

decreases the operating cost by an additional 10%.

The monthly analysis on the potential for autonomy in the different climate zones shows that full

autonomy can be reached in zone south, using just the PV panel area available on the existing

rooftops, while approximately 50% of the electricity must be supplied by the grid for the central

zones (CEast and CWest) and almost 70% of the electricity for zone north.

With an estimated payback time of less than 17 years and the current cost of technologies, the system

is not only economically viable, but technically feasible within the next decade. The technology of

5G networks is already mature and implemented worldwide in the food retail industry and SOFC

demonstrators are on the way to commercial readiness.

50



3

3Valorizing excess industrial heat
Overview

• The "typical European" urban demand is estimated in chapter 1;

• The natural and renewable resource valorization is explored in chapter 2;

• This chapter looks into valorizing other resources available in urban areas:

–Waste heat from industry.

This chapter is partially a summary of [30, 31]

3.1 Introduction

Energy consumption is an important metric, which not only reflects the influence of a certain

sector on the economy of a region, but also its environmental impact. Existing reports from energy

statistics agencies show that industrial and residential activities are the most energy consuming

sectors worldwide [97–101] and, as a consequence, responsible for large quantities of greenhouse

gas emissions. More specifically, the industrial and residential sectors account for 25.3% and 25.4%

of the energy consumption in the EU and 28.6% and 14.7% of the energy consumption worldwide,

respectively [97, 99]. Given the current and foreseen shortage of fossil fuels and the environmental

pressure exerted by international treaties (e.g. Kyoto protocol, Paris agreement, etc.), introducing

more sustainable, eco-friendly energy sources is becoming increasingly crucial. Recovering and

reusing excess industrial heat is an attractive opportunity to supply a low-carbon, less costly energy

resource and reduce the environmental impact and costs [102].

Excess industrial heat sources consist of a variety of hot gaseous exhaust, waste process liquids,

cooling media, chemical waste and hot equipment surfaces [103, 104]. Various researchers have

focused on heat recovery within the industrial sector [105–107]. Waste heat can be recovered within

the process to increase the overall energy efficiency and take advantage of simple improvements

such as air preheating [108], water desalination [109], or power generation [110]. However, such

solutions are not capable of valorizing all industrial heat sources. Low-grade industrial waste heat,

which does not match any internal demands and is uneconomical in co-generation, is generally

discharged into the environment via cooling towers [111].
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Figure 3.1 (adapted from [112]) shows the yearly industrial waste heat potential for a variety of

countries. In the case when more than one value is found per country, the average amounts are

considered. The European potential is shown both as an aggregated value and as a breakdown by

country; a lack of data is noted for countries in South America, Asia, Australia and Africa. The studies

which lead to these results are presented in detail in [112].
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Figure 3.1 – Yearly EIH potential worldwide.

Other studies have also shown that excess industrial heat potential is very large. Johnson et al.

found that as much as 20–50% of energy is lost as waste heat in metal and non-metallic mineral

manufacturing in United States [113], Sogut et al. found that 51% of the overall heat of the process is

wasted in a cement plant in Turkey [114] and McKenna et al. established a model to estimate the

industrial heat loads and technical recovery potentials for energy-intensive industries in the UK,

and concluded that about 10% of the heat load is technically recoverable [115]. At the same time, in

China it is believed that at least 50% of all the energy used in industry is wasted, mostly in the form

of low-grade waste heat [116].

Low-temperature heat can potentially be valorized in the residential and service sector, providing

possibilities for district heating. The use of industrial excess heat for district heating applications

has a great potential, especially in cold climates where heat demand for space heating is high during

most of the year. It is particularly attractive if the industrial plant is located close to a large urban

area and if investments in the DH infrastructure have already been made (in full or in part) [117].

Excess industrial heat is usually at a low temperature, while the high-temperature part is recovered

inside the production process or used for power generation. Consequently, the energy quality of
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excess industrial heat cannot always meet the required temperature level of a district heating system.

In order to achieve the required supply water temperature of the primary network, other high-

temperature heat sources such as boilers should be used for peak demand, or the low-temperature

heat sources should be upgraded e.g. by using heat pumps.

This chapter explores excess industrial heat recovery of optimized industries (i.e. maximum on-site

heat recovery has already been achieved) in a typical European city, including 10 different industries

(oil refinery, cement, aluminum, steel, plastic, municipal waste incineration, dairy, pulp and paper,

brewery and sugar) and in a real city — Rotterdam, NL — including four main oil refineries and

four theoretical cement plants present in the industrial port, and the brewery of the city. Further

industries, not considered in this work, include other food production (e.g. meat), waste water

treatment, ceramics, fertilizers, other organic and inorganic chemicals, and textiles. Nevertheless,

more than 50% of the total industrial energy consumption is covered in the typical European city

demand [101].

3.2 State of the art

Studies investigating excess industrial heat recovery for district heating have been conducted mostly

in times of economic crisis or environmental concern, i.e. in the 1980s or after 2007. For example,

some of the studies conducted in Europe in the 1980s focused on EIH recovery from a steel mill

for a district heating network in Germany [118], EIH reuse from a cement plant in a DH network in

Switzerland [119], or EIH upgrade by an electrically driven heat pump for a DH in the Netherlands

[120].

In later studies, Ajah et al. evaluated the technical, economic and environmental feasibility of

pharmaceutical EIH integration with a DH in the Netherlands by upgrading the low temperature

heat with chemical and mechanical heat pumps [121, 122], Holmgren assessed the impact of EIH

integration with DHNs while focusing on the impact of electricity price on the performance of CHP

systems [117], Sogut et al. designed a heat recovery unit which utilizes waste heat from a rotary

kiln in a cement plant and concluded that the harvested heat could satisfy the thermal loads of 678

dwellings in the vicinity [114], Chen et al. proposed a condensing boiler - heat pump unit to recover

sensible and latent heat from flue gases for DH networks in the UK and EU [123] and Svensson et al.

looked at the competition between the external and internal use of waste heat from a kraft pulp mill,

and concluded that external use, i.e. for DH, is more effective in reducing CO2 emissions [124].

Other studies worth mentioning are those of Fang et al. who showed that, if in northern China 38%

of the low grade waste heat from energy intensive industrial sectors would be recovered, the future

DH demand could be served [125], or Kapil et al. who looked at waste process heat integration with

district heating, with respect to the economic impact on the DH networks. They showed that the low
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grade heat from the industrial site is not enough to compensate penalties associated with resulting

part-load performance of existing energy-generating facilities [126]. Additionally, Morandin et al.

studied the DH delivery from excess heat of a petrochemical cluster at the Swedish West Coast and

showed the maximum theoretical potentials by identifying the conditions in terms of yearly delivery

and installed capacity that could make DH an economically interesting option, namely achieving

10% discounted cash flow rate of return in 15 years [5].

Nevertheless, few of the studies propose an integrated method in which different equipment can

be used to recover waste heat at different temperature levels and in an efficient way. Moreover,

very few of these studies presented a detailed full-scale implementation, combining system design,

economics and environmental impact assessments. This work studies the usefulness of the sector

profile proposed in chapter 1 by integrating excess industrial heat recovery to provide district

heating services, and studies the economic and environmental impact feasibility by accounting for

the location of industrial facilities and the expected heat losses.

3.3 Materials and methods

The sector profile introduced in chapter 1 encourages exploration of integration opportunities for

new technologies and between residential services while also introducing interfaces with external

providers such as industrial processes to provide district heating. In this chapter excess industrial

heat recovery is analyzed for two case studies, namely a ’typical´ European city and a real city

(Rotterdam, NL). The EIH potential of the typical city is built using average European productions

and previously developed blueprints for 10 different industries [127]. In the case of Rotterdam, the

industries considered are its four main oil refineries and cement plants, and a brewery which fulfills

the consumption of the whole city.

3.3.1 Typical European city

First, a typical European city is considered. To represent the residential and industrial needs, the

parameterized sector profile introduced in chapter 1 and previously developed industrial blueprints

[127] are used. The industries included are oil refineries, breweries, pulp and paper mills, aluminum,

steel, cement, dairy, sugar, plastic and municipal waste incineration plants.

Cement The main process in cement production is the production of clinker, typically consisting of

two parts, namely pre-calcination and pyro-processing. The former implies heating the raw material

from 50°C to 850°C, the temperature at which the calcination reaction takes place. The latter consists

of further heating the calcined material to 1450°C where a chemical reaction transforms the material

into clinker. The thermal requirement of the processes is generally satisfied using external fuels,
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such as coal, dry sewage sludge, or by-products coming from municipal or industrial waste. The heat

profile of the plant was taken from [127] and the average European cement production is estimated

at 267 Mt/year [128].

Oil refinery Crude oil refining represents a basic, energy intensive process. Refinery processes

require heating to separate components in distillation columns, or to provide reactor heating. In

parallel, they require cooling to condense vapor streams from distillation columns and cool reactors

and product streams. Most refineries use combined heat and power plants to generate heat and

distribute it to the plant through a steam network while co-generating electricity (which is used by

other equipment on-site). The thermal profiles of the refinery are considered according to [127] and

the European oil refinery production is about 880 Mt/year [129].

Brewery Beer production converts a mixture of grains, water and hops (raw materials) into beer

(product) through a series of sub-processes, such as cooking, filtering, and fermentation. The sub-

processes require heat for cooking and cooling for fermentation and conditioning. The temperature-

enthalpy profile of the beer production process [27] (Figure 3.4) shows that breweries can be largely

energy self-sufficient and that the utility requirements can be supplied at a relatively low temperature

since brewing has a low process pinch temperature. This makes brewing an ideal candidate to receive

heat from other industrial plants. The European beer production is estimated at 38113.4 ML/year

[130].

Pulp and paper Although pulp production and paper making are two separate steps, they are

commonly regarded as one process. In Europe, the two main routes available for pulp production

from wood are chemical pulping (67%) and mechanical pulping (33%) [131]. The pulp production

process starts by steaming and screening the wood chips, in preparation for cooking. In the chemical

route, the wood chips are sent to a high pressure digester, where cellulosic fibers are separated

from the chips. This process takes place at medium temperatures (i.e. 160 - 170 °C) and heat is

generally provided by direct steam blowing or indirect heating in steam/liquor heat exchangers. In

the mechanical route, the cooking stage is replaced by mechanical and thermal processes. After

cooking, the pulp is bleached and either sent to the paper mill or dried and sold. Water is also

necessary for processes such as washing, bleaching, evaporation, or steam productions; clean, cold

water is required for cooling and dilution. Paper manufacturing generally follows a fixed series of

processes, namely preparing the pulp, pressing, dyeing, drying and coating. The thermal profile of

this step is dominated by the drying process, which takes place at a moderate temperature, making

it a good candidate for waste heat recovery from other industries. The average European pulp and

paper production is approximately 41 Mt/year, while the old paper de-inking production amounts

to 48.6 Mt/year [131]. The heat profile of the plant was taken from [127].
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Dairy The dairy industry includes all the conversion processes of milk into concentrated milk,

pasteurized milk, cream, cheese, yogurt and desserts. Milk is generally first cooled down and stored,

then treated by pasteurization, i.e. milk is preheated and the cream is separated by centrifugation.

The pasteurized milk is then distributed between concentrated milk, yogurt and dessert production.

One of the main energy consumers in the dairy process is the milk evaporation, in which milk is

sent to a multi-effect evaporator. The early stage uses steam to evaporate a part of the milk, and the

evaporated milk is used to heat up the inlet milk stream and to evaporate the milk in the middle

stage. The same principle is used in the late stage of evaporation. The evaporation temperatures

of the stages are between 60°C and 70°C. The energy requirements for the yogurt and dessert lines

include heating up the milk, homogenisation, and cooling down the product to storage temperature.

Auxiliary processes such as cleaning in place, hot water production and cold storage should also be

considered. The temperature-enthalpy profile of the process is taken from [127]. The dairy processes

considered here are drinking milk and yoghurt; their average European production is estimated at

30.4 Mt/year and 15.1 MT/year, respectively [130].

Aluminum The main processes in secondary aluminum production are aluminum melting, alloy

addition, metal treatment, and casting. The most heat intensive process is the melting, which

occurs at temperatures of up to 800°C. The temperature-enthalpy profile of the process is taken from

[132] and the average European production is estimated at 1.7 Mt/year [133]. Only the secondary

aluminum process is considered in this work.

Steel The major steel production method in Europe is via the classical blast/basic oxygen furnace

route, i.e. producing steel from iron ore, recycled steel, coal and minerals. Steel production begins

with the reduction of coal to coke, where coal undergoes a pyrolysis reaction at high temperature

to remove non-carbon elements, especially oxygen and hydrogen and with the sinter plant, where

iron ore is mixed with other materials and undergoes a combustion process to yield sinter. The

sinter and the coke then enter a blast furnace, where iron oxides are reduced by coke and the result

is then fed to the basic oxygen furnace, where the final adjustments for steel are performed. The

temperature-enthalpy profile of steel production is taken from [127] and the average European

production is estimated at 198 Mt/year [134].

Sugar Sugar extraction processes from sugar beet and sugar cane are quite similar. For example,

in the former case, beets are cut into thin slices, which are then passed through water-based

counter-current extraction in a diffuser. Then, they emerge as impure sugar juice and beet pulp.

The temperature inside the diffuser is around 68°- 72°C. The crystallization process takes place in

vacuum pans, in which the juice is boiled under vacuum. Finally, the sugar crystals are removed by

centrifugation. The temperature-enthalpy profile of the process is taken from [132] and the average
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European production is estimated at 13.3 Mt/year [130].

Plastics Plastics production requires energy, even in the case of polymerization systems where

the process itself is exothermic. The demand for energy generally depends on the situation, i.e.

if the polymerization unit is integrated into a larger complex with, for example, the need for low

pressure steam. In this work the temperature-enthalpy profile of the plastic production process is

considered according to work done in the Enhanced energy and resource Efficiency and Performance

in process industry Operations via onsite and cross-sectorial Symbiosis (EPOS) project and the

average European production is estimated at 53.0 Mt/year [135].

The composite curves and the grand composite curve of the processes are given in figures 3.2

(cement), 3.3 (oil refinery), 3.4 (brewery), 3.5 (pulp and paper mills), 3.6 (dairy), 3.7 (aluminum), 3.8

(steel), 3.9 (sugar), 3.10 (plastic), scaled for 1 million inhabitants. The typical European productions

per inhabitant are also given in table 3.1.
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Figure 3.2 – CCs (left) and GCC (right) of the average European cement production process, scaled
for the consumption of a population of 1 million inhabitants.
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Figure 3.3 – CCs (left) and GCC (right) of the average European oil refinery process, scaled for the
consumption of a population of 1 million inhabitants.
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Figure 3.4 – CCs (left) and GCC (right) of the average European brewery process, scaled for the
consumption of a population of 1 million inhabitants.

0 5 10 15 20 25
Heat Load [MW]

20

40

60

80

100

120

140

160

Te
m

pe
ra

tu
re

 [°
C

]

Composite curves

Cold CC
Hot CC

0 5 10 15 20
Heat Load [MW]

20

40

60

80

100

120

140

160

Te
m

pe
ra

tu
re

 [°
C

]

Grand composite curve

Grand CC

Figure 3.5 – CCs (left) and GCC (right) of the average European pulp and paper process, scaled for
the consumption of a population of 1 million inhabitants.
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Figure 3.6 – CCs (left) and GCC (right) of the average European dairy process, scaled for the con-
sumption of a population of 1 million inhabitants.
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Figure 3.7 – CCs (left) and GCC (right) of the average European secondary aluminum process, scaled
for the consumption of a population of 1 million inhabitants.
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Figure 3.8 – CCs (left) and GCC (right) of the average European steel process, scaled for the con-
sumption of a population of 1 million inhabitants (with utilities on site).
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Figure 3.9 – CCs (left) and GCC (right) of the average European sugar process, scaled for the con-
sumption of a population of 1 million inhabitants.
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Figure 3.10 – CCs (left) and GCC (right) of the average European plastic process, scaled for the
consumption of a population of 1 million inhabitants (with utilities on site).

Table 3.1 – Typical European city industrial production by sector.

Industry Flow Unit Details

Pulp and paper 192.1 kg/(cap · y)


pulp

{
thermochecmical pulp: 29.5 kg/(cap · y)

sulphite pulp: 59.3 kg/(cap · y)

old paper: 103.3 kg/(cap · y)

Cement 536.6 kg/(cap · y)
Oil refinery 1768.5 kg/(cap · y)
Brewery 76.6 L/(cap · y)

Dairy 91.4 kg/(cap · y)

{
drinking milk: 61.1 kg/(cap · y)

yoghurt: 30.3 kg/(cap · y)

Aluminum 3.4 kg/(cap · y)
Steel 397.9 kg/(cap · y)
Sugar 26.7 kg/(cap · y)
Plastics 12.2 kg/(cap · y)

3.3.1.1 Real city: Rotterdam

The second case study considered is the city of Rotterdam, Europe’s largest port. Its pivotal location

in Europe, maritime access, wide range of service providers and excellent connection by inland

waterways, rail and road make Rotterdam the port of choice for the world’s leading (petro-) chemical

and energy companies. Among the industries present in the port, this work considers oil refineries,

cement manufacturing and breweries; therefore, studying their integration with the district energy

network of the city.

Four refineries from the port of Rotterdam are taken into account, namely Shell, Esso, Gunvor and BP.

Their annual flows [136] and Manhattan distance (i.e. the sum of the distances in each dimension)

from the district are given in Table 3.2. The thermal profiles of the refineries were considered

60



3

3.3. Materials and methods

according to [127] and a sample one (the profiles scale with the production rate) is displayed in

Figure 3.11.

Table 3.2 – Refinery yearly flow and distance from the district.

Refinery Flow [kt/year] Distance [km]

Shell 31200 5
Esso 14800 9
Gunvor 7900 20
BP Raffinaderj 26430 30
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Figure 3.11 – Integrated composite curve (ICC) of the Shell refinery.

Four theoretical cement plants are considered, one at each location where a refinery exists. As seen

in Figure 3.12, large quantities of waste heat are available, which provide opportunities for process

integration and symbiosis between plants and with the nearby district.

The temperature-enthalpy profile of the beer production process is taken from [27] and represented

in Figure 3.12 for a production rate of 70 L/(cap · year) [137]. Since brewing has a low process pinch

temperature, it can receive heat from the other industrial plants; therefore, the brewery competes

with other low-temperature demands, such as the district, to obtain excess heat from the other

industries.

Figure 3.13 schematically represents the location of the industrial plants considered and the inter-

action between the different industries and the district energy network of the city. The figure also

depicts allowable heat transfers, taking one location with a refinery and cement plant as an example.

For the scenarios considered here, cement plants may transfer heat to any heat consumer, refineries

can transfer heat to the brewery and/or district while the brewery and district cannot transfer heat

to any of the other plants. As observed in Figure 3.13, the industrial plants are not always in close

proximity to the city, the consequences of which (i.e. resulting heat losses and profitability of heat

transfer between locations) are also analyzed in this paper.

61



3

Chapter 3. Valorizing excess industrial heat

0.0 0.2 0.4 0.6 0.8 1.0
Heat Load [MW]

0

200

400

600

800

Te
m

pe
ra

tu
re

 [°
C

]
Brewery

Process
Utilities

0 50 100 150 200 250 300
Heat Load [MW]

0

250

500

750

1000

1250

1500

1750

2000

Te
m

pe
ra

tu
re

 [°
C

]

Cement

Process
Utilities

Figure 3.12 – Integrated composite curves of the brewery (left) and cement (right) plants considered.

Figure 3.13 – Schematic description of brewery and cement plants interaction with DHC network.

3.3.2 Heat distribution losses

When heat exchange between industrial plants and urban district networks is considered, heat

losses related to separation distance must be taken into account. The MILP formulation must be

altered to reflect this [138] and the modifications from the formulation presented in the introduction

are listed below. Primarily, the MILP formulation is modified to account for the location of the heat

streams and losses resulting from the distance between them. A series of new sets must therefore be

defined; namely, a set of locations (L), a set comprising all the streams in a given location (SLl ), a

set of parents (PA) and streams of parents (SOPpa,l ) describing the streams which can be used in

different locations and their corresponding sub-streams in each location, and a set of parents of

unit (POUu) containing all the parents belonging to unit u.

Heat cascade constraints in the classical formulation are indexed over time steps (t ) and temperature

intervals (k), this formulation adds an additional location index (l ), to close the heat cascade in each
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location:

∑
s∈SLl

gs,t · q̇s,t ,k + Ṙt ,k+1,l − Ṙt ,k,l = 0 ∀t ∈ T, ∀k ∈ K, ∀l ∈ L (3.1a)

Ṙt ,k,l ≥ 0 ∀t ∈ T, k ∈ K, ∀l ∈ L (3.1b)

Ṙt ,1,l = 0 Ṙt ,k+1,l = 0 ∀t ∈ T, ∀l ∈ L (3.1c)

In the classical formulation, the stream sizing factor gs,t is equal to the sizing factor of their corre-

sponding unit fu,t . Considering heat losses, each parent stream can be split in several streams of

parent across different locations. Therefore, additional constraints must be considered, such as

setting the sum of the sizing factors of the streams of a parent equal to the sizing factor of the unit

the parent belongs to (Eq 3.2a), and setting the sizing factor of each stream of a parent equal to the

sizing factor of the parent (Eq 3.2b):

∑
l∈L

bpa,l ,t = fu,t ∀pa ∈ PA, ∀u ∈ U, ∀t ∈ T : pa ∈ POUu (3.2a)

bpa,l ,t = gs,t ∀pa ∈ PA, ∀l ∈ L, ∀s ∈ SOPp,l , ∀t ∈ T (3.2b)

Heat losses due to the transfer of heat between different locations is adapted from a steady-state

heat loss formulation for buried pre-insulated district heating pipes [139]. Since the case study

considered is an urban area, it is assumed that pipes will be installed underground. The corrected

pipe depth (H) is defined as:

H = H′+ λg

hair
(3.3)

where H′ is the depth at which the pipes are located, λg = 2.7 W/(m·K) [140] the thermal conductivity

of the ground and hair = 14.6 W/(m2·K), the convective heat transfer coefficient of air. The thermal

resistances of the transfer between the supply and return pipes (Rm), of the ground (Rg) and of the

insulating material (Ri) are computed according to:

Rm = 1

4 ·π ·λg · ln

(
1+

(
2 ·H

E

)2)
, Rg = 1

2 ·π ·λg · ln

(
4 ·H

Di

)
, Ri = 1

2 ·π ·λi
· ln

(
Di

Dp

)
(3.4)
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with E as the distance between the pipes, λi the thermal conductivity of the insulating material

and Di and Dp the diameter of the pipe with and without insulation, respectively. The heat loss

coefficients (U1, U2) and the supply (q̇s) and return (q̇r) heat losses are calculated using:

U1 = Rg +Ri(
Rg +Ri

)2 − (Rm)2
, U2 = Rm(

Rg +Ri
)2 − (Rm)2

(3.5)

q̇s = (
(U1 −U2) · (Ts −Tg)+U2 ·

(
Ts −Tr)) ·Lp (3.6)

q̇r = (
(U1 −U2) · (Tr −Tg)−U2 ·

(
Ts −Tr)) ·Lp (3.7)

with Lp being the pipe length and Ts, Tr and Tg the supply, return and ground temperatures, respec-

tively.

3.4 Results and discussion

3.4.1 Typical European city

The typical European city results are shown using three European city sizes as examples: small (e.g.

Zurich, radius: 5290 m, population: 403 000), medium (e.g. Munich, radius: 9950 m, population 1

450 000), large (e.g. London, radius: 21390 m, population: 8 139 000). The 10 industries introduced

in Section 3.3 were positioned around the city according to a simple set of heuristic rules:

• all industries are located at a distance from the city center (i.e. district) between 100 m and

double the radius of the city;

• the low temperature industries (brewery, dairy, pulp and paper, sugar) are located at a distance

from the city center between 40% and 100% of the radius of the city, with a minimum distance

between each other of 20% of the radius;

• the maximum distance between the low temperature industries is 30% of the radius of the

city;

• the aluminum and steel industries are situated at the same location. This assumption is made

given that the aluminum size is very small and for simplicity, to reduce the degrees of freedom

of industry location permutations;

• the high temperature industries (cement, steel and aluminum, oil refinery, waste incineration

and plastic) are located at a distance from the city center between 40% and 200% of the radius

of the city, with a minimum distance between each other of 40% of the radius;
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• the maximum distance between the high temperature industries is 50% of the radius of the

city;

Euclidean distances are considered in this case, since this is an exploratory study and the real

locations of the plants are not known. This work assumes that heat recovery is possible from all

industrial processes, either by steam network or through a hot water loop. Details on the heat

recovery technologies can be found in Appendix C.1.1 and C.1.2. Figure 3.14 depicts the industry

location coordinates for a small city scale. The locations for medium and large scales are determined

by linearly scaling the distances with the radii of the cities.

10000 7500 5000 2500 0 2500 5000 7500 10000
Distance [m]

10000

7500

5000

2500

0

2500

5000

7500

10000

D
is

ta
nc

e 
[m

] city radius
2 x city radius
low T industry limits
high T industry limits
city center
low T industry
high T industry

Figure 3.14 – Industry location coordinates in a small city.

Since the district represents the highest energy demand of the city, almost no heat is transferred to

any of the other low-temperature industries; therefore, their locations are assumed fixed. However,

the high temperature industry locations are permuted to explore effects of industry topology from

an energy integration point of view, i.e. 5! = 120 solutions are analyzed.

Small city Figure 3.15 shows the first set of results for a small city, namely the heat transferred

(excluding heat losses), the heat lost through steam network and hot water sharing and the relative

difference in energy import, compared to the case when no heat sharing occurs between the different

locations (i.e. dark blue curve). 122 results are shown: no heat sharing (dark blue curve) heat sharing

with no losses (dark red curve), and 120 location permutations of high-temperature industries.

The results show that 800 - 1400 GWh/year of heat is shared through steam and 400 - 500 GWh/year

is shared through hot water loops. Heat losses through steam vary between 9.7 and 32.7%, while
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Figure 3.15 – Heat transfer results, small city.

the heat losses through hot water loops vary between 17.7 and 30.9%. Moreover, the maximum

theoretical energy import savings amount to 32% (i.e. theoretical maximum by sharing heat using

utilities), while with realistic industry locations, the energy import savings vary between 20 - 26%.

The corresponding operating cost and environmental impact savings are 11 - 15% and 16 - 23%,

respectively (see Appendix C.1).

Moreover, two distinct sets of solutions emerge (800 - 1000 GWh/year and 1200 - 1400 GWh/year

transfer through steam), depending mainly on the relative location of the district, and on whether

the waste incineration facility transfers heat directly to the district, or it first satisfies the high

temperature requirements of the refinery and then the refinery transfers heat to the district at a

lower temperature.

Figures 3.16 and 3.17 display the breakdown of hot water (HW) and steam network (SN) transfers to

the district and between the different industries; the colors correspond to the solutions shown in

Figure 3.15.

Figure 3.16 – Heat transfer to the district, small city.

The industries transferring the most heat to the district are the waste incineration and the steel

plant, the oil refinery passes on heat that it receives at high temperature and first uses on site, while

the cement and plastic plants send their own excess heat, though the absolute values of these loads

are lower than the other industries. Additionally, as shown in Figure 3.17, the heat demand of

the oil refinery is satisfied by waste incineration, steel or cement and the one of plastic by waste

incineration, cement or the oil refinery, depending on the proximity of the different industries. More
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Figure 3.17 – Heat transfer between industries, small city.

detailed results, with exact industry locations and inter-distances are shown in Section 3.4.1.1.

Medium city Figures 3.18 - 3.20 show the corresponding results for a medium city. As seen in Figure

3.18, the potential energy import savings decrease compared to the small city to 10 - 16%, since the

absolute distances between the heat sharing parties increase, therefore rendering higher heat losses

and consequently fewer connections. The corresponding potential decreases in operating cost and

environmental impact are 7 - 11% and 8 - 14%, respectively (see Appendix). Moreover, the steam

network sharing heat losses decrease to 3 - 27%, while the heat losses in the hot water loop increase

to 29 - 39%. Consequently, the solutions with the highest energy savings correspond to high steam

network heat sharing at short distances (i.e. low heat losses).

Figure 3.18 – Heat transfer results, medium city.

As observed in Figure 3.19, similarly to the case of a small city, the industries transferring the largest

amount of heat to the district are waste incineration, steel and oil refining (which receives heat from

other industries, uses it on site and then delivers it to the district at lower temperature).

Also in the case of a medium city, heat transfer to the plastic plant alternates between the waste

incineration, steel plant, cement plant and oil refinery, always satisfying its full demand. An addi-

tional result introduced with the medium-size city is that no steam network transfer occurs above a

distance of 10 km between any two parties (i.e. in the case of transfer to the district, the hot water

loop is the only heat transfer medium used above a distance of 10 km).
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Figure 3.19 – Heat transfer to the district, medium city.

Figure 3.20 – Heat transfer between industries, medium-sized city.

Large city Figures 3.21 - 3.23 show the results for a large city. In this case, the energy import savings

further decrease, to 4 - 14%, as well as the operating cost and environmental impact savings, which

drop to 3 - 11% and 4 - 12%, respectively (see Appendix). Similarly to the case of a medium city, this

results from an increase in the absolute distances between the industries and district, leading to

higher heat losses and therefore fewer connections. Also in the case of large-scale cities, solutions

with the highest energy import savings are those in which a large amount of heat is transferred by

steam networking, however with low losses, i.e. over short distances. The steam network heat losses

in this case vary between 6 and 64%, while the hot water loop heat losses are between 25 and 44%.

Figure 3.21 – Heat transfer results, large city.

In the case of a large city, the waste incineration plant is by far the industry sharing the most heat

with the district (see Figure 3.22). Nevertheless, the other industries also transfer heat to the district,

mostly using the hot water loop, since also in this case, no steam network transfer is realized above a

distance of 10 km due to high resulting heat losses.
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Figure 3.22 – Heat transfer to the district, large city.

Between industries, as for small cities, heat demand from oil refining and plastic production can be

satisfied by nearby industries, though exactly which depends on plant locations.

Figure 3.23 – Heat transfer between industries, large city.

3.4.1.1 Detailed scenarios similar objective

This section presents in detail two of the best energy saving scenarios for the small city, as displayed

in Figure 3.24. The solution with higher steam network heat sharing will be referred to as solution A

and the solution with lower steam network heat sharing as solution B.

Figure 3.25 shows the locations of the high temperature industries (refinery, steel, waste incineration,

cement and plastic) corresponding to solutions A and B and the hot water heat transfer from the

high temperature industries to the district. The figure also provides a detailed perspective on the

transfer from the industry located closest to the district. As observed, for solution A, the plastic,

cement and waste incineration plants transfer 3%, 4% and 30% more heat, respectively, while the

steel plant and refinery transfer 20% and 26% less heat to the district, respectively.

Furthermore, figures 3.26 and 3.27 show the steam network transfer to the district and between

the high temperature industries. As observed in these figures, in the case of solution A, the waste

incineration plant is located further from the district, and therefore transfers less heat directly

through the steam network to the district, but it rather transfers heat to the refinery first. This heat is

then transferred from the refinery to the district at a lower temperature.

The heat demand of the plastic industry is satisfied by other industries for both solutions, either
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(a)

(b)

Figure 3.24 – Highlighted solutions, A (a), B (b).

10000 8000 6000 4000 2000 0
Distance [m]

10000

8000

6000

4000

2000

0

D
is

ta
nc

e 
[m

]

21
4.

9 
GW

h

89.4 G
Wh

51
.0

 G
W

h130.2 G
Wh

R

W

S

P

R: 
S: 
W: 
C: 
P: 

refinery 
steel 
waste 
cement 
plastic

hot water loop
city radius
2 x city radius
low T industry limits
high T industry limits
city center
high T industry

6.8
 G

W
h

C

(a)

10000 8000 6000 4000 2000 0
Distance [m]

10000

8000

6000

4000

2000

0

D
is

ta
nc

e 
[m

]

29
0.

3 
GW

h

6.6 G
Wh

12
7.

4 
G

W
h

63.6 G
Wh

R

C

P

S

R: 
S: 
W: 
C: 
P: 

refinery 
steel 
waste 
cement 
plastic

hot water loop
city radius
2 x city radius
low T industry limits
high T industry limits
city center
high T industry

62
.0 

GW
h

W

(b)

Figure 3.25 – Hot water loop transfer, solution A (a), solution B (b).

by the cement and waste incineration plant (solution A), or by the cement plant and oil refinery

(solution B). However, while in solution A the cement plant transfers its excess heat to the refinery,

in solution B it transfers excess heat directly to the district.

The Carnot composite curves (Figure 3.28) further details the heat transfer between different parties

for solution A, including details on the temperature levels at which the transfers take place and the

relative amount of heat compared to the size of the whole energy system studied.
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Figure 3.26 – Steam network transfer to district, solution A (a), solution B (b).
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Figure 3.27 – Steam network transfer between industries, solution A (a), solution B (b).

3.4.2 Real city: Rotterdam, NL

This section assesses integration between the district heating and cooling network with various

nearby industrial plants, considering only steam network heat sharing. The integration was first

studied by individually considering the plants at each location and their integration with the brewery

and district. Figure 3.29 schematically shows the location of each refinery/cement plant couple and

the heat flows between them, the DHC network and the brewery. Figure 3.30 displays the integrated
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Figure 3.28 – Carnot composite curve highlighting heat transfer vs. processes and other utilities for
solution A. Note: colors are used to highlight the share of heat transfer from different sources, not
the exact temperature level at which the transfer takes place.

composite curves of each process for the different cases. The amount of heat transferred is also

shown in more detail in Figure C.1 in Appendix C.2. For the first two locations (closest to the city),

heat is transferred from the refinery and cement plant to the district, while for the last two locations

(furthest from the city), heat integration is principally observed between the refinery and cement

plant due to heat losses over longer distances. Since the industrial price of natural gas is lower,

heat is not transferred to the brewery and the priority is given to the district to achieve the largest

reduction in operating cost.

The impact of heat integration on the operating cost and environmental impact of the district

is shown in Figure 3.31. 1 bar steam generation from waste heat is activated on the Shell and

Esso refinery sites to share heat with the district. The integration with the Shell refinery leads to

operating cost and CO2 emission reductions of 6% and 13%, respectively; integration with the Esso

refinery leads to operating cost and CO2 emission reductions of 4% and 8%, respectively; the last
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(a) (b)

(c) (d)

Figure 3.29 – Heat transfer and losses, refinery/cement plant couples considered individually.

two locations have almost no heat integration with the district and thus yield no improvement.

To assess the impact of expanding the system boundary, the refineries and cement plants were added

sequentially, starting with the closest and ending with all four plants included in the optimization

problem. Similarly to the case of refinery/cement plant couples considered individually, both the

heat flows (Figure 3.32) and the resulting integrated composite curves (Figure 3.33) are displayed,

and the detailed heat flows are given in Appendix C.2 (Figure C.2). As observed in the previous case,

the cement plant and refinery couples located closest to the district transfer more heat to the district

and to the brewery, while those located further away mostly exchange heat within the location.

The impact of the industrial heat integration on the operating cost and environmental impact of the

district are shown in Figure 3.34. In this case, integrating the first two refineries leads to savings of

9% in operating cost and 20% in CO2 emissions, while the last two refineries have negligible impact

on the results. This was an expected result due to high heat losses associated with the transfer over

larger distances.
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Figure 3.30 – Integrated composite curve of the processes considered, refinery/cement plant couples
considered individually.
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Figure 3.31 – Operating cost and CO2 emissions, refinery/cement plant couples considered individu-
ally.
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Figure 3.32 – Heat transfer and losses, refinery/cement plant couples considered individually.
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Figure 3.33 – Integrated composite curve of the processes considered, refinery/cement plant couples
added sequentially.
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Figure 3.34 – Operating cost and CO2 emissions, refinery/cement plant couples added sequentially.

76



3

3.5. Conclusion

3.5 Conclusion

This chapter aims at enriching the residential sector profile presented in chapter 1 by adding

production data for ten main industries: cement, oil refining, steel, aluminum, waste incineration,

plastic, pulp and paper, brewing, sugar and dairy. In this chapter, the residential sector profile

was used to assess integration opportunities between urban centers and typical industries in the

surroundings. Two categories of case studies are used, namely average European cities (small-,

medium- and large-scale) including all ten industries and a real European case study in Rotterdam,

NL. A brewery and four refinery/cement plant couples in the area are integrated in the latter case.

The results on the average European cities show that higher heat transfer takes place in a small-scale

city, compared to medium or large ones, since the increase in distance between the district and the

industries is larger than the increase in population (i.e. industry sizes). Consequently, the energy

import savings vary between 20 - 26% for small scale cities, 10 - 16% for medium scale and 4 - 14%

for large scale ones. Detailed results on the heat transfers show, for example, that solutions with

very similar energy import savings can vary by up to 30% in the amount of heat transferred, due to

the relative distances between the heat sharing parties, e.g. when the oil refinery plant is located

between the waste incineration plant and the district, heat is first transferred to the refinery. The

refinery uses the high temperature heat before delivering it to the district, at a lower temperature.

Furthermore, results on the real city highlight the fact that industries located at 5 km and 9 km

transfer heat to the district energy network reducing its operating cost by as much as 9% and

environmental impact by up to 20%, while industrial plants located further afield only integrate with

each other, as heat losses are too large over long distances for profitable exchanges. These results are

different from the average European city results, since they reflect the current situation of industrial

systems, i.e. large facilities producing enough resources for several cities, and not just satisfying the

needs of the nearest one.

Overall, excess industrial heat recovery for district heating is advantageous, especially when the

industrial plants are located close to the city. However, an analysis which includes piping cost and

pumping electricity is needed in order to have a full picture of the maximum distance between

industry and district which makes heat integration profitable. Moreover, building similar sector

profiles for all energy-intensive sectors would provide a complete set of tools for future modelling of

energy efficient cities/countries.
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4Systematic integration of energy-

optimal buildings with district networks
Overview

• The "typical European" urban demand is estimated in chapter 1;

• The natural and renewable resource valorization is explored in chapter 2;

• The industrial waste heat valorization is explored in chapter 3;

• This chapter looks into bridging the gap between building - and city - scale energy opti-

mization.

This chapter is partially a summary of [141, 142]

The residential sector accounts for a large share of worldwide energy consumption, yet is difficult to

characterize, since consumption profiles depend on several factors from geographical location to

individual building occupant behavior. Given this difficulty, the fact that energy used in this sector

is primarily derived from fossil fuels and the latest energy policies around the world (e.g., Europe 20-

20-20), a method able to systematically integrate multi-energy networks and low carbon resources in

urban systems is clearly required. This work proposes such a method, which uses process integration

techniques and mixed integer linear programming to optimize energy systems at both the individual

building and district levels. Parametric optimization is applied as a systematic way to generate

interesting solutions for all budgets (i.e., investment cost limits) and two approaches to temporal

data treatment are evaluated: monthly average and hourly typical day resolution. The city center of

Geneva is used as a first case study to compare the time resolutions and results highlight that implicit

peak shaving occurs when data are reduced to monthly averages. Consequently, solutions reveal

lower operating costs and higher self-sufficiency scenarios compared to using a finer resolution but

with similar relative cost contributions. Therefore, monthly resolution is used for the second case

study, the whole canton of Geneva, in the interest of reducing the data processing and computation

time as a primary objective of the study is to discover the main cost contributors. The canton is

used as a case study to analyze the penetration of low temperature, 5G district energy networks with

population density. The results reveal that only areas with a piping cost lower than 21.5 ke/100

m2
ERA connect to the low-temperature network in the intermediate scenarios, while all areas must
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connect to achieve the minimum operating cost result. Parallel coordinates are employed to better

visualize the key performance indicators at canton and commune level together with the breakdown

of energy (electricity and natural gas) imports/exports and investment cost to highlight the main

contributors.

4.1 Introduction

Increasing population, urbanization and rapid industrialization corresponds to parallel and con-

tinuous increases in world energy demand, where up to 65% of the energy consumption comes

from urban areas [143]. While the consumption of major sectors, such as commercial, industrial,

transportation and agriculture are relatively well-understood due to their centralized ownership,

self-interest in reducing the energy consumption and high level of regulation, the residential sector

is an energy sink which is difficult to characterize, since it encloses a large variety of geometries,

structure sizes and envelope materials. At the same time, privacy concerns restrict energy con-

sumption data collection and distribution and detailed metering of households bears high costs.

Nevertheless, Pachauri et al. reports that there is a great potential to achieve significant reductions in

energy consumption, mainly in the building sector, at a relatively modest cost [144], which highlights

the requirement to better understand the defining characteristics of energy consumption in this

sector.

Major end-use energy consumption groups in the residential sector are: space heating and cooling,

energy required to overcome thermal flows through the building envelope, by conduction, radiation

and through air infiltration/ventilation; domestic hot water-energy consumed to heat water to the

comfort temperature; appliances and lighting-energy needed to operate appliances (e.g., refrigerator,

electronics) and for supplying appropriate lighting. Fossil fuels are currently the main energy

sources to supply these demands [145]; however, they have a high environmental impact and limited

reserves which also correspond to fluctuating prices, which affects national economies and results

in a prominent interest in using renewable energy sources. Renewable energy comes from a variety

of sources, such as biomass, geothermal heat, ocean waves, sun, tides, water and wind. Hybrid

(i.e., multi-source) renewable energy systems are favored over single sources since they are more

reliable, more efficient, require less energy storage capacity and have lower levelized life cycle

electricity generation cost under optimum design [146]. Multi-source generation makes hybrid

system solutions complex, thus a techno-economic analysis of these systems is essential to ensure

the optimal use of renewable sources. This, in turn, requires models and software which can be

employed for design, optimization and techno-economic planning.

Another dilemma that arises with integration of renewable energies is the mismatch between

renewable energy supply and demand profiles in the residential sector, which is often pronounced

and requires extensive storage solutions [147]. Heat storage solutions already exist at small scale in

individual buildings and via district heating networks in large bore-hole storage systems. Alternative
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solutions exist for multi-energy systems, such as power-to-gas, fuel cells, electric/hydrogen mobility

and large scale batteries [148, 149].

Balancing energy demand and supply both spatially and temporally can be modeled using computa-

tional methods, such as mathematical programming, among which linear programming techniques

have been used to optimize multi-energy systems for more than thirty years [150]. Generally, there

is a separation of topics in residential energy system analysis based on the scale, namely: individual

building scale and urban scale. The former focuses principally or solely on the building itself and

omits any relationship with the urban environment. It treats a building as an independent object,

isolated from the built environment; however, real buildings are connected to their surroundings

through physical means (infrastructure) and users (residents, workers). The latter scale focuses on

the entire system, often without details at the building scale. Therefore, there are improvements to

be made by coupling building-level models with those at the urban level while also using detailed

equipment models (e.g., energy conversion technologies, heat pumps). Linking buildings with dis-

trict systems requires tools for design, sizing, operation and control of energy system components,

buildings and district networks. An even larger challenge, though, is to provide simple tools, which

can aid decision-makers at an early stage in the design process at both the building and urban levels.

This chapter proposes a double-optimization approach with meta-models [151, 152] for the design

and optimization of urban systems at building and urban levels, with interaction between the

two scales, including renewable energy integration and long-term energy storage solutions. The

connection between the building and the urban level is realized through a low-temperature 5G

district energy network and meta-models are used to integrate building solutions into the district

optimization. Therefore, this chapter contributes a novel approach for optimal design of urban

energy systems, coupling optimal solutions for individual buildings with the larger energy system to

provide guidance for holistic urban energy system design. Additionally, this work provides unique

insights into various objectives of such systems and the inherent balance between them, providing a

set of optimal solutions to be ultimately selected by decision-makers. Section 4.2 reviews the main

tools and approaches currently employed for this purpose and their limitations, Section 4.3 presents

the mathematical formulation and the case studies considered, Section 4.4 shows the results and

conclusions are drawn in Section 4.5.

4.2 State of the art

Energy use in the residential sector has been studied extensively, across a variety of fields, such

as civil engineering, architecture, economy, environmental assessment, sociology, transport, city

and regional planning. Energy consumed in this sector is generally classified as either embodied

or operational. Embodied energy is the energy required to produce and transport materials to the

construction site and for the construction process itself, while operational energy is consumed for
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the daily use of the building to provide electricity, water, hot water, ventilation, heating and cooling.

A clear distinction in the scale of the analysis arises when trying to summarize the research in the

area, namely at the individual building and urban scales [143]. Research at the individual building

scale usually covers topics such as building materials used, architectural design, structural and

operational system and construction. Developments in the area include improving the accuracy of

the models and reducing the computation time of the assessment [153], analyzing the results with

different objectives [154] techniques to reduce energy and CO2 emissions. Kofoworola et al. showed

a combination of energy savings measures to reduce the electricity consumption in a typical office

building in Thailand by 40–50% [155]. Ochoa et al. stated that the usage phase of buildings accounts

for the largest share of the energy use and environmental impact, followed by the construction

phase, while the disposal phase is negligible from both perspectives [156]. Junilla et al. presented

the elements in the life-cycle assessment of office buildings which cause the highest emissions and

should therefore be targeted for improvement [157] and in a similar study concluded that lighting,

HVAC systems and outlets, manufacturing and maintenance of steel, manufacturing of concrete

and paint and water use have the largest environmental impacts in office buildings [158].

The second scale of analysis for energy use in the residential sector is the urban scale. Research

at this scale typically covers topics such as urban form, density, transportation, infrastructure and

consumption. Studies in the field focus mainly on quantification of energy use, transportation

infrastructure, water infrastructure, construction, and modeling of energy use in urban systems.

Glaeser and Kahn studied the energy use and environmental impact due to driving, public transit,

providing heating and electricity in households and found a strong negative correlation between

emissions and land use regulations, leading them to conclude that cities have significantly lower

emissions compared to suburban areas [159]. Kennedy et al. performed a study on ten global cities,

showing correlations between public transit quality and personal income, and between heating and

industrial fuel use [160]. Troy et al. quantified the embodied energy in urban areas and found it to

be more significant than previously supposed and suggested that knowing the embodied energy

consumed can be used for control tool development [161].

Jones et al. assessed energy consumption and environmental impact in urban areas due to trans-

portation, energy, water, waste, food, goods and services, and suggested that results were highly

dependent on the basic demographic characteristics of the area studied [162]. Regarding energy

use modeling, Howard et al. developed a model to estimate end-use energy intensity in New York,

as a tool for cost-efficient policies regarding renewable energy efficient solutions [163]. Gurney et al.

used simulation tools, traffic data, power production reporting and local air pollution reporting to

build a model which quantified CO2 emissions across the city of Indianapolis [164]. Keirstead et al.

reviewed approximately 220 papers on urban energy system modeling and concluded that the four

most common challenges are data quality and uncertainty, model integration, model complexity

and policy relevance [165]. They also concluded that urban energy system models have a significant
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potential of moving toward a more integrated perspective, which could capture their intricacies.

While these references offer a first insight into multi-scale integration analysis, additional method-

ological developments are required to directly address the interaction between scales. In view of that,

this chapter proposes a method which combines the work of Stadler et al. [21] on optimization at

building level with the work of Suciu et al. [52] on optimization at district level, to perform a detailed

multi-level energy integration optimization. The link between the building and the urban level is

realized through a low-temperature 5G district heating and cooling network and meta-models are

employed to embed the building solutions into the district level optimization.

Low Temperature DHC Networks

Low temperature district energy networks provide a low temperature source, which can be used for

heating via decentralized heat pumps, directly for cooling, indirectly as a low temperature source for

chillers and can recover waste heat from processes and other buildings in the proximity; they are

also often linked to large seasonal storage in the form of borehole fields [166].

Low-temperature networks have been discussed in the literature, for example, De Carli et al. per-

formed an energo-economic analysis of a small-scale, low-temperature district heating and cooling

network in Italy [167], Bestenlehner compared a low-temperature and a conventional district heat-

ing network in a quarter of Stuttgart [168], Ruesch modeled the time evolution of large borehole

fields connected to low temperature district heating networks [166], Kräuchi et al. modelled a

low-temperature district heating and cooling network using the IDA indoor climate energy (IDA

ICE) simulation software [169] and Molyneaux et al. performed an enviro-economic optimization

for low-temperature heat networks with heat pumps [170].

This work analyzes both conventional networks and low temperature refrigerant (CO2)-based net-

works. Weber and Favrat introduced the idea of distributing CO2 in the district energy networks

at a temperature below the critical pressure of 74 bar. 5G networks (Figure 4.1) use a double-pipe

system to deliver both heating and cooling services. A pressure of 50 bar is suggested for use in

the network to remain within the saturation temperature range of 12–18 °C, which allows network

operations to leverage the latent heat and small pressure difference between liquid and gas phases

to provide cooling services by gas expansion. Unlike water-based networks currently in place in

several cities, 5G networks use phase change to realize the heat transfer and allow cooling services

to provide heating, which is not possible with conventional systems. The approach is based on a

CO2 “closed-loop” concept, i.e., except for leaking (considered negligible) no CO2 enters/leaves

the network.
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Figure 4.1 – 5G network schematic representation.

5G networks have also been integrated with advanced technologies for energy storage and heat

integration, such as power-to-gas [52]. Power-to-gas systems use electricity in periods of high

production (summer) to produce hydrogen and oxygen by water electrolysis and then methane in a

Sabatier reaction, which is stored to provide electricity and heat during cold periods or periods of

low electricity production (Figure 4.2). The waste heat of the co-generation system is first used in

a steam network to produce electricity with the remaining low temperature heat used to vaporize

CO2, which is used to provide heating services.

This work proposes a method which links analysis and optimization in individual buildings with

urban-level systems through low temperature 5G networks and long term power-to-gas storage

systems. The method proposed uses a double optimization approach with surrogate models, using

two different time scales: monthly averages and typical days.

Figure 4.2 – P2G schematic representation.
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4.3 Materials and methods

The proposed method models energy systems using a double optimization approach with meta-

models (Figure 4.5). The first optimization is performed at the building level, where different utilities

can be chosen, such as photo-voltaic panels with short-term electricity storage (batteries), CO2

and air-water heat pumps, co-generation units, heat storage tanks, domestic hot water tanks, heat

exchangers for cooling and electrical heaters as back up systems. The PV panels and co-generation

units are described in detail in Appendix D.2, while the other units are described in Appendix D.1.

Further details on the formulation can be found in [21]. This optimization is performed to ensure

that each building is operated optimally, e.g., all the controllable loads are shifted to decrease the

operating cost.

The buildings considered are residential (single- and multi-family houses), mixed (residential

and administrative), administrative, commercial, education and hospitals. The buildings are also

grouped according to the renovation stage, as existing (built before 2005), new (built after 2005) and

renovated (built before 2005 but improved to meet modern standards) [49]. The pool of building

meta-models is enriched by including two energy conversion technology configurations, one with

and one without 5G network utilities. Within each scenario, parametric optimization is implemented

on the investment cost (minimum operating cost, minimum investment cost and five intermediary

scenarios, see Figure 4.3) to obtain a systematic approach for generating interesting solutions in

cities and explore options for optimal utilities and connections to optimal buildings.

Figure 4.3 – Systematic generation method for each building type (i.e., age and renovation).

Figure 4.4 illustrates sample results of the building-level optimization. More specifically, it depicts

the operating-investment cost Pareto frontier and self-sufficiency of residential single-family house

(SFH)s of different renovation stages, with and without 5G network utilities. The concept of self-
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sufficiency is further defined in Section 4.3.4 and is used to evaluate the autonomy of the energy

systems studied, but is defined in simple terms as the percentage of electricity consumption supplied

by self-production. For all solutions with an increase in investment cost, the operating cost decreases

and renewable energy sources penetrate, leading to higher values of self-sufficiency. New and

renovated buildings have reduced overall demands, and therefore lower operating cost. While the

solutions connected to the CO2 network yield no difference for low investment cost limits, they result

in lower operating costs whenever the capital expenditure (capex) limit is high enough for these

technologies. However, the piping cost of the CO2 network is not considered at this stage, being

included only at the canton/commune level (Switzerland has 26 cantons, each of them being divided

in several communes. Cities can be comprised of several communes, e.g., Geneva has 48 communes).

The building-level solutions are then integrated in the main optimization, where each building

is represented by its resource (CO2 liquid and vapor, natural gas, electricity) import and export.

Decision variables and constraints are used to permit selection of any number of buildings from

any type, age and utility configuration as long as the overall mix is consistent with that of the case

study considered. At the city level the optimizer chooses not only the best configuration of buildings,

but also additional utilities to create an optimal city. The additional utilities at the upper level

include PV panels, central plants which provide CO2 liquid and vapor, and a power-to-gas storage

system (Figure 4.5). The PV panel and CO2 and CH4 storage unit models are described in detail in

[52], the co-generation solid oxyde fuel cell-gas turbine unit is modeled according to [87] and the

co-generation solid oxyde electrolysis cell unit according to [88]. A detailed description of the unit

models can be found in Appendix D.2 and in [52].
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Figure 4.4 – Pareto frontier of residential SFH with different utility configurations and renovation
stages.

A mixed-integer linear programming framework is used to find the optimal utility configurations

and to integrate different technologies which satisfy the urban demand.
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Figure 4.5 – Methodology overview.

4.3.1 Mathematical Formulation

The building and city-level optimizations are formulated using mixed integer linear program-

ming [28, 171–173]. This framework was chosen to represent building energy systems, since it

can model both the discrete and the continuous behavior of the units. An additional benefit is
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that this formulation always results in a global optimum and does not require extensive effort for

problem initialization.

4.3.1.1 Definition of Sets

Given that energy demand is time-dependent, the problem is defined using discrete time intervals

(e.g., p ∈ P = {1} (1 year), t ∈ TOPp = {1, 2, ..,14} (12 months and two extreme days)). The system to be

optimized is represented through several units, belonging to the set U. The units are grouped in two

subsets: the set of utility units (UU = {PV panels, batteries, heat pumps, CHPs, storage tanks, heat

exchangers}) and the set of process units (PU = {building demands: space heating, domestic hot

water, air cooling, utilities}). The process units represent the demand and hence have a fixed size,

while the utility units represent the energy technologies used to satisfy the demand, with variable

sizes, which are to be optimized. Units supply, demand, or convert resources (r ∈ R) (electricity and

material) and heat (at different temperature intervals k ∈ K).

4.3.1.2 Objective Function and Constraints

The objective function of the problem is the minimization of the operating cost (Equation (4.1)), with

ε-constraints on the investment cost (Equation (4.2)) [174]. The objective function accounts for both

the fixed (Cop,1
u ) and variable (Cop,2

u ) operating costs. The additional terms in the objective function

are the binary variables (yu,p,t ,yu) which decide whether a unit is used or not, the continuous

variables (fu,p,t , fu) which determine the size of a unit, the operating time parameter (top
t ) and the

period occurrence (pocc
p ). ε-constraints consider the fixed (Cinv,1

u ) and variable (Cinv,2
u ) investment

costs.

min
yu , fu

∑
u∈U

( ∑
p∈P

( ∑
t∈TOP

(
Cop,1

u ·y’u,p,t +Cop,2
u · f ’u,p,t

)
· top

t

)
·pocc

p

)
(4.1)

∑
u∈U

(
Cinv,1

u · yu +Cinv,2
u · fu

)≤ ε ε ∈ [Cinv,2
min ,Cinv,2

max ] (4.2)

The main constraints of the problem include the energy conversion technology sizing and selection.

Equations (4.3)–(4.6) bound the size of the unit in each time step t and period p to be smaller than

the purchase size of the equipment, Equation (4.7) ensures that the purchase size of the equipment

is between the minimum and maximum boundaries set (f min
u , f min

u ), and Equations (4.8) and (4.9)
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fix the size of the process units.

y”u,p ≤ yu ∀u ∈ U, ∀p ∈ P (4.3)

y’u,p,t ≤ y”u,p ∀u ∈ U, ∀p ∈ P, ∀t ∈ TOPp (4.4)

f ”u,p ≤ fu ∀u ∈ U, ∀p ∈ P (4.5)

f ’u,p,t ≤ f ”u,p ∀u ∈ U, ∀p ∈ P, ∀t ∈ TOPp (4.6)

f min
u ·y’u,p,t ≤ f ’u,p,t ≤ f min

u ·y’u,p,t ∀u ∈ U, ∀p ∈ P, ∀t ∈ TOPp (4.7)

y’u,p,t = 1 ∀u ∈ PU, ∀p ∈ P, ∀t ∈ TOPp (4.8)

f min
u = f min

u = 1 ∀u ∈ PU (4.9)

The heat cascade equations ensure that heat is transferred from higher temperature intervals to

lower temperature intervals and close the energy balance in each temperature interval k (Equation

(4.10a)). This is achieved using the residual heat Ṙp,t ,k , which cascades excess heat from higher

temperature intervals (k) to lower temperature intervals (k −1). The minimum residual heat is

zero, when heat cannot be transferred from the corresponding temperature interval to lower ones

(Equation (4.10b)). Similarly, residual heat in the first interval (Ṙt ,1) is zero, as lower temperature

intervals do not exist to accept a transfer of heat. Logically, heat cannot be cascaded to the kth

interval as it is the highest, so Ṙt ,k+1 is also zero (Equation (4.10c)). Q̇u,p,t ,k represents the reference

heat load of a unit u in period p, time step t and temperature interval k.

∑
u∈U

fu,p,t · Q̇u,p,t ,k + Ṙp,t ,k+1 − Ṙp,t ,k = 0 ∀p ∈ P, ∀t ∈ TOPp , ∀k ∈ K (4.10a)
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Ṙp,t ,k ≥ 0 ∀p ∈ P, ∀t ∈ TOPp , k ∈ K (4.10b)

Ṙp,t ,1 = 0 Ṙp,t ,k+1 = 0 ∀p ∈ P, ∀t ∈ TOPp (4.10c)

For each unit u, the supply Ṁ−
r,u,p,t and demand Ṁ+

r,u,p,t of a specific resource r ∈ R are computed

(Equations (4.11a) and (4.11b)) and the balance of each resource is closed for each period p and time

step t (Equation (4.11c)). ṁ-
r,u,p,t and ṁ+

r,u,p,t are the reference supply and demand flows of a unit.

Ṁ−
r,u,p,t = ṁ-

r,u,p,t · f ’u,p,t ∀r ∈ R, ∀u ∈ U, ∀p ∈ P, ∀t ∈ TOPp (4.11a)

Ṁ+
r,u,p,t = ṁ+

r,u,p,t · f ’u,p,t ∀r ∈ R, ∀u ∈ U, ∀p ∈ P, ∀t ∈ TOPp (4.11b)

∑
u∈U

Ṁ−
r,u,p,t =

∑
u∈U

Ṁ+
r,u,p,t ∀r ∈ R, ∀p ∈ P, ∀t ∈ TOPp (4.11c)

4.3.1.3 Constraint Linking Individual Building and Urban Scale

Specific constraints at the building scale are presented in detail in [21]. Additional variables and sets

are introduced at the urban scale, which aid the formulation of the constraints, such as building

types (bt ∈ BT = {residentialSFH, residentialMFH, administrative, education, commercial, hospital,

mixed}), building units of type bt (bu ∈ BUTbt ), renovation stages (r s ∈ RS = {existing, new, reno-

vated}), building units of renovation stage r s (bu ∈ BURr s), building units connected to the CO2

network ( bu ∈ BUC) and the set of cities/communes (c ∈ C). The extra constraints include fixing the

number of buildings of a given type to the one of the case studies considered (Nbt):

∑
p∈P

∑
t∈TOP

∑
bu∈BUTbt

f ’bu,p,t = Nbt ∀bt ∈ BT (4.12)

And making the number of buildings at each renovation stage equal to that of the urban system

studied (Nrs):

∑
p∈P

∑
t∈TOP

∑
bu∈BURr s

f ’bu,p,t = Nrs ∀r s ∈ RS (4.13)
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The investment cost for the CO2 network in each city/commune is computed according to [49] (for

details see Appendix D.3). The commune has the choice of investing in the CO2 network or not

(yuCO2,c
), which translates in optimization terms as a big M constraint:

yuCO2,c
≥ f ’bu,p,t /M ∀bu ∈ BUCc , ∀c ∈ C, ∀p ∈ P, ∀t ∈ TOPp (4.14)

i.e., if the commune activates a building with CO2 network utilities, it must invest in piping.

The size/length of the network piping is fixed for all periods and times.

4.3.1.4 Long-Term Energy Storage Model with Typical Day Resolution

To model the long-term storage units with typical day resolution, a series of new sets must be

introduced (or re-defined). The equations here are based on using eight periods or typical days:

• P: periods, or typical days of the year, e.g., {1, 2, 3, 4, 5, 6, 7, 8};

• TOPp , ∀p ∈ P: time steps in each period p, e.g., {{1,2, ...,24}, {25,26, ...,48}, ..., {169,170, ...,192}︸ ︷︷ ︸
8 typ. days

};

• RD: real days of the year, e.g., {1, 2, ..., 365};

• PORDr d , ∀r d ∈ RD: typical day corresponding to each real day of the year, e.g., {2,2,4, ...6}︸ ︷︷ ︸
365 days

;

• TORDr d = t , ∀t ∈ TOPpr , ∀pr ∈ PORDr d , ∀r d ∈ RD: time steps in each real day of the year,

e.g., {{25,26, ...,48}︸ ︷︷ ︸
time steps in typ. day 2

, {25,26, ...,48}︸ ︷︷ ︸
time steps in typ. day 2

, {73,74, ...,96}︸ ︷︷ ︸
time steps in typ. day 4

, ..., {121,122, ...,144}}︸ ︷︷ ︸
time steps in typ. day 6︸ ︷︷ ︸

365 days

;

• TOPNCp = {1,2, ...,card(TOPp )}, ∀p ∈ P: non cumulative time steps in each typical day p, e.g.,

{{1,2, ...,24}, {1,2, ...,24}, ..., {1,2, ...,24}︸ ︷︷ ︸
8 typ. days

};

• RTORDr d ,pr,t =
∑r d−1

i=1 card(TORDi )+t−∑pr−1
j=1 card(TOPNC j ) ∀t ∈ TOPpr , ∀pr ∈ PORDr d , ∀r d ∈

RD: real time of each real day of the year, e.g.,

{{1,2, ...,24}︸ ︷︷ ︸
time steps in real day 1

, {25,26, ...,48}︸ ︷︷ ︸
time steps in real day 2

, {49,50, ...,72}︸ ︷︷ ︸
time steps in real day 3

, ..., {8737,8738, ...,8760}}︸ ︷︷ ︸
time steps in real day 365︸ ︷︷ ︸

365 days

• RT = 1, ...,
∑

r d∈RD card(TORDr d ), (ordered set): real times of the year, e.g., {1, 2, ..., 8760}.

Given these sets above, the long-term storage units (u ∈ SU) are represented by the constraint:

91



4

Chapter 4. Systematic integration of energy- optimal buildings with district networks

SLr t =
if r t = first(RT) : σ ·SLlast(RT) +ηch ·M+

r,u,pr,t − 1
ηdch

·M−
r,u,pr,t

else : σ ·SLr t−1 +ηch ·M+
r,u,pr,t − 1

ηdch
·M−

r,u,pr,t

∀r ∈ R, ∀u ∈ SU, ∀r d ∈ RD, ∀pr ∈ PORDpr , ∀t ∈ TOPpr , ∀r t ∈ RTORDr d ,pr,top (4.15)

with SLr t as the storage level of the unit at each real time step of the year r t ∈ RT, σ = 0.9992 [175] the

self-discharge rate of the unit, and ηch = ηdch = 0.9 [175] as the charging and discharging efficiencies

of the unit. A summary of all the sets used in the problem formulation is given in Table 4.1.

Table 4.1 – Sets used in the mathematical formulation.

Set symbol Name Index Increment Cyclicity

P periods - day no
TOP times of period p hour no
U units - - no
UU utility units - - no
PU process units - - no
SU storage units - - no
R resources - - no
K temperature intervals - - no

BT building types - - no
BUT building units of type bt - no
RS renovation stages - - no
BUR building units of renovation r s - no
C communes - - no
BUC building units connected to CO2 DEN c - no

RD real days - day no
PORD periods of real day r d day no
TORD times of real day r d hour no
TOPNC times of period non cummulative pr hour no
RTORD real times of real day r d , pr, t hour no
RT real times - hour yes

4.3.2 Case Study

The case studies considered are Geneva city center (four communes: Genève-Cité, Genève-Plainpalais, Genève-

Eaux-Vives and Genève-Petit-Saconnex) and the canton of Geneva (all 48 communes, Figure 4.6).

The building types are distinguished according to the RegBL database [176], as listed in Table 4.2.

The corresponding parameter names in the RegBL report are listed in Table D.18 in the Appendix.
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Figure 4.6 – Population density of communes in the canton of Geneva.

Table 4.2 – Building types present in the model of the canton of Geneva.

Building type Building category Building class

Residential SFH 1021, 1025, 1230 1110
Residential MFH 1025 1121

1040 1130
Administrative 1040, 1060 1220
Commercial 1040, 1060 1230
Education 1040, 1060 1263
Hospital 1040, 1060 1264
Mixed 1030 1121, 1122

The energy reference area of the buildings (AERA
b ) is computed according to the same database,

using the footprint area of the building (Ab), the number of floors (Nfloors
b ) and a factor of 0.9, an

assumption used to account for the inner walls (Equation (4.16)).

AERA
b [m2] = Ab [m2] ·Nfloors

b ·0.9 (4.16)

The photo-voltaic rooftop potential is calculated using the rooftop area of the building (Aroof
b ), the av-

erage solar irradiation on each roof (Ib), a nominal global horizontal irradiation of 1244.334 W/(m2·K)

and a factor of 0.75 to account for the part of the roof which cannot be covered with PV panels
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(e.g., close to the periphery) (Equation (4.17) [177]).

APV ,b [m2] = Aroof
b [m2] · Ib [W/(m2 ·K)]

1244.334 [W/(m2 ·K)]
·0.75 (4.17)

The number of buildings of each category and renovation stage are considered according to [49] and

Figure 4.7 displays a sample distribution, that of Geneva city center.
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Figure 4.7 – Refurbishment level building distribution in Geneva city center.

The demands evaluated are space heating, domestic hot water, air cooling and electricity. The hourly

demand profiles are built based on standards and existing heat signature models. The electricity

and domestic hot water demand profiles are considered according to the standards of the Swiss

society of engineers and architects SIA [56] with a typical day profile repeated throughout the year,

while the heating and cooling demands are modeled based on a heating signature profile [49].

These profiles have been calibrated based on statistical data from the energy department of the

canton of Geneva [49]. Figure 4.8 and Table 4.3 display the hourly demand profile of administrative

buildings (existing, new and renovated) and their specific yearly demand. The domestic hot water

and electricity demand is constant; therefore it is excluded from the hourly variation plots. The

corresponding plot/table for all other building categories can be found in Appendix D.5.

Table 4.3 – Yearly specific energy service demand of administrative buildings.

Building renovation Space heating Air cooling Dom. hot water Electricity
stage [kWh/m2] [kWh/m2] [kWh/m2] [kWh/m2]

Existing 84.2 8.9 2.9 43.2
New 36.4 3.8 2.9 43.2
Renovated 51.7 5.5 2.9 43.2
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Figure 4.8 – Hourly specific energy service demand of administrative buildings.

4.3.3 Time Resolutions: Typical Days Algorithm

Two time resolutions are used to solve the optimization problem, namely the state-of-the-art

monthly averages with two extreme periods, and hourly resolution. Since the computational time

for solving the problem increases drastically with the problem size (Figure 4.9), a k-medoids-based

data clustering algorithm is used to reduce the complexity of the problem studied (Figure 4.10) for

hourly resolution. This approach selects the cluster centers based on the smallest sum of distances

within each cluster, while the cluster size is selected based on a series of performance indicators

[178, 179].

Two input parameters are considered for the clustering process, namely the ambient temperature

(Text) and the global horizontal irradiation (GI), since all resources and demands can either be

computed using these two parameters, or are assumed constant. Other data such as consumption

profiles and their corresponding temperatures of demand are defined based on the computed cluster

centers. The k-medoids algorithm is applied between 2 and 25 typical days. A maximum of 6% error

load duration curve (ELDC) is set and consequently the number of typical days should be greater

than seven (Figure 4.9). To select the optimal number of typical days, the Davies-Bouldin (DB)

index is used. The DB index is a measure of clustering scheme performance [180]. It accounts for

the separation between the clusters—which should be as large as possible—and the within-cluster
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scatter, which should be as low as possible. The index is defined as the ratio between the cluster

separation and the within-cluster distance, where lower values express better cluster separation and

the ‘tightness’ inside the clusters. As observed in Figure 4.9, the DB index has the lowest value for 8

typical days for the data set studied here. Therefore, this value is used for further analysis.
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Figure 4.9 – Performance indicator evolution using the k-medoids algorithm for selecting the number
of typical days.

Figure 4.10 – Typical days algorithm.

Figure 4.11 depicts the real profile of the two attributes chosen to cluster the data in grey and the

computed load duration curve in black. One can see that the load duration curve of both attributes

is followed well with the number of typical days chosen.

To clarify contributions of the different time resolutions in the problem formulation, the objective

function (Equation (2.1)) can be assessed in greater detail. For monthly resolution, p = 1 (1 year),

t = { 1, 2, ..., 14 } represents 12 months and 2 extreme periods, pocc
p = 1 represent the occurrence of

the year, and top
t = { 744, 672, 744, ..., 744, 0, 0 } are the number of operating hours in each time step

t . With hourly resolution, p = {1, 2, ..., 10 } are the eight typical days and the two extreme hours,

t = {24, 24, ..., 24, 1, 1 } are the number of hours in each time step t, pocc
p = {54, 46, 17, 49, 52, 68, 49,

30, 1, 1} represents the number of times each operating period appears during the year, and top
t = {1,

1, ..., 1, 0, 0 } is the operating time of each time step. For both time resolutions, the operating time of

the extreme periods is zero, since they are used only for unit sizing.
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Figure 4.11 – Error load duration curve of typical day attributes.

4.3.4 Measure of Energy Autonomy

In this work, a urban community is considered energy autonomous when the electricity import from

the grid (Ei ) is zero, or likewise, when the self-sufficiency (SF) factor (Equation (4.18) [181]) is equal

to unity. A solution is considered to be net zero-energy when the power grid export (Ee ) and import

(Ei ) are equal, which is equivalent to when the self-sufficiency factor (Equation (refeq:SF)) equals

the self-consumption (SC) factor (Equation (4.21), Figure 4.12), where Eg represents the electricity

generation (e.g., by PV panels, co-generation units).

SF = Eg −Ee

Eg −Ee +Ei
(4.18)

where the numerator represents the demand:

Eg −Ee +Ei =
∑
p∈P

∑
t∈TOP

(
Ṁ+

el ,El heater,p,t +Ṁ+
el ,B at ter y,p,t +Ṁ+

el ,HPs+Re f ,p,t+

Ṁ+
el ,House,p,t + Ṁ+

el ,C P wi nter,p,t + Ṁ+
el ,SOEC ,p,t

)
(4.19)

and the electricity generation is given by:

Eg = ∑
p∈P

∑
t∈TOP

(
Ṁ−

el ,PV ,p,t +Ṁ−
el ,SOFC ,p,t +Ṁ−

el ,B at ter y,p,t

)
(4.20)

SC = Eg −Ee

Eg
(4.21)
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Figure 4.12 – Self-sufficiency and self-consumption visual depiction.

4.4 Results and discussion

4.4.1 Monthly vs. Typical Day Time Resolution

First, the two time resolutions considered (average monthly and typical day hourly) are analyzed

for the case study of Geneva city center. Figure 4.13 depicts the operating-investment cost Pareto

front for the two time resolutions, the size of the dots represents the self-sufficiency of the system

and the solutions connected to the 5G network are highlighted in gray. By comparing the two time

resolutions, it is observed that for the same investment cost limits, solutions using monthly resolu-

tion yield up to 31% lower operating cost, and 18% higher self-sufficiency (for the 8th investment

cost limit). This occurs due to the fact that peak shaving is an implicit outcome of data aggregation

for the monthly resolution, while peaks must be accounted for explicitly with the hourly resolution

and adjustments must be made to buy electricity even when previous electricity sales may have

occurred. This results in higher operating cost and lower self-sufficiency by considering scenarios

with hourly profiles. This also stresses the importance of considering analysis with enough temporal

detail to understand the real system requirements, since grid balancing must be completed on short

time scales and thus analysis using average data may lead to problematic scenarios.

The cost breakdown of the two time resolutions is shown in Figure 4.14. The first figures on the

left show the breakdown of total cost, the biggest contribution being the capex since the system

optimal solutions require increasing investment to reduce the operating cost and increase the self-

sufficiency. A high level of investment is required to supply the peak demand; however, investing

approximately 60% of the maximum value yields solutions with self-sufficiency in excess of 60%.

The second and third set of figures, the breakdown of investment cost at the building and city levels,

show that both time resolutions highlight the same main contributors: heat pumps, SOFC s and PV

panels at the building level and PV panels, power-to-gas and the 5G network pipes at the city level.

As shown in these results, both time resolutions show the same trends and main cost contributors.
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Figure 4.13 – Pareto Geneva city center different time resolutions.
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Figure 4.14 – Geneva city center cost breakdown for different time resolutions.

Therefore, despite the increased accuracy provided by hourly resolution and in the interest of reduc-

ing data processing and computation time, the remaining results, at canton level (48 communes),

are obtained using a monthly resolution.
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4.4.2 5G DEN Penetration with Population Density

An ε-constraint investment cost optimization for all 48 communes in the canton of Geneva is

performed to study the 5G DEN penetration depending on the population density. The investment

cost of the 5G network was considered to be explained in Equation (4.14). Figure 4.15 depicts

the lowest investment cost, 40% of maximum IC, 90% of maximum IC and lowest operating cost

scenarios. This figure shows that the scenario with the lowest investment cost does not prompt

any of the communes to invest in the 5G network. With increasing investment cost limits, the

communes which are most densely populated, with an investment cost per energy reference area

lower than 21.5 ke/100 m2
ERA, start connecting to the 5G DEN. Finally, for the minimum operating

cost scenario, all communes connect to the low temperature DEN.

The results are also represented using parallel coordinates. Figure 4.16 shows that higher investment

cost limits logically correlate with reduced operating cost and CO2 emissions in the canton. Moreover,

higher overall investment cost solutions lead to the largest number of communes connected to the

5G DEN and the highest self-sufficiency of the canton. Regarding the investment cost at the building

level, a mix of high and low investment cost buildings are selected for optimal operating cost, with a

moderate investment in PV panels and heat pumps. The solution with the lowest operating cost

is selected to explore detailed results, as highlighted in Figure 4.16. Compared with the current

situation (i.e., lowest investment cost solution: mostly boilers supplying heating, no PV market

penetration), the best scenario (from an economic standpoint) leads to approximately 90% savings

in CO2 emissions and operating cost, with a payback time of 17.5 years.

4.4.3 Detailed Results of Solution with Lowest Operating Cost and Emissions

Figure 4.17 depicts the details of the solution highlighted above, for each of the 48 communes, sorted

by population density. Most of the communes have low population and building densities, and

correspondingly low energy flows (i.e., electricity and natural gas import/export). Generally, high

population densities are associated with lower district network cost per energy reference area and

with high CO2 emissions. However, the environmental impact has a higher correlation with the

overall population, i.e., with the total electricity and natural gas import.

Figure 4.18 is used to detail the energy flows in the communes, by displaying the detailed contributors

of electricity and natural gas import/export at the building level for each commune and at the canton

level. The results show that:

• the main electricity consumers at the building level are heat pump and refrigeration units

(≈35%) and electrical appliances (≈65%);

• the main electricity producers are PV panels, accounting for 91% of the production and SOFC

co-generation units supplying the balancing 9%;
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(a) min IC (b) 40% IC

(c) 90% IC (d) min OC

Figure 4.15 – 5G network cost.

Figure 4.16 – Parallel coordinate representation of the canton solutions.

Figure 4.17 – Parallel coordinate representation of the communes for the lowest operating cost
solution.
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• the main natural gas consumers are boilers (47%) and SOFC co-generation units (53%).

At the cantonal level:

• electricity is consumed by the SOEC unit (35%), by the central plants to produce CO2 (9%) vapor

, and by net electricity importing buildings (56%);

• electricity is produced by PV panels (77%) and the SOFC co-generation unit (23%);

• natural gas is required for the SOFC unit (18%) and for net natural gas importing buildings

(82%);

• natural gas is produced by the methanation unit in the power-to-gas system (18%) and pur-

chased from the grid (82%).
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Figure 4.18 – Breakdown of electricity/natural gas import/export by commune and at building/can-
ton level.

Figure 4.19 shows the cost breakdown at the building level, for each commune and at the canton

level. Similar to the results shown for Geneva city center, building investments are principally

concentrated in heat pumps and refrigeration units (≈20%), SOFC s (≈3%) and PV panels (≈71%),

while the investment cost at the canton level is dominated by the 5G DEN piping (28%) followed by

PV panels (19%) and the the power-to-gas system (9%).

Also in this case one of the solutions, the one of the commune Génève Cité (highlighted solution in

Figures 4.17 and 4.19), is selected for additional exploration.

102



4

4.4. Results and discussion

A
ire

la
V

ill
e

A
ni

er
es

A
vu

lly
A

vu
sy

B
ar

do
nn

ex
B

el
le

vu
e

B
er

ne
x

C
ar

ou
ge

C
ar

tig
ny

C
el

ig
ny

C
ha

nc
y

C
he

ne
B

ou
ge

rie
s

C
he

ne
B

ou
rg

C
ho

ul
ex

C
ol

le
xB

os
sy

C
ol

lo
ng

eB
el

le
riv

e
C

ol
og

ny
C

on
fig

no
n

C
or

si
er

D
ar

da
gn

y
G

en
ev

eC
ite

G
en

ev
eE

au
xV

iv
es

G
en

ev
eP

et
itS

ac
on

ne
x

G
en

ev
eP

la
in

pa
la

is
G

en
th

od
G

ra
nd

S
ac

on
ne

x
G

y
H

er
m

an
ce

Ju
ss

y
La

co
nn

ex
La

nc
y

M
ei

ni
er

M
ey

rin
O

ne
x

P
er

ly
C

er
to

ux
P

la
nl

es
O

ua
te

s
P

re
gn

yC
ha

m
be

sy
P

re
si

ng
e

P
up

lin
ge

R
us

si
n

S
at

ig
ny

S
or

al
Th

on
ex

Tr
oi

ne
x

V
an

do
eu

vr
es

V
er

ni
er

V
er

so
ix

V
ey

rie
r0

10

20

30

40

50

In
ve

st
m

en
t c

os
t 

 b
ui

ld
in

g 
le

ve
l [

m
io

 
/y

ea
r]

Buildings level

0

200

400

600

800

1000

To
ta

l c
os

t [
m

io
 

/y
ea

r]

Canton level
Heat pumps
Boiler
SOFC
El. Storage

PV
Th. storage
Unit replacement

Buildings
PV
SOEC-SOFC
CO2 DEN

OC

Buildings
PV
SOEC-SOFC
CO2 DEN

OC

Figure 4.19 – Breakdown of investment and total cost at buildings/canton level.

The monthly energy import/export profiles of Génève Cité are shown in Figure 4.20. As observed in

this figure, the electricity consumption of heat pumps is high in winter, when heating is required,

and lower in summer, while the electricity demand for electrical appliances is assumed constant

over the year. Electricity production from PV panels is higher in summer, corresponding to higher

global horizontal irradiation, and the electricity production of SOFC co-generation units is higher in

winter, since they provide the electricity requirement of heat pumps and co-generate heat for space

heating and domestic hot water demand. Consequently, the natural gas consumption of the SOFC

and boiler units are higher in winter, both related to supply of heating services.
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Figure 4.20 – Breakdown of electricity/natural gas import/export by month, for Génève Cité.
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4.5 Conclusion

This chapter aims at providing a method to systematically integrate multi-energy networks and

low carbon resources in cities. The method proposes a double optimization approach with meta-

models to link analysis and optimization at both building and urban scales. The first optimization

creates a pool of optimal building solutions of different types (residential single- and multi-family

houses (SFH , MFH ), administrative, commercial, education, hospital and mixed), renovation

stages (existing, new and renovated), energy system configurations (existing H2O-based networks

or potential low-temperature CO2-based networks) and for different investment cost limits (i.e.,

budgets). The pool of optimal building meta-models is fed to the optimizer on top, which selects the

best mix to optimize energy systems at city/canton level.

Geneva city center is used as a case study to analyze the impact of different temporal resolutions,

namely monthly averages and hourly typical days. The results show that implicit peak shaving

occurs in the monthly resolution by averaging demands, resulting in lower operating cost and

higher self-sufficiency solutions, compared to the hourly resolution. However, the investment cost

breakdown proves that the main contributors do not change, irrespective of the time resolution.

Therefore, and in view of decreasing data processing and computation time, a monthly resolution is

used for the results at canton level.

The second case study, the whole canton of Geneva (48 communes), is analyzed to assess 5G DEN

penetration with population density. The results highlight that scenarios with moderate investment

limits, only communes with high population density, i.e., a network cost below 21.5 ke/100 m2
ERA

connect to the refrigerant-based network, while for the minimum operating cost scenario, all

communes are connected to the 5G DEN. Parallel coordinates are employed to better visualize

key performance indicators for the scenarios at the cantonal and communal levels. The energy

and cost breakdown results for each commune show that electricity is mostly consumed in heat

pumps, refrigeration units and for electrical appliances while being produced by PV panels and

SOFC co-generation units, while natural gas is consumed for boilers and SOFCs. Consequently,

at the building level, the investment cost is dominated by heat pumps (≈20%), SOFCs (≈3%) and

PV panels (≈71%). At the canton level, the electricity importers are the buildings, SOEC unit and

central plant, and the electricity exporters are PV panels and the SOFC unit, while the natural gas

importers are the building and SOFC unit and the exporters are the methanator and natural gas

grid. Consequently, the investment cost at the cantonal level is dominated by PV panels (19%), the

power-to-gas system (9%) and 5G DEN piping (28%).

This work successfully develops an integrated framework, which embeds optimally operating build-

ings in districts. The framework was validated using the canton of Geneva; however, it is not case

specific and can therefore be applied to different urban systems/conditions. This work allows

engineers to assess the cost of reaching the Paris agreement targets and reduce the operating cost
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by approximately 90% in the residential sector, while using low-temperature 5G district energy

networks. The model can also be used to study the integration of other types of large energy systems,

e.g., by municipal bodies for future planning of urban energy supply with long planning horizons.

Future work includes improving the pool of building meta-models, to cover a wider range of building

types and a finer resolution on the building renovation stage and on budget scenarios. A typical

day/full hourly resolution is suggested for future work to obtain more precise results and avoid

inaccuracies stemming from implicit peak shaving. Further applications of the method in other

geographical contexts would create a broader understanding of 5G DEN penetration and could

potentially be extended to a European or global scale to assess feasibility as a multi-energy, fully

renewable solution, coupled to long-term energy storage.
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Conclusions

Overview

• Main results and contributions

• Future perspectives

Main results and contributions

The main results and contributions of the thesis are presented, following the four research questions

proffered in the introduction.

Chapter 1: Estimating urban energy demand

"How do we estimate urban energy demand?"

This chapter provides a parameterized residential energy and service profile for any city in Europe,

which gives an estimation of demands for heating, cooling, electricity for utilities, mobility and waste

treatment. The profile is validated using a typical European city, the city of Rotterdam. Differences

between the real demand and the proposed profile vary between 3-8% for the different services,

showing the distinction between the Dutch consumption profile and the typical Western European

one.

The functionality of the profile is demonstrated by comparing four different scenarios, based on

different district energy systems and advancement in technologies. Distinct objective functions

yield different solutions, however consistent results show good performance with a fully electrical

system both for heating and mobility, potentially reaching zero CO2 emissions, given a renewable

electricity mix.

The sector profile can be used by forecasters, research institutes, governments, planners, energy

consultants, energy start-ups, city planners, or utility companies to estimate current and future

energy demand in urban areas around Europe.
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Chapter 2: Valorizing natural resources and human waste

"How do valorize urban renewable resources?"

This chapter assesses the potential of future energy systems to valorize the energy wealth of Eu-

ropean urban centers, while fulfilling their comfort requirements. The challenge is to select and

use technologies with a dual objective: to minimize the thermal use of electricity by distributing

the heat at the appropriate temperature level and to maximize the capture and exploitation of local

renewable resources. To fulfill the first requirement, a novel energy system is proposed, which

combines a compact district heating and cooling network using CO2 as a heat transfer fluid with a

power-to-gas long term renewable energy storage system, (driven by a SOFC-GT coupled to a SOEC).

The system proposed is applied to four typical cities, built based on the parameterized residential

energy and service profile introduced in chapter 1. For the second requirement, four different

scenarios are analyzed. They show that using geothermal heat instead of fresh water source heat

pumps saves approximately half of the electricity required in the first stage, which accounts for

30% of the total demand of the network. Moreover, performing heat recovery from waste treatment

incineration reduces the load of the central plant and heating HPs and decreases the operating cost

by an additional 10%. Finally, the last scenario assesses the potential for autonomy in different

climate zones and proves that full autonomy can be reached for the South zone, while 50% of the

electricity must be supplied from the grid for zones CEast and CWest and around 70% for the North

zone.

With an estimated payback time of less than 17 years and the current cost of technologies an

economically viable and technically feasible solution exists for fully autonomous cities, namely 5G

DENs with advanced technologies.

Chapter 3: Valorizing industrial waste heat

"How do we valorize industrial waste heat?"

The third chapter first adds 10 typical industries to the residential sector profile introduced in chapter

1, namely: oil refining, cement, brewing, aluminum processing, steel, waste incineration, pulp and

paper, sugar, dairy production and plastics. It uses previously-developed industrial blueprints

[127, 132] and European consumption data on each industry to construct typical European cities

with specially-sized industries to provide the requirements of the urban population.

The enlarged typical city profile is tested for three city scales: small (using Zurich, CH as a model),

medium (using Munich, DE) and large (using London, UK), while the locations of the large industries

are permuted to study the impact of industry location on the heat transfer, heat loss, overall operating
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cost, energy import and environmental impact. Analyzing a scenario in which industrial on-site

heat recovery has been fully realized (therefore reducing the availability of industrial waste heat

compared to the current situation) yielded energy savings of 16 - 26% for small cities, 10 - 16% for

medium scale and 4 - 14% for large cities. However, solutions with similar energy savings may have

large differences in the amount of heat transferred, depending on the relative distances between the

different industries.

This chapter also uses the residential sector profile introduced in chapter 1 to assess the integration

opportunities between urban district heating and cooling networks and typical industries in the

surroundings, for a real case study using the city of Rotterdam, NL. A brewery and four refinery/ce-

ment plant couples are integrated for this purpose, and the results show that industries located at 5

km and 9 km transfer heat to the district energy network, reducing its operating cost by up to 9%

and its CO2 emissions by up to 20%, while industrial plants located further away only integrate with

each other, as heat losses are too large over long distances.

Chapter 4: Systematic integration of energy- optimal buildings with district networks

"How do we bridge the gap between building scale and district scale analysis?"

This chapter provides a method to systematically integrate multi-energy networks and low car-

bon resources in cities. Compared to the previous chapters, both the temporal and spatial resolu-

tions are refined. The temporal scale is tackled by comparing monthly averages with the typical

day, hourly resolution. The results highlight the peak shaving which occurs in the monthly resolu-

tion by averaging demands, resulting in lower operating cost and higher self-sufficiency solutions,

compared to the hourly resolution. However, the investment cost breakdown proves that the main

contributors do not change, irrespective of the time resolution.

Then, the spatial scale is addressed by using a double optimization approach with meta-models

to interlink building - and urban - scale analysis. The first optimization aims at creating a pool of

optimal building solutions of different types, renovation stages, energy system configurations and

for different investment cost limits. The solutions for optimal buildings are passed to the second step

of optimization , which determines networks, building configurations and mixes, and connections

for optimized performance of regional energy systems.

The results show that except for the maximum investment cost scenario, only communes with

high population density, i.e. a network cost below 21.5 ke/100m2
ERA connect to the refrigerant-

based network. Parallel coordinates are employed in this chapter to better visualize key performance

indicators both at commune and canton level.

Further applications of the method in other geographical contexts would create a broader under-
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standing of 5G DEN penetration and could potentially be extended to a European or global scale to

assess feasibility as a multi-energy, fully renewable solution, coupled to long-term energy storage.

Future perspectives

The parameterized residential energy and service profile presented in this thesis was built based

on data from a typical European city; further improvements could include:

• using the building distribution and heat signature parameters of the city analyzed and not

relying on data from a typical urban center;

• refining the European climatic zones (e.g. by using data clustering);

• extending the profile to other climatic areas (e.g. tropical cities). The heat signature model

relies mostly on meteorological and reference demand data, making it flexible and adaptable

to other climatic zones around the world.

The study on potential of future energy systems to valorize the energy wealth of European urban

centers, while fulfilling their comfort requirements could be further improved by:

• including other water sources to supply heat from the environment (e.g. rivers, which have a

constant temperature and therefore require lower temperature lifts in the central plant HPs);

• valorizing the organic part of the municipal solid waste. The organic part could be used for

bio-methane production and consequently CO2 capture, on the way towards negative CO2

emitting cities;

• integrating waste heat recovery from industries in the vicinity (addressed in chapter 3).

The analysis on integration opportunities between urban district energy networks and industrial

plants in the surroundings presented in chapter 3 was built considering ten major industries.

Further investigations could include:

• accounting for pumping electricity and piping cost;

• building similar sector profiles for all energy-intensive sectors (other industries, but also

transport, agriculture, etc.) to provide a complete set of tools for future modeling of energy

efficient cities/communities;

• extending the industrial profiles to other continents around the world (i.e. collecting data on

industry consumption, and adjusting the profiles based on the common industrial processes

in the respective areas).

The method to systematically integrate multi-energy networks and low carbon resources in cities

developed in chapter 4 could be refined by:

• improving the pool of building meta-models, to cover a wider range of building types and a

finer resolution on the building renovation stage and on the budget scenarios;
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• using a typical day/full hourly resolution to produce more precise results and avoid implicit

peak shaving;

• including the potential for renovating buildings as another investment option for improving

the energy efficiency instead of selecting building models to fit the current mix of building

typology

• extending the 5G district energy network penetration analysis at European scale, as a multi-

energy, fully renewable solution coupled to long term energy storage systems
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A(Chapter 1)

A.1 Unit models

A.1.1 Scenario 1

Natural gas and oil boiler The natural gas and oil boilers are modelled according to [28]. The

main streams are listed in Table A.1.

Table A.1 – Boiler streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Radiation 826.85 826.85 61.0 - - -

Convection 826.85 120 35.7 - - -

Nat. gas - - - - - 41.5 kW

Oil - - - - - 58.5 kW

The thermal efficiency is computed as:

ηth = Q̇
−
Radiation + Q̇

−
Convection

ṁ+
Nat. gas +ṁ+

Oil

= 96.7% (A.1)

Central heating Central heating is represented as a hot stream, with the properties given in Table

A.2.

Table A.2 – Central heating streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Hot water 90 60 100 - - -
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Electrical heating The electric heater is modelled as a unit with 100% electricity to heat efficiency

(Table A.3).

Table A.3 – Electrical heating streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Hot water 90 60 100 - - -

Electricity - - - - - 100 kW

Refrigeration cycle The refrigeration cycle considered uses as source ambient air (at 25 °C). The

streams of the refrigeration cycle are listed in Table A.4.

Table A.4 – Refrigeration cycle streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Evaporation -5 -5 - 100 - -

Electricity - - - - - 22.1 kW

Where the coefficient of performance of the cycle is computed as:

COPREF = Tevap

Tcond −Tevap
·ηcar not (A.2)

with Tevap = -5°C, Tcond = Tamb +∆Tmin, water-air = 25°C + 5.5°C = 30.5 °C, and ηcar not = 0.6.

Waste boiler The inorganic part of the waste (71% of the municipal solid waste [182]) is incinerated.

The resulting heat and electricity streams corresponding to a mass flow rate of 1 kg/s of municipal

solid waste are listed in Table A.5. A lower heating value of 16710.78 kJ/kg is assumed [183].

Table A.5 – Municipal waste plant streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 900 340 6406.9 - - -

Heat 180 60 1423.8 - - -

Heat 60 25 400.4 - - -

Electricity - - - - - 249.2 kW

The heat from the steam network can be used either for direct heating or for CO2 vaporization . The
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reference streams used to model these HEs are given in Tables A.6 and A.7. A minimum temperature

difference ∆Tmin, water-refrigerant = 5.5°C is assumed.

Table A.6 – CO2 vaporization HE streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 20.5 25 - 186.4 - -

CO2vap - - - - 1 kg/s -

CO2liq - - - - - 1 kg/s

Table A.7 – Direct heating supply HE streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 65 60.5 186.4 - - -

In the steam network, steam is produced at very high pressure and distributed at multiple lower

pressure levels. The pressure levels are selected to fit the production profiles of the municipal waste

plant. The parameters used to model the steam network are summarized in Table A.8.

Table A.8 – Steam network parameters.

Type Header pressure [bar] Tsuperheat [°C] Turbine

Production 120 100 yes

Distribution 30 2 yes

Distribution 10 2 yes

Distribution 5 2 yes

Distribution 2 2 no

Distribution 1 2 no

Distribution 0.2 2 no

A.1.2 Scenario 2 (additional utilities)

Combined heat and power plant The combined heat and power plant is modelled according to

[184]. The main streams are listed in Table A.9 and the cost parameters of all the additional utilities

are given in Table A.10.
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Table A.9 – Combined heat and power plant streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat (Hot gases) 470 120 537 - - -

Heat (Cooling circuit) 87 80 653 - - -

Electricity - - - - 1063 kW -

Nat. gas - - - - - 2605 kW

The thermal and electrical efficiencies are computed as:

ηel =
ṁ−

Electricity

ṁ+
Nat. gas

= 40.8% (A.3)

ηth =
Q̇

−
Hot gases + Q̇

−
Cooling circuit

ṁ+
Nat. gas

= 45.7% (A.4)

Table A.10 – Investment cost parameters.

Unit Cinv,1
u [e] Cinv,2

u [e/kW /e/m2] Attribute

CHP 11910 119096 ṁ-
Electricity [kW]

ST panels - 196 AST [m2]

PV panels - 247 APV [m2]

Heat pump 5680 1240 ṁ+
Electricity [kW]

Electrolyzer - 4760 ṁ+
Electricity[kW]

Solar thermal panel The solar thermal panels are modelled using a quadratic performance curve,

depending on the solar thermal panel temperature TST, the external temperature Tamb(t), the

incoming irradiation I(t ) [W/m2], a maximum efficiency ηST, 0 and two experimental parameters a1,

a2 [185]:

ηST = ηST, 0 −a1 · TST −Tamb(t )

I(t )
−a2 ·

(
TST −Tamb(t )

I(t )

)2

· I(t ) (A.5)

The heat transmission coefficient a1 describes the the thermal losses. The higher this value, the more

losses the collector has. The coefficient a2 is used to calculate the coefficient of heat transmission

118



A

A.1. Unit models

dependent on temperature. The investment cost parameters are given in Table A.10 [186].

Table A.11 – Solar thermal panels parameters.

Parameter Value Unit

TST 67 °C

ηST, 0 0.735 −
a1 3.60 W/(K · m2)

a2 0.0087 W/(K2 · m2)

Photo-voltaic panel The PV panels are modelled as described in [187], with APV(t) the PV area,

ηPV(t ) the PV efficiency, I(t ) the incoming irradiation, TPV(t ) the PV temperature, Uglass the thermal

transmission coefficient, Tamb(t ) the ambient temperature, and fglass the factor denoting the portion

of the solar irradiation passing through the PV glass:

ṁ-
PV,electricity(t ) = APV(t ) ·ηPV(t ) · I(t ) (A.6a)

ηPV(t ) = ηPV, 0 −ηPV, var · (TPV(t )−TPV, 0) (A.6b)

TPV(t ) = Uglass ·Tamb(t )

Uglass −ηPV, 0 · I(t )
+ I(t ) · (fglass −ηPV, 0 −ηPV,var ·TPV, 0)

Uglass −ηPV,var · I(t )
(A.6c)

The different parameters assumed are given in Table A.12 [187], the reference stream for APV = 100

m2 and I = 100 W/m2 is given in table A.13 and the investment cost parameters in table A.10 [89].

Table A.12 – PV panel parameters.

Parameter Value Unit

TPV, ref 298 K

Uglass 29.1 W/(m2·K)

fglass 0.9 −
ηPV, 0 0.14 −
ηPV,var 0.001 1/K
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Table A.13 – PV panel streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Electricity - - - - 1.66 kW -

Heat pump The heat pump considered uses as source ambient air (at 25 °C). The streams of the

heat pump are listed in Table A.14 and the investment cost parameters in Table A.10 [18]

Table A.14 – Heat pump streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 60.5 60.5 100 - - -

Electricity - - - - - 20.5 kW

Where the COP of the cycle is computed as:

COPHP = Tcond

Tcond −Tevap
·ηcar not (A.7)

with Tevap = Tamb −∆Tmin, water-air = 25°C - 5.5°C = 19.5 °C , Tcond = 60.5 °C, and ηcar not = 0.6.

Electrolyzer The electrolyzer was modelled according to [88] and the cost parameters were taken

from [90]. The reference flows are given for an incoming flow of electricity of 100 kW. The electricity

to hydrogen efficiency is computed using the higher heating value (HHV) of H2 of 141746 kJ/kg

[188]:

η=
ṁ-

H2
·HHVH2

ṁ+
electricity

= 94.2% (A.8)
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Table A.15 – Electrolyzer streams.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 91 58 3.05 - - -

Heat 58 27 1.66 - - -

Electricity - - - - - 100 kW

H2O - - - - - 5.98 g/s

H2 - - - - 0.67 g/s (94.21 kW) -

A fuel consumption of 38.4 L/km was assumed for hydrogen mobility [189] and a hydrogen density

of 23.32 t/L at 350 bar and atmospheric temperature [190].
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B.1 Unit models: Decentralized energy conversion technologies

The main assumptions made in order to model the heating HPs and the REF cycle are given in table

B.1.

Table B.1 – Parameters for decentralized energy conversion technologies.

Unit HP space heating HP hot water REF cycle

Refrigerant [-] R1234yf CO2 CO2

Tsubcool [°C] 1 1 1

Tsuperheat [°C] 2 2 2

ηcomp[−] 0.8 0.8 0.8

dTmin, evap [°C] 1 1 5.5

dTmin, cond [°C] 5.5 5.5 1

The reference flows of the HPs are the heat in the evaporator, Q̇
evap = ṁCO2 ·Lv, CO2 = 186.4 kW (for

a reference flow of 1 kg/s of CO2 [190]) and the reference flow in the REF cycle is the heat in the

condenser Q̇
cond = ṁCO2 ·Lv, CO2 . The electricity consumed by the compressor and the correspond-

ing heat delivered/extracted are computed by solving the thermodynamic cycles, based on the

parameters given above. Coolprop [190] is used to calculate the thermodynamic properties. The

reference streams of the units are given in tables B.2, B.3, and B.4 for a reference flow of CO2 of 1

kg/s.
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Table B.2 – Streams for space heating HP.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat evaporator 12 14 - 186.4 kW - -

Heat condenser Tdemand + 5.5 Tdemand + 4.5 186.4 · COP
COP−1 kW - - -

Electricity - - - - - 186.4 · 1
COP−1 kW

CO2
vap - - - - - 1 kg/s

CO2
liq - - - - 1 kg/s -

Table B.3 – Streams for domestic hot water HP.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat evaporator 2 4 - 186.4 kW - -

Heat condenser 60.5 15.5 186.4 · COP
COP−1 kW - - -

Electricity - - - - - 186.4 · 1
COP−1 kW

CO2
vap - - - - - 1 kg/s

CO2
liq - - - - 1 kg/s -

Table B.4 – Streams for refrigeration cycle.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat evaporator -4.5 -2.5 - 186.4 · COP
COP+1 kW - -

Heat condenser 15 13 186.4 kW - - -

Electricity - - - - - 186.4 · 1
COP+1 kW

CO2
vap - - - - 1 kg/s -

CO2
liq - - - - - 1 kg/s

One should note that the space heating HPs have a variable temperature in the condenser, which

depends on the temperature of the demand. This temperature varies both across the different

building types and different operating times. Consequently, the heat delivered in the condenser

and the work needed by the compressor vary as a function of the demand temperature. Moreover,

the domestic hot water HP is modelled as a super-critical HP, which delivers sensible heat in the

condenser, and not heat resulting from phase change. The coefficients of performance of the HPs
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and of the REF cycle:

COPHP =
(
ηcar not · T cond

T cond −T evap

)
= Q̇

cond

ṁ+
el ectr i ci t y

, COPREF =
(
ηcar not · T evap

T cond −T evap

)
= Q̇

evap

ṁ+
el ectr i ci t y

(B.1)

are given in figure B.1 together with the schematic flowsheet according to which the units are

modelled [18]
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Figure B.1 – COP for heating HPs and REF cycle by month, zone CWest / Schematic flowsheet of a
CO2 DEN.

The parameters used for the air cooling HE are the reference flow Q̇ = ṁCO2 ·Lv; CO2 and the minimum

temperature difference in the HE (dTmin = 5.5°C). The reference streams of the unit are given in table

B.5 for a mass flow of CO2 of 1 kg/s.

Table B.5 – Streams for air cooling heat exchanger.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 15 13 - 186.4 kW - -

CO2
vap - - - - 1 kg/s -

CO2
liq - - - - - 1 kg/s

B.2 Unit models: centralized energy conversion technologies

B.2.1 PV panels

The PV panels are modelled as described in [187], with APV the PV area, ηPV the PV efficiency, I the

irradiation of the sun, TPV the PV temperature, Uglass the thermal transmission coefficient, Tamb
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the ambient temperature, and fglass the factor denoting the portion of the solar irradiation passing

through the PV glass:

ṁ-
PV,electricity = APV ·ηPV · I (B.2a)

ηPV = ηPV,ref −ηPV, var · (TPV −TPV, ref) (B.2b)

TPV = Uglass ·Tamb

Uglass −ηPV, var · I
+ I · (fglass −ηPV,ref −ηPV,var ·TPV, ref)

Uglass −ηPV,var · I
(B.2c)

The different parameters assumed are given in Table B.6 [187] and the reference stream for APV = 100

m2 and I = 100 W/m2 is given in table B.7.

Table B.6 – Parameters for PV panels.

Parameter Value Unit

Tamb 288 K

TPV, ref 298 K

Uglass 29.1 W/(m2·K)

fglass 0.9 −
ηPV,ref 0.14 −
ηPV,var 0.001 1/K

Table B.7 – Streams for PV panel.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Electricity - - - - 1.66 kW -

B.2.2 SOEC-SOFC co-generation and methanation

The co-generation SOFC-GT unit is modelled according to [87] and the co-generation SOEC unit

according to [191]. A list of the reference streams in the different units are given in tables B.8, B.9,

and B.10.
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Table B.8 – Streams for SOEC unit.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 91 58 3.05 kW - - -

Heat 58 27 1.66 kW - - -

Electricity - - - - - 100 kW

H2O - - - - - 5.98 g/s

H2 - - - - 0.67 g/s (94.21 kW) -

The reference flows for the SOEC unit are given for an incoming flow of electricity of 100 kW. The

electricity to hydrogen efficiency is computed using the HHV of H2 of 141746 kJ/kg [188]:

η=
ṁ-

H2
·HHVH2

ṁ+
electricity

= 94.2% (B.3)

Table B.9 – Streams for SOFC-GT unit.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 648.8 260.0 16.28 kW - - -

Heat 109.8 35.2 9.44 kW - - -

Heat 35.2 30.2 1.44 kW - - -

Electricity - - - - 100 kW -

CH4 - - - - - -2.41 g/s (133.48 kW)

CO2 - - - - 6.60 g/s -

The reference flows for the SOFC-GT unit are given for an outgoing flow of electricity of 100 kW. The

electrical and thermal efficiencies are calculated using the HHV of CH4 of 55484 kJ/kg [188]:

ηel =
ṁ-

electricity

ṁ+
CH4

·HHVCH4
= 74.9% (B.4a)

ηth =
∑

k∈K Q̇SOFC

ṁ+
CH4

·HHVCH4
= 20.3% (B.4b)
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Table B.10 – Streams for methanation unit.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 625.4 507.3 138.4 kW - - -

Heat 507.3 507.1 0.3 kW - - -

Heat 507.1 233.0 585.3 kW - - -

Heat 233.0 228.0 9.3 kW - - -

Heat 228.0 227.0 0.7 kW - - -

Heat 227.0 215.0 12.7 kW - - -

Heat 215.0 203.0 27.1 kW - - -

Heat 203.0 186.7 25.3 kW - - -

Heat 186.7 28.0 358.0 kW - - -

Electricity - - - - - 100 kW

H2 - - - - - 0.2 kg/s (28349.2 kW)

CO2 - - - - - 1.1 kg/s

CH4 - - - - 0.4 kg/s (22193.6 kW) -

The reference flows for the metahanation unit are given for an incoming flow of electricity of 100 kW.

B.2.3 CO2 and CH4 storage

The storage tanks are modelled using the following equations:

SLt ank,t+1 = SLt ank,t +ηch ·Ṁ+
f uel ,t −

1

ηdch
·Ṁ−

f uel ,t (B.5a)

SLt ank,t = ft ank,t ∀t ∈ T (B.5b)

where SLt ank,t represents the storage level of the tank at time step t , Ṁ+
f uel ,t and Ṁ−

f uel ,t the flow

rates in and out of the unit at time step t , and ηch,ηdch the charging and discharging efficiencies.

CO2 is stored in liquid form at atmospheric pressure and temperature (i.e. 1 bar, 25°C). Methane

is also stored as a liquid, at the operating pressure of 1 bar and the corresponding temperature

required for the liquid state, of -162°C.
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B.2.4 Municipal waste plant and steam network

The inorganic part of the waste (71% of the municipal solid waste [182]) is incinerated. The resulting

heat and electricity streams corresponding to a mass flow rate of 1 kg/s of municipal solid waste are

shown in table B.11. A lower heating value of 16710.78 kJ/kg is assumed [183].

Table B.11 – Streams for municipal waste plant.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 900 340 6406.9 - - -

Heat 180 60 1423.8 - - -

Heat 60 25 400.4 - - -

Electricity - - - - 249.2 -

The heat from the steam network can be used either for direct heating or for CO2 vaporization . The

reference streams used to model these HEs are given in table B.12 and B.13. A minimum temperature

difference dTmin = 5.5°C is assumed.

Table B.12 – Streams for CO2 vaporization HE.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 25 20.5 - 186.4 kW - -

CO2
vap - - - - 1 kg/s -

CO2
liq - - - - - 1 kg/s

Table B.13 – Streams for direct heating supply HE.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 65 60.5 - 186.4 kW - -

CO2
vap - - - - 1 kg/s -

CO2
liq - - - - - 1 kg/s

In the steam network, steam is produced at very high pressure and distributed at multiple lower

pressure levels. The pressure levels are selected to fit the production profiles of the municipal waste

plant and P2G units. The parameters used to model the steam network are summarized in table

B.14.
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Table B.14 – Parameters for steam network.

Type Header pressure [bar] Tsuperheat [°C] Turbine

Production 120 100 yes

Distribution 30 2 yes

Distribution 10 2 yes

Distribution 5 2 yes

Distribution 2 2 no

Distribution 1 2 no

Distribution 0.2 2 no

B.2.5 Central plant HP and geothermal wells

The central plant in winter is modelled either as a HP using a lake (at a constant temperature of

7.5°C) as the heat source and CO2 as the refrigerant, or as geothermal wells. A summary of the

parameters used for the central plant HP can be observed in table B.15 and a schematic flowsheet

according to which it was modelled in figure B.1.

Table B.15 – Parameters for central plant HP.

Unit HP central plant

Tsubcool [°C] 1

Tsuperheat [°C] 2

ηcomp [−] 0.8

dTmin, evap [°C] 5.5

dTmin, cond [°C] 1

Similarly to the decentralized HPs, the reference flow of the central plant HP is Q̇
cond = ṁCO2 ·Lv

CO2

and the electricity consumption of the compressor and the heat extracted at the evaporator are

calculated solving the thermodynamic cycle. The reference streams of the unit are given in table

B.16 for a mass flow of CO2 of 1 kg/s. The COP of the central plant HP is constant throughout the

year, at 15.1.
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Table B.16 – Streams for central plant HP (winter).

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat evaporator 2 4 - 186.4 ·COP−1
COP kW - -

Heat condenser 15 13 186.4 kW - - -

Electricity - - - - 186.4 · 1
COP kW

CO2
vap - - - - 1 kg/s -

CO2
liq - - - - - 1 kg/s

In order to compute the pumping energy required when geothermal wells are considered, first the

pressure drop (∆P) is calculated using the friction factor (ff), the fluid density (ρ), the fluid velocity

(v), the geothermal well height (h), and its hydrolic diameter (Dh):

∆P = ff ·ρ ·v2 ·h

2 ·Dh
(B.6)

The values of the different parameters can be found in table B.17 and details on the way they are

found in [192]. The pumping energy is then calculated using the pressure drop, the mass flow of the

fluid (ṁ), its density, and an average geothermal pump efficiency (ηgeoth = 0.8 [193]):

ṁ+
electricity = ηgeoth∆P ·ṁCO2

ρ
(B.7)

Table B.17 – Parameters for geothermal wells.

Unit Geothermal wells

ff [-] 0.018 (vapor )/ 0.019 (liquid)

ρCO2 [kg/m3] 154.122 (vapor )/ 840.842 (liquid)

v [m/s] 8.068 (vapor )/ 1.479 (liquid)

h [m] 333.333

Dh [m] 0.032

ηgeoth[−] 0.8

∆P [bar] 9.570 (vapor )/ 1.809 (liquid)

The reference streams of the unit are given in table B.18 for a mass flow of CO2 of 1 kg/s.
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Table B.18 – Streams for geothermal wells.

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat condenser 15 13 186.4 kW - - -

Electricity - - - - - 6.4 kW

CO2
vap - - - - 1 kg/s -

CO2
liq - - - - - 1 kg/s

The central plant in summer is modelled as a HE with the reference flow Q̇ = ṁCO2 ·Lv
CO2

and a

minimum temperature difference dTmin = 5.5°C. The reference streams of the unit are given in table

B.19 for a mass flow of CO2 of 1 kg/s.

Table B.19 – Streams for central plant HE (summer).

Name Tin [°C] Tout [°C] Q̇
−

[kW] Q̇
+

[kW] ṁ− ṁ+

Heat 7.5 9.5 - 186.4 kW - -

CO2
vap - - - - - 1 kg/s

CO2
liq - - - - 1 kg/s -

B.3 Investment cost of energy conversion technologies

The fixed and variable IC parameters, as well as the reference flows for the different units can be

found in table B.20.

Table B.20 – Parameters for IC.

Unit Cinv,1 [e] Cinv,2 [e/kW /e/m2] Attribute

HP space heating 5680 1240 ṁ+
electricity [kW]

HP hot water 5680 1240 ṁ+
electricity [kW]

REF cycle 5680 1240 ṁ+
electricity [kW]

HE air cooling 184 197 AHE [m2]

PV panels - 247 APV [m2]

SOEC-SOFC - 4760 max(ṁ+
electricity, SOEC, ṁ+

electricity, SOFC) [kW]

HP CP (winter) 5680 1240 ṁ+
electricity [kW]

HE CP (summer) 184 197 AHE [m2]

Geothermal wells 95468 - -
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The cost of the air cooling and (summer) central plant HEs is computed using a linearized version of

the costs derived in [18].
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C.1 Heat transfer results

Tables show detailed selected results used to build figures 3.15, 3.18 and 3.21 (i.e. no heat sharing,

no heat losses and every tenth solution from the industry permutations):

Table C.1 – Heat transfer solutions, Zurich.

Heat transfer Heat loss Heat transfer Heat loss Operating cost Env. impact Energy import
SN [GWh] SN [GWh] HW [GWh] HW [GWh] savings [%] savings [%] savings [%]

0 0 0 0 - - -
844.7 357.9 402 152.4 11.6 17.2 20.9
832.7 338.1 401 139.1 12.1 18.2 21.6

1213.2 364.1 376.8 99.9 12.2 18.4 21.8
888 252.6 402.8 158.3 13 19.7 23
959 238.1 399.4 133.7 13.5 20.4 23.9

1266.9 278.1 372.1 84.9 13.6 20.6 24
937 194.1 400 157.7 13.8 20.9 24.3

1347.6 230.9 374.2 119 13.8 21.1 24.3
972 161.5 397.4 166.7 14.1 21.4 24.8

964.8 173 397.4 150.4 14.1 21.4 24.9
1359.4 205.9 376.8 117.7 14.2 21.7 24.8

992.4 110.7 396.8 153.9 14.9 22.9 26.2
1052.4 0 1002.8 0 18.4 28.4 32
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Table C.2 – Heat transfer solutions, Munich.

Heat transfer Heat loss Heat transfer Heat loss Operating cost Env. impact Energy import

SN [GWh] SN [GWh] HW [GWh] HW [GWh] savings [%] savings [%] savings [%]

0 0 0 0 - - -

164.7 62.2 3545.8 1992.8 7 8.7 10.1

713.4 81.1 2976.3 1781.6 7.8 9.7 11.2

710.7 79.3 2973.7 1731.5 8 10 11.5

552.3 20.5 3173.4 1790.5 8.1 10 11.5

546.5 17.2 3180.2 1782.2 8.1 10.1 11.6

410.8 68.5 3439.3 1676 8.3 10.4 11.9

1372.8 518.6 2061.7 1057.3 8.8 10.7 12.9

1918.8 535.8 1491.8 861 9.5 11.7 13.9

2702.5 528.9 1956.9 786.9 9.9 12.3 14.4

1807.5 107.7 1838.6 1016.2 10.8 13.6 15.5

1656.7 55 2031.9 1038.2 11 13.8 15.7

1643.3 46.2 2038.6 992.4 11.2 14.1 16

3902.2 0 1412.4 0 15.5 19.6 22.3

Table C.3 – Heat transfer solutions, London.

Heat transfer Heat loss Heat transfer Heat loss Operating cost Env. impact Energy import

SN [GWh] SN [GWh] HW [GWh] HW [GWh] savings [%] savings [%] savings [%]

0 0 0 0 - - -

1632.2 1719.4 17105.6 13038.2 3.7 4.1 4.9

603.3 89 15937.6 11786.4 3.8 4.3 5

604 124.5 15894.8 11684.9 3.9 4.3 5.1

54.7 97.9 16453.7 11450.1 4.1 4.6 5.3

603.2 84.6 18850.2 14070.1 4.3 4.9 5.7

603.3 89 15928.4 10264.3 5 5.6 6.6

54.7 97.9 16577.3 9611.8 5.6 6.4 7.4

430.6 81.8 18836.2 11722.6 6 6.9 8

430.6 86.2 18994.5 10372.3 7.1 8.3 9.5

5767.2 361.2 10635.7 3746.8 9.8 11.4 13.2

6745 1274.6 12386.5 4960.4 10 11.7 13.6

5767.2 361.2 13240.6 5434.5 10.5 12.3 14.2

6626.3 0 15493 0 15.1 17.8 20.4
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C.2. Industrial symbiosis heat flows

C.1.1 Steam network

In the steam network, steam is produced at high pressure and distributed at multiple lower pressure

levels. The pressure levels are selected to fit the production profiles of the industrial plants. The

parameters used to model the steam network are summarized in table C.4.

Table C.4 – Parameters for steam network.

Type Header pressure [bar] Tsuperheat [°C] Turbine

Production 45 110 yes
Distribution 24 5 yes
Distribution 8 5 yes
Distribution 4 5 no
Distribution 2 5 no
Distribution 1 5 no

C.1.2 Hot water loop

Two hot water loops are considered, one at 35°- 45°C for space heating and one at 70°- 90°C for hot

water. The corresponding heat losses were computed assuming the following parameters [190]:

Table C.5 – Parameters for hot water loop.

Parameter Symbol Value Unit
35°/ 45°C & 70°/ 90°C

specific heat cp 4.1806 kJ/(kg · K)
insulation thickness Di 0.1 m
density ρ 994 /990 & 977 / 965 kg/m3

velocity v 2.5 m/s

The diameter of the pipes (Dp) is computed according to:

ṁ ·ρ
v

= V̇

v
= π ·Dp

4
(C.1)

with ṁ and V̇ the mass/volumetric flows of the hot water in the respective pipe:

ṁ = Q̇

cp ·∆T
(C.2)

C.2 Industrial symbiosis heat flows
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Figure C.1 – Heat transfer/losses integration of refineries considered individually.
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Figure C.2 – Heat transfer/losses integration of refineries added sequentially.
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D.1 Unit Models at Building Level

D.1.1 Building

The thermal behavior of the building is described using a first order dynamic 1R1C model, as illus-

trated in Figure D.1. The entire construction is aggregated into a single capacity Cb while considering

a single temperature node Tb [187, 194]. Equation (D.1) highlights the corresponding energy balance,

where Tb denotes the internal temperature, Text the external temperature, Uext
b = 1/Rext

b the com-

bined thermal transfer coefficient,Φsun+o
b the stochastic gains from solar and occupancy sources

and Q̇
+
b the heat supplied by the energy system. In the case of partially non-residential dwellings

with cooling requirements, a second zone is added to the model and connected through the internal

insulation resistance Rint
b . Tmin/max in Equation (D.2) define the comfort tolerance on the internal

temperature.

Cb · (Tb,p,t+1 −Tb,p,t ) = Uext
b · (Text

p,t −Tb,p,t )+Φsun+o
b,p,t + Q̇

+
b,p,t ∀p ∈ P, t ∈ TOP (D.1)

Tmin
b,p,t ≤ Tb,p,t ≤ Tmax

b,p,t ∀p ∈ P, t ∈ TOP (D.2)

D.1.2 Boiler

The natural gas Boiler is described using a static system model formulation (Equations (7a)–(7c))

and is implemented as an auxiliary heating utility, the sizing dimension being the thermal power

output. The main parameter required to model this unit, the thermal efficiency (ηBOI), is listed in

Table D.1.
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Cb

1/Rext
b

TextT b

φsun+o
b + Q̇b

Figure D.1 – 1R1C building model.

Table D.1 – Parameter data.

Parameter Value Unit Ref.

ηBOI 0.98 [-] [179]

D.1.3 Electrical heater

As with the Boiler unit, the electrical heater is also described using a static system model formulation

(Equations (7a)–(7c)) and implemented as an auxiliary heating utility, the sizing dimension being

the thermal power output. The main parameter required to model this unit, the thermal efficiency

(ηELH), is listed in Table D.2.

Table D.2 – Parameter data (ELH).

Parameter Value Unit Ref.

ηELH 0.98 [-] estimate

D.1.4 Heat Pumps

The air-source heat pump unit (AHP) is described using a static system formulation (Equations (7a)–

(7c)), the sizing dimension being the electrical power input. The conversion efficiency (Equa-

tions (D.3) and (D.4)) is determined using the ideal coefficient of performance and the second law

efficiency η, which accounts for the irreversibilities in the different cycle components (e.g., compres-

sor). In order to avoid non-linearities coming from the variable supply temperature, the generated

heat load is discretized into ns = |SAHP| streams s. When considering different heat sources (e.g.,

water-source heat pumps) in the problem formulation, a similar model definition can be applied,

the solely modification being the source temperature (e.g., Twater
p,t ) and the respective second-law

efficiency η. The values of the parameters considered for the air-water heat pump are given in Table
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D.3 and for the corresponding refrigeration cycle (VAC) in Table D.4.

COPAHP,s,p,t =
Tsink

AHP,s

Tsink
AHP,s −Tsource

p,t

∀s ∈ SAHP, p ∈ P, t ∈ TOP (D.3)

q̇−
AHP,s,p,t = ηAHP,s,p,t ·COPAHP,s,p,t ∀s ∈ SAHP, p ∈ P, t ∈ TOP (D.4)

Table D.3 – Default parameters values for the AHP second-law efficiency and part-load limit, evalu-
ated from [2].

Par. Tsink Tsource [°C]

[°C] –20 –15 –10 –7 –2 2 7 10 15 20

A
H

P

η

35 0 0.464 0.458 0.458 0.469 0.462 0.435 0.416 0.37 0.307
45 0 0.445 0.463 0.464 0.46 0.446 0.439 0.436 0.43 0.396
55 0 0 0 0.421 0.423 0.416 0.439 0.436 0.412 0.395

ṁ+,max
electricity

35 0 0.62 0.65 0.65 0.65 0.65 0.68 0.68 0.68 0.68
45 0 0.74 0.74 0.74 0.76 0.79 0.82 0.82 0.79 0.79
55 0 0 0 0.91 0.94 0.97 0.97 0.97 1 1

Table D.4 – Default parameters values for the VAC second-law efficiency and part-load limit, evalu-
ated from [2].

Par. Tsink Tsource [°C]

20 25 30 35 40 45

V
A

C

η

13 0.103 0.159 0.198 0.219 0.249 0.224
15 0.076 0.14 0.181 0.243 0.243 0.224
18 0.033 0.101 0.146 0.209 0.209 0.218
22 0 0.005 0.106 0.184 0.184 0.215

ṁ+,max
electricity

13 0.71 0.78 0.86 0.95 0.91 1
15 0.73 0.78 0.87 0.95 0.91 0.96
18 0.73 0.8 0.89 0.96 0.93 0.89
22 0.75 0.82 0.91 1 0.95 0.8

D.1.5 Storage Units

D.1.5.1 Battery stack (BAT)

Stationary batteries are described using a single state dynamic model, the sizing dimension being

the electrical energy stored. The model accounts for the system self-discharging rate (σ) as well
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as the charging and discharging losses (η). To limit any premature degradation of the stack, the

minimum (SLmin
BAT) and maximum (SLmax

BAT ) battery storage levels are fixed (Equations (D.5) and (D.6)).

The parameters used to model this unit are listed in Table D.5.

fBAT,p,t ≥ SLmin
BAT · fBAT ∀p ∈ P, t ∈ TOP (D.5)

fBAT,p,t ≤ SLmax
BAT · fBAT ∀p ∈ P, t ∈ TOP (D.6)

Table D.5 – Parameter data (BAT).

Parameter Value Unit Ref.

ηch 0.9 [-] [175]
ηdch 0.9 [-] [175]
σ 0 [-] [175]
SLmax

BAT 0.8 [-] [195]
SLmin

BAT 0.2 [-] [195]

D.1.5.2 Heat storage tank (HST)

The thermal energy storage tanks are described through a single state, first order dynamic model

formulation, the sizing dimension being the unit volume. The minimum storage level SLmin is set as

the current building return temperature Th, r
b,p,t during space heating periods, while the maximum

operating temperature Tmax
HST is defined as the lowest value between the heat pump operating limit

and the nominal supply temperature of the heating system (Th, s
b ). The required parameters include

the tank diameter DHST, the specific heat loss rate UHST as well as the charging and discharging

efficiencies η. The unit is consequently added into the heat cascade formulation through the single

charging (cold) and discharging (hot) streams as defined in Equations (D.7)–(D.10). The parameter

values are given in Table D.6.

σHST = 4 ·UHST

DHST
·
(
Tmax

HST −Th,r
b,p,t

)
∀p ∈ P, t ∈ TOP (D.7)

κHST = 4 ·UHST

DHST
·
(
Th,r

b,p,t −Tamb
)

∀p ∈ P, t ∈ TOP (D.8)

142



D

D.2. Unit Models at City Level

q̇+
HST,s,p,t = cp ·ρ ·

(
Tmax

HST −Th,r
b,p,t

)
∀p ∈ P, t ∈ TOP (D.9)

q̇−
HST,s,p,t = cp ·ρ ·

(
Tmax

HST −Th,r
b,p,t

)
∀p ∈ P, t ∈ TOP (D.10)

Table D.6 – Parameter data (HST).

Parameter Value Unit Ref.

cp 4.186 [kJ/(kg ·K)] estimate
ρ 1000 [kg/m3] estimate
ηch 0.99 [-] estimate
ηdch 0.99 [-] estimate
DHST 0.98 [m] estimate
UHST 0.0013 [kW/m2] [179]

D.2 Unit Models at City Level

D.2.1 PV Panels

The PV panels are modeled as described in [187], with APV the PV area, ηPV the PV efficiency, I the

irradiation of the sun, TPV the PV temperature, Uglass the thermal transmission coefficient, Tamb

the ambient temperature, and fglass the factor denoting the portion of the solar irradiation passing

through the PV glass:

ṁ-
PV,electricity = APV ·ηPV · I (D.11a)

ηPV = ηPV,ref −ηPV, var · (TPV −TPV, ref) (D.11b)

TPV = Uglass ·Tamb

Uglass −ηPV, var · I
+ I · (fglass −ηPV,ref −ηPV,var ·TPV, ref)

Uglass −ηPV,var · I
(D.11c)

The different parameters assumed are given in Table D.7 [187] and the reference stream for APV = 100

m2 and I = 100 W/m2 is given in Table D.8.
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Table D.7 – Parameters for PV panels.

Parameter Value Unit

Tamb 288 K
TPV, ref 298 K
Uglass 29.1 W/(m2·K)
fglass 0.9 −
ηPV,ref 0.14 −
ηPV,var 0.001 1/K

Table D.8 – Streams for PV panel.

Type Tin [°C] Tout [°C] Q̇ ṁ– ṁ+

Electricity - - - 1.66 kW -

D.2.2 SOEC-SOFC Co-Generation and Methanation

The co-generation SOFC-GT unit is modeled according to [87] and the co-generation SOEC unit

according to [88]. A list of the reference streams in the different units are given in Tables D.9–D.11.

Table D.9 – Streams for SOEC unit.

Type Tin [°C] Tout [°C] Q̇ ṁ– ṁ+

Heat 91 58 3.05 kW - -
Heat 58 27 1.66 kW - -
Electricity - - - - 100 kW
H2O - - - - 5.98 g/s
H2 - - - 0.67 g/s (94.21 kW) -

Table D.10 – Streams for SOFC-GT unit.

Type Tin [°C] Tout [°C] Q̇ ṁ– ṁ+

Heat 648.8 260.0 16.28 kW - -
Heat 109.8 35.2 9.44 kW - -
Heat 35.2 30.2 1.44 kW - -
Electricity - - - 100 kW -
CH4 - - - - -2.41 g/s (133.48 kW)
CO2 - - - 6.60 g/s -

The reference flows for the SOEC unit are given for an incoming flow of electricity of 100 kW.
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Table D.11 – Streams for methanation unit.

Type Tin [°C] Tout [°C] Q̇ ṁ– ṁ+

Heat 625.4 507.3 138.4 kW - -
Heat 507.3 507.1 0.3 kW - -
Heat 507.1 233.0 585.3 kW - -
Heat 233.0 228.0 9.3 kW - -
Heat 228.0 227.0 0.7 kW - -
Heat 227.0 215.0 12.7 kW - -
Heat 215.0 203.0 27.1 kW - -
Heat 203.0 186.7 25.3 kW - -
Heat 186.7 28.0 358.0 kW - -
Electricity - - - 100 kW -
H2 - - - - 0.2 kg/s (28349.2 kW)
CO2 - - - - 1.1 kg/s
CH4 - - - 0.4 kg/s (22193.6 kW) -

The electricity to hydrogen efficiency is computed using the HHV of H2 of 141,746 kJ/kg [188]:

η=
ṁ-

H2
·HHVH2

ṁ+
electricity

= 94.2% (D.12)

The reference flows for the SOFC-GT unit are given for an outgoing flow of electricity of 100 kW. The

electrical and thermal efficiencies are calculated using the HHV of CH4 of 55,484 kJ/kg [188]:

ηel =
ṁ-

electricity

ṁ+
CH4

·HHVCH4
= 74.9% (D.13a)

ηth =
∑

k∈K Q̇SOFC

ṁ+
CH4

·HHVCH4
= 20.3% (D.13b)

The reference flows for the metahantion unit are given for an incoming flow of electricity of 100 kW.

D.2.3 Steam Network

In the steam network, steam is produced at very high pressure and distributed at multiple lower

pressure levels. The pressure levels are selected to fit the production profiles of the P2G units.

The parameters used to model the steam network are summarized in Table D.12.
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Table D.12 – Parameters for steam network.

Type Header pressure [bar] Tsuperheat [°C] Turbine

Production 120 100 yes
Distribution 30 2 yes
Distribution 10 2 yes
Distribution 5 2 yes
Distribution 2 2 no
Distribution 1 2 no
Distribution 0.2 2 no

D.2.4 CO2 and CH4 Storage

The storage tanks are modeled using the following equations:

SLt ank,t+1 = SLt ank,t +ηch ·Ṁ+
f uel ,t −

1

ηdch
·Ṁ−

f uel ,t (D.14a)

SLt ank,t = ft ank,t ∀t ∈ T (D.14b)

where SLt ank,t represents the storage level of the tank at time step t , Ṁ+
f uel ,t and Ṁ−

f uel ,t the flow

rates in and out of the unit at time step t , and ηch,ηdch the charging and discharging efficiencies.

CO2 is stored in liquid form at atmospheric pressure and temperature (i.e., 1 bar, 25 °C). Methane

is also stored as a liquid, at the operating pressure of 1 bar and the corresponding temperature

required for the liquid state, of −162 °C.

D.2.5 Central Plants

The central plant in winter is modeled as a HP using a lake (at a constant temperature of 7.5 °C) as

the heat source and CO2 as the refrigerant. A summary of the parameters used for the central plant

HP can be observed in table D.13.

Table D.13 – Parameters for central plant HP.

Unit HP Central Plant

Tsubcool [°C] 1
Tsuperheat [°C] 2
ηcomp[−] 0.8
dTmin, evap [°C] 5.5
dTmin, cond [°C] 1
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The reference flow of the central plant HP is Q̇
cond = ṁCO2 ·Lv

CO2
and the electricity consumption of

the compressor and the heat extracted at the evaporator are calculated solving the thermodynamic

cycle. The reference streams of the unit are given in Table D.14 for a mass flow of CO2 of 1 kg/s.

The COP of the central plant HP is constant throughout the year, at 15.1.

Table D.14 – Streams for central plant HP (winter).

Type Tin [°C] Tout [°C] Q̇ ṁ– ṁ+

Heat evaporator 2 4 186.4 ·COP−1
COP kW - -

Heat condenser 15 13 186.4 kW - -
Electricity - - - - 186.4 · 1

COP kW
CO2

vap - - - 1 kg/s -
CO2

liq - - - - 1 kg/s

The central plant in summer is modeled as a HE with the reference flow Q̇ = ṁCO2 ·Lv
CO2

and a

minimum temperature difference dTmin = 5.5°C. The reference streams of the unit are given in

Table D.15 for a mass flow of CO2 of 1 kg/s.

Table D.15 – Streams for central plant HE (summer).

Type Tin [°C] Tout [°C] Q̇ ṁ– ṁ+

Heat 7.5 9.5 186.4 kW - -
CO2

vap - - - - 1 kg/s
CO2

liq - - - 1 kg/s -

D.2.6 Investment Cost of Energy Conversion Technologies

The fixed and variable IC parameters, as well as the reference flows for the different units can be

found in Table D.16.

D.3 Heat Distribution Cost

The heat distribution cost of the networks is calculated using the formulation of [49]. First, the

length of the network (LDHN) is calculated based on the number of buildings (Nb), the land surface

area (Aland) and a correlation coefficient (K) [49]:

LDHN = 2 · (Nb −1) ·K ·
√

Aland

Nb
(D.15)
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Table D.16 – Parameters for IC.

Unit Cinv,1 [e] Cinv,2 [e/kW/e/m2] Attribute

Boiler 3990 110 Q̇
-

[kW]
Electrical heater 968 13 Q̇

-
[kW]

Heat pumps/Ref cycle 10224 2232 ṁ+
electricity [kW]

Battery stack 825 1290 max( fBAT,p,t ) [kW]
Heat storage tank 1421 1945 V [kW]
Domestic hot water tank 496 10248 V [kW]
PV panels - 247 APV [m2]
SOEC-SOFC - 4760 max(ṁ+

electricity, SOEC, ṁ+
electricity, SOFC) [kW]

HP CP (winter) 5680 1240 ṁ+
electricity [kW]

HE CP (summer) 184 197 AHE [m2]

And for each segment (between each two buildings):

LDHN
k = LDHN

Nb
(D.16)

Next, the mass flow in the pipes is computed using the maximum heat flow in the pipe Q̇
DHN

and

the specific heat flows qwater = cp, water(Ts −Tr), qCO2
= Lv:

ṁDHN, max = Q̇
DHN

qDHN
(D.17)

And for each segment (k):

ṁDHN
k = Q̇

DHN · (Nb −k +1)

Nb ·qDHN
(D.18)

Then, the diameter of the pipes (DDHN) is calculated using the mass flow ṁDHN, the sizing velocity

of the fluids (v) [18] and the density of the fluids (ρ):

DDHN
k =

√√√√4 ·ṁDHN
k

π ·v ·ρ (D.19)

Finally, the investment cost (Cinv) of the networks is computed by summing up the different seg-
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ments, using the cost coefficients c1 and c2 [18], an interest rate i = 5% and a lifetime lt = 60 years [49]:

fan, DHN = (i+1)lt −1

i · (i+1)lt
(D.20)

Cinv =
Nb−1∑
k=1

LDHN
k (c1 ·DDHN

k +c2)

fan, DHN
(D.21)

The values of the parameters present in the equations above can be found in Table D.17.

Table D.17 – Network cost parameters.

Parameter Unit Value (CO2 network) Value (H2O network)

Nb [-] 11903 11903
K [-] 0.23 0.23
Aland [m2] 15785286 15785286
LDHN [km] 3630.3 3630.3
qDHN [kJ/kg] 186.4 18.8

Q̇
DHN

[MW] 2938.1 2942.7
ṁDHN, max [t/s] 15.8 156.5
v [m2/s] 3 (liquid), 6 (vapor ) 3
ρ [kg/m3] 837.7 (liquid), 160.9 (vapor ) 1000
DDHN, max [m] 4 (liquid), 10.4 (vapor ) 33.2
c1 [e/m2] 5670 5670
c2 [e] 613 613
i [-] 0.06 0.06
lt [-] 60 60
Cinv [Me/y] 153.5 330.6

D.4 RegBL Database Parameter Names

Table D.18 – RegBL database corresponding parameter notations.

Parameter Description Notation (This Paper) Notation (RegBL)

Building category - GKAT

Building class - GKLAS

Building footprint area Ab GAREA

Building number of floors Nfloors GASTW

Building rooftop area Aroof
b FLAECHE

Building average solar irradiation Ib MSTRAHLUNG
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D.5 Energy Service Demand of Different Building Categories

0 1000 2000 3000 4000 5000 6000 7000 8000
0

10

20

30

40

D
em

an
d 

[W
h/

m
2 ] Residential SFH existing

Space heating

0 1000 2000 3000 4000 5000 6000 7000 8000
0

10

20

30

40

D
em

an
d 

[W
h/

m
2 ] Residential SFH new

0 1000 2000 3000 4000 5000 6000 7000 8000
Time [h]

0

10

20

30

40

D
em

an
d 

[W
h/

m
2 ] Residential SFH renovated

Figure D.2 – Hourly specific energy service demand of residential SFH buildings.

Table D.19 – Yearly specific energy service demand of residential SFH buildings.

Building renovation Space heating Air cooling Dom. hot water Electricity
stage [kWh/m2] [kWh/m2] [kWh/m2] [kWh/m2]

Existing 80.3 0.0 13.6 18.2
New 44.0 0.0 13.6 18.2
Renovated 55.9 0.0 13.6 18.2
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Figure D.3 – Hourly specific energy service demand of residential MFH buildings.

Table D.20 – Yearly specific energy service demand of residential MFH buildings.

Building renovation Space heating Air cooling Dom. hot water Electricity
stage [kWh/m2] [kWh/m2] [kWh/m2] [kWh/m2]

Existing 80.3 0.0 17.8 18.4
New 44.0 0.0 17.8 18.4
Renovated 55.9 0.0 17.8 18.4
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Figure D.4 – Hourly specific energy service demand of commercial buildings.

Table D.21 – Yearly specific energy service demand of commercial buildings.

Building renovation Space heating Air cooling Dom. hot water Electricity
stage [kWh/m2] [kWh/m2] [kWh/m2] [kWh/m2]

Existing 49.2 3.3 1.8 114.4
New 33.5 2.3 1.8 114.4
Renovated 38.4 2.7 1.8 114.4
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Figure D.5 – Hourly specific energy service demand of education buildings.

Table D.22 – Yearly specific energy service demand of education buildings.

Building renovation Space heating Air cooling Dom. hot water Electricity
stage [kWh/m2] [kWh/m2] [kWh/m2] [kWh/m2]

Existing 91.8 9.7 4.5 23.8
New 41.9 4.4 4.5 23.8
Renovated 55.1 5.8 4.5 23.8
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Figure D.6 – Hourly specific energy service demand of hospital buildings.

Table D.23 – Yearly specific energy service demand of hospital buildings.

Building renovation Space heating Air cooling Dom. hot water Electricity
stage [kWh/m2] [kWh/m2] [kWh/m2] [kWh/m2]

Existing 83.5 5.8 34.1 34.0
New 41.2 2.8 34.1 34.0
Renovated 53.3 3.6 34.1 34.0
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Figure D.7 – Hourly specific energy service demand of mixed buildings.

Table D.24 – Yearly specific energy service demand of mixed buildings.

Building renovation Space heating Air cooling Dom. hot water Electricity

stage [kWh/m2] [kWh/m2] [kWh/m2] [kWh/m2]

Existing 81.6 7.5 11.9 28.4

New 40.9 3.7 11.9 28.4

Renovated 54.1 4.9 11.9 28.4
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Table D.25 – Heat signature coefficients for all building types and ages.

Building Type Building Age k1 k2 Tbase, h Tbase, c

[kW/(m2·°C)] [kW/m2] [°C] [°C]

Residential SFH existing –1.52 23.59 15.52 -

new –0.83 12.91 15.55 -

renovated –1.06 16.43 15.5 -

Residential MFH existing –1.52 23.59 15.52 -

new –0.83 12.91 15.55 -

renovated –1.06 16.43 15.5 -

Administrative existing –1.87 26.51 14.18 25

new –0.8 11.41 14.26 25

renovated –1.15 16.29 14.17 25

Commercial existing –0.84 13.81 16.44 25

new –0.58 9.47 16.33 25

renovated –0.67 10.89 16.25 25

Education existing –2.03 28.84 14.21 25

new –0.93 13.19 14.18 25

renovated –1.22 17.32 14.2 25

Hospital existing –1.44 23.54 16.34 25

new –0.71 11.62 16.37 25

renovated –0.91 14.96 16.44 25

Mixed existing –1.86 27.83 14.98 25

new –0.82 12.31 15.05 25

renovated –1.1 16.37 14.94 25

D.6 Results from Parallel Coordinates

This section presents the detailed results presented schematically in Figures 4.16 and 4.17.
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Table D.26 – Detailed results for Figure 4.16.

Inv. cost Op. cost CO2 emissions Buildings high IC Buildings low IC CO2 activation Self sufficiency PV market HP market

Me/y Me/y ktCO2 /y) - - - % Me/y Me/y

1.61 1.49 3.06 0 46121 0 0 0.00 0.55

5.53 0.84 1.77 604 45517 1 0 1.78 1.62

9.44 0.56 1.13 10164 35957 2 0 5.36 2.40

12.38 0.44 0.92 9088 37033 3 24 7.61 2.39

14.03 0.35 0.76 8696 37425 4 62 7.97 2.37

15.50 0.26 0.62 7828 38293 6 89 7.96 2.35

17.56 0.20 0.50 7091 39030 11 100 8.24 2.32

19.05 0.16 0.41 7143 38978 16 100 8.09 2.29

20.86 0.13 0.34 5173 40948 24 100 7.78 2.29

23.96 0.12 0.31 3816 42305 48 100 7.76 2.21
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Table D.27 – Detailed results for Figure 4.17.

Pop. density Building density Network cost El imp. El exp. NG imp. Investment cost PV market HP market

cap/km2 buildings/km2 ke/(100 m2) GWh/y GWh/y GWh/y e/(100 m2 y) e/(100 m2 y) e/(100 m2 y)

40.11 10.15 27.33 2.39 3.40 0.45 21.50 17.55 4.79

58.50 17.00 35.00 2.31 3.09 0.56 21.38 17.14 4.94

113.57 24.25 25.83 1.76 2.96 0.33 15.65 13.06 3.23

116.61 31.49 23.22 1.71 2.48 0.33 16.40 13.35 3.72

160.73 46.59 26.20 2.12 3.40 0.33 16.25 13.34 3.50

180.15 36.63 21.53 4.70 6.01 0.89 12.60 10.29 2.77

187.03 31.44 34.56 3.72 5.14 0.67 19.49 16.04 4.09

196.87 62.05 26.64 3.11 4.74 0.56 17.69 14.50 3.87

199.46 63.62 18.84 3.17 2.97 0.89 11.77 9.24 2.89

214.65 57.61 29.01 3.15 6.20 0.45 19.35 16.36 3.79

260.72 63.40 24.15 4.29 5.89 1.03 11.89 9.63 2.65

276.87 84.11 34.66 3.96 7.11 0.67 20.66 16.96 4.50

291.60 76.49 39.68 4.48 11.13 0.33 19.03 15.89 3.98

309.17 108.03 49.88 3.31 5.86 0.56 29.96 24.60 6.55

386.72 60.20 19.02 4.56 5.63 1.19 16.54 13.34 3.62

396.37 108.66 12.55 4.02 5.36 1.00 10.33 8.34 2.30

426.46 108.21 24.20 4.96 7.47 0.78 19.21 15.79 4.14

449.19 77.06 18.32 5.62 7.31 1.33 13.30 11.00 2.77

451.83 69.68 12.20 4.36 6.58 1.74 13.84 11.05 2.95

453.07 93.66 19.60 8.45 8.57 2.00 15.85 12.65 3.71

516.24 104.00 24.50 13.50 22.37 2.80 14.61 12.32 2.90

522.15 108.09 24.30 9.19 11.76 2.11 15.77 12.72 3.60
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Pop. density Building density Network cost El emp. El exp. NG imp. Inv. cost PV market HP market

cap/km2 buildings/km2 ke/(100 m2) GWh/y GWh/y GWh/y e/(100 m2 y) e/(100 m2 y) e/(100 m2 y)

523.17 158.29 27.67 7.18 13.80 1.25 23.60 19.49 5.04

610.19 109.39 25.75 8.43 15.36 0.94 17.77 14.90 3.61

612.01 153.92 18.14 7.70 9.80 1.92 15.01 12.11 3.42

620.96 172.37 24.72 17.53 17.35 4.86 18.10 14.39 4.26

732.32 185.79 21.03 4.15 8.62 0.58 17.98 14.97 3.76

741.13 239.07 27.94 6.35 13.27 0.92 19.20 15.92 4.07

745.72 168.91 35.57 20.60 43.73 2.77 24.37 20.37 4.99

779.53 124.44 26.99 21.98 31.12 2.86 16.82 13.98 3.49

840.58 158.87 9.90 25.22 13.69 8.65 4.92 3.65 1.34

1082.86 132.25 8.72 8.59 7.55 2.08 12.12 9.83 2.68

1167.01 312.19 26.38 18.57 36.68 2.74 17.61 14.70 3.67

1748.21 195.00 23.07 28.29 30.75 6.57 14.94 12.19 3.32

1861.24 107.12 1.85 139.65 88.72 163.25 10.41 6.79 2.53

1881.48 129.81 7.55 19.11 25.83 2.82 10.56 8.80 2.19

2733.63 442.72 16.36 24.62 34.80 4.48 17.39 14.43 3.69

3221.26 220.61 5.01 43.20 32.43 16.25 4.74 3.69 1.11

4003.78 386.20 5.65 20.67 22.41 4.96 6.01 4.90 1.30

4089.72 717.10 12.13 24.46 32.82 5.27 10.04 8.23 2.18

4806.17 601.28 11.55 23.87 32.92 4.02 12.41 10.23 2.70

6645.17 656.63 5.62 16.44 20.66 10.81 15.17 11.73 3.23

7986.28 581.02 8.09 59.56 50.51 16.93 7.89 6.37 1.77

8062.12 475.77 2.61 39.95 46.55 51.74 10.26 7.28 2.18

8236.85 535.86 5.24 51.80 45.99 19.83 7.70 6.11 1.73

9276.93 345.32 2.63 96.98 76.68 66.33 7.05 5.23 1.60
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Pop. density Building density Network cost El emp. El exp. NG imp. Inv. cost PV market HP market

cap/km2 buildings/km2 ke/(100 m2) GWh/y GWh/y GWh/y e/(100 m2 y) e/(100 m2 y) e/(100 m2 y)

11739.54 472.16 3.32 43.93 56.65 65.12 9.11 6.53 1.86

12249.21 469.20 2.10 86.68 83.92 105.68 7.71 5.45 1.63
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