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Abstract—To reduce the network load during peak hours,
servers deliver partial data to users during the off-peak time of
the network before the actual requests are known, which is known
as caching. This paper studies a single user caching problem in
which the file contents are subject to dynamic modifications with
respect to a certain probability distribution. To cope with the
dynamical nature of the file contents, a successive refinement
approach to caching is presented: partial information of the
original data is cached first and then if there is a modification,
a refinement to the previously cached data is delivered to the
user. Given a fixed cache memory, there is a tension between
the rates of two cache descriptions. The problem of optimal
caching strategies is formulated through a successive Gray-Wyner
network, the optimal rate region of which is characterized. Some
lower and upper bounds on the performance of optimal caching
strategies are developed and shown to actually yield closed form
solutions for certain classes of file contents.

I. INTRODUCTION

Due to the ever growing number of devices, networks

encounter heavy traffic during the peak hours of the day.

A recent solution to reduce the network traffic during these

busy hours is to deliver partial data for future use before the

database server knows which file is requested by the users [1]–

[9]. In the standard (static) caching problems, communication

is divided into three phases. In the caching phase, the database

server delivers partial information about the files to users. The

database server is informed which of the files are requested by

the users in the request phase. Finally, in the delivery phase,

the remaining part of the requested files is delivered. Taking

an information theoretical approach, [4], [10] formulated the

single user caching problem through its similarity to Gray-

Wyner network [11] and discussed the optimal caching strat-

egy. Extension of the theoretical analysis to multi-user caching

problems can be found in [2], [5], [10], [12]. Building on rate

distortion theory, the counterparts of those caching problems

for lossy reconstruction were also discussed in [6]–[9].

On the other hand, the database has a dynamic nature in

the sense that the contents of the files could be modified or

completely changed during the three phases of the caching

problem. For example, news websites are continuously up-

dated throughout the day with the most current information.

This dynamic nature is taken into account in the more recent

work [13], which studied the multicast caching of dynamic

content. However, they only consider the benefit of correlation

between original and modified files in the delivery phase.

In our setting, we bring a successive refinement approach to

caching phase and let the database server deliver a refinement

to the cache contents after the modification occurs.

For ease of exposition, we concentrate on a database that

initially stores two files (X1, X2), one of which is to be

requested by the user uniformly at random. Our arguments

naturally extend to more than two files. As illustrated in Fig. 1,

the pair (X1, X2) could be modified into the pair (X ′

1, X
′

2)
with a certain probability before the request phase. Given a

fixed cache rate/memory, there is a tension between caching

for only (X1, X2) as if there will be no modification on the

content and sparing all the cache rate/memory for (X ′

1, X
′

2).
What would be the optimal caching strategy in such a setup

to minimize the expected delivery rate?

Fig. 1: Caching for dynamic content

Following similar steps to [4], we approach this question

from an information theoretical perspective and construct a

successive Gray-Wyner network to exploit the dynamic nature

of the content files. We first characterize the optimal rate

region for the successive Gray-Wyner network (cf. Section II)

and then use these results to formulate the caching problem for

dynamic content (cf. Section III). In particular, we concentrate

on a special case in which the modification probability is 0.5
and provide some lower and upper bounds on the performance

of optimal caching strategies. For certain classes of file con-

tents, we show that our bounds yield closed form solutions.

II. SUCCESSIVE GRAY-WYNER NETWORK

Consider the successive Gray-Wyner network in Fig. 2, in

which a tuple of sequences (Xn
1 , X

n
2 , X

′n
1 , X ′n

2 ) drawn i.i.d.

from p(x1, x2, x
′

1, x
′

2) is described by two encoders so that

decoder i, having the descriptions M0 and Mi, can losslessly

recover Xn
i and decoder i′, having the descriptions M0,M

′

0

and M ′

i , can losslessly recover X ′n
i for i = 1, 2.
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Fig. 2: Successive Gray-Wyner network

An (nR0, nR1, nR2, nR
′

0, nR
′

1, nR
′

2, n) code for the suc-

cessive Gray-Wyner network consists of two encoders and

four decoders such that encoder 1 assigns index tuple

(m0,m1,m2)(x
n
1 , x

n
2 ) ∈ [2nR0 ] × [2nR1 ] × [2nR2 ] to each

pair of sequences (xn
1 , x

n
2 ) ∈ Xn

1 × Xn
2 , encoder 2 as-

signs index tuple (m′

0,m
′

1,m
′

2)(x
n
1 , x

n
2 , x

′n
1 , x′n

2 ) ∈ [2nR
′
0 ] ×

[2nR
′
1 ]×[2nR′

2 ] to each tuple of sequences (xn
1 , x

n
2 , x

′n
1 , x′n

2 ) ∈
Xn

1 × Xn
2 × X ′n

1 × X ′n
1 , and decoder i assigns an estimate

x̂n
i (m0,mi) to each index pair (m0,mi) ∈ [2nR0 ] × [2nRi ]

and decoder i′ assigns an estimate x̂′n
i (m0,m

′

0,m
′

i) to each

index tuple (m0,m
′

0,m
′

i) ∈ [2nR0 ] × [2nR
′
0 ] × [2nR

′
i ] for

i = 1, 2. The probability of error is defined as P
(n)
e =

P{(X̂n
1 , X̂

n
2 , X̂

′n
1 , X̂ ′n

2 ) 6= (Xn
1 , X

n
2 , X

′n
1 , X ′n

2 )}. A rate tuple

(R0, R1, R2, R
′

0, R
′

1, R
′

2) is said to be achievable if there exists

a sequence of (nR0, nR1, nR2, nR
′

0, nR
′

1, nR
′

2, n) codes such

that limn→∞ P
(n)
e = 0.

The standard Gray-Wyner network [11], which consists of

encoder 1 and decoders 1, 2, is closely related to the standard

(static) caching problem [4] in the sense that the common

link (M0) can be seen as the cache and private links can be

seen as the updates for the corresponding requests. Similarly,

the successive Gray-Wyner network captures the dynamic

nature of the content. Consider (X ′n
1 , X ′n

2 ) as the modified

versions of the original content files (Xn
1 , X

n
2 ). From the

caching perspective, M0 is the cache content generated from

the original data (Xn
1 , X

n
2 ). If no modification occurs, user

requests one of the files, Xn
i , and corresponding to this request

Mi is transmitted as the update. If some modification occurs

before the user request, on the other hand, a refinement M ′

0 for

the cache M0 is delivered to the user. When the user requests

one of the files, X ′n
i , corresponding to this request M ′

i is

transmitted as the update.

A. Optimal Rate Region

Define R as the set of achievable rate tuples (R0, R1, R2,
R′

0, R
′

1, R
′

2) for the successive Gray-Wyner network. The

following theorem presents a single letter characterization of

the optimal rate region R.

Theorem 1: The optimal rate region R consists of the rate

tuples such that

R0 ≥ I(X1, X2;W ), (1a)

Ri ≥ H(Xi |W ), i = 1, 2, (1b)

R′

0 ≥ I(X1, X2, X
′

1, X
′

2;V |W ), (1c)

R′

j ≥ H(X ′

j |W,V ), j = 1, 2, (1d)

for some conditional pmfs p(w|x1, x2), p(v|w, x1, x2, x
′

1, x
′

2)
with |W| ≤ |X1||X2|+2 and |V| ≤ |W||X1||X2||X ′

1||X ′

2|+2.

Proof sketch: For achievability, we use joint typicality

encoding to find a wn(m0),m0 ∈ [2nR0 ] that is jointly

typical with (xn
1 , x

n
2 ). The index m0 is sent to all four

decoders. Given wn(m0), we assign indices m1 ∈ [2nR1 ]

and m2 ∈ [2nR2 ] to the sequences in T (n)
ǫ (X1|wn(m0)) and

T (n)
ǫ (X2|wn(m0)), respectively, and send them to decoders

1 and 2, respectively. Similarly, at encoder 2, given wn(m0),
we find a vn(m′

0),m
′

0 ∈ [2nR
′
0 ], that is jointly typical with

(wn, xn
1 , x

n
2 , x

′n
1 , x′n

2 ). Given (wn(m0), v
n(m′

0)), we assign

indices m′

1 ∈ [2nR
′
1 ] and m′

2 ∈ [2nR
′
2 ] to the sequences in

T (n)
ǫ (X ′

1|wn(m0), v
n(m′

0)) and T (n)
ǫ (X ′

2|wn(m0), v
n(m′

0)),
respectively, and send them to decoders 1’ and 2’, respec-

tively. The converse follows from standard arguments with

the auxiliary random variables Wi := (M0, X
i−1
1 , X i−1

2 ) and

Vi := (M ′

0, X
′i−1
1 , X ′i−1

2 ), i ∈ [n] and from the fact that

(M0, Xli, X2i, X
′

1i, X
′

2i)→ (X i−1
1 , X i−1

2 )→ (X ′i−1
1 , X ′i−1

2 )
form a Markov chain. Finally, the cardinality bound onW and

V can be shown using the convex cover method in [14].

Remark 1: The optimal rate region R for a pair of two files

in Theorem 1 extends naturally to a pair of k-files (Xk, X ′k),
for which the rate region R is the set of rate tuples such that

R0 ≥ I(Xk;W ),

Ri ≥ H(Xi |W ), i ∈ [k],

R′

0 ≥ I(Xk, X ′k;V |W ),

R′

j ≥ H(X ′

j |W,V ), j ∈ [k],

for some conditional pmfs p(w|xk) and p(v|w, xk, x′k) with

|W| ≤∏k

i=1 |Xi|+2 and |V| ≤ |W|∏k

i=1

∏k

j=1 |Xi||X ′

j |+2.

Using this general result, one could also extend the proceeding

arguments to more than two files. We, however, maintain our

discussion using two files for the ease of exposition.

B. On Lower Boundaries of the Optimal Rate Region

To better understand the boundaries of the optimal rate

region R, we now provide some lower bounds.

Corollary 1: If (R0, R1, R2, R
′

0, R
′

1, R
′

2) ∈ R, then

R0 +R1 +R2 ≥ H(X1, X2), (2)

R0 +R′

0 +R′

1 +R′

2 ≥ H(X ′

1, X
′

2). (3)

To see this, fix two pmfs p(w|x1, x2), p(v|w, x1, x2, x
′

1, x
′

2)
(or equivalently, fix a pmf p(w, v|x1, x2, x

′

1, x
′

2) such that

(X ′

1, X
′

2)→ (X1, X2)→W form a Markov chain). Then,

R0 +R1 +R2 ≥ I(X1, X2;W ) +H(X1 |W ) +H(X2 |W )

= H(X1, X2) + I(X1;X2 |W )
(a)

≥ H(X1, X2),
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where (a) holds with equality if and only if X1 →W → X2

form a Markov chain. For example, if we choose p(w|x1, x2)
as the achiever of the Wyner common information between

X1 and X2, which is defined as [15]

C(X1;X2) := min
p(w|x1,x2)

I(X1;X2|W )=0

I(X1, X2;W ),

then (2) is achieved with equality. Similarly for (3), we have

R0 +R′

0 +R′

1 +R′

2

≥ H(X ′

1, X
′

2) + I(X ′

1;X
′

2 |W,V ) + I(X1, X2;W,V |X ′

1, X
′

2)

(b)

≥ H(X ′

1, X
′

2),

where (b) holds with equality if and only if X ′

1 → (W,V )→
X ′

2 and (X1, X2) → (X ′

1, X
′

2) → (W,V ) form Markov

chains. For example, if we let W = ∅ and let p(v|x′

1, x
′

2)
be the achiever of the Wyner common information between

X ′

1 and X ′

2, then (3) is achieved with equality.

Intiutively, Corollary 1 expresses the fact that the com-

munication system in Fig.2 cannot perform better than the

optimistic case where decoders 1 and 2 cooperates as well

as decoders 1’ and 2’. A natural question then arises: are the

lower bounds in (2) and (3) simultaneously achievable? The

arguments in the proof of Corollary 1 implies that there exists

a rate tuple (R0, R1, R2, R
′

0, R
′

1, R
′

2) ∈ R simultaneously

achieving the lower bounds in (2) and (3) if and only if there

exists a pmf p(w, v|x1, x2, x
′

1, x
′

2) such that

(X ′

1, X
′

2)→ (X1, X2)→W, (4a)

(X1, X2)→ (X ′

1, X
′

2)→W, (4b)

X1 →W → X2, (4c)

(X1, X2)→ (X ′

1, X
′

2,W )→ V, (4d)

X ′

1 → (W,V )→ X ′

2 (4e)

form Markov chains. We can simplify these constraints using

the following lemma.

Lemma 1: For any given pmf p(w|x1, x2), there exist a pmf

p(v|w, x1, x2, x
′

1, x
′

2) such that

I(X1, X2;V |X ′

1, X
′

2,W ) = I(X ′

1;X
′

2 |W,V ) = 0.

It is easy to justify Lemma 1 by letting V = (X ′

2, X
′

2) as

one example among many. Consequently, the condition to

achieve (2) and (3) with equality reduces to finding a pmf

p(w|x1, x2, x
′

1, x
′

2) such that (4a)-(4c) form Markov chains.

A simple example can be constructed as follows.

Example 1: Suppose that X1 and X2 are independent, i.e.,

p(x1, x2, x
′

1, x
′

2) = p(x1)p(x2)p(x
′

1, x
′

2|x1, x2). Let W = ∅
and let p(v|x′

1, x
′

2) be the achiever of the Wyner common

information between X ′

1 and X ′

2. It is then easy to see that

(4) form Markov chains and thus (2) and (3) can be achieved.

If X1 and X2 are correlated unlike Example 1, is it still

possible to find such a W ? The answer does in fact depend

on the distribution of the whole content, p(x1, x2, x
′

1, x
′

2). In

the following, we present a necessary condition on the content

distribution to achieve the lower bounds in Corollary 1.

Proposition 1: Suppose that (X1, X2) are not independent.

Let G be a bipartite graph with vertex set A ∪ B where A =
X1×X2 and B = X ′

1×X ′

2 such that there is an edge between

two vertices (t, t′) if and only if p(x1, x2, x
′

1, x
′

2) > 0 where

t = (x1, x2) and t′ = (x′

1, x
′

2). If G is connected, then the

lower bounds in (2) and (3) cannot be achieved simultaneously.

Proof: We prove by contradiction. Suppose that there is

a pmf p(w|x1, x2, x
′

1, x
′

2) such that (4a)-(4c) form Markov

chains and that the described bipartite graph G is connected.

The Markov chains in (4a) and (4b) implies that for any w ∈
W , p(w|x1, x2, x

′

1, x
′

2) is a constant over each connected com-

ponent of G. Since G is connected, then p(w|x1, x2, x
′

1, x
′

2) =
p(w), ∀(x1, x2, x

′

1, x
′

2) ∈ X1 × X2 × X ′

1 × X ′

2. Thus, W is

independent of (X1, X2, X
′

1, X
′

2), which contradicts with the

Markov chain in (4c) since X1 and X2 are correlated.

The necessary condition in Proposition 1 is in fact closely

related to Gács-Korner common information [16], which is

another well-known quantity proposed to measure the common

information between two random variables and is defined as

K(X ;Y ) := max
p(w|x,y):
W→X→Y,
W→Y →X

I(X,Y ;W ).

[17, Corollary 1] provides a way to compute K(X ;Y ). Let G
be a bipartite graph with vertex set X ∪Y such that there is an

edge between two vertices (x, y) if and only if p(x, y) > 0 and

let W be the labels of the connected components of G. Then,

K(X ;Y ) = H(W ). Therefore, K(X ;Y ) = 0 if and only if

G is connected. Letting X ← (X1, X2) and Y ← (X ′

1, X
′

2)
implies the following in our setting.

Corollary 2: For a correlated pair of (X1, X2), it is not

possible to achieve (2) and (3) if K(X1, X2;X
′

1, X
′

2) = 0.

Inspired by Proposition 1, we construct an example where

the information carried over the common link (M0) is useful

for all decoders, which allows the achievability of (2) and (3).

Example 2: Suppose the pmf p(x1, x2, x
′

1, x
′

2) is given as

(X1, X2)/(X
′

1, X
′

2) 00 11 01 10
00 ᾱ/2 0 0 0
11 0 ᾱ/2 0 0
01 0 0 α/2− β β
10 0 0 β α/2− β

.

Note that both (X1, X2) and (X ′

1, X
′

2) are doubly symmetric

binary source with parameter α. Let

W |x1, x2 =







Bern(q), if (x1, x2) = (0, 0)
Bern(q̄), if (x1, x2) = (1, 1)
Bern(0.5), otherwise

, (5)

where q = 0.5− 0.5
√
1− 2α/(1 − α), which is the achiever

of both of the Wyner common informations C(X1;X2) and

C(X ′

1;X
′

2) (refer to [10], [15] for the proof). Therefore, letting

V = ∅ yield the achievability for the lower bounds in (2)-(3).

C. Relation to Conditional Wyner’s Common Information

Given a fixed strategy for Encoder 1, what would be the

optimal strategy for Encoder 2 to minimize the total rate of the

descriptions transmitted from Encoder 2 to Decoders 1’ and
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2’? First, Theorem 1 implies that given a pmf p(w|x1, x2), a

rate tuple (R0, R1, R2, R
′

0, R
′

1, R
′

2) ∈ R must satisfy

R′

0 +R′

1 +R′

2 ≥ H(X ′

1, X
′

2 |W ).

Therefore, given a pmf p(w|x1, x2), we define

R′∗

0 (W ) = min
(R0,R1,R2,R′

0
,R′

1
,R′

2
)∈R

R′
0+R′

1+R′
2=H(X′

1,X′
2|W )

R′

0.

As a corollary of Theorem 1, one can prove the following.

Corollary 3: Given a pmf p(w|x1, x2), the minimum rate

R′∗

0 (W ) = C(X ′

1;X
′

2 |W ),

where C(X ′

1;X
′

2|W ) denotes the conditional Wyner’s com-

mon information [18] and is defined by

C(X ′

1;X
′

2 |W ) := min
p(v|x′

1
,x′

2
,w)

X′
1
−(W,V )−X′

2

I(X ′

1, X
′

2;V |W ).

[18] studied the Gray-Wyner network with side information

Wn and showed that the minimum common rate to achieve

the sum rate of H(X ′

1, X
′

2|W ) is equal to C(X ′

1;X
′

2|W ).
Although Wn is not such a side information but related to

(X ′n
1 , X ′n

2 ) through (Xn
1 , X

n
2 ) in our successive setting, we

have the same result implying that Wn behaves like a side

information for Encoder 2 and Decoders 1’-2’.

III. DYNAMIC CACHING PROBLEM

We now utilize the successive Gray-Wyner network dis-

cussed in the preceding section to formulate the dynamic

caching problem illustrated in Fig 1. We concentrate on the

simplest case where the database has a pair of files (Xn
1 , X

n
2 )

drawn i.i.d. from the pmf p(x1, x2) over a finite alphabet and

one of the files is to be requested by the user randomly and

equally likely. It is, however, easy to extend our arguments

to more than two files. In the static caching setting [4],

[12], contents of the files stays the same during all the three

phases of caching, request and delivery. In the dynamic setting,

however, we assume that the files (Xn
1 , X

n
2 ) are modified to

(X ′n
1 , X ′n

2 ) with probability p before the request phase, where

we assume that the tuple (Xn
1 , X

n
2 , X

′n
1 , X ′n

2 ) is distributed

i.i.d. with respect to the pmf p(x1, x2, x
′

1, x
′

2) over a finite

alphabet. Given a fixed amount of data rate (or memory)

for the total cache information, assuming that the encoder

is given the probability distribution p(x1, x2, x
′

1, x
′

2) and the

modification probability at the beginning, what would be the

optimal caching and delivery strategy to minimize the expected

delivery rate? In this section, we address this optimization

problem for modification probability p = 0.5.

Define the caching function

R(C) := min
p(w|x1,x2),

p(v|w,x1,x2,x′
1
,x′

2
):

I(X1 ,X2,X′
1
,X′

1
;V,W )≤C

1

4
[H(X ′

1 |W,V ) +H(X ′

2 |W,V )

+H(X1 |W ) +H(X2 |W )].

It is easy to see that the solution to this minimization problem

occurs at the boundary of I(X1, X2, X
′

1, X
′

2;V,W ) = C.

It is, however, not trivial to solve this optimization in gen-

eral. Nonetheless, for some class of content distributions,

p(x1, x2, x
′

1, x
′

2), we can characterize the closed form solution.

A. Examples

We now present specific classes of file contents and discuss

the corresponding optimization for the caching function.

Example 3 (Nested Content): Suppose that H(X1|X2) =
H(X2|X ′

1) = H(X ′

1|X ′

2) = 0. Define

R̄(C) :=
1

4

{ 2
∑

i=1

[H(Xi)− C]+ +

2
∑

j=1

[H(X ′

j)− C]+
}

, (6)

where [a]+ := max{0, a}. Note that R̄(C) is in general a

lower bound on R(C). For this example, however, R(C) =
R̄(C). To see this, first cache (X1, X2) up to the cache rate

(via W ). If C > H(X1, X2) = H(X2), cache (X ′

1, X
′

2) given

X2 (via V ) until the total cache rate C is exhausted.

Example 4 (Partially Nested Content): Suppose that the

pmf p(x1, x2, x
′

1, x
′

2) = p(x1, x2)p(x
′

1|x1)p(x
′

2|x2) and

H(X1, X2|X ′

1, Y
′

2) = 0. If C ≥ C(X1;X2), then

R(C) =
[H(X1, X2)− C]+ +H(X ′

1, X
′

2)− C

4
.

The converse follows from the general lower bound in Propo-

sition 2, Section III-B. For the achievability, notice that if

X1 →W → X2 form a Markov chain for a pmf p(w|x1, x2),
then X ′

1 → W → X ′

2 also form a Markov chain. Therefore,

we choose p(w|x1, x2) and p(v|w, x1, x2, x
′

1, x
′

2) as follows.

If C ≤ H(X1, X2), let V = ∅ and

W =

{

W ∗, with probability β
(X1, X2), with probability β̄

,

where W ∗ denotes the achiever of the Wyner’s common

information C(X1;X2) and β is such that I(X1, X2;W ) =
C(X1;X2)β + H(X1, X2)β̄ = C. If C ≥ H(X1, X2), let

W = (X1, X2) and

V =

{

(X ′

1, X
′

2), with probability α
∅, with probability ᾱ

,

where α is such that H(X1, X2)+αH(X ′

1, X
′

2|X1, X2) = C.

Fig. 3 shows the characterization of caching function R(C) for

C ≥ C(X1;X2). For C < C(X1;X2), we provide a lower

bound that follows from Proposition 2 and an upper bound

that follows from time sharing between (W,V ) = (∅, ∅) and

(W,V ) = (W ∗, ∅), where W ∗ denotes the achiever of the

Wyner’s common information C(X1;X2).
In this example, as a result of the correlation between the

original and modified files, total cache rate (or memory) is

initially exhausted to cache (X1, X2) as if the encoder does

not aware of a possible modification. If the cache rate is larger

than H(X1, X2), then additional information about (X ′

1, X
′

2)
is cached when modification occurs (if any).

Example 5 (Pairwise Independent Content): Suppose that

p(x1, x2, x
′

1, x
′

2) = p(x1, x2)p(x
′

1, x
′

2). If C ≥ C(X1;X2) +
C(X ′

1;X
′

2), then

R(C) =
H(X1, X2) +H(X ′

1, X
′

2)− C

4
.
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upper bound
lower bound

H(X1, X2, X
′
1, X

′
2)

C

R(C)

H(X1)+H(X2)+H(X ′

1)+H(X ′

2)
4

H(X ′

1,X
′

2)−H(X1,X2)
4

C(X1;X2) H(X1, X2)

Fig. 3: Bounds on caching function for Example 4

The converse follows from the general lower bound in Proposi-

tion 2, Section III-B. The achievability follows by time sharing

between (W,V ) = ((X1, X2), (X
′

1, X
′

2)) and (W,V ) =
(W ∗,W ′∗) where W ∗ and W ′∗ denote the achievers of

C(X1;X2) and C(X ′

1;X
′

2), respectively.

This example corresponds to caching two independent li-

braries using a shared cache memory that has to be split

between them. As the achieavability implies, some of the cache

rate/memory should be spared for the modified files.

B. Arbitrarily Correlated Contents

For arbitrarily correlated contents, we have the following

lower bound on the caching function R(C).
Proposition 2: For any p(x1, x2, x

′

1, x
′

2),

R(C) ≥ max
{ R̄(C)

4
,
H(X1, X2) +H(X ′

1, X
′

2)− 2C

4
,

H(X1, X2, X
′

1, X
′

2)− C

4

}

, (7)

where R̄(C) is as defined in (6). Equality at R(C) =
0.25[H(X1, X2, X

′

1, X
′

2)− C] holds if and only if

C ≥ C∗ := min[I(X1, X2;W ) + I(X ′

1, X
′

2;V |W )],

where the minimum is over all pmfs p(w, v|x1, x2, x
′

1, x
′

2)
such that (X ′

1, X
′

2) → (X1, X2) → W , (X1, X2) → W →
(X ′

1, X
′

2), X1 → W → X2, X ′

1 → (W,V ) → X ′

2, and

(X1, X2)→ (X ′

1, X
′

2,W )→ V form Markov chains.

The proof follows by standard arguments.

Remark 2: Letting W = (X1, X2), it is easy to see that

C∗ ≤ H(X1, X2) + C(X ′

1;X
′

2 |X1, X2).

Therefore, if C ≥ H(X1, X2) + C(X ′

1;X
′

2|X1, X2), by

Proposition 2, R(C) = 0.25[H(X1, X2, X
′

1, X
′

2) − C]. The

achievability follows by W = (X1, X2) and by time sharing

between V = V ∗ and V = (X ′

1, X
′

2), where V ∗ denotes the

achiever of C(X ′

1;X
′

2|X1, X2). Intuitively, if the total cache

rate (or memory) is large enough, caching the whole original

contents is useful even if modification occurs because of the

correlation between the original and modified files.

If the total cache rate (or memory) is limited, characteri-

zation of caching function is rather complicated. Instead, we

next establish an upper bound on R(C).

Lemma 2: Let W ∗ denote the achiever of Wyner’s common

information C(X1;X2). For any p(x1, x2, x
′

1, x
′

2), if C ≥
C(X1;X2) + C(X ′

1;X
′

2|W ∗), then

R(C) ≤ H(X1, X2) +H(X ′

1, X
′

2)− C − I(X ′

1, X
′

2;W
∗)

4
.

(8)

Proof: It follows by time sharing between W = W ∗

and W = (X1, X2), and by setting V as the achiever of the

conditional Wyner’s common information C(X ′

1;X
′

2|W ).
By Proposition 2 and Lemma 2, the gap ∆ between the

lower bound in (7) and the upper bound in (8) satisfies

∆ ≤ min{C, I(X,Y ;X ′, Y ′)}/4,
if C(X ;Y ) + C(X ′;Y ′|W ∗) ≤ C ≤ C∗.
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