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A NOVEL ITERATIVE METHOD TO APPROXIMATE
STRUCTURED SINGULAR VALUES

NICOLA GUGLIELMI∗, MUTTI-UR REHMAN† , AND DANIEL KRESSNER‡

Abstract. A novel method for approximating structured singular values (also known as µ-
values) is proposed and investigated. These quantities constitute an important tool in the stability
analysis of uncertain linear control systems as well as in structured eigenvalue perturbation theory.
Our approach consists of an inner-outer iteration. In the outer iteration, a Newton method is used
to adjust the perturbation level. The inner iteration solves a gradient system associated with an
optimization problem on the manifold induced by the structure. Numerical results and comparison
with the well-known Matlab function mussv, implemented in the Matlab Control Toolbox, illustrate
the behavior of the method.

Key words. Structured singular value, µ-value, spectral value set, block diagonal perturbations,
stability radius, differential equation, low-rank matrix manifold.
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1. Introduction. The structured singular value (SSV) [14] is an important and
versatile tool in control, as it allows to address a central problem in the analysis
and synthesis of control systems: To quantify the stability of a closed-loop linear
time-invariant systems subject to structured perturbations. The class of structures
addressed by the SSV is very general and allows to cover all types of parametric
uncertainties that can be incorporated into the control system via real or complex
linear fractional transformations. We refer to [1, 3, 4, 8, 9, 10, 14, 17, 20] and the
references therein for examples and applications of the SSV.

The versatility of the SSV comes at the expense of being notoriously hard, in fact
NP hard [2], to compute. Algorithms used in practice thus aim at providing upper
and lower bounds, often resulting in a coarse estimate of the exact value. An upper
bound of the SSV provides sufficient conditions to guarantee robust stability, while
a lower bound provides sufficient conditions for instability and often also allows to
determine structured perturbations that destabilize the closed loop linear system.

The widely used function mussv in the Matlab Control Toolbox computes an
upper bound of the SSV using diagonal balancing / LMI techniques [19, 5]. The lower
bound is computed by a generalization of the power method developed in [18, 15]. This
algorithm resembles a mixture of the power methods for computing the spectral radius
and the largest singular value, which is not surprising, since the SSV can be viewed
as a generalization of both. When the algorithm converges, a lower bound of the SSV
results and this is always an equilibrium point of the iteration. However, in contrast
to the standard power method, there are, in general, several stable equilibrium points
and not all of them correspond to the SSV. In turn, one cannot guarantee convergence
to the exact value but only to a lower bound. We remark that, despite this drawback,
mussv is a very reliable and powerful routine, which reflects the state of the art in the
approximation of the SSV.
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In this paper, we present a new approach to computing a lower bound of the SSV
associated with general mixed real/complex perturbations. The main ingredient of
our new algorithm is a gradient system that evolves perturbations on a certain matrix
manifold towards critical perturbations. Among the theoretical properties established
for this gradient system, we prove a monotonicity property that indicates robustness
and can also be exploited in the numerical discretization. We show several numerical
examples for which our algorithm provides tighter bounds than those computed by
mussv.

1.1. Overview of the article. Section 2 provides the basic framework for the
proposed methodology. In particular, we explain how the computation of the SSV
can be addressed by an inner-outer algorithm, where the outer algorithm determines
the perturbation level ε and the inner algorithm determines a (local) extremizer of
the structured spectral value set. Moreover, an example illustrates that the output
mussv may fail to satisfy a necessary condition for optimality.

In Section 3 we develop the inner algorithm for the case of complex structured per-
turbations. An important characterization of extremizers shows that we can restrict
ourselves to a manifold of structured perturbations with normalized and low-rank
blocks. A gradient system for finding extremizers on this manifold is established and
analyzed.

Section 4 extends the results of Section 3 to perturbations with complex full blocks
alternated and mixed complex/real repeated scalar blocks.

The outer algorithm is addressed in Section 5, where a Newton method for deter-
mining the correct perturbation level ε is developed. The algorithm proposed in this
work is presented in Section 5.3.

Finally, in Section 6, we present a range of numerical experiments to compare
the quality of the lower bounds obtained with our algorithm to those obtained with
mussv.

2. Framework. We consider a matrix M ∈ Cn×n and an underlying perturba-
tion set with prescribed block diagonal structure,

B =
{

diag (δ1Ir1 , . . . , δsIrS ,∆1, . . . ,∆F ) , δi ∈ C(R),∆j ∈ Cmj×mj (Rmj×mj )
}
, (2.1)

where Iri denotes the ri × ri identity matrix. Each of the scalars δi and the mj ×mj

matrices ∆j may be constrained to stay real in the definition of B. The integer S
denotes the number of repeated scalar blocks (that is, scalar multiples of the identity)

and F denotes the number of full blocks. This implies
∑S
i=1 ri +

∑F
j=1mj = n. In

order to distinguish complex and real scalar blocks, we assume that the first S′ ≤ S
blocks are complex while the (possibly) remaining S − S′ blocks are real. Similarly
we assume that the first F ′ ≤ F full blocks are complex and the (possibly) remaining
F−F ′ blocks are real. The literature (see, e.g., [14]) usually does not consider real full
blocks, that is, F ′ = F . In fact, in control theory, full blocks arise from uncertainties
associated to the frequency response of a system, which is complex-valued.

For simplicity, we assume that all full blocks are square, although this is not
necessary and our method extends to the non-square case in a straightforward way.
Similarly, the chosen ordering of blocks should not be viewed as a limiting assumption;
it merely simplifies notation.

The following definition is given in [14], where ‖ · ‖2 denotes the matrix 2-norm
and I the n× n identity matrix.
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Definition 2.1. Let M ∈ Cn×n and consider a set B of the form (2.1). Then
the SSV (or µ-value) µB(M) is defined as

µB(M) :=
1

min {‖∆‖2 : ∆ ∈ B,det(I−M∆) = 0}
. (2.2)

In Definition (2.1) and in the following, we use the convention that the minimum
over an empty set is +∞. In particular, µB(M) = 0 if det(I−M∆) 6= 0 for all ∆ ∈ B.

Note that µ∆ is a positively homogeneous function, i.e.,

µB(αM) = αµB(M) for any α ≥ 0.

For B = Cn×n, it follows directly from Definition 2.1 that µB(M) = ‖M‖2. For
general B, the SSV can only become smaller and we thus have the upper bound
µB(M) ≤ ‖M‖2. This can be refined further by exploiting the properties of µB, see
[20]. These relations between µB(M) and ‖M‖2, the largest singular value of M ,
justifies the name structured singular value for µB(M).

The important special case when B only allows for complex perturbations, that
is, S = S′ and F = F ′, deserves particular attention. In this case we will write B∗
instead of B. Note that ∆ ∈ B∗ implies eiϕ∆ ∈ B∗ for any ϕ ∈ R. In turn, there is
∆ ∈ B∗ such that ρ(M∆) = 1 if and only if there is ∆′ ∈ B∗, with the same norm,
such that M∆′ has the eigenvalue 1, which implies det(I−M∆′) = 0. This gives the
following alternative expression:

µB∗(M) =
1

min {‖∆‖2 : ∆ ∈ B∗, ρ(M∆) = 1}
, (2.3)

where ρ(·) denotes the spectral radius of a matrix. For any nonzero eigenvalue λ
of M , the matrix ∆ = λ−1I satisfies the constraints of the minimization problem
in (2.3). This establishes the lower bound ρ(M) ≤ µB∗(M) for the case of purely
complex perturbations. Note that µB∗(M) = ρ(M) for B∗ = {δI : δ ∈ C}. Hence,
both the spectral radius and the matrix 2-norm are included as (trivial) special cases
of the SSV.

2.1. A motivating example. Consider the 3× 3 matrix

M =

 −1 + i 1− i −1 + i
−1 + i −1 i

i −1− i 1− i

 ,

where i denotes the imaginary unit, along with the perturbation set

B =
{

diag(δ1I2,∆1) : δ1 ∈ R, ∆1 ∈ C1,1
}
.

Applying the Matlab function mussv∗ yields the bounds

0.9807 . . . ≤ µB(M) ≤ 2.2477 . . . . (2.4)

The large difference between the lower and upper bounds is caused by the lower bound.
The perturbation determining the lower bound is given by ε̂∆̂ with

∆̂ =

 −0.368473881 . . . 0 0
0 −0.368473881 . . . 0
0 0 −0.673755352 . . .− 0.738954481 . . . i


∗In all experiments we have used mussv with its default parameters.
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and ε̂ = 1.019727084 . . .. The scaling has been chosen such that ‖∆̂‖2 = 1. However,

not all blocks of ∆̂ have unit norm; the 2 × 2 repeated scalar block of ∆̂ has norm
0.368473881 . . .. We will see in Theorem 4.2 below that this violates a necessary
optimality condition for an extremizer ∆ ∈ B, which states that the spectral norm
of all blocks of a normalized extremizer, under suitable conditions which are fulfilled
here, should be one.

Applying our new algorithm, Algorithm 1 below, we obtain the perturbation ε?∆?

with

∆? =

 −1 0 0
0 −1 0
0 0 −0.989237164− 0.146320991 . . . i

 .

and ε? = 0.445238645 . . ., determining the lower bound

µB(M) ≥ µ`New = 2.2459865301 . . . ,

which makes the estimate (2.4) substantially sharper. Note that both blocks of ∆?

have unit norm.

2.2. A reformulation based on structured spectral value sets. The struc-
tured spectral value set of M ∈ Cn×n with respect to a perturbation level ε is defined
as

ΛB
ε (M) = {λ ∈ Λ(εM∆) : ∆ ∈ B, ‖∆‖2 ≤ 1}, (2.5)

where Λ(·) denotes the spectrum of a matrix. Note that for purely complex B∗, the
set (2.5) is simply a disk centered at 0. The set

ΣB
ε (M) = { ζ = 1− λ : λ ∈ ΛB

ε (M)} (2.6)

allows us to express the SSV defined in (2.2) as

µB(M) =
1

arg min
ε>0
{0 ∈ ΣB

ε (M)}
,

that is, as a structured distance to singularity problem. We have that 0 6∈ ΣB
ε (M) if

and only if µB(M) < 1/ε.
For a purely complex perturbation set B∗, we can use (2.3) to alternatively express

the SSV as

µB∗(M) =
1

arg min
ε>0

{
max

λ∈ΛB∗
ε (M)

|λ| = 1
} . (2.7)

We have that ΛB∗
ε (M) ⊂ D, where D denotes the open complex unit disk, if and only

if µB∗(M) < 1/ε.

2.3. Overview of the proposed methodology. Let us consider the minimiza-
tion problem

ζ(ε) = arg min
ζ∈ΣB

ε(M)
|ζ| (2.8)
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for some fixed ε > 0. By the discussion above, the SSV µB(M) is the reciprocal of
the smallest value of ε for which ζ(ε) = 0. This suggests a two-level algorithm: In
the inner algorithm, we attempt to solve (2.8). In the outer algorithm, we vary ε
by an iterative procedure which exploits the knowledge of the exact derivative of an
extremizer – say ∆(ε) – with respect to ε. We address (2.8) by solving a system of
ODEs. In general, this only yields a local minimum of (2.8) which, in turn, gives an
upper bound for ε and hence a lower bound for µB(M). Due to the lack of global
optimality criteria for (2.8), the only way to increase the robustness of the method is
to compute several local optima.

The case of a purely complex perturbation set B∗ can be addressed analogously
by letting the inner algorithm determine local optima for

λ(ε) = arg max
λ∈ΛB∗

ε (M)
|λ|, (2.9)

which then yields a lower bound for µB∗(M).

3. Purely complex perturbations. In this section, we consider the solution
of the inner problem (2.9) in the estimation of µB∗(M) for M ∈ Cn×n and a purely
complex perturbation set

B∗ =
{

diag(δ1Ir1 , . . . , δSIrS ,∆1, . . . ,∆F ) : δi ∈ C,∆j ∈ Cmj×mj
}
.

3.1. Extremizers. We will make use of the following standard eigenvalue per-
turbation result, see, e.g., [11, Section II.1.1]. Here and in the following, we denote
˙ = d/dt.

Lemma 3.1. Consider a smooth matrix family C : R→ Cn×n and let λ(t) be an
eigenvalue of C(t) converging to a simple eigenvalue λ0 of C0 = C(0) as t→ 0. Then
λ(t) is analytic near t = 0 with

λ̇(0) =
y∗0C1x0

y∗0x0
,

where C1 = Ċ(0) and x0, y0 are right and left eigenvectors of C0 associated to λ0, that
is, (C0 − λ0I)x0 = 0 and y∗0(C0 − λ0I) = 0.

Our goal is to solve the maximization problem (2.9), which requires finding a
perturbation ∆opt such that ρ(εM∆opt) is maximal among all ∆ ∈ B∗ with ‖∆‖2 ≤ 1.
In the following, we call λ a largest eigenvalue if |λ| equals the spectral radius.

Definition 3.2. A matrix ∆ ∈ B∗ such that ‖∆‖2 ≤ 1 and εM∆ has a largest
eigenvalue that locally maximizes the modulus of ΛB∗

ε (M) is called a local extremizer.
The following result provides an important characterization of local extremizers.
Theorem 3.3. Let

∆opt = diag (δ1Ir1 , . . . , δsIrS ,∆1, . . . ,∆F ) , ‖∆opt‖2 = 1,

be a local extremizer of ΛB∗
ε (M). We assume that εM∆opt has a simple largest

eigenvalue λ = |λ|eiθ, with the right and left eigenvectors x and y scaled such that
s = eiθy∗x > 0. Partitioning

x =
(
xT

1 . . . xT
S , x

T
S+1 . . . xT

S+F

)T
, z = M∗y =

(
zT

1 . . . zT
S , z

T
S+1 . . . zT

S+F

)T
,

(3.1)
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such that the size of the components xk, zk equals the size of the kth block in ∆opt, we
additionally assume that

z∗kxk 6= 0 ∀ k = 1, . . . , S (3.2)

‖zS+h‖2 · ‖xS+h‖2 6= 0 ∀ h = 1, . . . , F. (3.3)

Then

|δk| = 1 ∀ k = 1, . . . , S and ‖∆h‖2 = 1 ∀h = 1, . . . , F,

that is, all blocks of ∆opt have unit 2-norm.
Proof. The result is proved by contradiction. We first assume that ‖∆h‖2 < 1 for

some 1 ≤ h ≤ F and consider the matrix-valued function

∆(t) = diag
(
δ1Ir1 , . . . , δSIrS ,∆1, . . . ,∆h + t zS+h x

∗
S+h, . . . ,∆F

)
, (3.4)

which satisfies ∆(0) = ∆opt and ‖∆(t)‖2 ≤ 1 for t sufficiently small. Since λ(0) = λ
is simple, we can apply Lemma 3.1 to ε∆(t)M and obtain

d

dt
|λ(t)|2

∣∣∣
t=0

= 2 Re(λλ̇) = 2 Re
(
λ ε

y∗M∆̇x

y∗x

)
= 2ε|λ|Re

(y∗M∆̇x

eiθy∗x

)
= 2ε

|λ|
s

Re(z∗∆̇x). (3.5)

Inserting (3.4) and exploiting (3.3), we obtain

d

dt
|λ(t)|2

∣∣∣
t=0

= 2ε
|λ|
s
‖zS+h‖22 · ‖xS+h‖22 > 0,

which contradicts the extremality of |λ|.
Let us now assume that |δk| < 1 for some 1 ≤ k ≤ S and consider the matrix

valued function

∆(t) = diag (δ1I1, . . . , δkIk + t x∗kzkIk, . . . , δSIS ,∆1, . . . ,∆F )

which again satisfies ∆(0) = ∆opt and ‖∆(t)‖2 ≤ 1 for t sufficiently small. In analogy
to the first part, Assumption (3.2) implies

d

dt
|λ(t)|2

∣∣∣
t=0

= 2ε
|λ|
s
|z∗kxk|2 > 0.

This again gives a contradiction.

Remark 3.1. Note that Assumptions (3.2) and (3.3) as well as the simplicity of
λ are generic and commonly found in the literature on algorithms for the SSV, see,
e.g., [14, Sec. 7.2].

The following theorem allows us to replace the full blocks in a local extremizer
by rank-1 matrices.

Theorem 3.4. Let ∆opt = diag (δ1Ir1 , . . . , δsIrS ,∆1, . . . ,∆F ) be a local ex-
tremizer and let λ, x, z be defined and partitioned as in Theorem 3.3. Assuming
that (3.3) holds, every block ∆h has a singular value 1 with associated singular vectors
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uh = γhzS+h/‖zS+h‖2 and vh = γhxS+h/‖xS+h‖2 for some |γh| = 1. Moreover, the
matrix

∆∗ = diag (δ1Ir1 , . . . , δSIrS , u1v
∗
1 , . . . , uF v

∗
F )

is also a local extremizer, i.e., ρ(εM∆opt) = ρ(εM∆∗).
Proof. Let ẑS+h = zS+h/‖zS+h‖2, x̂S+h = xS+h/‖xS+h‖2 and consider the matrix

valued function

∆(t) = diag
(
δ1I1, . . . , δSIS ,∆1, . . . , (1− t)∆h + t ẑS+h x̂

∗
S+h, . . . ,∆F

)
which has 2-norm bounded by 1 for t ∈ [0, 1]. By Theorem 3.3, ‖∆h‖2 = 1, which
implies |z∗S+h∆hxS+h| ≤ ‖zS+h‖ ‖xS+h‖. Consequently,

Re(z∗∆̇x) = Re(z∗S+h∆hxS+h + z∗S+hẑS+h x̂
∗
S+hxS+h)

= Re(z∗S+h∆hxS+h) + ‖zS+h‖ ‖xS+h‖ ≥ 0.

Combined with the extremality assumption, we obtain Re(z∗∆̇x) = 0. This implies
that ∆h has singular vectors uh and vh, which completes the proof.

Remark 3.2. Theorem 3.4 allows us to restrict the perturbations in the struc-
tured spectral value set (2.5) to those with rank-1 blocks, which was also shown in
[14]. Since the Frobenius and the matrix 2-norms of a rank-1 matrix are equal, we
can equivalently search for extremizers within the submanifold

B∗1 =
{

diag(δ1Ir1 , . . . , δSIrS ,∆1, . . . ,∆F ) :

δi ∈ C, |δi| = 1, ∆j ∈ Cmj×mj , ‖∆j‖F = 1
}
. (3.6)

3.2. A system of ODEs to compute extremal points of ΛB∗
ε (M). In order

to compute a local maximizer for |λ|, with λ ∈ ΛB∗
ε (M), we will first construct a

matrix valued function ∆(t), where ∆(t) ∈ B∗1, such that a largest eigenvalue λ(t) of
εM∆(t) has maximal local increase. We then derive a system of ODEs satisfied by
this choice of ∆(t).

Orthogonal projection onto B∗. In the following, we make use of the Frobe-
nius inner product 〈A,B〉 = trace(A∗B) for two m× n matrices A,B. We let

CB∗ = PB∗(C). (3.7)

denote the orthogonal projection, with respect to the Frobenius inner product, of a
matrix C ∈ Cn×n onto B∗. To derive a compact formula for this projection, we use
the pattern matrix

1B∗ = diag (1r1 , . . . ,1rS ,1m1
, . . . ,1mF

) , (3.8)

where 1d denotes the d× d-matrix of all ones.
Lemma 3.5. For C ∈ Cn×n, let

C � 1B∗ = diag (C1, . . . , CS+F )

denote the block diagonal matrix obtained by entrywise multiplication of C with the
matrix 1B∗ defined in (3.8). Then the orthogonal projection of C onto B∗ is given by

CB∗ = PB∗(C) = diag (γ1Ir1 , . . . , γSIrS ,Γ1, . . . ,ΓF ) (3.9)

7



where γi = trace(Ci)/ri, i = 1, . . . , S, and Γ1 = CS+1, . . . ,ΓF = CS+F .
Proof. The result follows directly from the fact that

γ∗ = arg min
γ∈C
‖E − γIr‖F =

1

r
trace(E)

holds for every E ∈ Cr×r.
If C = uv∗ is a rank-1 matrix, with the partitioning

u =
(
uT

1 . . . uT
S , u

T
S+1 . . . uT

S+F

)T
, v =

(
vT

1 . . . vT
S , v

T
S+1 . . . vT

S+F

)T
,

then the diagonal blocks Γj = uS+jv
∗
S+j of the orthogonal projection are again rank-1

matrices and, moreover, γi = v∗i ui/ri.

The local optimization problem. Let us recall the setting from Section 3.1:
We assume that λ = |λ|eiθ is a simple eigenvalue with eigenvectors x, y normalized
such that

‖y‖ = ‖x‖ = 1, y∗x = |y∗x|e−iθ. (3.10)

As a consequence of Lemma 3.1, see also (3.5), we have

d

dt
|λ|2 = 2|λ|Re

( z∗∆̇x
eiθy∗x

)
=

2|λ|
|y∗x|

Re(z∗∆̇x), (3.11)

where z = M∗y and the dependence on t is intentionally omitted.
Letting ∆ ∈ B∗1, with B∗1 as in (3.6), we now aim at determining a direction ∆̇ = Z

that locally maximizes the increase of the modulus of λ. This amounts to determining

Z = diag (ω1Ir1 , . . . , ωsIrS ,Ω1, . . . ,ΩF ) (3.12)

as a solution of the optimization problem

Z∗ = arg max {Re(z∗Zx) : Z takes the form (3.12)}
subject to Re(δiωi) = 0, i = 1, . . . , S,

and Re 〈∆j ,Ωj〉 = 0, j = 1, . . . , F.

(3.13)

The target function in (3.13) follows from (3.11), while the constraints in (3.12)
and (3.13) ensure that Z is in the tangent space of B∗1 at ∆. In particular, (3.13)
implies that the the norms of the blocks of ∆ are conserved. Note that (3.13) only
becomes well-posed after imposing an additional normalization on the norm of Z.
The scaling chosen in the following lemma aims at Z ∈ B∗1.

Lemma 3.6. With the notation introduced above and x, z partitioned as in (3.1),
a solution of the optimization problem (3.13) is given by

Z∗ = diag (ω1Ir1 , . . . , ωSIrS ,Ω1, . . . ,ΩF ) ,

with

ωi = νi
(
x∗i zi − Re

(
x∗i ziδi

)
δi
)
, i = 1, . . . , S (3.14)

Ωj = ζj
(
zS+jx

∗
S+j − Re〈∆j , zS+jx

∗
S+j〉∆j

)
, j = 1, . . . , F. (3.15)
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Here, νi > 0 is the reciprocal of the absolute value of the right-hand side in (3.14), if
this is different from zero, and νi = 1 otherwise. Similarly, ζj > 0 is the reciprocal of
the Frobenius norm of the matrix on the right hand side in (3.15), if this is different
from zero, and ζj = 1 otherwise. If all right-hand sides are different from zero then
Z∗ ∈ B∗1.

Proof. The equality

z∗Zx =

S∑
i=1

ωiz
∗
i xi +

F∑
j=1

z∗S+jΩjxS+j =

S∑
i=1

ωi〈zi, xi〉+

F∑
j=1

〈zS+jx
∗
S+j ,Ωj〉

implies that the maximization problem (3.13) decouples, which allows us to maximize
for each block of Z individually.

For a full block Ωj , the term 〈zS+jx
∗
S+j ,Ωj〉 is maximized by the orthogonal

projection of zS+jx
∗
S+j onto the (real linear) subspace {Ω ∈ Cmj×mj : Re 〈∆j ,Ω〉 =

0}. This gives (3.15), with the scaling chosen such that ‖Ωj‖F = 1 unless Ωj = 0.
For a block ωiIri , the term ωiz

∗
i xi is maximized by projecting x∗i zi onto {ωi ∈

C : Re(δiωi) = 0}. This gives (3.14), with the scaling chosen such that |δi| = 1 unless
δi = 0.

Corollary 3.7. The result of Lemma 3.6 can be expressed as

Z∗ = D1PB∗ (zx∗)−D2∆ (3.16)

where PB∗(·) is the orthogonal projection from Definition 3.7, and D1, D2 ∈ B∗ are
diagonal matrices with D1 positive.

Proof. The statement is an immediate consequence of Lemma 3.5.

The system of ODEs. Lemma 3.6 and Corollary 3.7 suggest to consider the
following differential equation on the manifold B∗1:

∆̇ = D1PB∗(zx
∗)−D2∆, (3.17)

where x(t) is an eigenvector, of unit norm, associated to a simple eigenvalue λ(t) of
εM∆(t) for some fixed ε > 0. Note that z(t), D1(t), D2(t) depend on ∆(t) as well. The
differential equation (3.17) is a gradient system because, by definition, the right-hand
side is the projected gradient of Z 7→ Re(z∗Zx).

The following result follows directly from Lemmas 3.1 and 3.6.
Theorem 3.8. Let ∆(t) ∈ B∗1 satisfy the differential equation (3.17). If λ(t) is a

simple eigenvalue of εM∆(t), then |λ(t)| increases monotonically.
The following lemma establishes a useful property for the analysis of stationary

points of (3.17).
Lemma 3.9. Let ∆(t) ∈ B∗1 satisfy the differential equation (3.17). If λ(t) is a

nonzero simple eigenvalue of εM∆(t), with right and left eigenvectors x(t) and y(t)
scaled according to (3.10), then

PB∗
(
z(t)x(t)∗

)
6= 0, (3.18)

where z(t) = M∗y(t).
Proof. For convenience, we again omit the dependence on t and let λ = |λ|eiθ.

Assume – in contradiction to the statement – that PB∗
(
zx∗
)

= 0. Because of the
block diagonal structure of ∆, this implies

Re
〈
zx∗, ε∆

〉
= Re

〈
PB∗ (zx∗) , ε∆

〉
= 0. (3.19)

9



On the other hand,

Re
〈
zx∗, ε∆

〉
= Re

〈
yx∗, εM∆

〉
= Re (y∗εM∆x) = Re

(
|λ|eiθy∗x

)
.

Exploiting the normalization (3.10) and the simplicity of λ, we obtain Re
〈
zx∗, ε∆

〉
=

|λ| |y∗x| > 0. This, however, contradicts (3.19).

The differential equation (3.17) can be expressed in terms of the blocks of ∆, that
is, through {δi}Si=1 and {∆j}Fj=1, as follows:

δ̇i = νi

(
x∗i zi − Re

(
x∗i ziδi

)
δi

)
, i = 1, . . . , S

∆̇j = ηj

(
zS+jx

∗
S+j − Re〈∆j , zS+jx

∗
S+j〉∆j

)
, j = 1, . . . , F

(3.20)

with the scalars νi, ηj defined in Lemma 3.6.
Because of |δi| = 1, we can reparametrize δi = eiβi and rewrite the first set of

equations in (3.20) as a system of ODEs in βi ∈ R. Setting γi = arg(z∗i xi), we obtain

iβ̇ie
iβi = νi|z∗i xi|

(
e−iγi − Re

(
e−i(γi+βi)

)
eiβi

)
,

which gives β̇i = −νi|z∗i xi| sin(γi + βi). With the normalization imposed by νi, this
finally yields

β̇i = −sign (sin(γi + βi)) .

In particular, this means that β̇i = 0 if and only if γi + βi = 0,±π; maximizers
correspond to βi = −γi.

Remark 3.3. The choice of νi, ηj originating from Lemma 3.6, to achieve
unit norm of all blocks in (3.16), is completely arbitrary. Other choices would be
also acceptable and investigating an optimal one in terms of speed of convergence to
stationary points would be an interesting issue.

The following result characterizes stationary points of (3.17).
Theorem 3.10. Assume that ∆(t) is a solution of (3.17) and λ(t) is a largest

simple nonzero eigenvalue of εM∆(t) with right/left eigenvectors x(t), y(t). Moreover,
suppose that Assumptions (3.2) and (3.3) hold for x(t) and z(t) = M∗y(t). Then

d

dt
|λ(t)|2 = 0 ⇐⇒ ∆̇(t) = 0 ⇐⇒ ∆(t) = DPB∗ (z(t)x(t)∗) , (3.21)

for a specific real diagonal matrix D ∈ B∗. Moreover if λ(t) has (locally) maximal
modulus over the set ΛB∗

ε (M) then D is positive.
Proof. By (3.11), d

dt |λ(t)|2 = 0 implies Re(z∗∆̇x) = 0. Inserting (3.20) shows

that each block of ∆̇ is necessarily zero and hence ∆̇ = 0. The other direction of the
first equivalence in (3.21) is trivial. The second equivalence in (3.21) follows directly
from (3.17). By Theorem 3.3, all blocks of ∆(t) have norm 1 and hence none of the
scalars defining D can be zero. Thus, D is nonsingular.

Assumping that λ(t) has (locally) maximal modulus, we now prove positivity of
D by contradiction. Suppose that the (S + j)th full block of D is equal to −γj Imj

with γj > 0, implying ∆j = −γjzS+jx
∗
S+j . Consider an ODE with the (S + j)th

block ∆̇j = zS+jx
∗
S+j and initial datum ∆j(0) = −γjzS+jx

∗
S+j , while leaving all

other blocks of ∆ unaltered. Such an ODE clearly decreases the norm of ∆j for

10



t ≤ t̄, for some t̄ > 0 (implying that ‖∆(t)‖F does not exceed 1). By the usual
derivative formula from Lemma 3.1 the largest eigenvalue λ(t) of ε∆(t)M is such that
d
dt |λ(t)| > 0, which contradicts local maximality.

Similarly consider a repeated scalar block and assume that the ith block of D is
equal to −γi Iri with γi > 0, which means δi = γiz

∗
i xi. Consider, similarly to previous

case, an ODE with the ith block δ̇i = x∗i zi and initial datum δi = −γix∗i zi. Again,
|δi(t)| decreases in a sufficiently small time-interval [0, t̄] and |λ(t)| increases in the
same interval, yielding again a contradiction.

3.3. Projection of full blocks on rank-1 manifolds. In order to exploit the
rank-1 property of extremizers established in Theorem 3.4, we can proceed in complete
analogy to [6] in order to obtain for each full block an ODE on the manifold M1 of
(complex) rank-1 matrices. We express ∆j ∈M1 ⊂ Cmj×mj as

∆j = σjpjq
∗
j , ∆̇j = σ̇jpjq

∗
j + σj ṗjq

∗
j + σjpj q̇

∗
j

where σj ∈ C and pj , qj ∈ Cmj have unit norm. The parameters σ̇j ∈ C, ṗj , q̇j ∈
Cmj are uniquely determined by σj , pj , qj and ∆̇j when imposing the orthogonality
conditions p∗j ṗj = 0, q∗j q̇j = 0.

In the differential equation (3.20) we replace the right-hand side by its orthog-
onal projection onto the tangent space T∆j

M1 (and also remove the normalization
constant) to obtain

∆̇j = P∆j

(
zS+jx

∗
S+j − Re〈∆j , zS+jx

∗
S+j〉∆j

)
. (3.22)

Note that the orthogonal projection of a matrix Z ∈ Cmj×mj onto T∆j
M1 at ∆j =

σjpjq
∗
j ∈M1 is given by

P∆j (Z) = Z − (I− pjp∗j )Z(I− qjq∗j ).

Following the arguments of [6], the equation ∆̇j = P∆j
(Z) is equivalent to

σ̇j = p∗jZqj

ṗj = (I− pjp∗j )Zqjσ−1
j

q̇j = (I− qjq∗j )Z∗pjσj
−1.

Inserting Z = zS+jx
∗
S+j −Re〈∆j , zS+jx

∗
S+j〉∆j , we obtain that the differential equa-

tion (3.22) is equivalent to the following system of differential equations for σj , pj and
qj , where we set αj = p∗jzS+j ∈ C, βj = q∗jxS+j ∈ C:

σ̇j = αjβj − Re(αjβjσj)σj = i Im(αjβjσj)σj

ṗj = (zS+j − αjpj)βjσ−1
j (3.23)

q̇j = (xS+j − βjqj)αj σj−1.

The derivation of this system of ODEs is straightforward; we refer the reader to [7]
for details.

The monotonicity and the characterization of stationary points follows analo-
gously to those obtained for (3.20); we refer to [6] for the proofs. As a consequence
we can use the ODE (3.23) instead of (3.20) and gain in terms of computational
complexity.
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3.4. An illustrative example. Consider the matrix

M =


−0.10− 0.55 i −0.57− 1.59 i −1.34− 1.70 i 0.04 + 0.49 i −0.18 + 0.19 i
−1.48− 2.17 i 0.58 + 1.17 i 0.05 + 0.53 i 0.11− 0.42 i 0.26 + 1.19 i
−0.53 + 0.59 i 0.78− 1.48 i 0.15 −0.25 + 1.46 i 0.33 + 1.32 i

0.24 + 0.79 i −0.12− 0.65 i 1.79− 0.09 i −0.63 + 1.39 i −0.88 + 0.10 i
−2.03 + 1.33 i −1.22− 0.22 i 0.45− 1.49 i 0.94− 0.13 i −1.02 + 2.33 i


and a perturbation set given by

B∗ =
{

diag (δ1I1, δ2I1,∆1, δ3I1) , δ1, δ2, δ3 ∈ C,∆1 ∈ C2,2
}
.

Applying Matlab’s mussv, we obtain the perturbation ε̂∆̂ (with ‖∆̂‖2 = 1)

∆̂ =


e−i 0.48650737 0 0 0

0 e−i 1.49644308 0 0
0 0 u1v

∗
1 0

0 0 0 e−i 2.155849308


u1 =

(
0.41899793 + 0.68039781 i
0.06834008− 0.59735180 i

)
, v1 =

(
0.52696073

0.70477030 + 0.47498548 i

)
,

and ε̂ = 0.228726413, which determines the following lower bound for the µ-value:
µB∗(M) ≥ µ`PD = 4.372035505.

Applying Algorithm 1 below we find the locally extremal perturbation

∆? =


e−i 2.49033999 0 0 0

0 ei 1.24640446 0 0
0 0 u1v

∗
1 0

0 0 0 e−i 1.72494213


u1 =

(
0.15703326 + 0.85130227 i
0.29626531− 0.40354908 i

)
, v1 =

(
0.68793173

0.28357426 + 0.66808351 i

)
.

and ε? = 0.222994978, which determines the following lower bound for the µ-value:
µB∗(M) ≥ µ`PD = 4.484405922. Thus, the lower bound has improved, in particular
when taking into account that the upper bound computed by mussv is 4.48638. . ..

The behavior of the spectral radius of the matrix ε?M∆(t) along the solution
of the ODE is illustrated in Figure 3.1, which shows the monotonically increasing
behavior of |λ(ε)|.

4. General complex/real perturbations. We now consider the more general
case addressed by [14], that is,

B =
{

diag (δ1Ir1 , . . . , δsIrS ,∆1, . . . ,∆F ) : δi ∈ C(or R),∆j ∈ Cmj×mj
}
, (4.1)

where δi is either a complex or a real scalar. Without loss of generality, we assume
that the first S′ repeated scalar blocks are complex while all other repeated scalar
blocks are real. Moreover, we set

B1 =
{

diag (δ1Ir1 , . . . , δSIrS ,∆1, . . . ,∆F ) ∈ B : |δi| = 1, ‖∆j‖F = 1
}
.

This case differs qualitatively from the purely complex case discussed in Section 3,
since it has to be formulated as a structured distance to singularity of the matrix
I − εM∆. Due to the realness constraint for some of the repeated scalar blocks,
∆ ∈ B does not imply that eiθ∆ ∈ B for all θ ∈ [0, 2π), which means that the spectral
value set Λε(M) is generally not a disk. In turn, we need to address the minimization
problem (2.8) instead of the maximization problem (2.9).
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Fig. 3.1. Monotonic behavior of ρ(ε?M∆(t)) along the solution of the ODE (3.17) for the
example from Section 3.4.

4.1. Extremizers. Definition 4.1. A matrix ∆ ∈ B, such that ‖∆‖2 ≤ 1 and
I − εM∆ has a smallest eigenvalue that locally minimizes the modulus of ΣB

ε (M) is
called a local extremizer.

We have the following result concerning local extremizers for the smallest (in
modulus) complex number in ΣB

ε (M).
Theorem 4.2. Let

∆opt = diag
(
δ1Ir1 , . . . , δS′IrS′ , δS′+1IrS′+1

, . . . , δSIrS ,∆1, . . . ,∆F

)
, ‖∆opt‖2 = 1,

be a local extremizer of ΣB
ε (M). Let ζ = |ζ|eiθ be a simple smallest eigenvalue of

the matrix I − εM∆opt, with the right and left eigenvectors x and y scaled such that
s = eiθy∗x > 0. Partitioning x and z = M∗y as in (3.1), we assume that

z∗kxk 6= 0 ∀ k = 1, . . . , S′ (4.2)

Re(z∗kxk) 6= 0 ∀ k = S′ + 1, . . . , S (4.3)

‖zS+h‖2 · ‖xS+h‖2 6= 0 ∀ h = 1, . . . , F (4.4)

hold. Then

|δk| = 1 ∀ k = 1, . . . , S and ‖∆h‖2 = 1 ∀h = 1, . . . , F,

that is, all blocks of ∆opt have unit 2-norm.
Proof. The proof is analogous to the proof of Theorem 3.3. The only substantial

difference is caused by repeated real scalar blocks. To address this case, suppose that
|δk| < 1 for some S′ + 1 ≤ k ≤ S with δk ∈ R. Let us consider the matrix valued
function

∆(t) = diag (δ1I1, . . . , δkIk − tRe(x∗kzk)Ik, . . . , δSIS ,∆1, . . . ,∆F ) ,

which satisfies ∆(0) = ∆opt and ‖∆(t)‖2 ≤ 1 for t sufficiently small. Making use of
Lemma 3.1 and (4.3), we obtain

d

dt
|ζ(t)|2

∣∣∣
t=0

= −2ε
|ζ|
s

Re(z∗kxk)2 < 0,
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which contradicts the extremality of ∆opt and thus completes the proof.

4.2. A system of ODEs to compute extremal points of ΣB
ε (M). We can

apply a procedure similar to the one developed in the Section 3.2 to develop a system
of ODEs for solving (2.8), that is, arg min

ζ∈ΣB
ε(M)

|ζ|.

The first step is to determine a steepest descent direction for |ζ|, which then yields
the right-hand side of a suitable gradient system for computing a local minimizer of
the modulus of Σε(M). For this purpose, we use the same normalization (3.10) for
the eigenvectors x and y associated to a simple smallest eigenvalue ζ of I− εM∆, and
recall from (3.11) that

d

dt
|ζ|2 = − 2|ζ|

|y∗x|
Re(z∗∆̇x), with z = M∗y.

Rewriting the (constrained) minimization of this expression in terms of the blocks of

∆̇ = Z = diag (ω1Ir1 , . . . , ωsIrS ,Ω1, . . . ,ΩF ) ∈ B (4.5)

yields the following optimization problem:

Z∗ = arg max {Re(z∗Zx) : Z takes the form (4.5)}
subject to Re(δ∗i ωi) = 0, i = 1, . . . , S′,

and Re 〈∆j ,Ωj〉 = 0, j = 1, . . . , F,

and δ` ω` ≤ 0 if δ` = ±1, ` = S′ + 1, . . . , S.

(4.6)

As before, the first two constraints imply the conservation of the Frobenius norms for
the full and repeated complex scalar blocks of ∆. The third constraint prevents |δ`|
from exceeding 1 for repeated real scalar blocks. To make (4.6) well-posed, we need
to impose a normalization on Z and the following lemma aims at Z ∈ B1, whenever
this is possible.

Lemma 4.3. With the notation introduced above and x, z partitioned as in (3.1),
a solution of the optimization problem (4.6) is given by

Z∗ = diag (ω1Ir1 , . . . , ωsIrS ,Ω1, . . . ,ΩF )

with

ωi = νi
(
x∗i zi − Re

(
x∗i ziδi

)
δi
)
, i = 1, . . . , S′ (4.7)

ω` =

 1 if Re(z∗`x`) > 0 and δ` > −1
−1 if Re(z∗`x`) < 0 and δ` < 1,

0 otherwise
` = S′ + 1, . . . , S (4.8)

Ωj = ηj
(
zS+jx

∗
S+j − Re〈∆j , zS+jx

∗
S+j〉∆j

)
, j = 1, . . . , F. (4.9)

Here, νi > 0 is the reciprocal of the absolute value of the right-hand side in (4.7),
if this is different from zero, and νi = 1 otherwise; ηj > 0 is the reciprocal of the
Frobenius norm of the matrix on the right hand side in (4.9), if this is different from
zero, and ηj = 1 otherwise.

Proof. The equality

z∗Zx =

S′∑
i=1

ωiz
∗
i xi +

S∑
`=S′+1

ω`z
∗
`x` +

F∑
j=1

z∗S+jΩjxS+j

=

S′∑
i=1

ωi〈zi, xi〉+

S∑
`=S′+1

ω`〈zi, xi〉+

F∑
j=1

〈zS+jx
∗
S+j ,Ωj〉.
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allows us to maximize for each block of Z individually. The expressions (4.7) and (4.9)
follow from the proof of Lemma 3.6. The expression (4.8) trivially maximizes the real
part of ω`z

∗
`x` among ω` = ±1.

4.3. The system of ODEs. We use the result of Lemma 4.3 to build a gradient
system for ∆ to find a local minimizer of |ζ|. In terms of the blocks of ∆, we obtain
the following system of differential equations:

δ̇i = νi

(
x∗i zi − Re

(
x∗i ziδi

)
δi

)
, i = 1, . . . , S′

δ̇` = sign
(

Re (z∗`x`)
)
1(−1,1)(δ`), ` = S′ + 1, . . . , S

∆̇j = ηj

(
zS+jx

∗
S+j − Re〈∆j , zS+jx

∗
S+j〉∆j

)
, j = 1, . . . , F,

(4.10)

where δi ∈ C for i = 1, . . . , S′, δ` ∈ R for ` = S′ + 1, . . . , S, and 1E(·) is the
characteristic function for a set E.

Expressing δi = eiβi the first equation in (4.10) can again be rewritten as

β̇i = −sign (sin(γi + βi)) ,

which means that β̇i = 0 if and only if γi + βi = 0,±π; extremizers correspond to
βi = −γi.

A system of ODEs that exploits the rank-1 property of the full blocks in extrem-
izers can be derived in a fashion completely analogous to Section 3.3.

4.4. An illustrative example. Consider the matrix

M =

 −1.54− 1.28i −0.56 + 0.57i −0.03− 0.63i −0.64− 0.55i 0.46− 0.22i
−1.08 + 1.91i 1.16− 0.08i −0.41− 0.13i 0.04− 0.06i −0.01− 0.71i

0.11− 2.16i 0.53 + 0.79i −0.33 + 0.26i 0.44 + 0.02i 0.20 + 0.96i
0.52 + 0.29i 2.38 + 0.09i −0.03 + 0.06i 0.01 + 1.12i 0.51− 0.77i
−1.30 + 0.34i −1.72 + 0.14i 1.02 + 1.34i 0.35− 0.75i 0.48 + 0.04i


and a perturbation set given by

B =
{

diag (δ1I1, δ2I1, δ3I1, δ4I2) , δ1, δ2 ∈ R, δ3, δ4 ∈ C
}
.

Applying the Matlab’s mussv, we obtain the perturbation ε̂∆̂ with

∆̂ =


−1 0 0 0 0

0 1 0 0 0

0 0 e−i 0.91357833 0 0

0 0 0 e−i 2.076961991 0

0 0 0 0 e−i 2.076961991

 .

and ε̂ = 0.30300829, which yields the lower bound µB(M) ≥ µ`PD = 3.300239739.
Applying the algorithms presented in this article we find the same solution µ`New = µ`PD.

Intensively sampling the set of all possible perturbations indicates that the com-
puted value µ`PD yields the exact value of µB(M); see also Figure 4.1.

4.5. Choice of initial value matrix and ε0. In our two-level algorithm for
determining ε, we use the perturbation ∆ obtained for the previous value ε as the
initial value matrix for the system of ODEs (4.10). However, it remains to discuss a
suitable choice of the initial values ∆(0) = ∆0 and ε0 in the very beginning of the
algorithm.
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Fig. 4.1. Boundary of the set ΛB
ε(M) for ε = 0.30300829. The point ζ = 1 (the red asterisk in

the picture) correctly lies on the boundary of ΛB
ε(M).

For the moment, let us assume that M is invertible and write

I− ε0M∆0 = M(M−1 − ε0∆0),

which we aim to have as close as possible to singularity. To determine ∆0, we perform
an asymptotic analysis around ε0 ≈ 0. For this purpose, let us consider the matrix
valued function

G(τ) = M−1 − τ∆0,

and let denote χ(τ) denote an eigenvalue of G(τ) with smallest modulus. Letting x
and y denote the right and left eigenvectors corresponding to χ(0) = χ0 = |χ0|eiθ,
scaled such that eiθy∗x > 0, Lemma 3.1 implies

d

dτ
|χ(τ)|2

∣∣∣
τ=0

= 2 Re(χχ̇) = −2 Re
(
χ
y∗∆0x

y∗x

)
= −2|χ0|Re

(y∗∆0x

eiθy∗x

)
= −2|χ0|
|y∗x|

Re〈yx∗,∆0〉.

In order to have the locally maximal decrease of |χ(τ)|2 at τ = 0 we choose

∆0 = DPB(yx∗), (4.11)

where the positive diagonal matrix D is chosen such that ∆0 ∈ B1. This is always
possible under the genericity assumptions (4.2)–(4.4). The orthogonal projector PB
onto B can be expressed in analogy to (3.9) for PB∗ , with the notable difference that
γ` = Re(trace(C`))/r` for ` = S′+ 1, . . . , S. Note that there is no need to form M−1;
x and y can be obtained as the eigenvectors associated to a largest eigenvalue of M .
However, attention needs to be paid to the scaling. Since the largest eigenvalue of M
is 1
|χ0|e

−iθ, y and x have to be scaled accordingly.
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A possible choice for ε0 is obtained by solving the following simple linear equation,
resulting from the first order expansion of the eigenvalue at τ = 0:

|χ(ε0)|2 +
d

dτ
|χ(τ)|2

∣∣∣
τ=0

ε0 = 0.

This gives

ε0 =
|χ0| |y∗x|

2Re〈yx∗,∆0〉
=
|χ0| |y∗x|

2‖PB(yx∗)‖
. (4.12)

This can be improved in a simple way by computing this expression for ε0 for several
eigenvalues of M (say, the m largest ones) and taking the smallest computed ε0. For a
sparse matrix M , the Matlab function eigs (an interface for ARPACK, which imple-
ments the implicitly restarted Arnoldi Method [12, 13]) allows to efficiently compute
a predefined number m of Ritz values.

Another possible, very natural choice for ε0 is given by

ε0 =
1

µB(M)
(4.13)

where µB(M) is the upper bound for the SSV computed by the Matlab function
mussv.

4.6. The most general case. In the case where both repeated scalar blocks
and full blocks can be either complex or real we have to add a dynamics for real full
blocks. This can be done following an approach analogous to the one discussed in [7]
and exploiting a rank-2 property of real blocks in the matrices. In order to derive
a gradient system for this general case it is necessary to add systems of differential
equations for m × m real blocks ∆, which are conveniently expressed in the form
∆ = UQV T with U, V ∈ Rm×2 having orthonormal columns and a 2 × 2 orthogonal
matrix Q.

A full discussion of this case is omitted for conciseness. However, our implemented
algorithm includes this case.

5. Fast approximation of µB(M). In this section, we discuss the outer algo-
rithm for computing a lower bound of µB(M). Since the principles are the same,
we treat the case of purely complex perturbations in detail and provide a briefer
discussion on the extension to the case of mixed complex/real perturbations.

5.1. Purely complex perturbations. In the following, we let λ(ε) denote a
continuous branch of (local) maximizers for

max
λ∈ΛB∗

ε (M)
|λ|,

computed by determining the stationary points ∆(ε) of the system of ODEs (3.17)
(or, equivalently, (3.20)). The computation of the SSV is equivalent to the smallest
solution ε of the equation |λ(ε)| = 1. In order to approximate this solution, we aim at
computing ε? such that the boundary of the ε?-spectral value set is locally contained
in the unit disk and its boundary ∂ΛB∗

ε? (M) is tangential to the unit circle. This
provides a lower bound 1/ε? for µB∗(M)

In order to apply the Newton method for solving |λ(ε)| = 1 (see Figure 5.1 for
an illustration of the function |λ(ε)| − 1), we need to compute the derivative of |λ(ε)|
with respect to ε. For this purpose, we make the following generic assumption.
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Fig. 5.1. The function |λ(ε)| − 1 for the example from Section 3.4.

Assumption 5.1. For a local extremizer ∆(ε) of ΛB∗
ε (M), with corresponding

largest eigenvalue λ(ε), we assume that λ(ε) is simple and that ∆(·) and λ(·) are
smooth in a neighborhood of ε.

The following theorem gives an explicit and easily computable expression for the
derivative of |λ(ε)|.

Theorem 5.1. Suppose that Assumption 5.1 holds for ∆(ε) ∈ B∗1 and λ(ε).
Let x(ε) and y(ε) be the corresponding right and left eigenvectors of εM∆(ε), scaled
according to (3.10). Consider the partitioning (3.1) of x(ε), z(ε) = M∗y(ε), and
suppose that Assumptions (3.2) and (3.3) hold. Then

d|λ(ε)|
dε

=
1

|y(ε)∗x(ε)|

( S∑
i=1

|zi(ε)∗xi(ε)|+
F∑
j=1

‖zS+j(ε)‖ ‖yS+j(ε)‖
)
> 0. (5.1)

Proof. First, we observe that

d

dε
|λ(ε)| = 1

2|λ(ε)|
d

dε
|λ(ε)|2 =

1

|λ(ε)|
Re
(
λ(ε)λ′(ε)

)
, (5.2)

where we let ′ ≡ d/dε. Plugging

λ′(ε) =
y(ε)∗(M∆(ε) + εM∆′(ε))x(ε)

y(ε)∗x(ε)

into (5.2) yields

d

dε
|λ(ε)| = 1

|λ(ε)|
Re

(
λ(ε)

y(ε)∗(M∆(ε) + εM∆′(ε))x(ε)

y(ε)∗x(ε)

)
=

1

|λ(ε)|
Re

(
y(ε)∗(M∆(ε) + εM∆′(ε))x(ε)

|y(ε)∗x(ε)|e−iθ(ε)
|λ(ε)|e−iθ(ε)

)
= Re

(
〈y(ε)x(ε)∗,M∆(ε) + εM∆′(ε)〉

|y(ε)∗x(ε)|

)
. (5.3)

We now aim to prove that the second term in the sum vanishes, that is,

Re (y(ε)∗M∆′(ε)x(ε)) = 0. (5.4)

18



The maximality property of the modulus of the eigenvalue λ(ε) of εM∆(ε) yields
Re (y(ε)∗M∆′(ε)x(ε)) ≤ 0. Now suppose that for some ε0, this inequality would

actually be a strict inequality. Consider ∆̃(ε) ∈ B∗1 such that ∆̃(ε0) = ∆(ε0) and

∆̃′(ε0) = −∆′(ε0). Then, for all ε sufficiently close to ε0, (5.3) implies that the

corresponding largest eigenvalue λ̃(ε) of εM∆̃(ε) satisfies |λ̃(ε)| > |λ(ε0)|. This,
however, contradicts the extremality of ∆(ε) and hence (5.4) holds. In turn, (5.3)
gives

d

dε
|λ(ε)| = Re

(
〈y(ε)x(ε)∗,M∆(ε)〉
|y(ε)∗x(ε)|

)
= Re

(
〈PB∗ (z(ε)x(ε)∗) ,∆(ε)〉

|y(ε)∗x(ε)|

)
.

The expression (5.1) now follows from the relation ∆(ε) = D(ε)PB (z(ε)x(ε)∗) es-
tablished in Theorem 3.10, where the positive diagonal matrix D(ε) is such that all
blocks of ∆(ε) have unit Frobenius norm. The positivity of (5.1) is a consequence of
Assumptions (3.2) and (3.3).

Theorem 5.1 allows us to easily realize the Newton method

ε(k+1) = ε(k) − |λ
(k)| − 1

d|λ(k)|
, (5.5)

where λ(k) = λ(ε(k)) and d|λ(k)| is the derivative of |λ(ε)| at ε = ε(k) given by (5.1).
Note that Theorem 5.1 implies local quadratic convergence of (5.5) to ε?, provided
that the assumptions of the theorem hold for ε = ε?. See Table 6.1 below for the
numerical confirmation.

5.2. Mixed complex/real perturbations. Let ζ(ε) denote a continuous branch
of (local) minimizers of the optimization problem

min
ζ∈ΣB

ε(M)
|ζ|.

We aim at computing the derivative of the function ζ(ε) with respect to ε; see Fig-
ure 5.2 for an illustration. Since the function has a kink at the intersection with the

0.18 0.24 0.3 0.36
0

0.1

0.2

0.3

ε

|ζ
(ε
)|

Fig. 5.2. The function ζ(ε) for the example from Section 4.4.

horizontal axis, the use of the derivative in a Newton method is meaningful only at
values ε with ζ(ε) 6= 0.
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We make the following assumption analogous to Assumption 5.1.
Assumption 5.2. For a local extremizer ∆(ε) of ΣB

ε (M), with corresponding
smallest eigenvalue ζ(ε) of I − εM∆(ε), we assume that ζ(ε) 6= 0 is simple and that
∆(·) and ζ(·) are smooth in a neighborhood of ε.

The following result is the analogue of Theorem 5.1; it gives an explicit and easily
computable expression for the derivative of |ζ(ε)|. Its proof is omitted for brevity,
due to its similarity with the proof of Theorem 5.1.

Theorem 5.2. Suppose that Assumption 5.2 holds for ∆(ε) and ζ(ε). Let x(ε)
and y(ε) be the corresponding right and left eigenvectors of I−εM∆(ε), scaled accord-
ing to (3.10). Consider the partitioning (3.1) of x(ε), z(ε) = M∗y(ε), and suppose
that Assumptions (4.2)–(4.4) hold. Then

d|ζ(ε)|
dε

= − 1

|y(ε)∗x(ε)|

( S′∑
i=1

|zi(ε)∗xi(ε)|+
S′∑
i=1

|Re(zi(ε)
∗xi(ε))|

+

F∑
j=1

‖zS+j(ε)‖ ‖yS+j(ε)‖
)
< 0.

(5.6)

We will make use of the following Newton method: For ζ(k) = ζ(ε(k)) 6= 0,

ε(k+1) = ε(k) +
|ζ(k)|
d|ζ(k)|

(5.7)

where d|ζ(k)| denotes the derivative of |ζ(ε)| at ε = ε(k), given by (5.6). Note that
this formula cannot be used if 0 ∈ ΣB

ε(k)(M).
Finally we remark that the discussed approach also allows to fix a threshold τ

and approximate the problem

min
ε>0
Bτ ∩ ΣB

ε (M) = ∅,

where Bτ is the sphere of radius τ in the complex plane.

5.3. Summary. Algorithm 1 describes the overall procedure for approximating
the SSV of a matrix M with a prescribed block structure B for admissible perturba-
tions of complex/real form.

For the numerical integration of the ODEs we have made use of the forward Euler
method with the step size controlled by the monotonicity of the extremal eigenvalue.
The stopping rule is based on two criteria, the first is the condition for the stepsize to
not decrease under a prescribed minimal value and the second relies on the difference
of the extremal eigenvalues in two subsequent steps, which should not decrease under
a given tolerance. More sophisticated numerical integrators might be the object of
future research. As for the value of initially tested eigenvalues, in our implementation
of Algorithm 1 we have made the choice imax = max(n/5, 5) for problems of dimension
n ≥ 5 and imax = n otherwise.

6. Computational results. In this section we first provide some numerical tests
for small matrices and then some statistics on the comparison between Algorithm 1
and the classical algorithm implemented in the Matlab Control Toolbox mussv on
a larger number of matrices having size between 5 to 100. For this purpose, we have
developed a prototype Matlab implementation of Algorithm 1. As this implementa-
tion is not particularly optimized, we do not provide timings but focus on the quality
of the lower bounds. The fine tuning and efficient implementation of Algorithm 1 is
beyond the scope of this paper and subject to future work.
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Algorithm 1: Basic algorithm for computing ε?

Data: M , B, tol > 0 and ε(0), ε` (given lower bound), εu (given upper
bound), imax (number of starting eigenvalues)

Result: εf (approximation of ε?)
begin

1 for i← 1 to imax do
Solve system of ODEs (4.10) starting from the initial matrix ∆i(0)
given by (4.11) associated to the i-th largest eigenvalue of M

2 Let ∆i be the computed stationary solution and ζi the smallest

eigenvalue of I− ε(0)M∆i

3 Set i∗ = arg min1≤i≤imax |ζi|
4 Set ∆(0) = ∆i∗ , ζ

(0) = ζi∗ , x
(0), y(0) the associated eigenvectors

5 Compute ε(1) by one step of the Newton method (5.7)
6 Set k = 1

7 while |ε(k) − ε(k−1)| ≥ tol do
8 Solve ODEs (4.10) with ε = ε(k), starting from ∆(0) = ∆(k−1)

9 Let ∆(k) be the stationary solution of (4.10)

10 Let ζ(k) be the smallest eigenvalue of I− ε(0)M∆(k)

11 if |ζ(k)| > tol then
Set ε` = ε(k)

12 Compute ε(k+1) by one step of the Newton method (5.7)

else
Set εu = ε(k)

Set ε(k+1) = (ε` + εu)/2

13 Set k = k + 1.

14 Set εf = ε(k).

6.1. Numerical tests. In the following examples we consider real / complex
perturbations of the form (4.1) and do not impose a particular order of appearance of
repeated scalar blocks and full blocks, which has been done for notational convenience
only.

Example 1. Consider the following matrix from [16],

M =


i 1

2 −
1
2 i 1 1 1

2
1
2 − 1

2 i i 1
2 −

1
2 i

i 1− 1
2 i 1 1

2 0
− 1

2
1
2 + i − 1

2 + 1
2 i 1 + 1

2 i 1
2 −

1
2 i

1
2 + i 1

2 + 1
2 i 0 − 1

2 −
1
2 i 1

2 −
1
2 i

 ,

along with the perturbation set

B =
{

diag (δ1I3,∆1) , δ1 ∈ R, ∆1 ∈ C2,2
}
.
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Applying Matlab’s mussv, we obtain the perturbation ε̂∆̂ with

∆̂ =

 1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 −0.661871043− 0.048777846i 0.114656146− 0.401316361i
0 0 0 −0.325067916 + 0.037935543i 0.018201081− 0.205013390i

 .

and ε̂ = 0.546726635, which gives the lower bound µB(M) ≥ µ`PD = 1.829067647. We

note immediately that the 2 × 2 full complex block of ∆̂ has norm 0.87 . . ., which
violates the norm-1 condition for all blocks of an extremizer given by Theorem 3.3.
Consequently we expect to be able to improve the lower bound.

Table 6.1
Values of ε(k) and |ζ(k)| computed by Algorithm 1 applied to Example 1.

k ε(k) |ζ(k)|
0 0.321154624817 0.325206140643
1 0.475935094375 6.509334991219 · 10−6

2 0.475938192593 2.803806976489 · 10−12

3 0.475938192594 1.037255102712 · 10−16

Table 6.1 shows the result of Algorithm 1 with ε(0) = 1/‖M‖2. This gives

ε? ≈ ε3 =⇒ µ`New ≈ 2.101113160408110,

which is very close to the upper bound µB(M) ≤ 2.110047520373674 computed by
mussv, and hence provides a sharp estimate. The extremal perturbation ε?∆? is given
by

∆? =

 1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0.8414902738− 0.0310321080i −0.0774400898 + 0.4310267415i
0 0 0 0.2196113059 + 0.1726644616i −0.1120620799 + 0.0924665133i

 .

The obtained result compares favorably with the approximate value 2.1007 computed
in [16].

Example 2. Consider

M =



−0.43 0.90 −0.61 1.03 0.98 2.00 0.05 0.14 0.86 0.02
−0.17 −1.84 −1.22 −0.35 −0.30 0.95 1.75 −1.64 0.11 −0.05
−0.22 0.07 0.32 1.01 1.14 −0.43 0.16 −0.76 0.40 1.70

0.54 0.04 −1.34 0.63 −0.53 0.65 −1.24 −0.82 0.88 −0.51
0.39 2.23 −1.03 −0.21 0.97 −0.36 −2.19 0.52 0.18 0.00
0.75 −0.07 1.33 −0.87 −0.52 0.71 −0.33 −0.01 0.55 0.92
1.78 −0.51 −0.42 −1.04 0.18 1.42 0.71 −1.16 0.68 0.15
1.22 0.24 −0.14 −0.27 0.97 −1.60 0.32 −0.01 1.17 1.40
−1.28 0.25 0.90 −0.44 −0.41 1.03 0.41 −0.69 0.48 1.03
−2.33 0.07 −0.30 −0.41 −0.44 1.46 −0.58 −0.67 1.41 0.29


and

B =
{

diag (δ1I1, δ2I1, δ3I1, δ4I2,∆1) , δ1, δ2 ∈ R, δ3, δ4 ∈ C, ∆1 ∈ C5,5
}
.

Applying Matlab’s mussv gives the perturbation ε̂∆̂ with

∆̂ =


−1 0 0 0 0 0T

0 −1 0 0 0 0T

0 0 −1 0 0 0T

0 0 0 1 0 0T

0 0 0 0 1 0T

0 0 0 0 0 ûv̂T

 , û =

 0.93916167
0.06094908
−0.22409849

0.25285464
−0.01024501

 , v̂ =

 0.21233474
0.27182946
−0.57210258

0.41515717
0.61754828
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and ε̂ = 0.23674574, yielding the lower bound µB(M) ≥ µ`PD = 4.22394088. The

smallest eigenvalue of the matrix ε̂M∆̂ is correctly λ1 = 1.

Table 6.2
Values of ε(k) and |ζ(k)| computed by Algorithm 1 applied to Example 2.

k ε(k) |ζ(k)|
0 0.201123467713 0.117799670760
1 0.227979361395 1.519798379258 · 10−10

2 0.227979361429 3.812788529246 · 10−16

Algorithm 1 applied to this example results in Table 6.2, with ε(0) = 1/‖M‖2.
The final (locally) extremal perturbation ε?∆? is given by

∆? =


−1 0 0 0 0 0T

0 1 0 0 0 0T

0 0 −1 0 0 0T

0 0 0 −1 0 0T

0 0 0 0 −1 0T

0 0 0 0 0 uvT

 , u =

 0.85457765
−0.04668806
−0.28462457

0.41144779
0.13121292

 , v =

 0.15895464
0.22255005
−0.28570067

0.49433879
0.77408603


and ε? ≈ ε2. The corresponding lower bound for the µ-value is µB(M) ≥ µ`New =
4.38636196596, which improves the bound µ`PD by about 3%. Note that the upper
bound computed by mussv is µB(M) ≤ 4.45340809652.

6.2. Numerical statistics. We now consider a test set of 100 matrices with ran-
dom entries and perturbations with randomly chosen prescribed structure. Table 6.3
and Table 6.4 report the obtained results.

Table 6.3
Comparison between Algorithm 1 and Matlab’s mussv. The size of the randomly generated

examples is given in the first column. The second column shows the number of cases (among a total
number of 100) where the lower bound µ`New computed with Algorithm 1 and the lower bound µ`PD

computed by mussv are equal, within a tolerance 10−3. Third column shows the number of cases
where Algorithm 1 is better than mussv and in the fourth column the number of cases where the
opposite holds.

n µ`New = µ`PD µ`New > µ`PD µ`New < µ`PD

5 63 26 11
10 66 24 10
25 39 50 11
50 37 57 6
100 34 63 3

For sizes n = 25, n = 50 and n = 100, our new method performs significantly
better (that is, beyond the tolerance 10−3) in more than the half of the cases compared
to the Matlab Control Toolbox.

Finally, let us mention the trivial consideration that one can always take the
maximum of the lower bounds by Algorithm 1 and mussv. A little less trivial, one
can take the output of mussv to initialize Algorithm 1, see Section 4.5. Any such
hybrid algorithm will improve upon mussv and, as Tables 6.3 and 6.4 show, this
improvement can often be quite significant. We therefore propose to complement
mussv with such a hybrid strategy.
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Table 6.4
Statistics on the difference δ = µ`New − µ`PD, between the lower bound µ`New computed by Al-

gorithm 1 and the lower bound µ`PD computed by mussv. The second column shows the maximal
difference (i.e., in favor of µ`New) and the third column shows the minimal difference (i.e., in favor
of µ`PD). The fourth and fifth column show the computed mean and variance, respectively.

n δmax δmin 〈δ〉 var(δ)
5 0.8115 −1.1650 0.0277 0.0454
10 1.0082 −0.8674 0.0364 0.0382
25 1.6358 −0.5046 0.1506 0.1070
50 0.8504 −0.0016 0.1775 0.0586
100 6.1290 −0.0782 0.5793 1.2956

6.3. A possible combination with mussv. A possible combination of mussv
with the method presented in this article could be as follows. Whenever there appear
blocks of norm smaller than one in the normalized extremizer computed by mussv,
one can reduce the value ε̂ and apply the numerical integrator to the system of ODEs.
The initial perturbation is chosen as the one computed by mussv. One diminishes ε
until the smallest eigenvalue of the matrix I− εM∆ is non zero. After following such
a path (in ε) it would be natural to make use of a few steps of Algorithm 1.

Consider the following illustrative example:

M=



−1 + i 0 −1− 2 i −1 1 −2 i 1 + i 1 0 2− i
i 1 1 1 −1 + i 1 + i −1 + i 1 −i 2
i 0 0 i 0 −2 i −1 + i −1 + i −1− i −2− i
i −4 0 1 1 −1 + i −1 + 2 i −i 2 i 3− i
0 −i −1 + i 2 i −1 + 2 i −2 + 2 i 1 + i 2− i 1 + i 1− i
−2 −i 1 + i −1− i −i −2 i −i −1− i −1− i 0

1 1− i 1− i 0 −1− i −1 0 1 −i 2 i
−1 2 i −2 + i 1 1− i 1 0 1 + i −2 i 1− i

−1− 2 i −i −1 + i −1− 2 i i 0 −1− i 0 1 i
−2 i 0 1 + i −1 + i −i 0 i −2− i 0 i


with

B =
{

diag (∆1, δ1I4, δ2I4) ,∆1 ∈ C2,2, δ1, δ2 ∈ R
}
.

Applying mussv gives the following estimate:

1.87690862 . . . ≤ µB(M) ≤ 5.26766965 . . .

that is a significant gap. The perturbation associated to the lower bound is ε̂∆̂ with

∆̂ =

 0.01622800− 0.44875053i 0.33074886− 0.68259094i 0T 0T

−0.10388720− 0.21700229i −0.01277064− 0.40618809i 0T 0T

0 0 δ̂1I4 O

0 0 O δ̂2I4

 ,

where ∆̂ has unit norm, but δ̂1 = 0.37144260 . . . and δ̂2 = −0.25823740 . . .. This
suggests that the necessary optimality conditions are not fulfilled. Indeed this can be
checked by computing the left and right eigenvectors to the eigenvalue 1 of εM∆.

Starting from the value ε = 0.532790989 which is the reciprocal of the lower
bound computed by mussv, we proceed a few steps backward and diminish ε until
reaching the value ε0 = 0.23, for which we compute the point

z = −0.02016427− 0.00149021i, |z| = 0.0202192609,
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which locally minimizes the modulus of ΣB
ε0(M).

Performing three iterations of Algorithm 1 determines the final (locally) extremal
perturbation ε?∆? with ε∗ = 0.23478601 and

∆∗ =

 0.44211256− 0.19582232i 0.38904261− 0.75366740i 0T 0T

0.04777399− 0.09593068i −0.04015431− 0.18364087i 0T 0T

0 0 − I4 O
0 0 O − I4

 .

This corresponds to the bound 4.259161456 ≤ µB(M), which improves significantly
the one computed by mussv with default parameters.

Conclusions. In this article we have considered the problem of approximating
structured singular values, which play an important role in robust control. Our main
results provide a characterization of extremizers and gradient systems, which can be
integrated numerically in order to provide approximations from below to the struc-
tured singular value of a matrix subject to general complex/real block perturbations.
The experimental results show the effectiveness of the proposed method when com-
pared to some classical algorithms proposed in the literature and implemented in the
Matlab Robust Control Toolbox.

Acknowledgments. The first and third authors thank Christian Lubich for
inspiring discussions. The first author thanks the Italian INdAM GNCS for financial
support as well as the center of excellence DEWS (L’Aquila). This work has been
initiated during a Research in Pairs stay at the Mathematisches Forschungsinstitut
Oberwolfach.

REFERENCES

[1] B. Bernhardsson, A. Rantzer, and L. Qiu, Real perturbation values and real quadratic forms
in a complex vector space, Linear Algebra Appl., 270 (1998), pp. 131–154.

[2] R.P. Braatz, P.M. Young, J.C. Doyle, and M. Morari, Computational complexity of µ
calculation, IEEE Trans. Automat. Control, 39 (1994), pp. 1000–1002.

[3] J. Chen, M.K.H. Fan, and C.N. Nett, Structured singular values with nondiagonal structures.
I. Characterizations, IEEE Trans. Automat. Control, 41 (1996), pp. 1507–1511.

[4] , Structured singular values with nondiagonal structures. II. Computation, IEEE Trans.
Automat. Control, 41 (1996), pp. 1511–1516.

[5] M.K.H. Fan, A.L. Tits, and J.C. Doyle, Robustness in the presence of mixed parametric
uncertainty and unmodeled dynamics, IEEE Trans. Automat. Control, 36 (1991), pp. 25–
38.

[6] N. Guglielmi and C. Lubich, Differential equations for roaming pseudospectra: paths to
extremal points and boundary tracking, SIAM J. Numer. Anal., 49 (2011), pp. 1194–1209.

[7] , Low-rank dynamics for computing extremal points of real pseudospectra, SIAM J. Ma-
trix Anal. Appl., 34 (2013), pp. 40–66.

[8] D. Hinrichsen and A.J. Pritchard, Mathematical systems theory I, vol. 48 of Texts in Applied
Mathematics, Springer, Heidelberg, 2010.

[9] M. Karow, µ-values and spectral value sets for linear perturbation classes defined by a scalar
product, SIAM J. Matrix Anal. Appl., 32 (2011), pp. 845–865.

[10] M. Karow, D. Hinrichsen, and A.J. Pritchard, Interconnected systems with uncertain
couplings: explicit formulae for µ-values, spectral value sets, and stability radii, SIAM J.
Control Optim., 45 (2006), pp. 856–884.

[11] T. Kato, Perturbation theory for linear operators, Classics in Mathematics, Springer-Verlag,
Berlin, 1995. Reprint of the 1980 edition.

[12] R. B. Lehoucq and D. C. Sorensen, Deflation techniques for an implicitly restarted Arnoldi
iteration, SIAM J. Matrix Anal. Appl., 17 (1996), pp. 789–821.

[13] R. B. Lehoucq, D. C. Sorensen, and C. Yang, ARPACK users’ guide, vol. 6 of Software, En-
vironments, and Tools, Society for Industrial and Applied Mathematics (SIAM), Philadel-
phia, PA, 1998. Solution of large-scale eigenvalue problems with implicitly restarted Arnoldi
methods.

25



[14] A. Packard and J.C. Doyle, The complex structured singular value, Automatica J. IFAC, 29
(1993), pp. 71–109.

[15] A. Packard, M.K.H. Fan, and J.C. Doyle, A power method for the structured singular
value, in Proceedings of the 27th IEEE Conference on Decision and Control, vol. 3, 1988,
pp. 2132–2137.

[16] D. Piga, Computation of the structured singular value via moment lmi relaxations, IEEE
Trans. Automat. Control, in press (2016), p. 6.

[17] L. Qiu, B. Bernhardsson, A. Rantzer, E.J. Davison, P.M. Young, and J.C. Doyle,
A formula for computation of the real stability radius, Automatica J. IFAC, 31 (1995),
pp. 879–890.

[18] P.M. Young, M.P. Newlin, J.C. Doyle, and A. Packard, Theoretical and computational
aspects of the structured singular value, Systems Control Inform., 38 (1994), pp. 129–138.

[19] P. M. Young, M.P. Newlin, and J.C. Doyle, Practical computation of the mixed problem,
in Proceedings of the American Control Conference, 1992, pp. 2190–2194.

[20] K. Zhou, J.C. Doyle, and K. Glover, Robust and optimal control, Prentice Hall, Upper
Saddle River, NJ, 1996.

26



Recent publications:  
 

MATHEMATICS INSTITUTE OF COMPUTATIONAL SCIENCE AND ENGINEERING 
Section of Mathematics 

 

Ecole Polytechnique Fédérale (EPFL) 
 

CH-1015 Lausanne 
 

 
03.2016 ROBERT LUCE, PETER HILDEBRANDT, UWE KUHLMANN, JÖRG LIESEN,: 
  Using separable non-negative matrix factorization techniques for the analysis of time-

resolved Raman spectra 
 
04.2016 ASSYR ABDULLE, TIMOTHÉE POUCHON: 
  Effective models for the multidimensional wave equation in heterogeneous media over 

long time and numerical homogenization 
 
05.2016 ALFIO QUARTERONI, TONI LASSILA, SIMONE ROSSI, RICARDO RUIZ-BAIER: 
  Integrated heart – Coupling multiscale and multiphysics models for the simulation of 

the cardiac function 
 
06.2016 M.G.C. NESTOLA, E. FAGGIANO, C. VERGARA, R.M. LANCELLOTTI, S. IPPOLITO,  

S. FILIPPI, A. QUARTERONI, R. SCROFANI : 
  Computational comparison of aortic root stresses in presence of stentless and stented 

aortic valve bio-prostheses 
 
07.2016 M. LANGE, S. PALAMARA, T. LASSILA, C. VERGARA, A. QUARTERONI, A.F. FRANGI: 
  Improved hybrid/GPU algorithm for solving cardiac electrophysiology problems on 

Purkinje networks 
 
08.2016 ALFIO QUARTERONI, ALESSANDRO VENEZIANI, CHRISTIAN VERGARA: 
  Geometric multiscale modeling of the cardiovascular system, between theory and 

practice 
 
09.2016 ROCCO M. LANCELLOTTI, CHRISTIAN VERGARA, LORENZO VALDETTARO,  

SANJEEB BOSE, ALFIO QUARTERONI: 
  Large Eddy simulations for blood fluid-dynamics in real stenotic carotids 
 
10.2016 PAOLO PACCIARINI, PAOLA GERVASIO, ALFIO QUARTERONI: 
  Spectral based discontinuous Galerkin reduced basis element method for parametrized 

Stokes problems 
 
11.2016 ANDREA BARTEZZAGHI, LUCA DEDÈ, ALFIO QUARTERONI: 
  Isogeometric analysis of geometric partial differential equations 
 
12.2016 ERNA BEGOVIĆ KOVAČ, DANIEL KRESSNER: 
  Structure-preserving low multilinear rank approximation of antisymmetric tensors 
 
13.2016 DIANE GUIGNARD, FABIO NOBILE, MARCO PICASSO:  
  A posteriori error estimation for the steady Navier-Stokes equations in random 

domains 
 
14.2016 MATTHIAS BOLTEN, KARSTEN KAHL, DANIEL KRESSNER, FRANCISCO MACEDO, SONJA 

SOKOLOVIĆ: 
  Multigrid methods combined with low-rank approximation for tensor structured 

Markov chains 
 
15.2016 NICOLA GUGLIELMI, MUTTI-UR REHMAN, DANIEL KRESSNER: 
  A novel iterative method to approximate structured singular values 


	15.2016 couverture
	http://mathicse.epfl.ch
	EPFL - SB - MATHICSE (Bâtiment MA)
	Station 8 - CH-1015 - Lausanne - Switzerland
	Phone: +41 21 69 37648
	Address:
	School of Basic Sciences - Section of Mathematics
	Mathematics Institute of Computational Science and Engineering
	MATHICSE
	MATHICSE Technical Report
	Nr. 15.2016
	May 2016
	A novel iterative method to  approximate structured  singular values

	Page blanche
	structuredsv15.2016
	15.2016 Liste

