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Abstract—Robotics teleoperation enables human operators to control the movements of distally located robots. The development of
new wearable interfaces as alternatives to hand-held controllers has created new modalities of control, which are more intuitive to use.
Nevertheless, such interfaces also require a period of adjustment before operators can carry out their tasks proficiently. In several fields
of human-machine interaction, haptic guidance has proven to be an effective training tool for enhancing user performance. This work
presents the results of psychophysical and motor learning studies that were carried out with human participant to assess the effect of
cable-driven haptic guidance for a task involving aerial robotic teleoperation. The guidance system was integrated into an exosuit,
called the Flyjacket, that was developed to control drones with torso movements. Results for the Just Noticeable Difference (JND) and

from the Stevens Power Law suggest that the perception of force on the users’ torso scales linearly with the amplitude of the force
exerted through the cables and the perceived force is close to the magnitude of the stimulus. Motor learning studies reveal that this
form of haptic guidance improves user performance in training, but this improvement is not retained when participants are evaluated

without guidance.

Index Terms—Haptics and Haptic Interfaces, Physical Human-Robot Interaction, Human Performance Augmentation, Telerobotics

1 INTRODUCTION

RONES have become an ever-present feature in a multi-
D tude of robotic applications, ranging from crop surveil-
lance and mapping for agriculture to package delivery
for supply-chain logistics to transmission line monitoring
for large-scale infrastructure maintenance. Indeed, aerial
robotics has proven to be a boon for humans, assisting in
risk-prone tasks such as search-and-rescue and post-disaster
inspection thereby extending intrinsic human perception
and providing them with three-dimensional mobility [1].
However, mastering the control of drones for precise tasks
requires hours of training, and in most cases, profession-
als in the aforementioned sectors cannot afford to expend
resources towards this endeavour [2].

In order to increase the accessibility of drone technology
to a wider population, more intuitive and natural con-
trollers are needed. Previous work provided haptic feedback
through a hand-held remote controller to give additional
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information to the pilot about the state of system, such as the
distance to obstacles [4], [5], the drone position (Motion Pi-
lot, Ecublens, Switzerland), or drone velocity [6], [7]. How-
ever, the provision of haptic feedback alone is insufficient
to overcome the inherent problem of non-intuitiveness that
comes with using hand-held remote controllers. A recent
study identified natural upper body gestures used by naive
users to control drones [8]. The gesture pattern consist of
torso movements to control the drone and makes the task
easier for naive users in comparison to the use of traditional
remote controllers. In order to record these upper body
movements and transmit commands to the drone, we de-
veloped a soft upper body exoskeleton, called the FlyJacket
[9]. The control was implemented by a linear mapping
between the orientations of the human torso and of the
drone. Bending the torso in the sagittal plane forward and
backward made the drone pitch down and up respectively.
Bending the torso in the frontal plane made the drone roll
in the corresponding directions. With human participant
experiments, we found that the flight precision increased
when participants used a flight style with their arms spread
out. However, prolonged maintenance of this position in-
duced fatigue. Therefore, the FlyJacket was equipped with
removable and passive arm supports that prevented arm
fatigue. Results of flights with participants showed that
using intuitive upper body movements recorded with the
FlyJacket could make the interaction with the drone more
intuitive and natural than when using a remote controller. In
addition, the variance of the performance over participants
was significantly smaller when using intuitive body gesture
to control a drone, i.e. all the participants that used the
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Fig. 1. Experimental setup of the FlyJacket with the haptic feedback cable-driven actuation. Figure adapted from [3]. Cables are highlighted in red.
(A) Front view of a participant wearing the FlyJacket and the head mounted display. (B) Back view in perspective showing the IMU. (C) Side view
highlighting the motors for actuation and an inset showing the thermoplastic reinforcements. (D) Zoomed in the back motor showing the cantilever
mechanism. (E) 2D schema of the drone trajectory and the haptic guidance. The attractive force is quadratically related to the distance between the
drone and a look ahead point on the predetermined trajectory. (F) Image of the flight environment highlighting the waypoints with an inset showing

how a waypoint is seen by the participant when they fly towards it.

FlyJacket could reach a good performance level while only
skilled participants performed well when using the remote
controller.

Additional information about the body position in space
could be given to the user in order to further improve the
flight precision. For complex tasks such as flying, adding
haptic feedback led to a faster reaction time than solely
relying on visual and auditory feedback [10], [11]. Moreover,
haptic feedback has been shown to accelerate the learning
of a task in many fields such as surgery [12], rehabilitation
[13], and sports [14], [15]. Rendering flight information
using haptic feedback on the user’s torso could provide
a collocated feedback that is more natural and easier to
process [16] and help the user to learn at as faster rate.

For this purpose, a cable-driven device has been added
in the FlyJacket in order to give haptic guidance in the form
of kinesthetic feedback to the users torso [3] (see Fig. 1).
With this device, forces can be applied to the torso to correct
user position in order to reach a target or to avoid collision
with obstacles. The device is made of four electrical motors
(DC22S, gear ratio 6.6:1, Maxon Motor, Switzerland) pulling
on cables (Dyneema 0.4mm, Spiderwire, SC, USA, displayed
in red in Fig. 1) attached to the upper part of the torso. Each
motor of the FlyJackets haptic system can produce up to 30
N of force. This corresponds to a torque of approximately
20 Nm for a 175 cm tall user when both motors of one body
side are pulling together. The range of force produced by the
motors was chosen to be strong enough to apply a torque
on the user’s torso to overcome the passive torso stiffness
(10 Nm) but smaller than the maximum torque the human
can produce (150 Nm) so the user could resist the applied

force. For the front motors, one motor is placed on the distal
part of each leg. To prevent them from sliding along the legs
when pulling on the cables, they are maintained by a non-
elastic textile band attached at its extremity to the users feet
by the mean of a loop (see Fig. 1 C). The two back motors
are located on each side of the lower back. The back cables
are passing from the motor through cantilevers (made of 3D
printed Acrylonitrite Butadiene Styrene (ABS)) which create
a lever arm to induce forces that pull the user backward,
instead of downward (see Fig. 1 C and D). To hinder the
motor from moving up when pulling on the cables, they are
fixed on a rigid plate and the extremities of the cantilever
tips are also attached with a non-elastic bands passing on the
back of the tight with the user being sited on them. As the
cables are attached on the torso part made of leather, rein-
forcements made of polymorph thermoplastic (Thermoworx
Ltd, Ayrshire, Scotland, UK) have been inserted to stiffen the
structure in order to prevent force losses and transmission
delays (see inset of Fig. 1 C). Padding on the knee and
lower back has been added to avoid user discomfort due
to the force routing. The four motors are independently
controlled by four transistors activated through a control
board (Arduino Uno, Arduino, Italy). Thanks to their low
gear ratio, motors are back-drivable. Therefore, they are
only activated when a corrective force is required to pull
on the cables. With the antagonistic configuration and four
independently controlled motors, the applied forces can
bend the user in both the sagittal and frontal planes and
therefore can correct the torso’s position in roll, pitch or a
combination of both.

In a previous user study [3], this setup have been tested
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in a short flight task of following waypoints in the sky (Fig. 1
E and F). The aims of this past work were to determine
the effect of haptic guidance on flight performance and
the best force profile to guide the user. We found that a
quadratically-shaped haptic guidance increased user per-
formance in comparison to flying without any guidance.
Participants also subjectively reported that haptic guidance
while flying was useful. However, the long term effects
of the guidance, as well as participants perception of the
force applied, remained unclear. If the user could learn
to fly better with haptic guidance, such a device could
be used for training, and the guidance could be removed
once the user reached a sufficient level of performance. In
order to design the training task and the type of guidance
provided during this period, it is important to understand
how users perceive this type of haptic feedback, in particular
the minimal force difference they can discern and the force
magnitude they perceive on the front and on the back
of their torso. Moreover, it is imperative to determine the
threshold of human force perception as previous work has
shown that the provision of sub-threshold force feedback
can be detrimental to user performance in haptic-enabled
virtual environments [17].

The study of human force perception was intensively
carried out by G.T. Fechner and E.H. Weber [18]. They
developed the Just Noticeable Difference (JND) test which
study the difference required by human to perceive changes
in stimuli [19]. S. S. Stevens extended this work and demon-
strated that stimuli perceptions do not follow a logarithmic
law but a power law [18], [20], [21]. Stevens” work on
tactile sensations through vibrations demonstrated a linear
correspondence between a stimulus and the perceived mag-
nitude [22]. It is uncertain if a similar linear relationship
holds for kinesthetic stimulus on the torso.

In this article, we investigated what the most effective
way would be to transmit the information to the user and
the retention of this information with the same cable-driven
device. To address these questions, we conducted two stud-
ies. First, psychophysical experiments were performed to
determine how the user perceived the force applied to their
body through determining the Just Noticeable Difference
[19] and the coefficients for the Stevens’ power law [20].
Second, flight experiments were conducted to determine the
influence of the haptic guidance on user performance for an
extensive flight task and the level of short term information
retention when the haptic guidance was removed. All par-
ticipants to these two studies provided written informed
consent prior to the study in accordance with the EPFL
Institutional Review Board procedures.

2 HAPTIC FEEDBACK PERCEPTION

The first phase of research investigated the sensitivity of
FlyJacket users to a given force to understand how applied
forces are perceived and to improve the control of the
drone. It is therefore important to measure the minimal force
amplitude the user can perceive and their ability to discern
differences in amplitude. In this phase, two sets of tests
were conducted on 10 participants. The first set investigated
the Just Noticeable Difference (JND), which is the minimal
force difference the user can perceive at different force
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Fig. 2. Haptic feedback perception experimental flow. (A) Experimental
setup and schema of the application of the force for the Just Noticeable
Difference experiment with the standard force (pink) and the stimulus
(green). (B) Exemplar results of the staircase method from one partic-
ipant using the standard force of 30 N on the front torso. The dashed
black line represents the average over the last five trials (C) Testing
procedure for the Stevens power law experiment with a schema of the
reference force (pink) and the stimulus (green), here applied on the left
side, and timing. The reference force and the stimulus were applied on
the same side, alternatively between right and left.

amplitudes. The second set aimed at determining whether
perception of haptic feedback to the torso by motor-driven
cables followed a linear law between a given stimulus and
the participant perception, based on the Stevens’” power law.

2.1 Description of the Experiment

These two studies were performed on healthy adult par-
ticipants (N=10, five males, five females, age 23.1 £ 4.46
years; mean *+ SD). The participants sat on a stool, wear-
ing the FlyJacket with the arm supports and earmuffs to
block external noises, such as from the motors (see Fig.
2 A). Participants were asked to close their eyes during
the trials. The haptic feedback perception tests measure the
force perception on static limbs. Therefore, participants were
instructed to stay in an upright position and resist the force
applied to their torso (i.e. by keeping their torso aligned
with gravity) during all the trials.

The first experiment determined the Just Noticeable Dif-
ference — the minimal force difference a participant can
perceive for various force amplitude — for four standard
force amplitudes (5, 10, 20 and 30 N). The standard force
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was applied on one side of the torso, and on the other
side, a proposed stimulus was given simultaneously (see
Fig. 2 A). The standard force and the proposed stimulus
were applied simultaneously on either side of the upper
torso for three seconds. The proposed stimulus amplitude
started at twice the amplitude of the standard force. After
the standard force and the proposed stimulus were applied,
the participant then verbally stated on which side he or
she felt the stronger force. Depending on the s’ answer,
the amplitude of the proposed stimulus was adjusted by
a step corresponded to 10% of the standard force amplitude
going down in a staircase method “two up, one down”
for 20 trials for each standard force (see Fig. 2 B) [23]. If
the answer was correct, the proposed stimulus amplitude
was reduced by 10% of the standard force for the 10 first
trials. For trials 11 to 20, the participant needed to give
two successive correct answers for the proposed force to be
reduced. The JND of each of the standard force amplitudes
was calculated as the average force of the amplitudes from
the last five trials [24]. Averaging among the two to eight last
trials did not influence the results. The forces were applied
pseudo-randomly on the right and the left of the torso to
ensure an equal number of pulls of the proposed stimulus
on both sides. This experimental procedure was performed
for first the front and then the back of the torso. A linear
fit of the JND data was performed using polyfit function in
MATLAB (The MathWorks, Inc., Massachusetts, USA) and
the coefficient of determination was computed using the
rsquare function.

The second experiment aimed at understanding the re-
lationship between a given stimulus and what the user
perceives. The objective was to find the coefficients of
the Stevens’ power law (a in 1) to determine if receiving
kinesthetic feedback with the FlyJacket followed a linear
progression over the proposed amplitudes and therefore
matched with results previously found for vibrations [22].
For this test, the experimental setup remained the same as
for the JND experiment. However, this time the participants
received first a reference force of 15 N randomly on either
the left or the right of their torso and then, after a two
seconds break, a stimulus at the same place (see Fig. 2 C).
The proposed stimuli S were 5, 10, 15, 20, 25 and 30 N.
The reference force was applied for 3 seconds, followed by
a 2 second break, and then the stimulus was applied for 3
seconds. The participant then verbally stated their estimate
of the perceived force intensity P. They were told that the
stimulus force could range from 0 N to 30 N, inclusive. Each
stimulus was presented three times for a total of 18 trials.
This experiment was performed both for the front and the
back of the torso.

A linear fit for each in the log space was performed. The
exponent a of the Stevens power law (1) was calculated as
the slope of a linear fit of the logarithm of participant data
(2) [19]. The multiplier A was calculated as the exponential
of the y-intercept of the linear fitting in the logarithm scale.

P(s) = \S¢ @

log P(S) = alog S + log A )

4

The significance of fit parameters a and A were tested using
one-sample t-test. The detection threshold was computed as
the y-intercept (log \) of the linear interpolation for the front
and the back [25].

2.2 Results for the Just Noticeable Difference

The results of the JND experiment showed a linear trend of
the perception over the standard force tested (5, 10, 20, 30 N)
for both the front and back of the torso (Fig. 3). Results for
the front and the back are comparable, and both are strongly
correlated with a linear law. From a fit to all s’ data, the
coefficient of determination of R?=0.765 for the front and
R%=0.991 for the back of the torso. If the data point from
one participant at standard force amplitude of 20 N and
JND of 9.62 N (see red circle sign in Fig. 3) is considered
as an outlier — as its JND is greater than the mean of all s
(3.03 N) plus twice the standard deviation (0.85 N) — and is
removed from the regression, the R? of the front becomes
R2=0.916. The extrapolation of the linear fit for each to the
y-intercept predicts that the detection threshold should be
0.63 N + 0.70 (mean = SD) for the front and 0.81 N =+ 0.81
for the back. However, further tests should be performed
to confirm this predicted threshold difference between front
and back. Following the linear law, the JND for any standard
amplitude can be predicted as this threshold plus 10% of the
standard force, SF (the slope of the linear fitting is 0.11 £
0.08 for the front and 0.09 + 0.060 for the back of the torso).
This linear fitting over all the participants has a significant
trend (P < 0.05) for both the front (P = 0.0019) and the
back (P = 0.0012). With the exception of the 5 N and 10 N
standard force applied to the back, the standard deviation
among participants was small (6% of the standard force
amplitude). For the two exceptions, the standard deviation
across participants was approximately 20% of the standard
force amplitude.

2.3 Results for Stevens’ Power Law

The results of the Stevens’” power law experiment (Fig. 4)
show that participants’ magnitude perception for proposed
stimulus followed a linear law for stimuli applied to the
front and the back of the torso. The computed fits for both
the front and the back of the torso demonstrated that the
perceived magnitudes follow a linear law with Stevens’
exponents close to one (afont= 0.97 £ 0.24 and apaek = 1.16
+ 0.36, mean + SD). The correlation with a linear law is
strong as the coefficient of determinations of the linear fit
are close to one (R?=1.000 for the front and R?=0.999 for the
back). However, the multiplier A doubles between the front
(Afront=1.03) and the back (Apack=0.54) of the torso. Therefore,
for the front, users perceived the increase in force linearly
and at the same amplitude as intended. In contrast, the
measured slope was steeper for the back than the front, with
the two lines crossing at 27 N. Therefore, users perceived a
lower force for lower stimuli (less than 27 N) and a higher
perceived force for high stimuli (greater than 27 N) on the
back.

2.4 Discussion

Our perception studies demonstrate that the information
transmitted to the user’s torso by the haptic force feedback
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Fig. 3. Just Noticeable Difference as a function of Standard Force Amplitude (N=10). All participants’ data for each standard force amplitude are
presented for the front of the torso (red circles) and for the back (blue crosses). The mean of participants’ linear fit of the data are shown for the

front (solid line) and for the back (dashed line) of the torso.
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Fig. 4. Perceived magnitude as a function of stimulus from the Stevens’ power law experiments (N=10). All participants’ data for each stimulus are
presented for the front of the torso (red circles) and for the back (blue crosses). The computed Stevens power equations obtained from the average
of s’ fit parameters are shown for the front (solid line) and for the back (dashed line).

will be perceived as intended by the command. The kines-
thetic feedback perception also follows a linear tendency
for both the JND and the perceived magnitude, which
corroborates with similar research on vibrotactile feedback
[22], [24], [25]. The JND results show that the minimum
force difference a user of the FlyJacket can perceive scales
linearly with the amplitude of the given forces. Users will
not perceive differences in force lower than 10% of the
stimulus. Therefore, force feedback indications should have
a difference in amplitude larger than this threshold. The
perceptions for the front and the back of the torso are
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comparable with a slightly higher detection threshold for
the back. The perception of force on the back of the torso
is also more variable among s at lower amplitudes than
greater ones. The results of the experiment to determine the
coefficients of the Stevens” power law showed that users
perceive forces at an intensity similar to the given stimulus,
nevertheless, similarly to the JND results, at a slightly lower
intensity for the back than the front.

The differences between front and back for both percep-
tion experiments could be due to a difference in sensitivity
between the front and the back of the torso [26]. Another



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TOH.2019.2925612, IEEE

Transactions on Haptics

IEEE TRANSACTIONS ON HAPTICS, VOL. , NO. , MONTH YEAR

possibility is that the lever arm of the back cables is smaller
than for the front cable, resulting in a smaller applied torque
for the same force stimulus. However, it is unclear how
much influence this torque difference has on perception.

We used the results of these experiments to validate
the parameters of the quadratically-shaped force guidance
curve (see (3), derived from [3]), that will be used in the
flight task. The force guidance curve gives a weak force
when the error is small and a strong force when the error is
large and is perceived as designed according to the results of
the perception experiments. The perception of the minimal
force difference is 10 % of the stimulus. The slope of the
quadratic term was set at 30 %. Therefore, the current
guidance force is compelling enough to affect the user, and
its changes over time can be perceived by the user. The
minimal force threshold that participants could feel was
approximately 0.7 N, which is the force they would receive
with an error of 2.2 m. This corresponds to approximately
the half of the mean RMS error over all participants that
took part of a previous flight experiment [3]. Both the JND
experiment and the Stevens’ power law experiment showed
no significant difference in perception between the front and
the back of the torso. Therefore, the command can be set
identically for the front and the back motors.

As the experimental results of the perception experiment
justify the parameters of the quadratically-shaped curve,
which was found to have improved the performance during
a short flight task, we retained the same parameters for our
longer flight task on training.

3 PERFORMANCE IMPROVEMENT DURING A

FLIGHT TASK

In a previous study [3], we demonstrated that having haptic
guidance, by correcting the torso position when flying,
increases the user’s performance in comparison to flying
without any guidance. The best type of force profile was
found to be quadratically shaped as it provided a weak
guidance when the error was small (< 4 meters; for refer-
ence, the wingspan of the drone is 0.96 meter) and a strong
guidance when the error was large (> 10 meters). Having
a haptic guidance was also valued by participants. With
this study, we sought to determine how haptic guidance
influenced performance over an extended period of time
(9 minutes of flight instead of 2.5 minutes for the previous
study) and if the user retained the control skills when the
haptic guidance was removed. Results would determine if
the training time could be reduced using haptic guidance,
what the appropriate amount of training required would
be, and whether the user retained the skill acquired with
the haptic guidance when the guidance was removed. To
evaluate these questions, a user study was performed on
participants in which they were asked to perform a flight
task of following a trajectory composed of waypoints (wp)
in the sky (see Fig. 1 E and F). This task was similar as our
previous, shorter flight time study [3].

3.1 Description of the Experiment

In total, 27 participants took part in this study, out of
which data from 20 participants were used (12 males, 8

6

females, age 25.85 £ 4.17 years; mean *+ SD). Of the 20
participants, eleven received haptic guidance during the
training task and nine flew without any haptic guidance.
Nine of these 20 participants also took part in the haptic
feedback perception experiment. Of the seven participants
excluded from this study, five participants could not finish
the experiment due to feelings of dizziness, one participant
had to stop because of technical problems with sensors, and
one participant stopped the experiment after the training as
he was unable to control the drone. The standard deviation
of the performance of this last excluded participant over the
150 waypoints of the training task was 24.40 m, which is six
times greater than the mean of the standard deviation of the
other participants flying without feedback (4.55 m).

Participants began the study by completing a ques-
tionnaire about their physical traits (height and weight),
handedness (left or right), visual acuity, hours of physical
activities, and experience in playing video games and pi-
loting remotely an aircraft. Then, the participants wore the
FlyJacket with the passive arm support and sat on a stool
(see Fig. 1). They wore virtual reality goggles (Oculus Rift,
Facebook, CA, USA), which provided the visual feedback
of the simulated environment. During this experiment, par-
ticipants had to control a fixed-wing drone in a simulator
developed in Unity3D (Unity Technologies, CA, USA) using
upper body movements described in [9]. The movements
to control the drone were demonstrated to them by the
experimenter, and the experimental protocol was explained
(see Fig. 5).

Participants began with a short familiarization of the
flight movements and simulator without any haptic guid-
ance. This familiarization task was composed of two parts.
At first, they were asked to follow an arrow in the sky
pointing to the right, left, up and down. This sequence was
presented to them twice in order to have them practicing
all the movements to control the drone. The second part
was one and a half minutes of free flight in a reconstructed
virtual environment of the EPFL campus. The goal was for
them to practice the movements and accustom themselves
to the control of the drone.

After this short familiarization phase, participants
started the next phase of following waypoints, symbolized
by small white clouds of diameter one meter, forming a tra-
jectory in the sky (see Fig. 1 D and E). The waypoints were
spaced apart by approximately 30 meters. Experimenters
explained to the participants that the distance between the
drone and the center of each cloud was recorded and that
their goal was to minimize their error over all the waypoints.
The order of the maneuvers to reach the waypoints (up,
down, left, right) was randomized between trials, but the
number of maneuvers was always the same between par-
ticipants. Participants had to perform three types of tasks
named "Baseline”, “"Training”, and “Evaluation” (see Fig. 5).
Their first task “Baseline” was to fly through 26 waypoints,
which took approximately a minute and a half, without
any haptic guidance. This task was used to calculate their
baseline performance. Next, the participants completed a
questionnaire to rate on a Likert scale (from 1 to 7) how
strongly they agreed with the following statements concern-
ing their subjective control ability and flight sensations (1
being strongly disagree and 7 strongly agree):
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Fig. 5. Flight experiment protocol, indicating the tasks performed without guidance (blue) and with guidance (magenta). During the training, eleven
participants flew with guidance and nine participants flew without guidance. wp: waypoint.

1) "I felt as if I was flying,”
2) “I had the feeling of controlling the flight trajectory,”
3) ”The training was clear and sufficient,”
4) "I enjoyed the experiment,”
) "1 felt dizzy,”

) "I felt some physical discomfort,”
7) "The setup was comfortable,”

) "My movement did not feel constrained during the

flight.”
The second part was the training phase. It was composed
of three sessions of 50 waypoints each (around 3 minutes
per session), with approximately a one minute break in
between each session where the participant could remove
the virtual reality goggles and rest. These short breaks
were enforced to reduce the probability of motion sickness
due to the virtual reality goggles [27]. s either flew with
haptic guidance (N=11) or without haptic guidance (N=9).
The haptic guidance setup of the FlyJacket was the same
as the one used in [3]. The haptic guidance corrected the
user’s torso position by pulling it toward a position that
would allow them to fly a pre-calculated, optimal trajectory
passing through the waypoints. The force rendered to the
torso, Fyyuqq Was quadratically proportional to the distance
between the center of the waypoint and the drone, dx (3).

Pyt = {0.15 br | ow|< 14 o
30 otherwise
For small errors (< 4 m), the haptic guidance gives a
weak correction force (< 3 N); therefore, the participant
avoids being strongly perturbed. When the error becomes
more significant, this guidance pulls the user strongly to-
wards the reference trajectory. The maximum force given
by the haptic guidance is 30 N per motor for an error
larger than 14 m. The same force command was given for
the front and the back of the torso. After finishing these
training tasks, both groups (with and without the haptic
guidance) again filled out a questionnaire about their flight
experience. The questionnaire was the same as the one given
after the baseline task, but additional questions about the
haptic guidance were given to the group that had received
it. The additional statements were the following;:
9) ”Apart from the haptic feedback, my movements did
not feel constrained during the flight,”
10) "The haptic feedback helped me to correct my trajec-
tory,”
11) “The haptic feedback was on time with the flight.”
In addition, they had to rate on a Likert scale from 1 (too
weak) to 7 (too strong) the overall force intensity and for
each body side (front, back, right, left). Participants also

completed a NASA-TLX test, which measures the perceived
amount of workload during this flight task [28].

The third and last task of this study was the evaluation
task — a flight through 34 waypoints without haptic guid-
ance for both groups. The aim of this part was to determine
how well participants performed when the haptic guidance
was removed in comparison to participants that did not
receive any haptic guidance. At the end of this task, the
participant had to fill the questionnaire about the flight
sensations once more.

To score each flying task, the distance between the center
of each waypoint and the point where the trajectory of
the drone crosses a plane drawn perpendicular to the line
connecting the previous and next waypoint was recorded
(see Fig. 1D, for more details see [31]). This distance repre-
sents the error at each waypoint. The baseline score of each
participant was calculated as the root mean square (RMS)
of this error over the 26 waypoints of this task. The flight
performance for the training and the evaluation task was
evaluated as an error reduction relative to the performance
achieved during the baseline task. This error reduction was
computed by subtracting the error at each waypoint of the
training task or the evaluation task from the RMS error of
the baseline task. A larger error reduction means a greater
improvement in performance. The data of the training and
the evaluation tasks was fit with a linear curve (using the
polyfit function in MATLAB) to determine the learning curve
for these two tasks. The difference between the groups and
their statistical significance were evaluated with a Wilcoxon
Rank Sum test and one-sample t-test.

3.2 Results of the Flight Experiment

The error reduction during training and evaluation tasks
was evaluated (Fig. 6) for each participants’ flight through
150 waypoints (wp) during the training task and through
34 wp for the evaluation task. The slope of the linear fitting
of the data was similar for both group with 0.0040 £ 0.0124
m/wp (mean =+ SD) for the group flying with guidance and
0.0062 + 0.0221 m/wp for the group flying without guid-
ance (P=0.970). Both groups show no statistically significant
improvement over time (P=0.313 for the group flying with
haptic guidance and P=0.428 for the group flying without
guidance). The performance improvement of the training
task is immediate with an offset of the linear fitting of
543 £ 6.40 m for the participants training with haptic
feedback and 3.58 + 3.48 m for the participants training
without haptic feedback. Both improvements are statisti-
cally significant (P=0.0184 and P=0.0151 respectively), but
the difference between the offset of both groups was not
significant (P=0.880).
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Fig. 6. The error reduction for both the training and evaluation flight tasks, relative to the RMS error of the baseline task, for participants that
trained with guidance (N=11, magenta) and without guidance (N=9, blue). Participants also had a five to seven minute break (dashed line) to fill a
questionnaire between the end of the training task and the beginning of the evaluation task.

After the training, both groups completed an evaluation
task without guidance to assess whether they retained the
skills acquired during the training. The participants that
trained without guidance continued to improve their per-
formance at, surprisingly, a faster rate of 0.0296 £ 0.0994
m/wp than during training. Comparatively, participants
that trained with guidance started the evaluation task with
a better error reduction on average than at the end of the
training with an offset of error reduction of 7.24 + 6.48
m. They started also with a better mean performance than
participants that trained without feedback (4.89 £ 6.08 m).
However, over time their performance degraded without
haptic guidance with a rate of -0.0416 £ 0.0778 m. The
difference between the trend and offset for the two curves
are not significant (P=0.197 for the slopes and P= 0.0965 for
the offsets) and their performance tended towards the same
level of performance as the participants trained without
guidance at the end of the evaluation task.

When flying with the haptic guidance, the same force
was given to the front and back of the torso for the same
level of error. The results of the experiment on the haptic
perception described earlier on this article demonstrated a
slightly lower perception of the magnitude of a given force
applied to the back in comparison to the front. Therefore,
we compared mean performance during training between
"up” and “down” maneuvers (Fig. 7). For participants that
trained with guidance, the error reduction was statistically
higher (P = 0.049) for the “down” maneuvers (7.45 + 2.30
m) — when the haptic guidance is pulling on the front
of the torso — than for the “up” maneuvers (4.51 £ 3.62
m) — when the haptic guidance is pulling on the back of
the torso — during the training task (Fig. 7). There is no
significant difference in error reduction in any directions for

—_
(=]
T

oo
T

Error reduction (m)

Down

Up Down Up

With guidance Without guidance

Fig. 7. Mean and standard deviation of the error reduction for "up” and
"down” maneuvers during the training task for participants training with
haptic guidance (N=11) and without haptic guidance (N=9). With haptic
guidance, an "up” maneuvers corresponds to a pull on the back of the
torso, and a "down” for a pull on the front of the torso. Asterisk (*)
denotes p < 0.05.

the participants that trained without guidance (Fig. 7). This
corroborates the results found with the haptic perception
experiment that the participants feel the haptic feedback
applied on the front of their torso with a higher magnitude
than on the back.

The questionnaires completed by the participants after
each task assessed their subjective feeling on their ability
to control the trajectory and the comfort of the flight. No
significant differences were found between the group train-
ing with guidance and the group without guidance. Adding
haptic guidance to the flight did not physically constrain
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the user or prevent them from enjoying the flight tasks.
There were also no significant differences in participant
responses on the questionnaire’s statements 1 to 8 among
the baseline, training and evaluation tasks. From responses
on the NASA-TLX questionnaire, there were no significant
differences in workload between the group flying with the
haptic guidance and the group flying without guidance with
a workload of 54.96 + 19.19 (on a scale from 1 to 100)
for the people flying with feedback and 51.25 £ 19.26 for
people flying without feedback. The haptic guidance does
not alleviate or aggravate the subjective workload. There
was no significant correlation between the physical charac-
teristics (e.g. age, BMI, vision, handedness, gender, hours
of physical activities per week) or their experience with VR
goggles, piloting remotely an aircraft, or computer gaming
of the participants and their performance of piloting the
drone independently than if they receive an haptic guidance
during their training or not.

3.3 Discussion

During a training period of approximately nine minutes,
haptic guidance did not seem to help users learn the fly-
ing task faster than without guidance. However, haptic
guidance improved performance instantaneously without
increasing the workload on the user or degrading the sen-
sation of flight. Therefore, flying with the haptic guidance
could be a useful assistance mostly for naive users as
they can immediately start flying with more precision. By
averaging the performance of the participants, data show a
trend of improvement over time with a better performance
for the group training with the haptic feedback and also
a better average performance during the evaluation. How-
ever, significant effects of the training over time was hard to
assess because of the large variance of performance among
participants. This large variance was present for both groups
and is therefore independent of the haptic guidance.

One surprising behavior is the higher learning rate of the
participant that was trained without the guidance during
the evaluation task. One hypothesis is that they still had
room for improvement and therefore continued to learn.
Their faster learning rate, regarding to the training task,
may be because flying during a long period is tiring and
the five to seven minutes break between the training and
the evaluation tasks allowed them to recover. A step in
the error reduction is also seen between the baseline task
and the training task, where participants had a five minutes
break to fill the questionnaire. Apparently, a few minutes
break may have influenced the error reduction during the
next flight task and seemed to have a positive effect on
the performance of both groups. However, the effect of
these breaks is unknown, and specific experiments should
be performed to understand precisely their influence on the
learning process of participant, which is out of the scope of
this article.

The perception of the haptic feedback had an influence
on the error reduction. Indeed, from the perception experi-
ments described earlier on this article, the minimum force
difference is slightly but not significantly smaller for the
front than for the back of the torso. Also, the magnitude of a
given stimulus is perceived slightly larger on the front than
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on the back. These differences of perception were observed
on the performance of the participants training with the
haptic feedback as the error reduction was significantly
higher when the haptic cue was given on the front of the
torso than on the back. This difference was not observed
in the group of participants flying without the haptic feed-
back. As apparently even non-significant variations on the
perception lead to changes in performance in the flight
task, quantification of the minimal force that the user can
perceived is important. It was observed in the perception
experiment that participants could not discern guidance
forces below an error of 2.2 m (see section 2.4). Although
it has been demonstrated in previous study that having
a weak guidance force for small error prevents the user
to be too frequently perturbed by the force and results in
better performance than a hard guidance [3], possibly the
force curve could be slightly tuned to still give light but
perceivable guidance below this threshold.

Additional points should be considered to explain how
participants had the same learning rate with and without
guidance. The tuning of the guidance force was set on static
perception experiment. Perhaps dynamic torso behavior
somehow influenced force perception and should be taken
into account in the force profile.

As the performance of the participants that trained with
guidance decreases over time during the evaluation task, we
hypothesis that participant got dependant on the feedback
and relied on it to flight instead of learning. In addition, the
results showed a large variation in performance between
the participants. To tackle both of these issues, a possibility
to improve the flight performance is to implement a per-
sonalized haptic guidance i.e. the stimulus intensity and
frequency would be adapted to each user and could also
adjust over time regarding the performance and confidence
of the user in the flight. This implementation could improve
the performance of individuals that were less responsive to
the haptic guidance and reduce the variance of the over-
all performance. For each of these proposed approaches,
experiments should be conducted to determine how they
individually affect the learning rate and skill retention over
an extended period of time.

4 CONCLUSION

The work presented in this paper shows that a cable-driven
force feedback to the human torso is perceived linearly
with the applied stimulus. These results corroborate with
previous experiments on the perception of vibrotactile feed-
back [22]. The force perception was observed to be slightly
lower on the back of the torso, both during the perception
studies as well as during the flight experiments. This imbal-
ance can have repercussions in the flight performance and
can be addressed by appropriately modulating the magni-
tude of the applied force with larger control gains for the
back motors. We also demonstrated that a guidance-based
haptic feedback provided through the FlyJacket boosts user
performance during the training phase of a path-following
task. However, this improvement in performance was not
significantly greater than training without feedback, and
these gains might subsequently be lost when this feedback is
taken away. This could be indicative of poor skill retention,
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possibly due to users developing a dependence on the
guidance or “slacking” [29]. More thorough retention tests
need to be conducted to assess and distinguish the short-
term and long-term effects of the flight training.

In this work, one method of haptic feedback guidance
was explored to understand its effect on user performance,
motor learning, and skill retention. The perception test per-
formed investigated stimuli in static positions. As a follow-
up, we are currently carrying out a participant study to
examine the dynamic response of a human torso when it
is subjected to a continuous sinusoidal kinesthetic stimulus.
The stimulus is provided to the torso via the same motorized
cable driven system used in the perception and motor
learning studies shown in this paper. More specifically,
we are interested in establishing relationships among torso
movement, the applied stimulus frequency, the location
of the cable attachment points on the torso, and inter-
subject anthropometry. Furthermore, we are developing a
neuromechanical model to capture the dynamical torso re-
sponse to input stimulus and quantify cognitive alertness
and mechanical passivity as model parameters for each
participant. Separately, we will be investigating dynamic
torso perceptiveness i.e., the dependence of threshold per-
ceptible force on velocity for s in motion. Our aim is to use
the model to predict the response of each individual in a
flight teleoperation task and the dynamic perception tests
to ascertain the type of feedback that should be provided
to participants to augment the rate of their motor skill
acquisition.

In the future, the FlyJacket will be used to test a com-
bination of different approaches to target improved human
robot interaction. Indeed, one possibility is to use the same
hardware setup for haptic feedback provision but instead
of guiding users, the cable-driven feedback could be used
to hinder users from achieving their target. This approach
would draw on some exhibited benefits of error amplifi-
cation as a pedagogical tool in haptics studies [30]. Still
using the same hardware setup, guidance can be given to
prevent the drone from colliding with an obstacle or from
performing dangerous maneuvers that are outside the flight
envelope, such as flying at a too high angle of attack. In
these critical conditions, the movements of the user can be
restricted using this type of haptic guidance.

Alternatively, one could employ passive haptic feedback,
a type of feedback that combines certain favourable at-
tributes of haptic guidance and error amplification to hinder
erroneous joint movement. Here, a system of brakes and
clutches can be embedded into the existing FlyJacket to
have a more body-conforming design [31] [32]. With passive
haptic feedback, users would be given more agency to
make mistakes, identify those mistakes with the feedback
provided, and correct for them.

As another approach to improve the flight performance,
tactile feedback to render the sensation of flight can be
embedded into the existing FlyJacket. A system of closed
air pouches which produces the sensation of air being
compressed against the torso during drone’s centripetal
acceleration has been developed and tested [?].

Using the FlyJacket to control a drone is one form of
teleoperation. The cable-driven haptic guidance in the form
of kinesthetic feedback studied is this article can be used in
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other types of teleoperation, such as the balance of a bipedal
humanoid robot like the Hermes robot [33] or, if placed on
the users arm, kinesthetic feedback during teleoperation of
a robotic arm.
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