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Abstract
During the last decade, the development of optofluidic chips has become a large field of

research. The integration of nano and microstructures with microfluidics layers allowed for

the miniaturisation of a number of tools traditionally used in laboratories and optofluidic

systems found their main applications in lab-on-a-chip and sensing platforms. At the same

time, optical tweezers have become the tool of choice for the trapping and the manipulation

of nano and micrometer-sized objects, that can be inert (dielectric or metallic particles)

or biological (proteins, bacteria, viruses,...). In this context, nanostructures are the ideal

candidate for tweezers miniaturisation, thanks to their ability to strongly confine light in small

volumes and hence to generate intense gradient forces. This work reports on the fabrication

of an optofluidic chip based on a two-dimensional photonic crystal cavity and on its use

in particle and bacteria differentiation. The cavity has a hollow design that maximises the

overlap between the confined field and the trapped objects and it supports Self-Induced

Back-Action effects that allow for reducing the trapping power (down to few microwatts) and

to simultaneously acquire information of the trapped specimen. The system is excited in an

end-fire setup and the detection is carried out by recording the light intensity transmitted

through the photonic crystal. The fabrication process, that is entirely carried out in the Institue

of Physics and in the Center of MicroNanoTechnology cleanrooms, is first detailed. For the

cavity design normally used, typical quality factors of 10000 were obtained. Moreover, SU8

mode adaptors were developed to increase the coupling with lensed fibers and a microfluidic

membrane presenting two injection channels is proposed for rapid switch between liquids.

The trapping and the differentiation of 250 and 500 nm polystyrene is then presented. The

differentiation can be achieved qualitatively by direct observation of the transmitted intensity

records and quantitatively by the use of histograms and of statistical moments. Finally, the

trapping of seven species of living bacteria is shown and their Gram-type is determined by the

analysis of the induced transmission increase. This ability to probe the cell wall of bacteria

in a fast, label-free and non-destructive way paves the way for applications in biological and

biomedical environments.
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Résumé
Pendant la dernière décennie, le développement de puces optofluidiques est devenu un

important domaine de recherche. L’intégration de nano et de microstructures avec des couches

microfluidiques a permis la miniaturisation de nombreux outils habituellement utilisés dans

les laboratoires et les systèmes optofluidiques ont trouvé leurs applications naturelles dans des

dispositifs de type laboratoire sur puce et de détection. En même temps, les pinces optiques

sont devenues l’outil le plus répandu pour le piégeage et la manipulation d’objects dont

la taille est de l’ordre du nanomètre et du micromètre, qui peuvent être à la fois inertes

(particules diélectrique ou métallique) ou biologiques (protéines, bactéries, virus,..). Dans

ce contexte, les nanostructures sont des candidats idéaux pour la miniaturisation de pinces

optiques, grâce à leur capacité à confiner fortement la lumière dans de très petits volumes,

créant ainsi les nécessaires forces de gradient. Cette thèse décrit la fabrication d’une puce

optofluidique basée sur une cavité à cristal photonique et son utilisation dans la différentiation

de particules et de bactéries. Une des caractéristiques principales de cette cavité est d’être

creuse, ce qui permet de maximiser la superposition entre le champs confiné et les objects

piégés. De plus, elle supporte des effects de rétroaction, ce qui conduit à une forte réduction

des puissances nécessaires au piégeage et en même temps à l’obtention d’informations sur

l’échantillon piégé. Le système est excité par un laser accordable et la détection est faite en

mesurant la puissance transmise à travers le cristal photonique. Les étapes de fabrication,

qui sont exécutées entièrement dans les salles blanches de l’Institut de Physique et du Centre

de MicroNanoTechnologie ici à l’EPFL, sont d’abord détaillées. Pour les cavités utilisées

habituellement, des facteurs de qualité de 10000 ont été obtenus. De plus, des adaptateurs

de modes en SU8 ont été développés pour augmenter le couplage avec les fibres lentillées

pour l’injection de la lumière. Une membrane microfluidique avec deux canaux d’injection

a également été proposée, pour changer rapidement de liquide pendant les manipulations.

Ensuite, le piégeage de particules en polystyrène avec des diamètres de 250 et de 500 nm est

présenté. Les deux tailles peuvent être distinguées qualitativement par la simple observation

de l’intensité transmise et quantitativement par l’utilisation d’histogrammes et de moments

statistiques. Finalement, le piégeage de sept espèces bactériennes est montré et leur type de

Gram est déterminé grâce à l’analyse de l’augmentation de l’intensité transmise. Cette faculté

à sonder la membrane cellulaire bactérienne de façon rapide, non-desctuctive et sans besoin

de marquages ouvre la route pour nombreuses applications dans les domaines biologiques et

biomédicaux.
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1 Introduction

During the last decade, the miniaturisation of laboratory tools and their implementation

in lab-on-a-chip platforms have proven to be crucial fields of research. The simplification

and size-reduction of scientific apparatuses is of great interest for a number of applications

where it is desirable to obtain fast and accurate results with portable instruments, such as

diagnostics, environmental analysis, food and water quality control, etc.

At the same time, optical tweezers consisting in a tightly focused laser beam have found

an increasing range of application, going from sensing to particle manipulation, force mea-

surements and optical cooling. However, in their classical configuration they require bulky

instrumentation, at least of the size of a microscope. A miniaturisation of such kind of optical

tools is possible with the use of nanostructures, thanks to their small footprint combined with

their ability to strongly confine light and hence provide the necessary field gradients.

This thesis reports on the use of a 2D hollow photonic crystal cavity, integrated with micro-

fluidic layers, for optical trapping applications. The hollow nature of the cavity results in a

large overlap between the confined field and the trapped objects, while the resonant nature

of the trapping mechanism gives rise to Self-Induced Back-Action (SIBA) effects and to two

different trapping regimes that allow to trap particles and biological entities with ultralow

powers (of the order of few hundreds of microwatts). In particular, a peculiar regime that we

referred to as “cage regime” was used to trap and distinguish polystyrene nanospheres with

different sizes and living bacteria with different cell wall properties.

In this chapter, the basic concepts and the state of the art are presented. Photonic crystals

(PhC) and the light confinement in these structures are first introduced, together with a

description of our cavity. Secondly, an overview on optical forces and on their applications is

given. Their derivation in the dipole and in the ray-optics limits is also presented. Finally, a

state of the art of nanostructure-based optical tweezers systems is provided, with particular

attention on optofluidic systems.

The second chapter reports on the fabrication of the optofluidic chip. The entire fabrication of
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Chapter 1. Introduction

the chip and its integration with microfluidic layers is performed at EPFL cleanrooms and in

this chapter the process is detailed.

In the third chapter, the experimental setups are presented. Experiments were performed here

at EPFL and in CEA Grenoble laboratories, in the framework of a collaboration with the groups

of Emmanuel Hadji, David Peyrade and Pierre Marcoux: the optical setups are very similar but

some differences are highlighted. In this chapter, the sample characterisation is also reported.

The fourth chapter permits to introduce the experimental procedure and the the two trapping

regimes supported by our cavity. The exploitation of the SIBA effects to distinguish objects

with different sizes, refractive indexes and shapes is also shown and it is exemplified by the

distinction of 250 and 500 nm polystyrene nanoparticles.

Finally, the fifth chapter contains the results on optical trapping and on Gram-type determi-

nation of seven species of living bacteria with a simple transission measurement. With this

result we show that we can probe the cell wall of bacteria, and this could be of great interest for

applications in antibiotic susceptibility determination, as it will be shown in the conclusions.

2



1.1. Photonic crystals

1.1 Photonic crystals

Photonic Crystals (PhC) are materials in which the dielectric constant is periodic in one, two

or three dimensions. This periodic arrangement, under well chosen conditions, can generate

a Photonic Band Gap (PBG), i.e. a frequency window whitin which the propagation of light

through the crystal is prohibited. In order to permit the interaction between photons and

the periodic medium through interference effects, the periodicity of the lattice has to be

comparable with the wavelength: this results in a lattice constant of the order of few hundreds

of nanometers for visible and near-IR light.

Photonic crystals are present in nature and are responsible for the stuctural colours of butter-

flies wings [1, 2], peacock feathers [3], and opals [4], but also of beetles [5] and chameleons

[6] (Fig. 1.1 and 1.2). As a matter of fact, these colours arise from the presence of a PBG

and, differently from pigment-based colours, they depend on the angle of illumination, in a

phenomenon known as iridescence.

Figure 1.1 – Examples of photonic crystals in nature. Figure from [7].

b

c

Figure 1.2 – Chameleons change their colour thanks to their ability to modify the arrangement of
guanine nanocrystals. (a) Pictures of two chameleons in their relaxed and excited state). (b) Lattice
structure in the relaxed state. (c) Lattice structure in the excited state. Figure adapted from Ref. [6].
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The propagation of light in such periodic structures can be described by a band diagram, that

shows the frequencies for which propagation in the crystal is possible and those for which

it is inhibited. Naturally this band structure (and hence the PBG) not only depends on the

dielectric constant of the two media, but also on their spatial periodicity. For the structures

mentioned beforeahead the iridescence is a direct cause of the different lattice parameters

with respect to different incidence angles. As an other example of the lattice effects in the

photonic bandgap, the case of chameleons can be considered: their ability to rapidly and

reversibly change colours is provided by the modification of the periodic arrangement of

guanine nanocrystals [6], as shown in Fig. 1.2, that pass from a square configuration when the

chameleons are relaxed to a triangular lattice when the animals are excited.

However, the description of these phenomena in terms of photonic crystals is quite recent.

One-dimensional structures consisting in an a stack of dielectric materials are known since

the end of 19th century, but the official birth of the general concept of PhC dates 1987, with the

works of Eli Yablonovitch [8] (a full 3D photonic band gap can be used to suppress spontaneous

emission) and of Sajeev John [9] (disorder close to the edge of a PBG can be used to produce

strong Anderson localization of light). First structures presenting photonic band gaps were

proposed and fabricated at the beginning of the 1990s [10, 11, 12, 13]. As the spatial constant

has to be of the same order of the wavelength, the photonic crystal development was strongly

linked to the concurrent state of the fabrication technology and the earlier structures ([12, 13])

were operating in the microwave range.

Since then, photonic crystals became a large field of research and they found a huge range of

applications in all the fields where it is desirable to confine or manipulate light. For instance,

light-matter interactions were studied [14], integrated optoelectronics circuits were developed

(like modulators [15] or optical switches [16]) and biological systems were investigated [17, 18,

19].

1.1.1 Band structure and photonic band gap

To illustrate the formation of the band structure and of the photonic bandgap, for simplicity

the case of a 1D photonic crystal structure will be considered, consisting in a stack of materials

with alternating dielectric constant. The properties of an harmonic wave propagating in a

dielectric medium can be obtained by solving the Maxwell’s equations and the following

master equation is obtained (for its derivation, see for instance [20] or [21]):

(
~∇× 1

ε(~r )
~∇

)
× ~Hω(~r ) =

(
ω

c

)2
~Hω(~r ) (1.1)

which is an eigenvalue problem.
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1.1. Photonic crystals

For periodic media, the Bloch-Floquet theorem holds and solutions of 1.1 have to be of the

form

~H(~r , t ) = e i (~k~r−ωt )~Hk (~r ) (1.2)

For each of these Bloch modes there is a unique relation between ω and the wavevector~k,

called dispersion, and the set of all the Bloch modes supported by a periodic medium forms

the band structure. An important consequence of Eq. 1.2 is the fact that the wavevector is also

periodic: ~k =~k + 2π
a , where a is the periodicity of the perturbation in dielectric constant. It is

thus possible to fold the diagram by a period equivalent to 2π
a and to completely describe the

propagation properties in the first Brillouin zone, extending from k =−π
a to k = π

a , as shown

in Fig. 1.3. For every frequency ω, a forward and a backward propagating modes are present,

identified by positive and negative wavevectors respectively.

ω

‐π/a π/ak

a

k

ω

‐π/a π/ak

a

k
PBG

a) b)

Figure 1.3 – (a) Band diagram for a uniform medium. An artificial periodicity can be introduced
and the band diagram can be folded at the limits of the Brillouin zone, that extends from k =−π

a to
k = π

a . Positive wavevectors correspond to forward-propagating modes while negatives k correspond to
backwards-propagating modes. (b) Band diagram for a periodic medium. Reflections at the interfaces
between media cause interference and coupling between forward and backward-propagating modes,
that hybridize. A window of frequencies for which no k are available, called photonic bandgap, is
created.

In the case of a single dielectric medium, the same description can be carried out by introdu-

cing an artificial periodicity. As it is shown in Fig. 1.3 (a), the band structure simply folds

and all the frequencies can propagate in the medium. In the case of periodic media with

two dielectric contants, on the contrary, reflections occur at the interfaces. Those reflections

result in a coupling between the forward and the backward-propagating modes and cause

an anticrossing of the modes at the edges of the Brillouin zone. A photonic band gap is thus

created: for some frequencies, no wavevector is available and the propagation through the

PhC is not possible. The width of this forbidden frequency range grows for increasing refractive

index contrast between the two media.

The same principle can be applied to two- and three-dimensional photonic crystals, but the
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complexity of the systems requires numerical computations to obtain the eigenmodes. An

example of band structure for a 2D photonic crystal is showed in Fig. 1.4, where the PhC is

created by a triangular lattice of air holes in a silicon slab. In analogy to the solid state physics

treatment, the band structure is projected on the symmetry directions of the first Brillouin

zone, which in this case is a hexagon.

Bloch modes with frequencies lower than the bandgap form the dielectric band and are mainly

confined in the medium with larger ε, while the eigenmodes with larger frequencies form the

air band and are mainly confined in the lower refractive index medium. Moreover, the larger

the dielectric constant contrast between the two materials, the most the modes are confined

into their corresponding medium. This leads to important consequences for the exploitation

of the fields, as it will be shown in the following.

1.1.2 Defects in 2D photonic crystals

One major interest in the use of photonic bandgap materials is the possibility to strongly

confine light and to create cavities and waveguides. This is achieved by introducing defects in

the lattice structure, that result in the perturbation of the periodicity and hence in a “pulling”

of some modes inside the PBG. Two main classes of defects can be introduced: point-like (that

Fr
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Figure 1.4 – (a) SEM micrograph of the system considered. It is a 2D photonic crystal silicon membrane.
The periodicity is interrupted by a W1 waveguide and by a H0 cavity. (b) The band structure calculated
for a perfectly periodic lattice for TE polarisation. A bandgap is shown. (c) Detail of the bandgap while
considering the modes supported by W1 waveguide (in black) and by the cavity (in red).

create a cavity) and line-like (creating a waveguide). A point-like defect can be created in a

variety of ways, for instance by removing or changing the size of one or few lattice holes. A

waveguide, on the other hand, is generally created by removing one or several lines of holes

and it is referred to as W1, W2, .. Wn depending on the number of lines removed.

To illustrate this, the band structure of the system used in this thesis (that will be detailed in

section 1.1.4) is shown. It consists in a 2D photonic crystal formed by a triangular lattice of

holes in a silicon membrane. Moreover, two defects are introduced: a W1 waveguide and a

HO cavity obtained by enlarging one of the holes (Fig. 1.4 (a)). This structure has a complete

band gap for TE (Transverse Electric) polarisation (Fig. 1.4 (b)). On the figure, the light line

is also showed, i.e. the line given by the relation ω = c
n k that separates the continuum of
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1.1. Photonic crystals

radiating modes (above) from the modes that are allowed to propagate in the slab. In Fig. 1.4

(c) the modes introduced in the PBG by the presence of a W1 and of the cavity are depicted

in black and red respectively. In general, a waveguide permits the propagation for a range of

frequencies, while a cavity creates a discrete state inside the bandgap, thus strongly confining

light for a certain frequency (in our case, 0.27 of reduced frequency).

1.1.3 Q factor and modal volume

The two most important figures of merit of a resonant cavity are the quality factor Q and the

modal volume V , together with their Q/V ratio.

Quality factor

The quality factor is a dimensionless number that is used to measure the losses of a resonant

cavity. Light is confined in a 2D photonic crystal cavity by two mechanisms: by the PBG

confinement in the plane of the photonic crystal and by total internal reflection in the out-of

plane direction, due to the contast index between the silicon and the surrounding medium.

The electromagnetic field is confined for a finite time in the cavity and in its formal definition

the Q factor is the ratio of the energy stored in the system with respect to the losses per cycle

at the resonance frequency ω0:

Q = ω0Estor ed

Pdi ssi pated
(1.3)

The field decays exponentially and when plotting the mode energy with respect to the fre-

quency a Lorentzian-type of curve is obtained (Fig. 1.5) and the quality factor is simply given

by

Q = ν0

∆ν
(1.4)

where ∆ν is the full width of half maximum of the curve shown in Fig. 1.5.

Figure 1.5 – Energy of the localised mode as a function of frequency. The Q factor can be defined as
Q = ν0/∆ν.
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The Q factor experimentally measured is usually expressed as a sum of several factors to take

into account the different decay mechanisms that occur:

1

Qmeasur ed
= 1

Qi ntr i nsi c
+ 1

Qcoupli ng
+ 1

Qextr i nsi c
(1.5)

The first term, Qi ntr i nsi c , takes into account the geometrical properties of the cavity. This

factor is linked to the field distribution and to its coupling with the continuum of radiative

modes above the light line [22, 23]. The second term, Qcoupli ng , takes into account the

coupling mechanism to excite the resonance. For cavity excited by evanescent coupling,

the distance from the exciting mode is of crucial importance. Finally, the Qextr i nsi c factor

considers both the losses due to material absorption and the ones due to scattering from

impurities and imperfections, such as surface roughness or lattice disorder.

Modal volume

The modal volume gives a measure of the spatial extent of the confined mode and in its most

common definition it is given by [24]:

V =
Ð

ε(r)|E(r)|2d3r

max[ε(r)|E(r)|2]
. (1.6)

It is usually expressed in
(
λ
n

)3
units and to smaller modal volumes correspond stronger field

confinements.

1.1.4 2D hollow photonic crystal cavity

In this section the cavity used during the thesis is presented. It consists in a hollow cavity,

evanescently coupled to a W1 waveguide in a silicon 2D photonic crystal membrane (Fig. 1.6).

Light injection and collection are carried out in an end-fire setup.

The bulk material is a 220 nm thick silicon membrane and the photonic crystal structure

is created by a triangular lattice of holes, 250 nm in diameter and with a lattice constant of

420 nm. An optical cavity is created by enlarging one of the lattice holes to a diameter of

700 nm. Finally, a W1 waveguide allows for light propagation and for evanescent excitation of

the cavity mode.

Evanescent excitation of cavity modes with a W1 waveguide was first shown by Noda in 2000

[26], while the proposal to use this hollow cavity design for particle detection was introduced

by Lee and Fauchet in 2007 [27]. According to the definition 1.6, this cavity presents a modal

volume of 2.3(λ/n)3 and typical quality factors are of the order of 8000-10000 in air and of

3000-5000 in water, as it will be discussed in Chapter 3. This combination of small V and high

field confinement creates strong field gradients, that are fundamental for optical trapping.
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1.2. Optical trapping

Figure 1.6 – SEM micrograph of our 2D hollow photonic crystal cavity and finite element calculation of
the confined field. Calculation from Ref. [25].

It has to be mentioned that cavities presenting larger quality factors [28, 29, 30] or smaller

modal volumes have been presented [23, 31, 32]. Nevertheless, the main interest of this cavity

design resides in the large overlap between the confined mode and the hollow volume, leading

to a maximum interaction with the objects to be trapped and analysed. Indeed, more than

30% of the confined electric field overlaps with the low index medium and more than 10% of

the total is located inside the cylindrical volume of the hole.

Moreover, large quality factors are not necessarily the best choice for trapping applications,

as it will be discussed in Chapter 4 where the “cage trapping” mechanism will be discussed.

Finally, the size of this cavity makes it particularly adapted for trapping particles that measure

few hundreds of nanometers, but the trapping of larger objects such as bacteria was successfull

as well. For these reasons, this hollow cavity design is a very promising tool for sensing and

biological analysis.

1.2 Optical trapping

1.2.1 Optical forces

The fact that light can exert mechanical forces is an idea with a long story: as early as 1609,

Johannes Kepler suggested that light might cause the deflection of the tails of the comets and

the classical Maxwell theory (1873) showed that the elecromagnetic field carries momentum

and that a radiation pressure is exerted on illuminated objects. In 1905 Einstein introduced

the concept of “photon” and showed that energy transfer between light and matter happens

in discrete quanta. The discrete momentum transfer between X-rays and electrons was

demonstrated 20 years later by Compton, while in 1933 the recoil momentum transferred

from photons to atoms was observed by Frisch [33].

9



Chapter 1. Introduction

Starting from 1970, the group of Ashkin at Bell Laboratories showed acceleration and trapping

of micron-sized particles with a cw visible laser [34]. These experiments led to the development

of optical tweezers in the late Eighties [35, 36], for which Ashkin was awarded the Nobel Prize

in Physics in 2018. In their classical form, optical tweezers consist in a tightly focused beam

that can confine microscopic particles stabily in three dimensions (Fig. 1.7). Typical sizes

of trapped objects are on the order of 0.1-10µm and the forces produced are of the order of

piconewtons, for milliwats of laser power [37]. As it will be discussed in the next section, a

particle near the focus experiences a force that can be decomposed into two components: a

scattering force, directed in the direction of propagation of the beam, and a gradient force,

directed towards the higher beam intensity. When the gradient forces dominate, the particle

can be trapped near the focal point [38, 39, 40]. In classical cases, the trapped object is subject

to an harmonic potential. One can thus define a trap stiffness as the slope of this linear

approximation: it depends on the field gradients, the particle polarizability and the laser

power.

x

x

U

F

a) b)

c)

Figure 1.7 – (a) Representation of classical optical tweezers. Figure from Ref. [41].(b) The potential
experienced by the trapped object is harmonic and (c) the force is linear for small displacements from
the equilibrium position.

Optical tweezers have found a large variety of application, especially in the biological field

[42]: for instance, they were used to stretch DNA [43], to detect single proteins [44], to cha-

racterise the surface of bacterial spores [45], to manipulate organelles in cells [46] and even to

manipulate cells inside living zebrafishes [47]. Applications to inorganic materials are also

shown [48] such as the trapping of metallic particles [49], carbon nanotubes [50, 51], quantum

dots [52] and plasmonic nanoparticles [53] to give few examples.

Besides sensing and manipulation of objects, optical trapping has also applications in force

measurement, in the pN range [39, 48] and down to 10 aN for the gravitational force [54].
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Finally, another large and exciting field of applications of optical forces is optical cooling,

where the scattering forces (that are linked to the momentum transfer between the impinging

photons and the particles) are predominant. In 1975, Hänsch and Schawlow showed that

a gas could be cooled by laser radiation [55]. This was the starting point for the works that

led to the 1997 Nobel Prize in physics, awarded to Steven Chu, Claude Cohen-Tannoudji

and Willian Daniel Phillips. Since then, many experiments have been carried out, cooling

microparticles [56] and nanoparticles [57] to subkelvin temperatures and opening the routes

for testing quantum mechanics with mesoscopic objects.

1.2.2 Dipole and ray-optics approximations

The calculation of optical forces on an arbitrary object requires solving Maxwells equations.

The forces exerted on an objet can be fully determined by the Maxwell’s stress tensor formalism

[58] but often an analytical solution is not possible and numerical methods have to be invoked.

However, in limiting cases such as very small or very big particles (with respect to the incident

wavelength), simple analytical expressions for gradient and scattering forces can be retrieved.

The dipole approximation

Particles much smaller than the wavelength of the illumination beam can be considered as

point-like electric dipoles and it is possible to derive an analytical expression for the optical

forces acting on them. This approach is particularly adapted for atoms or molecules [59], while

for bigger particles (but still smaller than the wavelength) the coupled-dipole approached can

be used. This consists in modelling an arbitrary-shaped object as a sum of individual dipoles,

that are treated separately. This method was first introduced by Purcell and Pennypacker [60]

ant it was also used, for instance, to estimate the forces acting on small particles such as stellar

dust grains [61] or colloids [62].

Let us consider a single dipole composed by two particles of charges q and −q immersed in

an external electromagnetic field. We use the force law

~F (~r , t ) = q[~E(~r , t )+~v(~r , t )×~B(~r , t )] (1.7)

and the definition of the dipole moment

~p = q~s (1.8)

where~s is the distance between the two particles.

A straigthforward calculation, that can be found for instance in Ref. [63], leads to the following

relation for the force acting on the dipole

~F = (~p ·~∇)~E + ∂~p

∂t
×~B + ∂~p

∂t
×~(~p ·~∇)~B (1.9)
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where the dependence from (~r , t ) was omitted for clarity.

The force is the sum of three terms: the first one originates from the spatial inhomogeneities of

the electric field, the second is the Lorentz force and the third one is due to the inhomogeneous

magnetic field. For non-relativistic speeds this term is much smaller than the others and it is

usually neglected.

If we consider a time-averaged force, the second term also drops and the force can be written

in the compact form

〈~F 〉 =∑
i
〈pi (t )∇Ei (t )〉 (1.10)

Considering a monochromatic field, a linear relation between the fields and the dipole and

the absence of static dipole moment we can write

~E(~r , t ) = Re{~E0e−iωt }

~B(~r , t ) = Re{~B0e−iωt }

~p(~r , t ) = Re{~p0e−iωt }

and

~p0 =α~E0

where α is the polarizability of the particle.

Finally, eq. 1.10 can expressed as

〈~F 〉 = α′

2

∑
i

Re{E∗
0i∇E0i }+ α′′

2

∑
i

Im{E∗
0i∇E0i } (1.11)

where α = α′+ iα′′. The first term can be rewritten as a gradient, (α′/4)∇(~E∗
o ·~Eo), and it is

referred to as the gradient force. It is proportional to the field gradient and to the real part of

the particle polarizability and it accelerates particles towards the maximum of the radiation

field, allowing for their optical trapping. The second one, on the contrary, cannot be expressed

as a gradient of a potential and it is thus a non-conservative component. It is proportional to

the dissipative part of the polarizability and it is usually called scattering force.

This expression was obtained considering the propagating beam and the particle to be trapped

in vacuum. However, most often optical tweezers act in aqueous media, and hence the

dielectric constant of the “backgroud medium”, εb , needs to be included in the expression

[64]:

〈~F 〉 = εb
α′

2

∑
i

Re{E∗
0i∇E0i }+εb

α′′

2

∑
i

Im{E∗
0i∇E0i } (1.12)

12



1.2. Optical trapping

Finally, considering the corrections due to radiation reaction ([63]), the imaginary part of the

polarizability can be written as

α′′ = k3

6πε0
α′2 (1.13)

where k is the wavevector.

Introducing also the Clausius-Mossotti relation for the polarizability, this leads to the following

explicit expression for the time-averaged forces acting on a sphere in the dipole approximation:

〈~F 〉 = ε0εbπa3
(ρ2 −1

ρ2 +2

)
∇E 2

0 +
4

3
ε0εbπk4a6

(ρ2 −1

ρ2 +2

)2
E 2

0 (1.14)

where a is the particle radius and ρ is the refractive index contrast between the particle and

the medium, ρ = npar ti cle /nbackg r ound .

In this expression some constraints for optical trapping can be observed: first, a strong

dependence on the particle size is shown. As the gradient force scales with the third power of

the radius, smaller particles are more difficult to trap. Moreover, this difficulty is increased by

the fact that at the same time their Brownian motion is increased, according to the diffusion

expression:

D = kB T

6πrη
(1.15)

where η is the viscosity of the liquid [65].

Secondly, optical forces are more intense for particles with a larger index constrast with

respect to the surrounding medium. In this sense, the trapping of biological objects is more

challenging than the trapping of metallic or dielectric nanoparticles, as their refractive index

is very close to the one of water where they are usually immersed.

These mechanisms result in the need of larger laser powers to optically trap small objects

(on the order of few hundreds of nanometers) or biological entities. The necessary powers

can easily be of the order of hundreds of milliwatts, above the damage threshold of trapped

specimen [66].

The ray-optics approximation

For particles much larger than the incident wavelength, on the other hand, optical trapping

can be explained by a ray-optics analysis, as shown in Fig. 1.8. In this model, a single ray

impinging on the particle is refracted twice and its momentum change ∆−→p is calculated by

considering the vectorial difference of the incoming and outcoming rays. For momentum
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Figure 1.8 – Illustration of the optical forces induced on a dielectric particle in the ray-optics approx-
imation. (a) A momentum −∆~p in transferred to the particle. (b) In case of inhomogeneous field
distribution, a force pulling the particle towards the higher intensity appears. (c) In a symetric beam, a
particle placed over the focal point is pulled back to the focus. Figure from Ref. [63].

conservation, the momentum transferred to the particle is -∆−→p . In a uniform field, all the

components but the ones directed in the forward direction cancel and the particle is pulled in

the direction of propagation of the beam [67]. However, if the field intensity of is not uniform,

such as near to the focus of a laser, a force directed towards the higher intensity is generated,

as shown in Fig. 1.8 (b). Stable trapping is achieved for systems where the sum of the forces is

zero and any displacement results in a restoring force towards the equilibrium position. For

instance, a particle initially located beneath the focus of a laser beam (Fig. 1.8 (c)) is pulled

towards the focus [39].

The forces generated by classical optical tweezers are of the order of piconewtons, for milliwatts

of laser power, and particles up to 10µm can commonly be trapped [37].

1.3 Nanostructures for optical trapping

Classical optical tweezers have proven to be extremely useful tools. However, they suffer two

major drawbacks: first, their bulky nature limits their use to laboratory applications. Secondly,

they are intrinsically diffraction-limited and this has negative consequences in the trapping

of nano-scaled objects. Gradient forces depend on the polarizability, and as the object to

be trapped is reduced in size, its polarizability also decreases. On the contrary, its Brownian

motion is increased (Eq. 1.15): it is thus more difficult to obtain stable trapping and few

hundreds of milliwatts of optical power can be required. This is particularly unconvenient for

biological samples, that can be damaged by such high powers. Proteins can change their shape

[68], cell cycles can be stopped [69] and even micrometer-sized bacteria can be damaged [66].

A first strategy to overcome this limit consists in using the gradients created by rapidly decaying

evanescent fields in nanostructures and several schemes where suggested. Amongst them,
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1.3. Nanostructures for optical trapping

plasmonic nanostructures, dielectric waveguides and resonant cavities are the most common.

The idea that the large field gradients generated in the evanescent near-field of a metallic

tip could be used to trap small particles was suggested by Novotny at the end of the 90’s [70].

Ten years later, an experimental demonstration of plasmonic optical trapping was realised

by the group of Quidant [71]: optical trapping of few micron-sized polystyrene particles was

achieved on a glass substate patterned with gold pillars. Since then, many schemes have been

suggested and plasmonic tweezers showed to have a wide range of applications, expecially in

the trapping of dielectric [72, 73] and metallic particles [74, 75].

The use of dielectric waveguides, on the other hand, was shown as early as 1996 by Kawata

[76] that showed the trapping and the propulsion of both dielectric and metallic micron-sized

particles on channel waveguides. This mechanism was used also for biological objects, such as

red blood cells [77]. The introduction of slotted waveguides [78] allowed to increase the overlap

between the confined field and the objects to analyse, and trapping of λ-DNA molecules and

75 nm dielectric particles. Finally, tapered waveguides were also proposed and used to trap

and transport micro and nanoparticles [79].

Finally, a third nanostructure-based trapping scheme makes use of resonant cavities and a

large variety of structures was presented, going from ring resonators [80] to photonic crystal

cavities. In particular, the possibility of using the field enhancement in a PhC for optical

trapping and laser cooling was suggested in 2001 by Toader [81]. In 2006, two papers about

optical trapping of particles in 2D PhC cavities were published by Rahmani and Chaumet and

by Barth and Benson [82, 83] and in 2009 optical trapping in the vicinity of a 1D photonic

crystal cavity was experimentally proven [84]. Bacteria were trapped for the first time on a

2D photonic crystal cavity in 2013 by Mandal [19], opening the way for a range of biological

studies.

1.3.1 Backaction

The photonic structures described in the previous section showed great improvements in

the reduction of the size and of the trapping power necessary to trap various micro- and

nano-sized objects. However, they still present some drawbacks. In particular, plasmonic

structures are limited to particles larger than 100 nm because of photothermal effects, and

for the same reason they are not adapted for the trapping of biological entities. On the other

hand, waveguides do not allow for trapping in one point but only for trapping and propulsion

along the waveguide itself.

In all the structures described beforeahead, the trapped objects are passive: they are simply

trapped but don’t participate in the trapping dynamics. Systems where the trapped specimen

play an active role in the trapped dynamics are defined as systems that support Self-Induced

Back-Action effects.

The concept of SIBA was first introduced in optomechanics, and it can be conceptually

15



Chapter 1. Introduction

Figure 1.9 – An optical cavity is coupled to a mechanical oscillator. A displacement in the mirror shifts
the resonance frequency of the cavity, which in turn changes the light intensity and hence the force
acting on the mirror. Figure from Ref. [63].

understood by considering the system depicted in Fig. 1.9. two mirrors form an optical cavity.

One of them is fixed while the other one is connected to a spring. In this way, the optical cavity

is coupled to a mechanical oscillator. The system is characterised by the coupling of the cavity

field E(t ) and by the displacement x(t ) of the mirror. A displacement of the mirror creates a

resonance frequency shift, but at the same time a change in the resonance frequency results

in a variation of the light intensity and hence in the force acting on the oscillator. Thus, a

displacement of the mirror acts back to itself.

The same idea can be reported in optical trapping, while considering resonant structures: the

trapping field acts on the particle, but at the same time the specimen acts on the field. This idea

was suggested by the beforeahead cited paper of Barth and Benson, and several experimental

evidences have been reported. Several systems can support SIBA effects, amongst them

photonic crystal cavities [85, 86, 87] and plasmonic structures [88]. In all cases the basic

phenomenon consists in the fact that the frequency of the trapping beam is altered by the

position of the trapped object and this leads to an active contribution of the trapped specimen

in the trapping dynamics.

To illustrate this, the trapping dynamics of our cavity is considered. As a matter of fact, two

trapping regimes are supported by our cavity. They can both be described in terms of SIBA

effects and they will be detailed in Chapter 4. In Fig. 1.10 the case of the “cage regime” is

illustrated: the cavity is excited at its resonance wavelength, thus a maximum of the field is

confined in it. A particle in the vicinity of the cavity will thus experience the gradient forces and

be trapped. However, in this way, the resonance wavelength varies, as the medium overlapping

with the field changes, resulting in a decoupling between the excitation mode and the cavity

one. Free to move by Brownian motion, the particle will thus escape from the cavity region,

but as soon as it happens, the resonance wavelength is shifted back and the gradient forces are

restored. This results in a dynamic trapping mechanism, where the particle is a “free particle

in a cage” and where the temporary “freedom” of the particle is generated by the particle itself.

One major advantage of exploiting SIBA effects is that stable confinement in a dynamic trap

requires much lower average intensities compared with a static potential [89]. In addition,

information on the trapped object can be retrieved by observing the field variations and thus
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Figure 1.10 – Schematic representation of the SIBA effect in the “cage configuration”. (a) The cavity is
excited at its resonance wavelength, λ0, and a maximum of the field is confined. (b) When a particle is
trapped, a redshift in the resonance wavelength is induced and the field is de-coupled. (c) The particle
is free to move by Brownian motion away from the cavity region but as soon as it happens, the field is
coupled again and the trapping forces are restored.

this kind of system is particularly suitable for biological analysis.

1.4 Optofluidic chip

To exploit the trapping capabilities of nanostructures, in most cases it is essential to immerse

them in aqueous environments, where the objects to be trapped are suspended. Starting from

the 90’s, the development of the first microfluidic techniques [90] allowed for the control of

the movement of liquids in micro-channels and in the 2000s technologies based on molding

micro-channels in polymers such as PDMS (polydimethylsiloxane) [91, 92] experienced a

huge growth, pushed by the arising research in the development of lab-on-a-chip devices [93].

In particular, the integration of photonic structures with microfluidic systems, i.e. the so-called

optofluidic systems, have become more and more popular during the last decade, especially

for biological and bio-medical applications [94, 95]. This success is mainly due to the fact

that microfluidics layers are easy of fabrication, low cost, highly bio-compatible and that they

made it possibile to create “lab-on-a-chip” devices.

Depending on the application, a large variety of materials is used: silicon [96], glass, hydrogels,

paper [97] and predominantly polymers [98] such as SU8, polystyrene (PS), cyclic olefin

copolymer (COC) and polydimethylsiloxane (PDMS) [99, 92, 100, 101]. In particular, PDMS is

the most used material in research laboratories due to its simple manufacturing using soft

lithography techniques [102, 103]. Moreover, hybrid platforms consisting in the combination

of layers of different materials are used in multilayers systems that allow for the creation of

elements like valves or mixers [104, 105].

In our case, the photonic chip is integrated with two microfluidic layers of different materials.

A thin (30µm) PDMS layer contains channels that allow for the transport of nanoparticles

and of bacteria on the photonic crystal structures. Moreover, this layer is covered by a glass
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Figure 1.11 – (a) Picture of one of the optofluidic chips used during this thesis. On top of the silicon
PhC chip a PDMS layer contains transport channels. A glass coverslip ensures robustness and excellent
optical access and finally a thick PDMS block allows for tubes injection. Picture from Ref. [105]. (b) An
optofluidic chip mounted with tubes on its sample holder.

coverslip that gives excellent optical access from the top and sample robustness. In addition,

channels are etched in the glass layer to allow for flux control. Finally, a thick (3 mm) PDMS

block enables the connection of the optofluidic chip to tubes for liquid injection. The sample

is shown in Fig. 1.11 and the microfluidic integration will be detailed in Section 2.9.
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2 Fabrication

2.1 Process overview

In this section, a brief description of the fabrication process will be given; a detailed discussion

of each step can be found in the following sections. The entire process is performed at EPFL,

in the Institute of Physics (IPHYS) and CMi (Center of Micronanotechnology) cleanrooms,

and it is based on the one developed by previous students of the group. During this thesis,

the existing recipes were optimized, some steps were added (SU8 mode adaptors for the 2D

photonic crystals) and the competences to realize some of the steps that previously were

carried out by the technical staff were obtained. In particular, this is the case of the chrome

masks fabrication and of the anti-reflection coating deposition. The optofluidic sample is

fabricated in a top-down approach using techniques widely employed in semiconductor

processing. The main steps are illustrated in Fig. 2.1

The starting material is a Silicon-On-Insulator (SOI) 8 inches wafer from SOITEC (ref. G8P-110-

01). It consists in a 220 nm silicon layer and in a 2µm sacrifical SiO2 layer on top of a 750µm

silicon substrate. The silicon orientation is [100]. Before starting the processing, the wafer is

diced in pieces and the substrate thickness is reduced to 250µm by mechanical polishing, to

facilitate the final cleaving.

The desired pattern is first defined with electron beam lithography and further transferred

onto the silicon layer by dry etching with a gas mixture of SF6 and C4F8 in an Inductively

Coupled Plasma (ICP) etcher. A resist coating, followed by UV lithography, is then performed

to protect the entire surface of the sample except for the PhC structures. The sample is next

immersed in a Buffered HydroFluoric acid (BHF) solution that removes the sacrifical SiO2 layer

and leaves the photonic crystal membranes fully suspended. Optical coupling to the photonic

crystal structures is achieved through waveguides in an end-fire setup, with the sample cleaved

at the extremities of the waveguides. To optimize the coupling between the lensed fibers and

the waveguides, and to avoid Fabry-Perot interferences due to reflections between the cleaved

facets, either anti-reflection coating or SU8 mode adaptors are created. Finally, the photonic

chip is integrated with microfluidic layers, consisting in a PDMS membrane and in a glass
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Figure 2.1 – Main steps of the fabrication process: the patterns is first defined with ebeam lithography
(a) and transferred to silicon with ICP etching (b). The photonic crystal structures are suspended via
wet etching (c) and the sample is cleaved (d) to enable end-fire coupling. Finally, an anti-reflection
coating is deposited (e) to prevent Fabry-Perot interferences between the facets.

coverslip.

2.2 Lithographic techniques

The fabrication process relies largely on the use of lithographic techniques. They make

use of polymers (“photoresists” or simply “resists”) that are sensitive to light (in the case

of photolithography) or to electrons (in the case of ebeam lithography). The resist is first

coated on the substrate and then the desired pattern is defined by exposing it to a high-energy

beam that modifies the resist structure when the exposure dose (with the units of an energy

density, mJ/cm2) surpasses a threshold value. Depending on the reaction that is induced, the

resists can be divided in two groups: positive resists or negative ones. In positive resists the

impinging beam degrades the material by breaking the molecular chains, while in negative

resists it causes molecular cross-linking. After exposure, a solvent (called developper) is

applied on the surface of the resist and the weakest parts are washed away: the exposed

regions in the case of positive resist and the non-exposed ones in the case of negative resist.

The process is shown in Fig. 2.2.

The pattern can be drawn onto the resist surface either by direct writing or by using a mask

(Fig. 2.3). In the direct writing case, the beam is focused on the resist surface and exposure is

achieved by scanning the surface. If a mask is used, on the other hand, a single exposure to

the light source is needed, with the mask that allows for pattern transfer by blocking parts of
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2.3. Cr masks fabrication

Figure 2.2 – Schematic representation of a photolithography process.

Figure 2.3 – Two possibilities to perform photolithography: by direct writing or using a mask. Adapted
from Ref. [106].

the incoming light. More details on the different types of lithographic techniques used will be

presented in the following sections.

2.3 Cr masks fabrication

Several of the fabrication steps are performed through UV lithography and make use of a

hard chrome mask. One preliminary step consists therefore in the mask fabrication. The

process is performed on a 5”x5” photoresist-coated Cr mask (Nanofilm, 90 nm of Cr, 500 nm

of AZ1518 photoresist) by direct writing with a Heidelberg VPG200 photoresist laser writer

and it is illustrated in Fig. 2.4. Illumination is provided by a high energy UV laser and the

writing is performed through mechanical scan, synchronized with the laser pulse. Two parallel

beams are used, to reduce edge roughness. Moreover, three different front lenses, referred

to as “Writing Head (WH)”, can be chosen: they give different spot sizes and hence different

resolutions and writing speeds, as reported in Tab. 2.1. Features as small as 0.6µm can be

obtained with the 4 mm focal length WH and in our case it is used for few micron-sized

structures. Larger structures are exposed with the standard 10 mm focal length WH.

The file is first created with a CAD software (Tanner L-Edit) in GDSII format and then it is

fractured and converted to the format used by the tool with the dedicated x-convert software.
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Figure 2.4 – Cr mask fabrication steps.

Write mode Advanced Standard Fast
WH focal length 4 mm 10 mm 20 mm

Beam spot diameter (µm) 0.55/0.65 0.9/10 1.8/2.5

Table 2.1 – Beam spot diameters for the 3 available writing heads at CMi. Values obtained from [107].

During this step, the pattern is divided in vertical stripes, the thickness of which depends on

the required resolution. Finally, it is also possible to mirror the pattern, if it was not previously

done in the GDSII file: the reason is that during operation the Cr mask will be used “upside-

down” and the resulting mirroring needs to be taken into account. After writing, the mask

fabrication is finalized by an automatic Hamatech HMR 900 mask processor: the photoresist

is first developed (with AZ 351 and De-Ionized (DI) water in a 1:3 ratio), then the chromium is

etched (with CR0), the remaining resist is stripped (with pure AZ400K) and finally the mask is

rinsed and dried.

Cr masks were fabricated for several subsequent steps: for the membrane suspension (section

2.6.1), for the SU8 mode adaptors (section 2.8) and for the fabrication of the mold used to

create microfluidic channels (section 2.10).

2.4 Pattern definition: electron beam lithography

For pattern definition a Raith EBPG5000+ electron beam lithography (EBL, often referred to as

ebeam lithography) system is used. EBL systems provide a resolution suitable for nm-scale

features, thus they are the tool of choice for photonic crystals fabrication, where the critical di-

mensions are of the order of tenths of nanometers. A very high resolution in pattern definition

is crucial to obtain good quality structures, as the defects in the pattern are propagated and

amplified through the subsequent fabrication steps. In particular, for the PhC fabrication it

is important to draw holes as circular as possible to ensure the correct periodic alternation

air/silicon that gives rise to the photonic bandgap. Moreover, having circular shape as smooth

as possible limits the scattering losses that lead to degradation of the Q factor.

Electron beam lithography is performed through direct writing: an electron beam scans
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Figure 2.5 – Schematic representation on an EBL system.

the surface of the electron-sensitive photoresist, in our case ZEP520A. An EBL system is

represented in Fig. 2.5. Schematically, it consists in an ultra-high vacuum chamber set on a

vibration-isolated support that contains an electron source and electromagnetic lenses. In

the EBPG5000+, electrons with energy of 100 keV are generated by thermal field emission and

accelerated through a column containing deflector coils and electromagnetic lenses to adjust

and focus the beam, as well as a blanking unit to rapidly switch on/off the beam during scan.

Gaussian beams can be chosen with currents ranging from 100 pA to 200 nA, corresponding to

spot sizes comprised between 4.2 nm and 100 nm [108]. The pattern is divided into pixels, the

size of which determines the resolution, and the writing is done by exposing the single pixels

one after the other. The writing time, as well as the smoothness of the written shape, is thus

directly related to the chosen resolution. Different combinations between pixel size and spot

size are possible, provided that the resulting writing frequency is not exceeding the maximum

frequency of the system, 50 MHz. The final quality of the designed pattern is the result of the

combination of resolution, beam size and dose delivered to the resist and the writing time

needs also to be taken into account. Those aspects will be treated separately in the following

subsections.

2.4.1 Mask preparation: pattern fracturing

The desired pattern is first created with Tanner L-Edit software and exported in .gds format.

During the design, a grid of 1 nm is chosen, that corresponds to the minimum beam step

provided by the EBPG5000+. The pattern is then fractured with GenISys Layout Beamer

software and transformed in a .gpf file that will be used by the ebeam tool: in this procedure,

the pattern is broken down into small polygons that will be swept by the ebeam scan. This

step defines the number and the position of pixels, as well as the order in which the pixels will

be exposed by the electron beam. As the writing time depends on the number of pixels and
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the whole pattern extends over a few square millimiters area, different resolutions are used for

different parts of the design: for photonic crystals, the smallest pixel size of 1 nm is chosen,

while for waveguides and alignement marks a resolution of 20 nm is employed, to accelerate

the exposure. In Fig. 2.6 the example of a fracturing of a 100 nm radius hole is presented.

Resolutions of 1 nm (a) and 5 nm (b) are used and it is evident that for good quality circular

shape the 1nm resolution is required.

1 nm resolution 5 nm resolution

Figure 2.6 – A 100 nm radius holes fractured with 1 nm resolution (a) and with 5 nm resolution (b).

To increase further the smoothness of circular edges, it is possible to use a sequencing frac-

turing mode, consisting in dividing the hole in an inner part surrounded by a ring-shaped

outer part, called sleeve. The advantage of this fracturing mode resides in the fact that the

outer sleeve is written in a concentric way, in opposition to what happens in the curved one,

where polygons are scanned one after the other (Fig. 2.7). This ensures a better hole symmetry,

but on the other hand it is very time-consuming as the displacements on the sample surface

are larger. Moreover, it creates a very large .gpf file (easily of the order of 10 GB) that is more

difficult for the tool to handle. During this thesis, most of the photonic crystals were fabricated

using a curved fracturing mode with 1 nm resolution.

Curved fracturing Sequence fracturingWriting direction Writing direction

Sleeve

Figure 2.7 – A 100 nm radius hole fractured with curved mode (a) and with sequence mode (b). In
sequence mode, the pixels of the sleeve are exposed concentrically.

During the fracturing procedure, the writing fields are also defined. In fact, the position of the

beam on the sample surface is determined by a beam deflection system (Fig. 2.5) formed by

electromagnetic coils. However, those coils can only deflect the beam by a few 100 microns.

The pattern is thus divided into smaller parts called writing fields, whose size depends on the

setted resolution. Once the region included in a field is exposed, the stage moves to another

field, and so on until the full pattern is covered. The junction between patterns belonging

to two different fields (stitching) is delicate and crucial for the final quality of the structure.
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Typically the EBPG5000+ stitches fields with an accuracy of 18 nm, but stitching errors may

occur during the fracturing procedure (Fig. 2.8) or in the case of thermal drift of the beam. To

minimize the damage that could be induced by bad stitching, it is possible to define floating

writing fields, in opposition to fixed ones (Fig. 2.9 (a),(b)). With this technique, it is possible to

have photonic crystals fully contained in a field, as showed in Fig. 2.9(c).

1 μm

Designed layers Fractured layersa) b)

Figure 2.8 – Two examples of stitching errors. (a) The fracturing induced a shift between to layers. (b)
Stitching induced by thermal drift, resulting in a bad connection between writing fields. Both samples
are sligthly underexposed and the silicon is not completely removed.

Figure 2.9 – (a) An alignment mark divided into fixed writing fields. (b) The same alignment mark
divided into floating fields. (c) Every writing field fully contains two photonic crystals.

2.4.2 Dose determination

To obtain high pattern quality a correct dose determination is crucial, besides the use of the

best resolution achievable. The dose for ebeam exposure is typically expressed in µC/cm2 and

it is given by:

D

[
µC

cm2

]
= 103 · Ibeam[p A]

fshot [M H z] ·∆x2[nm]
(2.1)

where Ibeam is the current of the beam, fshot is the exposure frequency and ∆x is the beam

step size. However, a precise dose determination has to be carried out experimentally through

dose tests as it depends on many aspects, such as the resist thickness, the temperature and
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humidity of the processing room, the thermal processing story of the resist and the pattern

density. For ZEP resist and 100 keV electrons, typical doses are comprises between 160 and

400 µC/cm2 . In our case, a dose of 165 µC/cm2 was used.

Regarding the pattern density, proximity effects can be observed due to the interactions with

neighboring exposed pixels. In fact, during exposure, impinging electrons interact with the

atoms of the resist and of the substrate and scattering events occur, both elastic and inelastic.

Secondary electrons are created when inelastic collisions occur, and they propagate in the

material following random walks. Moreover, impinging electrons can elastically collide with

the atomic nuclei and they can be backscattered. Forward scattering can also happen, when

electrons collide with the electronic cloud of the atoms, and their initial trajectory is modified,

generally enlarging the shape of the beam.

Figure 2.10 – (a) Simulation of a 100 keV beam impinging on a 200 nm ZEP520A layer on top of a
silicon substrate. Blue lines correspond to the secondary electrons trajectories, while red lines to the
backscattered electrons ones. (b) The two types of proximity effects that can occur.

The sum of those interactions gives rise to the typical “pear-shape” that is created when

electrons penetrate a material, as illustrated in Fig. 2.10 (a) that represents a Monte Carlo

simulation of a 5 nm beam of 100 keV electrons impinging on a 200 nm ZEP520A layer on top of

a silicon substrate. The simulation was performed with CASINO software [109]. The secondary

and backscattered electrons can have sufficient energy to break the molecular bonds of the

resist (ZEP520A is a positive resist), thus enlarging the actual exposed region. Proximity effects

can extend over a 30 microns distance, and they can be divided in two classes: intra-shape and

inter-shape (Fig. 2.10 (b)). Intra-shape proximity effects consist in the under-exposure of the

smaller features with respect to the bigger ones when exposed with the same dose: a smaller

number of neighboring pixels contribute with scattered electrons. Inter-shape effects, on the

contrary, consist in a over-exposure of regions densely patterned, because of the large number

of neighboring pixels. One possible solution consists in varying the dose depending on the

pattern density and it can be done using a dedicated module in the Layout Beamer software.

The proximity effects correction algorithm is based on the point spread function of every pixel

that is usually expressed as the sum of a short range and of a long range terms as follows:

PSF (r ) = 1

1+η
(
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−
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α
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)2)
(2.2)

26



2.4. Electron beam lithography

where η is the ratio of the backscattering component to the forward-scattering one, α is the

forward scattering parameter and β is the backscattering range parameter.

2.4.3 Sample preparation

As mentioned before, the resist used is ZEP 502A, diluted at 50% and spin-coated on the

sample for 30 seconds at 1500 rpm to obtain a 200 nm layer. Before spin-coating the resist, the

surface is carefully cleaned with acetone in an ultrasonic bath and rinsed with isopropanol.

This procedure is repeated until the surface is perfectly clean under microscope inspection,

both in bright and in dark field. The sample is then placed on a hotplate at 115 ◦C to evaporate

solvents and hence obtaining better resist adhesion. After coating, it is baked for 3 minutes at

180 ◦C. The sample is then let to cool down to room temperature and finally mounted on the

ebeam sample-holder, showed in Fig. 2.11.

Figure 2.11 – Ebeam sample holder used for chips.

The sample is attached with metallic clamps and copper tape and precision screws allow for

height calibration that is controlled with a laser interferometer. Before exposure, the ebeam

tool will automatically measure the height and focus the beam accordingly, but the resist

surface has to lie in a distance of ± 50µm from the tool reference. Moreover, the surface has

to be as flat as possible to avoid distortions due to the beam impinging not perpendicularly.

To this aim, special attention also needs to be payed while attaching the sample, especially

in the case of our substrates that are relatively large and thin (25x30 mm in size, per only

250µm in thickness). In fact, while attaching the sample, the central part (where the pattern

will be written) cannot be touched and the sample has the tendency to bend, with the central

part at a larger height with respect to the edges. This difference due to bending can go up to

40µm. To reduce this inconvenience, very careful manipulation is required. Another strategy

consists in using a thicker sample and in thinning the substrate by mechanical polishing after

the ICP etching. Additionally, the sample is aligned with respect to the crystalline axis, so

that the waveguides will be perpendicular to the cleaved facets. Finally, the holder is put

on a water-cooled plate in the transfer SAS between the ebeam tool chamber and the resist

processing room. This brings the sample at a temperature as close as possible to the one of the
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stage inside the tool, minimizing then thermal drift effects that could induce stitching errors

between writing fields. Once charged into the processing chamber, the sample is also left 10

minutes to fully thermalize with the stage and prevent thermal drift.

2.4.4 Exposure

The last step consists in choosing a beam size per every layer of the design. Edge smoothness

depends on the beam size: a beam larger than the step size has to be selected, so that flat

edges are obtained from the superposition of circular profiles, as shown in Fig. 2.12. For every

resolution, the largest possible beam is chosen, fulfilling the condition of a writing frequency

< 50 MHz as required by the tool. For 1 nm resolution the 100 pA beam is used, with a spot size

of 4.2 nm, while for 20 nm resolution the 30 nA beam is selected, with a spot size of 18.8 nm.

To reduce irregularities in the shape of the waveguides due to the fact that the 30 nA beam is

smaller than the required pattern resolution, the resist is overexposed: a dose of 200 µC/cm2

is used instead of 165 µC/cm2.

1 μm

a) b)

Figure 2.12 – (a) For better edge smoothness a beam larger than the pixel size is required. (b) SEM
image of a waveguide exposed with a 11.5 nm beam for a 20 nm resolution. Individual beam shots can
be seen, resulting in an undesired patterning of the waveguide edges.

After exposure, the sample is developed in n-Amilacetate for 1 minute and rinsed in a 90:10

solution of methyl isobutyl ketone (MiBK) and isopropanol (IPA) for 1 minute. It is finally

blow-dried and the surface is inspected with an optical microscope.

2.5 Pattern transfer: ICP etching

For pattern transfer[110], an Alcatel AMS 200 ICP etcher is used. ICP etchers provide a strongly

directional material etching, and therefore they are suitable for photonic crystals fabrication,

where a high verticality of the holes sidewalls is desired. The verticality and the smoothness

of the sidewalls of the holes that ICP etchers can ensure are crucial aspects for the photonic

crystals quality. First, a good verticality and smoothness of the sidewalls surface are necessary

to establish the correct periodicity of the air/silicon alternation that gives rise to the photonic

bandgap. Secondly, a good verticality is necessary to maintain the symmetry along the y-axis

of the slab and hence avoid TE/TM mode mixing: in fact, our cavities are developed to work
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2.5. ICP etching

in TE. Finally, it is important to develop recipes that limit as much as possible the surface

roughness of the sidewalls, as it will introduce scattering losses for the confined light.

An ICP processing chamber is depicted in Fig. 2.13. Schematically, it consists in a plasma

source, a diffusion chamber and a substrate holder.

Figure 2.13 – Schematic representation of the Alcatel AMS200 ICP etcher. Picture from Ref. [111].

The etching mechanism relies in the combination of both physical and chemical etching:

reactive ions are created via the plasma ignition of the etchant gases and then accelerated to-

wards the surface of the sample. The physical etching due to collisions between the impinging

ions/radicals and the material atoms is largely enhanced by the chemical reactions that occur

between the plasma species and the target, that break the material bonds and create volatile

products that are subsequently evacuated. This second mechanism is strongly material se-

lective with suitable choice of chemistry; it increases the etching rate but its chemical nature

gives rise to an isotropic etching, in opposition to the desired anisotropy. During the recipe

development, the verticality of the sidewalls is favoured over the etching rate.

In ICP etchers, the plasma is generated via electromagnetic induction. In the AMS 200, the

ICP source is formed by an alumina cylinder ringed by an antenna connected to an RF power

supply, operating at 13.56 MHz. A second RF generator provides the wafer voltage biasing

necessary to accelerate the ions vertically across the chamber, where plasma uniformity is

also achieved. The low pressure in the chamber (of the order of 10−2 mbar) ensures normal

incidence of the impinging ions. For good quality etching the control and stability of the

substrate temperature is also important and it is ensured by helium backside cooling of the

wafer. Finally, the substrate height can be controlled and usually is setted at 200 mm.

For silicon etching, SF6 and C4F8 gases are used, with a flow of 25 sccm and 55 sccm respec-

tively. The etching chamber pressure is 3×10−2 mbar and the RF generator power is 1500 W.
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For this process, the selectivity with respect to ZEP520A is larger than 10:1. The substrate

holder temperature is set to 20 ◦C .

On the etching dynamic point of view, SF6 ions react with the silicon surface creating SiF4, a

volatile compound that will diffuse in the chamber. To prevent horizontal etching of the silicon

due to reactions with the plasma radicals, which happen isotropically, C4F8 gas is used: CF2

molecules are absorbed by the silicon surface and create a protective polymer layer. Vertically

driven ions remove the bottom layer of the film and the etching can continue on the bottom

of the hole obtaining high quality vertical sidewalls.

Finally, the desired etching time is determined using a test sample few hours before the actual

etching: the etching rate of the machine is slightly varying with time and it is important to

set a time long enough to fully etch the 220 nm of silicon but without overetching the silica

layer. Both underetching and overetching introduce distorsion in the cylindrical shape of the

holes. An etching time around 2 minutes is usually used. Fig. 2.14 shows a SEM image of the

cross sections of a test sample correctly etched: 10 nm of the underlying silica is also etched,

to ensure complete etching of the holes.

200 nm

Si

SiO2
200 nm

a) b)

Figure 2.14 – (a) SEM detail of the cross section of a test sample correctly etched. (b) Top view of the
cavity region after ICP a etching. The slightly etched silica is visible in the larger hole.

After etching, the remaining ZEP layer is removed with acetone, rinsed with isopropanol and

blow-dried with nitrogen.

One last remark on the practical side of view: the AMS200 tool works with 4 inches wafers.

In our case, 25x30 mm chips are used. It is thus necessary to attach them on a silicon carrier

wafer. In this operation, it is very important to ensure the thermal contact between the sample

and the wafer and to avoid the creation of any tilt that would result in the ions impinging on

the surface with an angle. In particular, the thermal contact is crucial for two reasons: first, the

temperature at the surface of the sample strongly affects the etching process, as the chemical

reactions are temperature-dependent. Secondly, a bad thermal contact between the sample

and the wafer prevents its correct cooling: in the worst case, if high temperatures are reached,

ZEP520A can crack and burn. If this happens, ZEP removal is impossible even with oxygen

plasma.
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To attach the sample to the carrier wafer 3 methods were used:

• Kapton tape: the sample is attached with 4 disks of Kapton tape on top of the corners.

Kapton has very high mechanical, chemical and thermal stability and is therefore suit-

able to be used in an ICP chamber without the risk of contaminations. It is the easiest of

the 3 solutions proposed, but for relatively large and thin samples as ours, the results

obtained were negative. As reported in the section 2.4.3, concerning the mounting of

the sample on the ebeam holder, a bending of the sample is observed while attaching it

from the top, with the central part higher with respect to the edges. This results in an air

gap between the sample and the carrier wafer that precludes proper thermal contact.

The ZEP burning observed was caused by this technique.

• QuickStick™135 (QS135): it is a thermoplastic polymer widely used in processing appli-

cations for temporary mounting. Its hardness and strength give excellent mechanical

stability, together with good thermal conductivity. Moreover, it disolves very easily

in acetone leaving no residues. Unfortunately this method is not adapted to samples

coated with ZEP 520A. QuickStick 135 softening and melting points are 71 ◦C and 135 ◦C

respectively: to attach the sample it is thus necessary to heat the wafer, carefully mount

the sample and finally wait for the wafer to cool down to room temperature. When

using QuickStick at 135 ◦C, deterioration of the pattern was observed, which was re-

lated to a softening of the ZEP. On the other hand, temperatures as low as 106 ◦C were

used, but the not complete melting made difficult to achieve a perfectly flat layer of

Quickstick between the sample and the wafer carrier, resulting in the sample surface

not perpendicular to the accelerated ions.

• Fomblin®: it is an oil with excellent thermal stability. In this case, the bonding between

the sample and the wafer is obtained through viscous forces. A small drop of Fomblin® is

deposited on the wafer and the sample is placed on top. The corners of the sample are

gently pressed to force the drop to spread, resulting in a very thin layer. To avoid ICP

chamber contamination, it is important that the drop is fully covered by the sample.

This technique was used in the majority of the process runs performed during this

thesis.

2.6 Membrane suspension

To have better field confinement in the cavity region, the highest refractive index contrast

between the silicon slab and the surrounding medium is pursued (Section 1.1). The photonic

crystals are thus suspended, so they can be fully immersed in air or water. On the other hand,

for better robustness of the waveguides (and to allow the creation of SU8 mode adaptors, as

it will be discussed in section 2.8) they are left to lie on the silica layer. The etching of the

sacrificial silica layer is performed via wet etching with a BHF solution and some steps are

necessary before the actual etching: the sample surface needs first to be protected, except the
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PhC regions, so that the etching of the silica layer will happen only under the photonic crystals.

This will result in suspended PhC membranes, leaving at the same time the waveguides laying

on the SiO2 substrate. Secondly, the cleaving of the facets (that will enable fiber-to-waveguide

coupling) is performed before the release of the membrane to avoid the breaking of the PhC

that could happen due to its minute thickness (220 nm). Those steps are now discussed in

details.

2.6.1 Sample preparation: AZ5214 coating

To protect the surface of the sample, a coating with AZ5214 positive resist is performed. Some

“windows” are then open on top of the photonic crystals (Fig. 2.15) by exposing the resist to

UV light with the help of a Cr mask: only the silica regions without protection will be etched,

resulting in suspended PhC membranes. Before coating the AZ5214, ZEP520A is first removed

AZ5214AZ5214

Figure 2.15 – Sample preparation: the regions protected by photoresist will not be affected by wet
etching.

by immersing the sample for 2 hours in acetone, and then in an ultrasonic bath for 3 minutes.

The sample is then rinsed with IPA and finally blow-dried. Moreover, it is baked at 115 ◦C

for 1 minute to ensure solvent evaporation and subsequently let 5 minutes to cool down to

room temperature. The surface is further prepared by coating it with an adhesion promoter,

hexamethyldisilazane (HDMS) for 10 s at 5000 rpm. AZ5214 is then coated for 40 s at 5000 rpm

and soft-baked for 6 minutes at 90 ◦C. The exposure to UV is performed with a Süss MA6

mask aligner: a dose of 140 m J/cm2 is delivered to the resist by exposing it for 7 seconds to

a lamp power of 20 mW. The sample is then developed in MF139 for 60 s and rinsed in DI

water for 15 s. The surface is inspected with a microscope both in bright and in dark field

to ensure that the resist is completely removed from the regions of interest, and if it is the

case a hard-bake process is performed for 15 minutes at 115 ◦C to improve film adhesion.

During the first fabrication runs, after resist removal with acetone, residues of AZ5214 were

observed at the edges of the exposed regions that were caused by some resist stuck to the

Cr mask (Fig. 2.16 (a) and (b)). As the residues were not touching the photonic crystals,

they were not compromising their optical quality. However, some precautions were taken

during the subsequent fabrication runs to avoid their formation (Fig. 2.16 (c)). First, a very

thorough cleaning of the Cr mask was performed. In fact, the exposure is carried out after
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2.6. Membrane suspension

bringing the sample in hard contact with the mask and some AZ5214 can stick to the mask,

in particular close to the Cr edges, and prevent future contact. Moreover, the soft-bake time

was increased with respect to previous recipe from 5 to 6 minutes, to take into account the

cleanroom temperature of 19 ◦C. A sufficient soft-bake step is indeed necessary to completely

dry the resist and prevent its sticking to the mask.

a) b) c)

Figure 2.16 – (a) and (b) Residues of AZ5214 observed after wet etching. (c) The formation of the
residues was prevented by enhancing the soft-baking time and by carefully cleaning the Cr mask.

2.6.2 Cleaving and facets protection

Before suspending the PhC membrane, the sample is cleaved to allow the coupling between

the lensed fibers and the waveguides (Fig. 2.1(d)). The sample is previously thinned to 250µm

to facilitate this step, as for good optical coupling it is necessary to have facets as regular as

possible. The cleaving can be performed using two techniques. A first method consists in

using a manual scriber to engrave the silicon with a diamond tip. After engraving, the sample

is attached to a glass coverslip with QS 135 and the cleaving marks are aligned to the edge

of the glass coverslip under a long working distance microscope, as shown in Fig. 2.17. The

cleaving is finally performed by applying an even pressure on the external part of the sample.

If the applied pressure is not even, different cleaving lines can be created, resulting in not

straight facets. In the worst case, the cleaving lines can be several hundreds of microns away

from the desired position, leading to poor quality (or even impossible) coupling.

A second and more reliable method consists in using an automatic JBL cleaver. The sample

is first attached on a stretched adhesive tape and mounted on the tool. The sample is then

aligned and engraved with a diamond tip. The cleaving is finally automatically performed,

with a blade hitting from the back the engraved lines while a plastic piece on top of the sample

opposes the necessary pressure. However, this method also presents some difficulties due to

the fact that the tool is optimized for larger samples, on the wafer scale.
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Figure 2.17 – The sample is temporarily attached with QS135 on a glass coverslip, whose edge is aligned
with respect to the cleaving marks under a long working distance binocular. The cleaving is performed
by applying an even pressure on the external part of the sample

Not perfect cleaving was often observed and it can be explained by difficulties in applying an

even pressure on the cleaved part but also by the presence of an angle between the crystalline

axis and the cleaving marks. In fact, during ebeam writing (when the alignment marks are

also written), the alignment is performed with respect to the sample edge, which is diced by

CMi staff. An angle with respect to the crystalline axis in this step, added to the subsequent

errors in alignment can cause a large discrepancy between the crystalline axis and the cleaving

engravings. For the future, instead of diced substrates, cleaved ones will be used to reduce this

error.

After cleaving, the facets of the sample need to be protected, to prevent the etching of the

silica regions underlying the end of the waveguides. To this aim, QS135 is used: a thick layer of

QS135 is melted on a glass coverslip and the sample facets are gently immersed in the wax.

When removing the sample from the hotplate, the wax solidifies and protects the SiO2 layer

from wet etching (Fig. 2.18).

Figure 2.18 – A layer of QS135 protects the facets from wet etching.
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2.7. Anti-reflection coating

2.6.3 Membrane release

The membrane release is performed via wet etching in BHF, a technique widely used in

microfabrication thanks to the high selectivity of HF in etching SiO2 while not attacking Si at

room temperature. However, the etching caused by HF is too fast to be properly controlled, so

BHF is commonly employed: it consists in a mixture of HF and of a buffering agent, usually

NH4F. In our case, Sigma-Aldrich®AF 875-125 solution is used. The sample is immersed for 30

minutes in the solution until the SiO2 layer underlying the photonic crystals is fully etched.

The sample is then rinsed in DI water for 10 minutes and later immersed in acetone to remove

the resist and the QS135. Finally, it is rinsed with isopropanol and dried.

2.7 Anti-reflection coating

As mentioned before, the light is injected in the photonic crystal structures with lensed fibers

in an end-fire setup. When recording the transmission spectrum, large oscillations in the

signal are visible (Fig. 2.19) that are due to Fabry-Perot interferences caused by reflections

at the facets. A first method used to reduce the interferences is to deposit an anti-reflection

(AR) coating onto the facets (Fig. 2.1 (e)) . In our case, the reflections considered are between

silicon (nSi = 3.48 at 1550 nm) and air and the strategy is to deposit a quarter-wave layer with

a refractive index of nAR =p
nSi = 1.86. The target thickness is d= 208 nm.
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Before AR After AR

Figure 2.19 – Transmission spectrum measured for the cavity m6_12 before and after the deposition of
an anti-reflection coating.

This step is performed by physical vapor deposition (PVD) with a Kenosistec Magnetron

Sputtering system that allows for the deposition of dielectric thin films. In particular, the

materials available are SiO2, TiO2, ZrO2 and Ta2O5 and to obtain nAR = 1.86 a mixture of SiO2

and TiO2 is used in a 58% and 42% proportion. This ratio is calculated considering nSiO2 =1.44

and nT iO2 =2.45 at 1550 nm.

A sputtering system, depicted in Fig. 2.20 , schematically consists in a chamber under high

vacuum (5·10-3 mbar in our case) that includes an anode, where the substrate is placed, and

a cathode, where the material to be sputtered (called “target”) is located. Argon plasma is
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Figure 2.20 – Schematic representation of a magnetron sputtering system. Reprinted from [112].

created and the Ar+ ions are accelerated towards the target. Ion borbardment causes the

ejection of some target atoms that subsequently deposit on the substrate surface forming a

uniform film.

Plasma is ignited by applying a high voltage between the cathode and the anode, in RF

configuration for insulating target materials. Plasma is initiated when some electrons with

energy sufficient to ionize the Ar atoms (i.e. with E >15.7 eV) produce inelastic collisions

resulting in the creation of a second electron and a positive ion. Both primary and secondary

electrons are accelerated and can collide again with other Ar atoms in a cascade system

resulting in the plasma creation. Moreover, for magnetron sputtering systems, strong magnets

are present just behind the cathode: electrons are confined close to the target surface and

this leads to a higher plasma density and hence to a larger sputtering rate. Furthermore,

this configuration prevents substrate heating due to electronic collisions. To deposit the

anti-reflection coating the procedure is as follows: the deposition rate of SiO2 and TiO2 is first

determined individually. Secondly, the deposition rates have to be adapted in order to obtain

the mixture of SiO2 and TiO2 in the 58%-42% proportion. As the deposition rate depends

linearly on the power applied to the target [113], this is the parameter that is modified: the

maximum power (200 W) is applied to the material with the lower deposition rate, usually

TiO2, and the other one is adjusted accordingly. Finally, the total deposition rate and the time

necessary to obtain a 208 nm film thickness are calculated. Optical control of the deposited

film is also possible with the Intellemetrics FilmDirector software available on the tool: the

reflection of a beam with a wavelength of 1550 nm is monitored and it allows detecting when

the λ
4n thickness is reached. The deposition rate of SiO2 and of TiO2 are determined by applying

200 W on the cathode for a fixed time, usually 10.000 seconds, and by measuring the thickness

of the layer deposited on a silicon substrate. To obtain an accurate thickness measurement, the

film is characterized optically with a Varian Cary 500 spectrophotometer. Absolute reflection
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2.8. SU8 mode adaptors

is measured from 200 to 2000 nm and the minima on the spectrum correspond to λ
4n , 3λ

4n , 5λ
4n , ...

The spectra showed in Fig. 2.21 allowed to calculate film thicknesses of 360 nm for SiO2 and

of of 180 nm for TiO2. Those thicknesses were confirmed also by ellipsometric measurements.

The reflection spectrum of the AR coating deposited after this calibration is also shown in Fig.

2.21. A minimum in the desired spectral region (around 1550 nm) is visible.

Figure 2.21 – Absolute reflection spectra measured for 10000 s of SiO2 and TiO2 deposition and for the
anti-reflection film consisting in a mixture of SiO2 and TiO2. In this latter case, a minimum in the zone
of interest, around 1550 nm, is observed.

2.8 SU8 mode adaptors

Another strategy to avoid the reflections at the interfaces and to increase the coupling efficiency

is to use inverse tapers instead of cleaved waveguides terminations. This approach consists in

tapering the waveguide close to the facet and embedding it either in SU8 or in SiO2, as showed

in Fig. 2.22.

SU8 is an epoxy-based negative resist. It is sensitive to the i-line (365 nm) and it is commonly

used for high aspect-ratio permanent structures because when it is cross-linked it is very

difficult to remove it. On the optical properties, SU8 has a refractive index of 1.58 at 1550 nm

and it is thus suitable to fabricate waveguides in the spectral region of interest, that can act

as mode adaptors between the tapered waveguides and the input and output fibers in the

end-fire configuration: in fact, nSU8 is comprised between the nSiO2 and nSi. Moreover, the

possibility to create layers going from few microns to tenths (and even hundreds) of microns

permits to create waveguides with dimensions adapted to the spot sizes of the optical fibers

used for light injection and collection. Two types of waveguides were fabricated, featuring a
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Figure 2.22 – Schematic drawing of the top and side view of tapered waveguides terminations embed-
ded in SU8 mode adaptors.
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Figure 2.23 – Schematic representation of the SU8
spin steps.

4µm 10µm
Step Time (s) rpm Time (s) rpm

1 5 500 5 500
2 5 500 5 500
3 54 5942 17 2187
4 40 5942 40 2187
5 1 6000 1 3187
6 1 5942 1 2187
7 5 5942 5 2187
8 60 0 22 0

Table 2.2 – SU8 spin steps parameters.

cross section of 4µm×4µm and 10µm×10µm, to adapt respectively to lensed fibers and to

cleaved single mode fibers.

The fabrication of SU8 mode adaptors is performed between the ICP etching and the mem-

brane release. After cleaning the sample surface with acetone and isopropanol, the sample is

put for 1 minute at 115 ◦C to evaporate solvents and ensure better resist adhesion. SU8 (Ger-

steltec GM1060) is then spin-coated with a Sawatec coater following the spin steps showed in

Fig. 2.23, to obtain either 4 or 10µm thick layers. The sample is then let to rest on a flat surface

for 10 minutes and subsequently it undergoes a softbake process. This step is the most crucial

to obtain good quality waveguides: in fact, especially for thick layers, a too fast evaporation

of solvents can lead to the formation of stress and subsequent cracks in the film. To ensure a

gentle solvent evaporation, the softbake is performed with a programmable Sawatec hotplate:

the temperature is increased from room temperature to 95 ◦C in 30 minutes, then the sample

is let for 5 minutes at 95 ◦C and finally the temperature is decreased to room temperature in 30

minutes. Exposure to UV is performed with the Suss MA6 mask aligner. The exposure times are

6.2 s for the 4µm layer (to deliver a dose of 128 µC/cm2) and 8.3 s for the 10µm layer (to deliver

a dose of 166 µC/cm2). After exposure, the sample is let to room temperature for 30 minutes

and finally hard-baked for 15 minutes at 95 ◦C. The same temperature ramps as for the soft

bake are used. Finally, the resist is developed in PGMEA (propylene glycol monomethyl ether
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acetate) for 2 minutes, rinsed in de-ionized water and blow-dried. Fig. 2.24 shows SU8 mode

adaptors on top of silicon tapered waveguides.

Si waveguide
SU8 waveguide

Figure 2.24 – 4µm SU8 mode adaptors on top of tapered waveguides.

2.9 Microfluidic layers

As mentioned in the introduction, the platform discussed in this thesis belongs to the group of

optofluidics systems: the photonic chip is integrated with microfluidic layers that allow for

performing experiments in aqueous environment, with particles or bacteria suspended in

liquid.

Figure 2.25 – (a) Picture of one of the optofluidic chips used during this thesis (From Ref. [105]). (b)
The same chip connected to injection tubes and mounted on the sample holder.

The microfluidic layers consist in a PDMS layer covered by a glass coverslip (Fig. 2.26). More-

over, a 3 mm thick PDMS block allows for the connection with tubes, as shown in Fig. 2.25.

This connection permits the injection of liquids for particles and bacteria transport and of

compressed air for flux control.

The PDMS layer is fabricated with soft-lithography techniques, introduced by Whitesides’

group in 1998 [102]: a master mold is first created using a photoresist (AZ9260 in our case) on

a silicon wafer, liquid PDMS is then spin-coated onto the surface and after curing it is peeled

off and the membrane containing the desired channels is obtained. The glass layer, on the

other hand, is obtained by directly etching channels with an excimer laser in a borosilicate

coverslip. Finally, the layers are aligned with the help of a mask aligner and bonded together

to obtain the final chip. More details on the fabrication steps will be given in next sections.
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Figure 2.26 – Exploded vision of the microfluidic layers. A PDMS layer placed directly on top of the
photonic chip allows for particles and bacteria transport in aqueous solution, while channels etched in
the glass coverslip allow for flux control.

During the thesis, three configurations were used. They are illustrated in Fig. 2.27 and consist

in two microfluidic systems, featuring one and two injection channels respectively, and in a

”swimming pool“ configuration obtained by simply placing a PDMS frame onto the photonic

structures.

Single channel

At first, a single channel system was used [114, 115]: a 200µm wide and 10µm thick channel is

created in a 30µm PDMS membrane. The photonic crystal structures lie under the channel and

the particles passing nearby the cavity region can interact with the confined electromagnetic

field. In addition, a 145µm thick borosilicate coverslip (Schott D263) is placed on top of the

PDMS layer to allow for flux control: channels are etched in it and by injecting compressed air

Quake valves [99] are created (Fig. 2.28).

The main advantage in using glass as the outer layer resides in the fact that it guarantees at

the same time strong mechanical stability and very good optical properties: as the sample is

fabricated to be used with an oil-immersion microscope objective. Such types of objectives

are designed to be used with a glass coverslip, usually 170µm thick, between the specimen to

inspect and the objective: aberrations given by the immersion oil and by the glass coverslip
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Figure 2.27 – The three microfluidic configurations used: (a) a single transport channel for particles or
bacteria, (b) two injection channels and (c) the ”swimming-pool“ configuration.

Figure 2.28 – Illustration of the working principle of a Quake valve: compressed air injected on top of a
channel deforms the PDMS, hence closing the channel.

are considered and corrected in the design. In our case, the sum of the PDMS and of the

glass layers thicknesses mimicks regular glass coverslips and gives excellent optical properties

[85, 105]. Moreover, a peristaltic pump formed by three glass channels is also present.

Double injection channel

During the thesis, two main modifications to the microfluidics were performed:

• The transport channel thickness was increased from 10µm to 20µm to take into account

the larger size of bacteria (1x2-6µm typically) with respect to nanoparticles (max 500 nm

in diameter) previously used. In particular, this variation was implemented to reduce

the risk of having bacteria stucked into the channels. The membrane thickness was

also augmented by 10µm to keep the same amount of PDMS on top of the channel.

Unfortunately, this configuration showed to be more fragile than the previous one and

the PDMS often broke under the compressed air, resulting in the creation of air bubbles

into the channels. Moreover, bacteria showed to stuck onto the silicon substrate and in

the metallic tubes used to connect teflon ones. This caused the necessity to use larger

pressures to activate the Quake valves, that eventually lead to the PDMS membrane

breaking. A solution will consist in deposing a BSA (Bovine Serum Albumine) layer in

the channels to prevent bacterial adhesion.

• An injection channel was also added, to allow the rapid switch between liquids, on the

order of few seconds. The flux in each of the two channels is controlled independently

and a switch without mixing of the two liquids is obtained thanks to the laminar nature
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of the microfluidic flux. In Fig. 2.29 the switch between red and blue liquids is shown.

For better clarity, a glass substrate was used instead of a silicon one. This solution was

implemented with the purpose of trapping a bacterium and subsequently sending an

antibiotic on it to study its effects in real time.

PhC 
zone

PhC 
zone

Figure 2.29 – Microfluidic layers allowing the switch between red and blue liquids. The laminar nature
of the microfluidic flux allows for a switch without mixing.

”Swimming pool“

Finally, a static system was used, consisting symply in a 100µm PDMS frame containing a drop

of liquid and covered by a glass coverslip to avoid evaporation. This configuration was first

used during experiments in CEA Grenoble, because their setup does not allow for flux control.

Subsequently, it was used here at EPFL as well, in the case of breaking of the microfluidic

layers.

2.10 PDMS mold

The first step is the fabrication of the master mold on a 4 inches silicon wafer (Fig. 2.30).

The wafer surface is prepared by cleaning it with acetone and isopropanol, followed by an

oxygen plasma treatement performed for 1 minute at 60 W and 60 Torr. After applying a HDMS

adhesion promoter layer as for the AZ5214 resist, a 10µm layer of AZ9260 is spin-coated on the

wafer, for 60 seconds at 1800 rpm. The wafer is then baked for 200 seconds at 115 ◦C. AZ9260

is a positive resist with a photoinitiator based on DNQ-sulphonates, that require a minimum

concentration of water of a few per thousand for the photoreaction: the sample is thus let 30

minutes to rehydrate before the exposure. This is performed with a MJB3 mask aligner for 80

seconds (to deliver a dose of 2100 m J/cm2). The resist is then developped in AZ400K diluted

with de-ionized water in a 1:4 ratio for 6 minutes to remove the resist regions degraded by UV

exposure and finillay it is rinsed with water and blow-dried.

A very final step consists in baking the mold for 90 minutes at 115 ◦C. This step is referred to as

“reflow” and consists in roundening of the photoresist structures (Fig. 2.31). This phenomenon

is desirable for microfluidic channels fabrication for two reasons: first, the absence of sharp
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Figure 2.30 – A mold used for the fabrication of two PDMS membranes.

edges leads to a smaller chance for particles and bacteria to stuck onto the PDMS surface.

Secondly, the force applyed by the compressed air of Quake valves is better distributed for

rounded surfaces than for squared ones, resulting in a larger robustness of rounded channels.

Figure 2.31 – Channel profile measured before and after resist reflow.

To obtain 20µm thick channels, two layers were deposited. The soft-baking time was increased

to 400 seconds and the exposure time was augmented to 150 seconds. The reflow was per-

formed in the same way, but temperature ramps were used during the heating from room

temperature to 150 ◦C and during the cooling down to prevent cracks that can easily happen

in such a thick resist.

2.11 PDMS membrane

The PDMS membrane is created in the dedicated CMi PDMS line. The first step is the silaniza-

tion of the surface, to reduce the PDMS adhesion to the substrate and hence to facilitate

the final de-molding. This can be achieved by exposing the mold to Trimethylcholorosilane

(TMCS) vapours for 15 minutes.

In the meantine, a mixture of 10 g of PDMS base and 1 g of curing agent is prepared and

inserted in a Thinky Mixer. Mixing is performed for 1 minute at 2000 rpm and defoaming for 2

minutes at 2200 rpm. Subsequently, PDMS is spin-coated onto the wafer for 40 seconds. 2000

rpm are used to obtain a 30µm layer (in the case of molds featuring 10µm thick channels),

while 1551 rpm are used to obtain 40µm layers (in the case of 20µm thick channels). After

coating, the wafer is let 5 minutes on a flat surface to obtain a better thickness uniformity,
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Chapter 2. Fabrication

especially at the edges, and finally it is set for 80 minutes at 80 ◦C to accelerate the cross-linking

reaction. Once the PDMS is cured, it is stable and can be stored for months.

Finally, a thick PDMS block is fabricated. It is used to connect the tubes necessary to inject

liquids in the transport channels, as well as the compressed air in the control channels. In this

case, a silicon wafer is used as a base. A frame is created with alumium foil and the PDMS is

simply poured into the frame to obtain a 3 mm thick layer. In this step, bubbles often appear,

that can be eliminated by letting the wafer for 2 hours in a vacuum dessicator. Large bubbles

can also be removed using a pipette. When the PDMS layer is completely defoamed, it is cured

for 80 minutes at 80 ◦C, as for the membrane.

2.12 Glass layer

The starting material to create the glass microfluidic layer is a borosilicate 4” wafer that is

diced in 1x3 cm rectangles. Microfluidic channels are then created by direct etching with

an OPTEC LSV3 excimer laser. Excimer lasers exploit the UV radiation that is created by the

decaying of an excimer formed by a noble gas and a halogen (in our case ArF), both added in a

neon buffer gas.

Excimer lasers have a broad spatial profile, so most of the processing is performed using

projection optics: the beam illuminates a mask, whose demagnified image is focused onto the

substrate to be etched. The masks used are listed in Tab. 2.3.

Figure 2.32 – (a) Glass channels layout. (b) A glass layer ready to be placed on top of the optofluidic
chip.

The pattern is created with a CAD software (Autodesk AutoCAD) and it is represented in Fig.

2.32. Three elements are present: channels, holes to allow the injection of air and water in

the corresponding channels and “connection holes” to create a smooth connection between

the injection holes and the channels. The depths of those elements, together with the writing

parameters (frequency, power, number of shots, mask) are listed in table 2.3.

One aspect to take into account is the fact that, while etching, the high power of the excimer

laser also causes melting of the glass. This results in undesired melted material residues at

the edges of the channels and of the holes that could lead to a decrease of the adhesion of the

PDMS layer to the glass one. To minimize this inconvenience an energy of 2.5mJ was selected

and the structures were written in the following order: injection holes-connection holes-
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2.13. Microfluidic layers assembly

Structure Depth Mask Frequency Number of shots
Channels 10µm Square 200µm 200 Hz 500

Connection holes 20µm Square 100µm 200 Hz 800
Injection holes 145µm Circle 100µm 200 Hz 3000

Table 2.3 – Optec LSV3 parameters used during this thesis.

channels to avoid the filling of the channels with melted material. Moreover, the melted glass

can be removed by mechanical polishing using a cleanroom paper wetted with isopropanol. In

Fig. 2.33 the cross sections of the channels are measured with the Alpha Stepper profilometer

before and after polishing. After polishing, the glass structures present at the edges of the

channels are completely removed.

Figure 2.33 – Channels profiles before and after polishing. Before polishing, a glass structure, more
than 2µm thick, is present at the edge of the channels.

2.13 Microfluidic layers assembly

Once all the layers are fabricated, they need to be placed one on top of the other and on top of

the photonic chip.

At first, the glass coverslip is cleaned in acetone and isopropanol, blow-dried and attached

to a glass mask suitable to be used with a mask aligner, whit the channels facing upwards.

In our case, an old Cr mask used for previous PDMS mold fabrication is employed. The

PDMS membrane is then demolded: it is cut with a scalpel, gently lifted from the mold and

transferred onto a metallic support. Holes (750µm in diameter) are drilled in correspondence

to the injection circles with the help of a puncher and the membrane is finally moved on top

of the glass layer. In this operation, particular attention needs to be paid in centering the

PDMS and the glass holes, to ensure a good liquid transfer. It is then necessary to stretch

out the PDMS membrane so that no bubbles are created between it and the glass layer: a

perfect adhesion between the two layers is indeed crucial for the functioning of the device. If a

conformal contact between the PDMS/glass and the PDMS/silicon interfaces is obtained, Van

der Waals forces permit the injection of liquids with a pressure up to 0.35 bar. This pressure is

much larger than the ones usually used for optical trapping experiments and this bonding

technique has the advantage of being reversible. The microfluidic layers can be removed in the

case of breaking of the PDMS membrane and the photonic chip can be used in the ”swimming
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Chapter 2. Fabrication

pool“ configuration.

Finally, a MJB3 mask aligner is used to align the injection channel with respect to the photonic

crystals. A MJB3 mask aligner is used because of the fact that it is a manual mask aligner:

it permits to manually move the silicon chip close to the microfluidics layer until they get

in contact. Most of the more recent mask aligners, on the contrary, at the very beginning

perform a WEC (Wedge Error Compensation) procedure, that requires the substrate to be put

in contact with the mask. In this case, this is undesirable because as soon as the PDMS gets in

contact with the silicon surface the Van der Waals bonding is created and no alignement is

possible.

Once the three thin layers are assembled, the last step consists in bonding the thick PDMS

block that allows for the connection with tubes. The block is first cut with a scalpel and

injection holes are drilled utilizing a puncher with the help of a plexiglass mask. In this case,

Van der Waals forces are not sufficient to ensure the sealing of the connection, so a plasma

activation of the PDMS and of the glass surfaces is performed [116]. The block is then simply

put onto the glass layer under a long working distance binocular and permanent bonding is

obtained.
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3 Experimental setup and characterisa-
tion

The basic experimental setup consists in an optical setup for samples characterization and for

particles optical trapping, together with a system to control the flux in the optofluidic chip.

This setup, together with the modifications implemented during this thesis, will be detailed.

Mainly, the modifications consisted in adapting the experimental setup for bacteria trapping:

a station to culture and store bacteria was created and the sample holder was integrated

with a Peltier module to allow for working at different temperatures (from room temperature

to the pasteurization ones, passing by 37 ◦C, the optimal temperature for bacterial growth).

Moreover, the sample holder mechanical stability was increased, allowing for longer coupling

times between lensed fibers and optical waveguides.

In addition, the optical setup used for experiments in Grenoble will also be presented.

Finally, the experimental procedure will be discussed, together with the optical characterisa-

tion of the fabricated samples.

3.1 Preexisting setup

3.1.1 Optical setup

The optical setup, schematically depicted in Fig. 3.1, can be divided in several parts. The core

one consists in an end-fire arrangement, with the optofluidic chip mounted vertically on an

adapted sample holder and lensed fibers to inject and to collect light (Fig. 3.2). On top of

the sample, a microscope objective provides access to the surface for three optical lines: an

illumination line, a visible imaging one and an IR one. More details on the conception and

implementation of the setup can be found in Ref. [114] and [85].
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Figure 3.1 – Schematic representation on the preexisting experimental optical setup.

Figure 3.2 – Detail of the sample region in an end-fire arrangement. Light is injected and collected with
lensed fibers and a microscope objective provides access to the sample surface.

End-fire arrangement

In the end-fire arrangement, a custom made sample holder is used for the optofluidic chip: it

allows for precise x,y and z translation as well as for tilt and rotation control, to ensure that the

facets of the sample are perpendicular to the optical fibers and hence to permit maximum

coupling.

Light from a tunable laser (Yenista Tunics Plus) is injected into the sample waveguides through

a lensed fiber (Nanonics). The laser can provide beams with wavelengths comprised between

1470 and 1620 nm and with powers comprised between 0.2 and 10 mW. The lensed fibers

feature a spot size of 2µm and a working distance of 6µm. Precise polarization control is

ensured by the use of polarisation mantaining fibers and by a unit consisting in a λ/2-λ/4

waveplate configuration.
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3.1. Preexisting setup

After being transmitted through the sample waveguides, the light is also collected by a lensed

fiber and the intensity is monitored with a power meter (Newport 842A). Moreover, a digital

acquisition card (National Instruments USB 6009) and a dedicated LabVIEW program allow

for automated wavelength scan and transmission recording.

Illumination line

Ilumination over the sample surface is provided by a 505 nm LED (Thorlabs M505L3) and a

Köhler configuration is used to ensure illumination homogeneity.

The optical setup was first built with the objective of trapping nanoparticles. In particular,

fluorescent polystyrene nanospheres (100 to 500 nm in diameter) absorbing in the green part

of the spectrum were used and the LED wavelength was selected to allow, at the same time,

for illumination and for fluorescence excitation.

Visible imaging line

Sample imaging is performed with a EMCCD (Hamamatsu ImagEM 512), which is suspended

on the optical bench to reduce vibrations. To enhance the visibility of fluorescent nanospheres,

a couple of filters is used. A short pass filter at 550 nm is used on the illumination line, while

a long pass one at 550 nm is used on the imaging line. In this way, most of the excitation

light is filtered and the particles brigthness is enhanced. A large contrast and a detector with

high sensitivity are important especially in the case of smaller nanoparticles: indeed, the

concentration of fluorophores scales with the volume of the nanoparticles and it results in the

100 nm particles being 125 times less brigth than the 500 nm ones.

IR line

The IR line, coloured in dark red in Fig. 3.1, has multiple functions.

First, an IR camera (Sensors Unlimited) allows for the imaging of the light scattered from the

sample surface. In particular, the surface emission of the cavity mode is monitored and it

permits to easily identify the resonance wavelength.

Secondly, a quantitative analysis of the surface emission of this mode can be performed

thanks to a reflective collimator (Thorlabs RC08APC-P01): the collimated beam collected

by the microscope objective is focused at the entrance of an optical fiber and its intensity is

measured by a photodiode.

Finally, the same collimator can be used in the reverse direction and allows for the creation

of auxiliary optical tweezers. A beam from a tunable laser around 1300 nm (Tunics Plus) is

expanded and collimated. It is then focused onto the sample surface by a high numerical

aperture objective (Leica HCX PL APO, oil immersion, NA=1.4) and acts as standard optical
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Chapter 3. Experimental setup and characterisation

tweezers. This configuration is mainly used to accelerate experiments: in fact, submicron

nanoparticles suspended in water undergo Brownian motion and a long time can be necessary

before a particle is found in the vicinity of the optical cavity region (on the order of tenths of

minutes). Moreover, low particle concentrations are often used to prevent multiple trapping

events and to study the response of singularly trapped nanospheres, hence increasing even

more the waiting time. Auxiliary optical tweezers permit to collect particles in a 30µm2 area

around the cavity and to subsequently move them to the cavity. This arrangement reduces the

time necessary to trap a new particle to few seconds.

Additional equipment

Besides the basic optical setup, that allows for performing optical trapping experiments

and optical characterization of the photonic crystal cavities, for certain applications some

additional equipment is required.

As we will see in section 4.2, the main effect of a trapped object onto the cavity mode is a

redshift of the resonance frequency, due to a variation in the refractive index surrounding the

optical cavity. To quantify this shift, two lasers can be used in the following configuration,

depicted in Fig. 3.3: one laser is set at the resonance frequency and it is responsible for

the optical trapping, while the other one is used to perform a wavelength scan around the

resonance frequency and it allows for recording the transmission spectrum of the device, in

presence or in absence of a trapped object.

Laser 1: scan

Laser 2: trapping

λ = constant

λ 

WFG Lock-in detection

Oscilloscope

PhC
sample

Figure 3.3 – Schematic representation of the setup used for simultaneous particle trapping and λ

scanning. Two lasers are injected in the sample waveguides with a 90:10 coupler. The one responsible
for scanning is modulated with a waveform generator and its corresponding signal is detected with a
lock-in. Picture adapted from Ref. [85].

Both lasers are injected in the access waveguide at the same time through a 90:10 fiber

coupler. The first one, connected to the port allowing for 90% of transmission, is fixed at

the cavity resonance frequency and its output power is set at a value sufficient for optically

trap nanoparticles (usually in the 8-10 mW range). The other one, on the contrary, is used as a

probe and it is set to periodically scan a 10 nm spectral range around the resonance frequency.

To ensure that is does not alter the cavity response, it is connected to the port providing 10%
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3.1. Preexisting setup

of transmission and a low output power (1 mW) is used.

To detect such a small signal with respect to the trapping one, a lock-in amplifier is used

(Stanford SR510). The laser signal is modulated at a frequency of 10 KHz with an external

waveform generator (WFG on the figure), that also provides the reference for the lock-in

detection, and the signal is finally recorded with an oscilloscope.

3.1.2 Microfluidics control

The sample is equipped with a 3 mm thick PDMS block to allow for connection with tubes for

fluids injection and for flux control. It features six ports (Fig. 3.4 (a)): two for fluids (input and

output), connected to the channel created in the PDMS membrane, and four ports connected

to glass channels for flux control by means of the Quake valves described in Fig. 2.28.

Figure 3.4 – a) Schematic representation of the connection ports. (b) Sample connected to the mi-
crofluidic tubes.

A pressure source derived from the nitrogen evaporation circuit of the Physics department is

used for both liquid and control systems and it is distributed over three pressure regulators

(Bellofram, Type 10), as shown in Fig. 3.5: the first one regulates the flux speed, and it can be

actuated with the manual valve highlighted in red in Fig. 3.5. Contrarily, the other regulators set

the pressure injected in the control channels, that are actuated by solenoids. The compressed

air is input in a set of solenoid valves (Telemecanique PS1E23) and an in-house electronic

board with a DAQ (National Instruments USB 6009) allows for controlling the opening and

closing of the valves with a LAbVIEW routine.

The sample mounted on the sample holder and connected to the tubes is showed in Fig.

3.4 (b). Polyethylene Tubes (Intramedic, no. 427406) with inner diameter of 380µm and

outer diameter of 1090µm are used. The total tube length is 60 cm but, to facilitate the

connection with the sample, stainless steel interconnects are used (Unimed 200.010-A). In

fact, it is necessary to note that the holes in the PDMS block have a diameter of 750µm and

that to insert the tubes it is thus necessary to deform them slightly. This is an easy operation

when the sample is horizontally mounted on its support, but it gets difficult when the sample

is vertically placed and possibly coupled with waveguides. The interconnects provide the

advantage of permitting an easy and fast connection of the tubes, for instance when it is

necessary to change fluid during an experiment.
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Figure 3.5 – Control panel for the microfluidic channels.

3.2 Modified setup

During this thesis, some modifications to the experimental setup were implemented to make

use of the developed “two-channels microfluidics” and to permit bacteria manipulation. In

particular, the main objective of those modifications was enabling experiments involving

bacteria and antibiotic agents (high temperatures, antibiotics, UV radiation). The final purpose

was to trap a single bacterium and to study its response to antibiotics but unfortunately the

available time was not sufficient to achieve this objective. In this section, the details of the

modified experimental setup are presented.

3.2.1 Optical setup

The main modifications to the optical setup are as follows and they will be subsequently

detailed:

• A 420 nm illumination line was added (Fig. 3.7), to allow for the use of two different

fluorescent nanoparticles at the same time (absorbing in the green and in the violet

respectively).

• The sample holder was modified to obtain larger mechanical stability and hence longer

coupling times with the lensed fibers. Moreover a Peltier module was added to control

the temperature during trapping experiments.

Second illumination line

The two injection channels created in the PDMS membrane allow for a rapid switch between

liquids. Experiments with two kind of particles can thus be carried out at the same time. To

this aim, we selected nanoparticles (Fischer Scientific) featuring different sizes, 100 to 500 nm,
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3.2. Modified setup

and different fluorophores, green and red.

Particles close in size were chosen with different fluorophores to easily recognize them. The

absorption and emission spectra are shown in Fig. 3.6 (a). To excite the red particles, the

already present 505 nm LED was used, while to excite the green ones a second illumination

line was added. A 420 nm LED was chosen (Thorlabs M420L3), which spectrum is showed in

Fig. 3.6 (b) and the same Köhler configuration was implemented. The final optical setup is

represented in Fig. 3.7.
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Figure 3.6 – (a) Absorption and emission spectra of the two kind of fluorescent particles used. (b)
Emission spectra of the 505 nm and of the 420 nm LED.
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Figure 3.7 – Modified optical setup.
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Sample holder

For optical trapping experiments it is important to have a stable coupling between the lensed

fibers and the waveguides. On previous setup, good coupling was obtained for a maximum of

10 minutes, which was sufficient for particles trapping. Indeed, for optical trapping experi-

ments assisted by auxiliary optical tweezers, few minutes are sufficient and few seconds of

trapping already contain all the information on the trapped object.

Nevertheless, if auxiliary optical tweezers are not used, and depending on the concentration

of the objects under study, a longer time (up to few tenths of minutes) can be necessary

before particles or bacteria that undergo Brownian motion can reach the cavity region. A long

coupling time between fibers and waveguides is thus desirable to ensure the correct cavity

excitation.

The main difficulties in obtaining a long mechanical stability reside in the fact that the sample

is mounted vertically and that the attached tubes have the tendency to pull and detach it from

the sample holder, as schematically represented in Fig. 3.8 (a). To increase the sample stability,

the sample holder was modified as shown in Fig. 3.8 (b). A groove, 250µm deep, was created

as the lying surface for the sample. A Delrin® (Polyoxymethylene) strip keeps the sample in

place, rigidly but not too much, to avoid breaking of the thin glass coverslip. On the other side,

a metallic clamp placed on top of the sample ensures that the sample will not detach from the

surface.

Finally, a more rigid connection between the sample holder and its support was provided with

the help of the staff of the mechanical workshop. Those modifications allowed to obtain stable

coupling for more than 40 minutes.

without
groove

with
groove

a) b) c)

Figure 3.8 – (a) Schematic drawing of the previous sample holder. (b) Sample holder modified with a
groove. (c) Picture of a sample mounted on the sample holder.

Besides improving the sample mechanical stability, we considered the possibility of controlling

the sample temperature important for optical trapping experiments involving living bacteria.

In particular, the possibility of studying bacteria at 37 ◦C is meaningful to compare the results

obtained by optical trapping with the ones obtained with standard techniques, especially for

medical applications. For instance, tests performed to verify the susceptibility of bacteria to
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3.2. Modified setup

antibiotics are usually carried out at 37 ◦C.

To this aim, a Peltier module was integrated to the sample holder, as showed in Fig. 3.9. A

Thorlabs TEC2.5-3 Thermoelectric Cooler (TEC) is sandwiched between the sample holder

and a heat dissipator and it is driven by a T-Cube TEC controller (Thorlabs). Thermal con-

duction is ensured by a layer of thermal paste, while the TEC controller feedback is given by a

thermistor (Thorlabs TH10K) embodied in the sample holder: to attach it, a groove was drilled

in the sample holder and the thermocouple was immersed in TBS (Thermal Bonding System,

Electrolube), a two part epoxy that after curing provides excellent thermal conductivity while

being electrically insulating [117].

Figure 3.9 – Peltier module integrated to the sample holder. A heat dissipator allows for creating the
“cold” side and a thermistor embedded in the sample holder provides the feedback for the TEC driver.

3.2.2 Manipulation and storage of bacteria

Our photonic crystal cavity is a promising tool for biological analysis and optical trapping

experiments involving living bacteria were carried out. The bacteria studied belong to risk

group 1, that includes biological agents “that are most unlikely to cause human desease” [118]

and their characteristics will be detailed in section 5.1. As they are not pathogen, it is possible

to store and manipulate them in a regular optics laboratory, wearing gloves and protective

goggles but without any special safety procedure. Bacteria were provided by Pierre Marcoux in

the context of the collaboration with the groups in Grenoble and most of the measurements

included in this thesis were performed at CEA Grenoble.

Nevertheless, a working station for bacteria was implemented also here at EPFL, especially

to take advantage of the microfluidic control possible on our setup. The core equipment,

showed in Fig. 3.10 (a), consists in a fridge to store bacteria (a regular compact refrigerator

from Kibernetik) and in an incubator to perform bacterial cultures (Witeg AG). Those latter are

carried out on prepared Petri dishes because of their ease of use. Two types of prepared Petri

dishes 3.10 (b) were used, both purchased from VWR chemicals and containing Trypticase

Soy Agar (TSA) and Columbia Blood Agar (CBA). They are both based on Trypticase soy agar, a

standard growing medium in gel state that contains enzymatic digests of casein and soybean

meal. The CBA type also contains 5% of sheep blood and it is thus richer in nutrient elements.
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Figure 3.10 – The bacteria working station. The basic elements are a fridge to store bacteria, an
incubator to grow them and a Bunsen burner to ensure the sterility of the environment.

The first step to carry out experiments involving bacteria is to perform bacterial monocultures.

For this purpose, an aseptic environment is required. A laminar flow hood is the tool of choice

in biological laboratories, but it was not available in our optics lab. To ensure the sterility of

the environment, a Bunsen burner was used: it is a technique commonly used when a hood

is not available and the working principle resides in the fact that the heated air around a lit

Bunsen burner creates an updraft that sends contaminants away from the specimen [119].

Working close enough to the flame (in a 15-20 cm range) allows to avoid plate contamination.

Secondly, the grown bacteria need to be suspended in water, so that they can be inserted in the

microfluidic channels and transported in the vicinity of the photonic crysal cavity. Deionized

water from the cleanroom was used and inserted into sterile tubes (15 mL cellstar® tubes,

Grenier bio-one).

Finally, at the end of the day, the tubes and the Petri dishes containing bacteria that need to be

trashed are filled with bleach to avoid any kind of contamination.

3.3 Experimental setup in CEA Grenoble

The setup used during the experiments performed in Grenoble is depicted if Fig. 3.11 and

more details can be found in Ref. [120].

Figure 3.11 – Experimental setup in Grenoble:picture (a) and schematic representaion (b). From Ref.
[120].

56



3.4. Experimental procedure

The working principle is the same as the one that we have here at EPFL: light from a tunable

laser (Yenista Tunics) is injected in the waveguides with a lensed fiber, while on the other side

of the sample the transmitted light is collected with a microscope objective and its intensity

is monitored and saved with a digital oscilloscope. Polarisation is controlled with a paddle

polarisation controller and a commercial camera (Sony α7S) on top of the sample provides

the visible range imaging of the surface. Moreover, the sample holder has a Peltier module

that allows for varying temperature measurements. In addition, a setup involving two laser

souces was also implemented and the light was injected in a 50:50 optical fiber coupler. In this

case, the detection was simply performed with the oscilloscope.

3.4 Experimental procedure

Generally, two experimental procedures are carried out: one to characterise the photonic

crystal structures and one to perform optical trapping experiments.

In the first case (Fig. 3.12), the transmission and surface emission spectra are collected. Light

from a tuneable laser is injected and the transmission through the sample is recorded with

a power meter. A microscope objective collects the near field profile of the cavity mode and

its intensity is measured with a photodiode. A wavelength scan is performed for a spectral

range of 8 nm around the resonance frequency with a wavelength increment of 0.015 nm and

the two spectra are plotted. The cavity mode is excited by evanescent coupling from the W1

waveguide: the cavity resonance corresponds to a minimum in transmission and a maximum

in surface emission. In Fig. 3.12 (c) an example of the two spectra is shown.

a) b) c)

Figure 3.12 – (a) Representation of the optical cavity and of the W1 waveguide. The cavity mode is
excited by evanescent coupling with the W1 propagating modes. (b) Experimental setup used for
sample characterisation. (c) Typical surface emission and transmission spectra.

While performing optical trapping experiments, on the other hand, the temporal behaviour

of the transmission is monitored, in presence or in absence of the trapped object (Fig. 3.13).

Light is injected at the resonance frequency and the transmission is recorded. In this case, the
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photodiode is used instead of the power meter because of its better sensitivity. In Fig. 3.13 (b),

a typical curve is showed, where the three regions correspond to different moments: first, the

laser is off, second, the laser is turned on and third, an object is optically trapped.

Figure 3.13 – (a) Basic experimental setup used for optical trapping experiments. (b) Example of a
transmission record in function of time.

3.5 Device characterisation

Before performing optical trapping experiments, a characterisation of the sample is carried

out. The optical properties of the photonic crystal structures are assessed by recording the

transmission and the surface emission spectra for all the PhC cavities present on the chip and

the correct operation of the microfluidic elements is also verified.

This section provides the details of those characterisations.

3.5.1 Optical characterisation

The optical characterisation of the photonic chip is a necessary step that permits to assess the

overall quality of the sample and hence to obtain information on the quality of the fabrication

process. Secondly, it allows for choosing the photonic crystal cavitites more suitable for the

desired application.

As a matter of fact, many photonic crystal structures are present on the same chip (up to 96)

and some variations are introduced, such as varying the radius of the holes, changing the

distance between the cavity and the W1 waveguide, modifying the ebeam writing resolution,

etc. Moreover, some defects can be present, limiting the performance of the structures: defects

in the lattice or in the access waveguides, errors in the facets cleaving, resist residues or dust

particles on the sample surface, and a careful characterisation is the starting point for further

usage of the chip.

By recording the transmission and the surface emission spectra, the resonance frequency and

the quality factor of the optical mode are determined, together with the transmitted intensity

through the sample waveguides and the surface emission intensity. A large number of cavities

permits to have many options and to choose the cavity most adapted for the object to be
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3.5. Device characterisation

trapped.

Resonance frequency and quality factor

Figure 3.14 – SEM images of an unoptimised (a) and of an optimised (b) optical cavity. (c) and (d)
Simulations of the confined fields for the two types of cavity. The optimised one features a larger
overlap between the hollow volume and the confined field. The optimisation and simulations were
performed by M. Minkov.

Two types of hollow photonic crystal cavities were fabricated (Fig. 3.14): the first one, intro-

duced in Chapter 1, consists in a defect created by enlarging one of the lattice holes (a). The

second one is an optimisation of the cavity (a), obtained by modifying the radius and the

position of the two closest rings of holes (b). The optimisation was computed by Momchil

Minkov and the design parameters of the two types of cavities are listed in Tab. 3.1. Both cavi-

ties are designed to have a resonance wavelength around 1550 nm and the cavity of type (b)

was optimised to obtain a larger overlap between the confined mode and the hollow volume,

as shown in the field simulations in Fig. 3.14. This aspect is of large interest in particular for

sensing applications, as a larger overlap with the hollow volume also results in a larger overlap

with the trapped objects.

In Tab. 3.1 the fabrication parameters (used for the ebeam writing) are listed together with the

design parameters: as mentioned in Section 2.4, an enlargment of the holes appears during the
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fabrication process. This enlargment depends on the size of the holes (intra shape proximity

effects) and it is around 25 nm for the lattice holes. As a test, several variations in the holes size

were performed and the best parameters found are listed in Tab. 3.1. For the cavity of type b,

the design parameters were initially used, but the resonance wavelength resulted to be close

to 1600 nm, a value not suitable for optical trapping experiments. In fact, these experiments

are carried out in aqueous environment and as we will see this causes a shift of ∼ 35 nm in the

resonance wavelength, resulting in the trapping mode lying out of our laser wavelength range

(1470 to 1620 nm). To avoid this inconvenience, the lattice constant was reduced to 420 nm

and the hole sizes were scaled accordingly and resonance wavelengths around 1520 nm were

obtained.

First general cavity (a) Optimised cavity (b)
Goal

value
Fabrication

value
Goal

value
Fabrication

value
Lattice constant (nm) 420 420 430 420
Lattice holes radius (nm) 125 100 110 85
Cavity hole radius (nm) 350 335 324 300
First ring holes radius (nm) - - 89 65
First ring holes displacement (nm) - - 86 86
Second ring holes radius (nm) - - 145 127
Second ring holes displacement (nm) - - 14 14

Table 3.1 – Design parameters and parameters used during the fabrication process for the unoptimised
and the optimised cavities.

Besides the geometrical parameters of the cavity, the distance from the W1 waveguide was also

varied, from 3 to 5 lattice rows. In this way it is possible to obtain different overlaps between

the W1 and the cavity modes, resulting in different quality factors [121] for the same modal

volume. As the distance increases, the quality factor also increases, because of the reduction

of the coupling losses. Conversely, assuming a weak evanescent coupling mechanism [122], as

the coupling distance increases, the amount of energy coupled to the cavity mode is expected

to exponentially decrease.

To determine the quality factor of the cavity mode, the collected transmission and surface

emission spectra are observed or, for automatized Q determination over a large number

of cavities, their spectra is fitted with a Lorentzian-type envelope, as showed in Fig. 3.15.

The transmission curve shows larger Fabry-Perot modulations due to the reflections at the

interfaces, so the surface emission curve is usually considered.

Typical quality factors values for the unoptimised cavity are of the order of 3-4000 for 3 rows

of distance, 8-10000 for 4 rows and more than 15000 for 5 rows. In particular, the largest

measured quality factors were as high as 12000 for 4 rows and 16000 for 5 rows.

For the optimised cavity, on the other hand, the measured quality factors are much smaller, as

expected due to the fact that the objective of the optimisation was to obtain a large overlap
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Figure 3.15 – Lorentzian fit for the transmission and surface emission spectra of the cavity m6_10. A
quality factor of more than 10000 is calculated.

with the hollow volume and not to increase the Q. Typical values are ∼ 500 for 3 rows, ∼ 1000

for 4 rows and up to 2000 for 5 rows.

Dependence on the surrounding medium The band structure, and hence resonance fre-

quency and the quality factor of the cavity mode, strongly depends on the medium surround-

ing the photonic crystal structures: in our case, the two considered media are air and water.

Even though the optical trapping experiments are performed in water, the first characterisation

is carried out in air. This is easier from an experimental point of view and it permits to obtain

clearer information on the device performances.

On the optical point of view, the field confinement is stronger when the photonic crystal is

surrounded by air and hence both the quality factor and the transmitted intensity are larger: it

is thus easier to determine the resonance frequency and the spectral shape of the resonance

and consequently to choose the cavities more suitable for the desired application. Moreover, a

characterisation in air is particularly important in the case of using the anti-reflection coating

as a strategy to reduce the Fabry-Perot interference pattern: in this case, a characterisation

before and after depositing the oxyde film onto the facets is performed and the quality of the

film is verified.

On the other hand, on the practical point of view, characterising the sample in air is advan-

tageous because it is possible to do it either before or after integrating the chip with the

microfluidic layers. Moreover, the system of microfluidic tubing can be avoided, that as it

was shown in Sec. 3.2.1 can induce mechanical tensions in the sample. In addition, as we

will see in the next section, the microfluidics showed to be fragile over a large number of

opening/closing cycles of the valves and reducing those actuations to the minimum when not

performing optical trapping experiments ensures a longer sample lifetime.

The immersion of the photonic crystal devices affects both the quality factor and the spectral

position of the resonance frequency, due to the decrease of refractive index contrast. When a

PhC structure is fully immersed in water, the eigenmode undergoes a redshift of ∼ 35 nm and
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Chapter 3. Experimental setup and characterisation

the quality factor is reduced, as shown in Fig. 3.16. For an unoptimised cavity, with 4 rows of

distance to the w1 waveguide, typical quality factor values in water are of the order of 3-4000.

Moreover, due to the smaller field confinement and to the increased losses, the transmission

intensity is also smaller.
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Figure 3.16 – Water induced resonance shift. When immersing a PhC in water, the resonance frequency
undergoes a redshift of ∼ 35 nm, 34 in this case. A decrease in the surface emission intensity and a
degradation of the quality factor are also visible.

The cavity resonant frequency shift is very robust with respect to fabrication imperfections

and to design variations: while for different designs the resonance frequency can change of

tenths of nanometers, when immersing a PhC in water it always gives a shift of 35 ± 1 nm. In

this way, it is also possible to verify the photonic crystal filling. As an example the case of the

“swimming pool” configuration can be considered: in the “channel microfluidics” the small

pressure introduced in the transport channel allows for overcoming the silicon hydrophobicity

and to fully fill the channel. On the contrary, in the “swimming pool” configuration the

hydrophobicity of the silicon surface is not overcomed and the observed shift is of only

12.5 nm, corresponding to just a layer of water on the top surface of the PhC.

Some optical trapping experiments were performed in this configuration, but when increasing

the power of the beam injected some air bubbles were created. To avoid this undesired

phenomenon, the sample can be immersed for 1 minute in a suspension of BSA (Bovine

Serum Albumine), a protein widely used in the biophotonic community. It creates a thin layer

on the sample surface and its primary use is to avoid bacterial adhesion to the surfaces, but it

also hugely increases the hydrophilicity of silicon, as shown in Fig. 3.17. The BSA film can be

created either by immersing the sample in a BSA solution before integrating the microfluidics,

or a posteriori, by injecting the solution into the channels. The photonic crystal cavities were

characterised before and after the creation of the BSA film and a small shift of 0.2 nm was

observed, with no relevant impact on the quality factors.

One last consideration on the photonic crystal filling: for optical trapping experiments in-

volving polystyrene nanoparticles, a 1% solution of Triton X-100 is used instead of simple

de-ionized water to promote the full channel filling. It helps in reducing the surface tension

and as a plus also prevents polystyrene nanoparticles to attach one to the other. On the optical
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Figure 3.17 – Silicon is naturally hydrophobic. After BSA treatment, the surface becomes strongly
hydrophillic.

point of view, the resonance frequency is redshifted of less 1 nm and the quality factor remains

unchanged. However, this method cannot be used with bacteria because Triton X-100 modifies

the cell membrane: in fact, the permeabilization of cell membranes is one of its many uses.
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Figure 3.18 – Temperature dependence of the resonance wavelength for the cavity n4_4 in air and in
water.

Dependence on the temperature Besides the dependence on the refractive index of the

surrounding medium, the resonance frequency of the optical cavity also depends on the

temperature, due to lattice deformation. A redshift of 0.06 nm ◦C−1 is observed and needs to

be taken into account while performing experiments at different temperatures (Fig. 3.18).

Moreover, temperature effects are shown after several minutes of cavity excitation with high

power (10 mW out of the laser source). Resonance shifts of the order of 0.02-0.05 nm were

observed and they can be explained by an induced temperature increase in the cavity region.

The initial resonance frequency is restored by flushing the system, but it is a variable that needs

to be considered in optical trapping experiments, where the resonance shift its a quantity that

gives important information on the trapped object.
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Chapter 3. Experimental setup and characterisation

Coupling to optical fibers

Besides a sample featuring good optical properties in terms of quality factor and of trans-

mitted intensity, an efficient coupling with the optical fibers is also crucial to obtain good

performances while carrying out optical trapping experiments. In particular, the strategies

implemented to improve the coupling between the sample waveguides and the optical fibers

have two main objectives.

First, the reduction of the Fabry-Perot interference pattern due to reflections at the facets is

of crucial interest. Those fast modulations, corresponding to a 1 cm long cavity (the width

of the sample), create a huge noise that can even prevent the correct resonance frequency

determination (Fig. 3.19).
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Figure 3.19 – The deposition of an anti-reflection coating onto the smaple facets strongly reduces the
Fabry-Perot interference pattern due to reflections at the facets.

A second objective, on the other hand, is to increase the amount of ligth coupling in order to

deliver more optical power into the cavity when considering the same power from the laser

source.

During this thesis, two strategies were used, as introduced in Chapter 2: firstly, the deposition

of an anti-reflection coating and secondly, the use of SU8 mode adaptors. In Fig. 3.19,

the transmission spectrum of the same cavity is shown before and after the anti-reflection

coating. The Fabry-Perot fringes are largely reduced and the cavity resonance is clearly visible

in the second spectrum. On the transmitted power level, on the other hand, only a sligth

improvement is shown.

Figure 3.20 – (a) Drawing of the tapered silicon waveguide surrounded by a 4µm×4µm SU8 mode
adaptor. (b) SEM image of a tapered waveguide termination. The poor quality of the tapered structure
is to be attributed to a sligth underexposure of the ebeam resist. (c) Typical transmission spectra in the
case of AR coating or SU8 mode adaptors.
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In Fig. 3.20, on the contrary, the contribution of a SU8 mode adaptor [123, 124] is presented. A

SU8 waveguide, 1 mm long and 4µm×4µm in section, is placed onto a tapered waveguide.

The reflection at the facets are reduced thanks to the tapers in the silicon waveguide and to

the refractive index of SU8 (1.58 at 1550 nm). Moreover, with respect to a cleaved waveguide

(whose section measures 220 nm x 3µm), the mode size of the lensed fiber is matched and

hence a larger coupling is expected. Fig. 3.20 (c) shows two typical transmission spectra.

Despite the poor quality of the fabricated taper, an increase by a factor of five in the transmitted

intensity can be observed. A better quality fabrication is expected to increase the coupling

efficiency between the optical fibers and the sample waveguides.

Tapered silicon waveguides terminations, together with SU8 mode adaptors appear as a good

solution in both reducing the reflections at the facets and in ensuring a better coupling with

the optical fibers. However, thay have some drawbacks. First, the coupling between the modes

guided in the SU8 waveguide and in the silicon respectively is only obtained thanks to the

overlap between the two modes, and scattering at the end of the SU8 waveguide is still present.

Moreover, on the practical point of view, SU8 deposition requires surface preparation with

oxygen plasma, that limits one of the adavantages of our microfluidics, i.e. the possibility to

remove it easily.

For the future, a strategy consisting in using a 3D printed polymer adaptor [125, 126] will be

implemented . Besides the possibility to create a structure tapered in 3D, it will also permit to

couple regular tapered single mode fibers, instead of using more expensive and fragile lensed

fibers.
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4 Self-Induced Back-Action and “cage”
trapping

The mutual interaction between a trapped object and the cavity eigenmode, i.e. the Self-

Induced Back-Action (SIBA) effect, is the central mechanism of the trapping dynamics, as

mentioned in Chapter 1. It allows for the trapping of particles but also for the simultaneous

acquisition of information on the trapped specimen. This mechanism, together with the low

powers necessary to trap specimen, make this kind of optical tweezers excellent candidates

for applications in single-particle or bacteria identification.

In this chapter, the trapping capabilities of our cavity will be presented. Depending on the

trapping mechanism and on the associated potential, two regimes can be identified and

labelled as “classical regime” and “cage regime”. In particular, the advantages of the cage

regime will be shown, especially when considering the trapping of biological entities.

Finally, the trapping of polystyrene nanoparticles with differerent diameters will be discussed

and the analysis method presented.

For the sake of clarity and completeness, some results previously obtained in the group will be

reported. This is the case of sections 4.1.3, 4.2 and 4.3. More details on those results can be

found in Ref. [114], [25] and [85].

4.1 Resonant optical trapping in hollow 2D PhC cavity

Self-Induced Back-Action effects are based on the mutual interaction between a resonant

structure and an external object. In this section, we consider the trapping capabilities of our

cavity, i.e. the effect of the confined field onto objects suspended in the surrounding medium,

while in next section the effect of a trapped object onto the confined mode will be analysed.

The presence of large field gradients is imperative to obtain systems that can act as optical

tweezers: in fact, the gradient forces are responsible for trapping (Section 1.2) and in our

case field gradients are provided by a sufficiently high quality factor of the cavity and by a

sufficiently small volume of the confined mode. For the unoptimised cavity, quality factors
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Chapter 4. Self-Induced Back-Action and “cage” trapping

of 3-4000 are usually measured in water, while a modal volume of 2.3 (λ/n)3 was computed

[114].

Cavities featuring larger quality factors have been reported [28, 29, 30], but it is not the most

crucial aspect to be considered when investigating the trapping capabilities of a device. In

fact, a large interaction between the confined field and the object to be trapped is a pivotal

requirement for optical trapping and the hollow nature of our optical cavity maximises this

aspect. This represents a clear advantage for sensing and trapping applications, especially for

objects with sizes in the few hundreds of nanometers range, like nanospheres or viruses, that

can fit inside the cavity hole. Nevertheless, objects larger than the central hole size can still be

trapped, as it will be shown in Chapter 5 for bacteria, which size is on the few microns scale.

Moreover, it will be shown that a smaller quality factor could even be more adapted for the

trapping of specific objects (section 4.3).

In this chapter, we will focus on the trapping of polystyrene nanoparticles, to introduce the

experimental procedure and the trapping mechanism.

4.1.1 Experimental procedure

An optical trapping experiment is performed as follows. To begin, a suspension of nanoparti-

cles in water and 1 % v/v of Triton is prepared. Particles from Fisher Scientific are used: they

come in a suspension with a concentration of 1 % in volume and are diluted 1000 times. This

dilution, found empirically, is a good compromise between too small and too large concentra-

tions: a too large concentration could prevent single-particle experiments, as several particles

could be trapped at the same time. On the other side, a too small particle concentration would

result in an increase of the experiment time, needing to wait a long time to find a particle in

the vicinity of the cavity region.

After preparing the suspension, 1 mL is taken with a syringe, inserted in the input tube and the

liquid is let free to flow. In case of need, a small pressure can be applied to facilitate the channel

filling, but usually the difference in heigth between the input and the output extremities is

sufficient to create a flow. The sample is then mounted on the sample holder and carefully

aligned. Before starting an optical trapping experiment, Quake valves are actuated: the

channels close and the particles undergo Brownian motion (Sec. 4.1.2) without any external

drift.

Light around 1550 nm is injected with a tuneable laser into the sample waveguides and the

transmitted intensity as well as the surface emission are recorded (Fig. 4.1). The resonance

frequency is determined by the maximum of the surface emission and by the minimum of the

transmission intensities. The TE polarisation of the incoming beam is also assessed: the λ/2

and the λ/4 plates are rotated to maximise both the transmission and the surface emission, as

only TE-like modes are supported by the photonic crystal defects.
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Figure 4.1 – Schematic representation of the experimental setup used for optical trapping experiments.

A visible camera, focalised onto the photonic crystal surface with a 100x oil immersion ob-

jective, allows for monitoring the occurring of trapping events (Fig. 4.2). The illumination

line, that is also responsible for the excitation of the particle fluorophores, is focalized onto

the sample surface with the same microscope objective and permits visual control of the

particles position. Nanoparticles that undergo Brownian motion are free to move in 3D into

the entire volume of the channel, which is up to 20µm thick, and the intensity of the emitted

light depends on the distance from the focal plane. When a particle is trapped inside the

hollow cavity it appears very brigth as it is confined on the PhC surface (Fig. 4.2).

Figure 4.2 – 500 nm fluorescent particle optically trapped in the hollow photonic crystal cavity.

The same intense brigthness is observed for sedimented particles, so one could wonder that

the nanospheres are attached on the edges of the cavity and not optically trapped. Neverthe-

less, this possibility is excluded by the fact that as soon as the cavity excitation is turned off, the

particles immediatly resume their Brownian motion and move away from the cavity region.
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4.1.2 Brownian motion

In the previous section, we mentioned Brownian motion to describe the behaviour of the

suspended nanoparticles. Polystyrene nanospheres immersed in water can be considered as

a colloidal suspension: their size (few hundreds of nanometers in diameter) is much larger

than the one of water molecules but they are also small enough to neglect sedimentation

phenomena. In fact, to ensure the absence of sedimentation, the thermal kinetic energy has

to overcome the sedimentation energy. This results in a constraint on the colloid radius. For

polystyrene, whose density is of 1050 kg m−3, it has been calculated that at room temperature

it has to be r < 15.4µm [120].

Moreover, the thickness of the microfluidic channel is either 10 or 20µm, in both cases much

larger than the particle size, and thus it doesn’t affect the diffusion dynamics of the particles

inside the fluid.

It is thus possible to affirm that, in absence of external forces, particles undergo Brownian

motion. The diffusion coefficient can be expressed by the Einstein relation [65]

D = kB T

6πrη
(4.1)

where η is the viscosity of the liquid.

We can note that for smaller particles the diffusion coefficient is larger: they move faster and

in an optical trapping context it means that stronger forces will be necessary to trap them.

4.1.3 Trapping capabilities

This cavity was successfully used for the optical trapping of polystyrene nanospheres, but also

of bacteria, as it will be discussed in the next chapter.

In particular, optical trapping of 500 nm nanoparticles was reported with estimated powers

in the vicinity of the centre of the W1 waveguide as low as 37µW, as shown in Fig. 4.3 [127].

In Fig. 4.3, the escape power threshold is plotted with respect to the excitation wavelength,

considered as a detuning from the empty cavity resonance. The cavity was excited at a fixed

wavelength and with the maximum power (10 mW from the laser), that was later decreased

until the particle escaped, meaning that the forces acting on the nanosphere were too low to

confine it in the cavity volume. The coloured area corresponds to the region where optical

trapping is possible.

Few considerations can be done on Fig. 4.3: first, the resonant nature of the trapping mecha-

nism is clearly revealed, as optical trapping is possible only for a limited range of wavelengths

around the empty cavity resonance.
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4.2. Particle-dependent resonance frequency shift

Figure 4.3 – Escape thresholds for an optically trapped 500 nm nanoparticle as a function of the
detuning, i.e. the difference between the excitation wavelength and the empty cavity resonance one.
The coloured area corresponds to the region where optical trapping is possible. Reprinted from [127].

Secondly, two minima in the escape threshold appear. They reveal the presence of two regimes,

associated with two distinct trapping mechanisms and potentials that will be discussed in

section 4.3.

Finally, the estimated power in the cavity necessary to trap 500 nm polystyrene nanospheres

is around 100µW, which is two order of magnitude smaller than the necessary one to trap

submicron particles with classical optical tweezers [128]. The value of 37µW corresponds

to an injected power of less than 1 mW, while 100µW corresponds to 2 mW from the laser.

In the following, for simplicity, the power ejected by the tunable laser will be mentioned,

knowing that the orders of magnitude of the estimated powers in the cavity are around the

hundred of microwatts. It is important to note that the estimation of the power is done

considering the center of the W1 waveguide, and that the coupling to the cavity mode and the

field enhancement in the cavity are not considered. Fluorescent nanoparticles were trapped

for over 30 minutes without any photobleaching effect, suggesting that our cavity is suitable

for the trapping of objects that could be damaged by high powers, such as biological entities.

When considering 250 nm particles, on the other hand, they were also successfully trapped,

but with a larger estimated power of 360µW. This necessity to increase the power is due to the

fact that the gradient forces scale with the third power of the radius (Eq. 1.14) and to the fact

that Brownian motion, on the contrary, increases with size reduction (Eq. 4.1.2).

4.2 Particle-dependent resonance frequency shift

Differently from classical optical tweezers, where the trapped object does not have any impact

on the trapping beam, in SIBA systems the particle also plays a fundamental role in the

trapping mechanism and modifies the system by its presence. In particular, for resonant

structures like our PhC cavity, the main effect is the redshift that it induces in the resonance

frequency, caused by the higher refractive index overlapping with the confined field. This

resonance shift is strongly particle-dependent and the effect of different parameters was

investigated in previous work with FEM simulations [129]. The parameters considered were
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the size, the refractive index and the shape, as illustrated in Fig. 4.4.

Figure 4.4 – FEM simulations of the shift induced in the cavity resonance by varying parameters: (a)
the diameter of a shperical nanoparticle, (b) the refractive index of a 500 nm nanosphere and (c) the
aspect ratio for ellipsoidal particles with the same volume and refractive index. Reprinted from [129].

In Fig. 4.4 (a) polystyrene nanospheres are considered: the refractive index is fixed at 1.59 and

the radius is increased from 100 nm to 500 nm. The cubic-shaped fitting of the four points is in

agreement with the dependence on the volume of the polarisability of small dielectric particles

given by the Clausius-Mossotti relation and it suggests that this kind of cavity is particularly

adapted to distinguish small size variations in particles with sizes around the dimensions of

central hole, that in this case is 700 nm. This can be explained by the fact that the overlap with

the confined field into the hollow volume is maximum and so it is the induced shift.

In Fig. 4.4 (b) a 500 nm particle is considered and the refractive index is varied from the 1.33

(the one of water) to 1.68: a linear dependence of the resonance shift is observed and a shift of

few nanometers is expected when increasing the refractive index.

Finally, in Fig. 4.4 (c) the resonance shift as a function of varying shapes is plotted. In this case,

the shift shows to linearly increase with the shape modification from a sphere to an ellipsoid

with the same volume, but the effect appears to be less important than the one induced by

variations in size or in refractive index.

4.3 “Classical” and “cage” trapping regimes

As anticipated, when considering the excitation wavelengths that can be used for optical

trapping two regimes appear (4.3). This behaviour is a signature of the SIBA effects that are

present in our systems, as in both regimes the particle actively participate to the trapping

mechanism.

To simplify, the two regimes can be described as follows:

• In the first regime, the cavity is excited at the resonance frequency of the empty cavity

in water. We refer to it as “cage regime”.

• In the second regime, the cavity is excited at the resonance frequency supported by the
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cavity when a particle is inside and we label it “classical regime”.

Classical regime

The easier regime to describe is the “classical regime” (4.5). It corresponds to the same

mechanism that happens in classical optical tweezers: the particle is trapped close to the

maximum confined field, where the gradient forces are stronger. In this case, the excitation

wavelength matches the eigenmode supported by the cavity when the particle is located inside

hole.

Figure 4.5 – (a) The cavity is excited at its resonance wavelength when a particle is trapped. (b) Force
profile experienced by the particle: it corresponds to a harmonic potential and a trap stiffness can be
calculated.

The particle, by its presence, increases the trapping strength of the device. In fact, when the

particle is located away from the central hole, a very weak coupling with the excitation laser is

obtained, while the maximum is achieved when the nanosphere is inside. The force profile

that is experienced by a trapped object is represented in Fig. 4.5 (b) and it is the same as the

one of classical tweezers. In this case, it is possible to calculate the stiffness of the trap by using

the theory of harmonic potentials. The experimental trap stiffness found by M. Tonin in Ref.

[130] was kexp = 300 pNµm−1 mW−1, which is one order of magnitude larger than the one of

classical tweezers for similar objects [131, 132, 133, 134].

Cage regime

In this regime, the excitation wavelength is the one of the empty cavity: the confined field is

maximum when the particle is far from the cavity and as soon as the nanosphere is trapped

inside the cavity, the eigenmode is decoupled from the excitation mode (Fig. 4.6 (a)).

The interesting property of this trapping regime is the fact that when a particle is located

inside the cavity hole, it does not experience any gradient force: it can be considered as a free

particle. Brownian motion is recovered, but as soon as it moves away from the cavity region

the gradient forces are restored and the particle is pulled back to the center of the cavity. In

this sense, the particle can be described as a “free particle in a cage”. The force profile that is
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Chapter 4. Self-Induced Back-Action and “cage” trapping

Figure 4.6 – (a) The cavity is excited at resonance wavelength when the cavity is empty. (b) Force profile
experienced by the particle.

experienced by the nanosphere is represented in Fig. 4.6 (b). In this case, as the potential is

not harmonic, it is not possible to define a trap stiffness.

However, this trapping regime is particularly interesting for photosensitive objects as biological

entities, because the exposure to the trapping field is strongly limited. Indeed, the particle is

not continuously exposed to the confined field, but only when it moves far enough from the

cavity center to restore the coupling with the empty cavity eigenmode.

Choice of the cavity

A fundamental requirement for the existence of the cage regime is the fact that the shift

induced by the trapped object has to be smaller than the mode linewidth (Fig. 4.7), otherwise

the cavity eigenmode will not couple with the excitation wavelength.

Figure 4.7 – The necessary condition for the existence of the cage regime is that the shift induced by
the trapped particle is smaller than the eigenmode linewidth.

This behaviour is particularly visible with the analysis of the cutoff frequency of the Power

Spectrum Density (PSD). In Ref. [85] the PSD of a 500 nm nanoparticle trapped in three

different cavities was considered. The cavity hole was at a distance of 3, 4 or 5 hole rows

from the W1 waveguide and the three cavities were labelled cavity A, B and C respectively.

As mentioned in Chapter 3.5, these different distances result in different couplings with the

modes guided in the W1 waveguide, and hence in different quality factors and linewidths. The
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4.3. “Classical” and “cage” trapping regimes

characteristics of the cavities used are summarised in Tab. 4.1.

Coupling
distance
(hole lines
from w1)

Resonance
wavelength
(nm)

Quality fac-
tor

Linewidth
(nm)

Maximum
induced
shift (nm)

Cavity A 3 1583 1300 1.2 0.7
Cavity B 4 1600 1600 1 0.9
Cavity C 5 1580 3000 0.5 0.6

Table 4.1 – Parameters of the cavities used for the PSD analysis. Table taken from Ref. [85].

In this case, the shift induced by a 500 nm nanosphere was around 1 nm. In Fig. 4.8 the

cutoff frequencies are plotted with respect to the detuning from the empty cavity resonance.

Different curves correspond to different injected powers. These images are specular to the

curve representing the escape threshold of a trapping particle (Fig. 4.3) and the two trapping

regimes appear for the cavities A and B, while the cavity C only supports the “classical” trapping

regime, due to the fact that the induced shift is larger than the cavity eigenmode linewidth.
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Figure 4.8 – Cutoff frequencies for a 500 nm polystyrene nanosphere trapped in three types of cavity.
The different estimated powers correspond to the power calculated in the vicinity of the centre of the
w1 waveguide. Images adapted from Ref. [85].

A second remark on this figure is that the peaks obtained for cavity B are sharper than the

ones of cavity A. For cavity A, the induced shift is only half than the cavity resonance linewidth

and hence only small variations in the power of the confined field can be observed. On the

other hand, for cavity B the induced shift is of the order of the eigenmode linewidth: in this

case, when the particle is trapped inside the cavity, a very small power couples from the W1

waveguide.

These remarks lead to an important criterion in choosing the cavity most adapted for optical

trapping, depending on the object and on the regime that is wanted to exploit. In particular,

the use of the cage regime appears particularly interesting for biologial applications and more

in general for the study of photosensitive objects, or when the interest is on the dynamics of

a nearly-free particle. For the optical trapping of 500 nm polystyrene nanospheres, quality

factors of the order of 1600 in water showed to be the most suitable. On the other hand, to

trap objects that induce smaller shifts (for instance smaller particles, or bacteria and viruses

75



Chapter 4. Self-Induced Back-Action and “cage” trapping

that have lower refractive indexes) cavities with larger quality factors could be more adapted.

4.4 Particle differentiation: the case of 250 and 500 nm nanospheres

Besides the possibility of trapping specimen with very low powers, the SIBA effects supported

by our system present another interesting advantage with respect to classical optical tweezers:

the object is not only trapped, but it is also possible to acquire information on it. In particular,

as the induced resonance shift is strongly particle-dependent, it can be used for particle

differentiation.

As an example, the differentiation of 250 and 500 nm polystyrene nanosphere is presented in

this section. The same principle was used for bacteria differentiation [87] and in Chapter 5 its

application to bacterial Gram-type determination will be shown.

The basic idea of differentiation experiments is as follows (Fig. 4.9): the cavity is excited at the

empty cavity resonance wavelength. This corresponds to a maximum of field confined in the

cavity and conversely in a minimum in the transmitted intensity. When a particle is trapped,

the induced shift can be detected by a transmission increment, that is particle-dependent and

that can be used for differentiation.
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Figure 4.9 – The particle-dependent shift induced in the cavity mode (a) causes a particle-dependent
transmission increase (b).

The experiment consisted in trapping the two types of particles with the same injected power

and in detecting the transmitted intensity over time with a photodiode. The transmission

was recorded for one minute of trapping with a dedicated LabVIEW routine. To ensure the

trapping of 250 nm nanospheres, the largest available power was injected into the sample

waveguide, i.e. 10 mW from the laser source. Experiments with 100 nm nanoparticles were

carried out as well, but the trapping was very unstable and possible for times of the order of

1-2 seconds. For this reason, these measureents are not included in the following analysis.

The trapping of nanoparticles in some cases was spontaneous: for the particles floating on

the vicinity of the cavity, we simply waited for them to be trapped. However, as the particle

concentration was low to prevent multiple trapping, in most cases auxiliary tweezers were

used to accelerate the experiment: a 1300 nm beam, with a power of 10 mW, was focalised on
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4.4. Particle differentiation: the case of 250 and 500 nm nanospheres

the sample surface through a high NA objective connected to piezoelectric translators. The

translators permitted to move the classical tweezers in the vicinity of a polystyrene sphere,

and once it was trapped, to transfer it into the center of the cavity. The auxiliary tweezers were

then turned off and the particle was trapped only by the field confined in the optical cavity.

Qualitative differentiation
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Figure 4.10 – Two typical transmissions for 500 nm and for 250 nm PS nanospheres. The transmitted
intensity is recorded for one minute of trapping.

For each particle size at least ten measurements, corresponding to ten different particles,

were performed and a qualitative particle distinction can be carried out by direct inspection

of the transmission records (Fig. 4.10). In Fig. 4.10, raw measurements for 250 and 500 nm

nanoparticles are shown. As an example, two typical transmission recordings are plotted for

each particle size. Particle differentiation appears possible by the simple observation of the

plots, due to differences both in the mean value of the transmitted intensity and in the shape

of the transmission curve.

Some preliminary remarks can be done before analysing the example cases:

• The more the particle is overlapping with the confined mode, the more the transmission

is increased.

• The mean value of the transmission is linked with the mean shift induced in the cavity
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Chapter 4. Self-Induced Back-Action and “cage” trapping

resonance wavelength.

• When the transmission is maximum, a minimum of power is coupled to the cavity and

the trapped particle is a “free particle” that undergoes Brownian motion.

• The amplitude of the transmision fluctuations is linked to the movement of the particle

inside the optical cavity.

If we consider the mean of the transmitted intensities in Fig. 4.10, it is seen that it is larger for

the 500 nm beads with respect to the 250 nm ones, in agreement with the fact that they induce

a larger resonance shift.

In addition, also the shapes of the transmission records show large differences between 500

and 250 nm nanospheres.

For 500 nm particles, we observe that the top of the curves is relatively flat, while several dips

are present in the bottom part of the plots. This behaviour can be explained by the SIBA

effects previously described for the cage regime. A particle measuring 500 nm is pulled from

the gradient forces in the center of the cavity hole, where it overlaps with several mode lobes

(Fig. 4.11 (a)) and causes a large resonance shift. The flat top of the curves is explained by the

particle size, comparable to the cavity one: the nanosphere is always pulled towards the centre

of the cavity, hence overlapping with the same portion of confined field. On the other hand,

the dips correspond to moments where the particle is moved away from the cavity region, as

represented in Fig. 4.11 (c).
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Figure 4.11 – Qualitative analysis of the trapping of a 500 nm nanosphere. (a) The particle-size,
comparable with the cavity one, results in an overlap with all the mode lobes. (b) When the particle is
in the centre of the cavity the transmitted intensity is maximum. (c) While the particle moves away
from the cavity region, on the contrary, the transmitted intensity decreases.

The curves recorded for the 250 nm particles, on the other hand, present a different trend.

The transmission does not appear uniform during the entire trapping time; instead, there are

zones with a larger transmission increase alternated to zone with a smaller one. At the same

time, a difference in the fluctuations amplitude is also observed.

This behaviour can be explained by considering the size of a 250 nm nanosphere with respect

to the central hole. As it is three times smaller than the cavity, only one lobe at a time is

responsible for trapping, and the lobes are not equivalent. As a matter of fact, the cavity is
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4.4. Particle differentiation: the case of 250 and 500 nm nanospheres

excited from the side by evanescent coupling with the W1 waveguide and hence the field

is not symmetric. In the cage regime, particles are re-trapped all the time, and in between

“re-trappings” they move by Brownian motion. For 250 nm, it can bring them in the vicinity of

a different lobe, resulting in a different resonance shift.

Histogram analysis

A more quantitative analysis and particle differentiation can be performed with the help of

histograms. For better comparison, the transmission curves are normalized with respect to the

empty cavity level and subsequently the histograms of the transmitted intensity are generated.

For clarity, the relative transmission augmentation ∆Trel is considered in the following.

Figure 4.12 – Histograms for the entire set of transmission measurements for polystyrene nanoparticles.

A first remark can be done while plotting together the histograms of the entire set of measure-

ments as shown in Fig. 4.12. The different histograms for the 500 nm nanoparticles superpose

almost completely, while for the 250 nm the dispersion is much larger. This behaviour is in

agreement with the fact that our cavity is a more stable trap for particles that have a size

comparable with the central hole: in this case, the particles are geometrically confined in a

smaller volume in the PhC plane. For smaller particles, on the contrary, there is a possibility of

trapping them in different positions into the cavity, leading to different induced shifts.

As expected from the observation of the plots, the average transmission increase is larger for

500 nm nanospheres than for 250 nm ones. In Fig. 4.13, only two histograms are shown for

better clarity, one for each particle size. In both cases, the “mean histogram” was chosen, i.e.

the histogram with the mean variance and the mean average value. With this choice, the mean

shift induced by the particle is identified, as well as the average movement of the particle

inside the trap. The mean relative ∆Trel for 250 nm nanoparticles is 0.86, while for 500 nm

nanospheres is 1.24.

Moreover, from Fig. 4.13 it is also possible to observe than the variance of the transmission

distribution appears larger for 250 nm nanoparticles. The variance of the relative transmission

is linked to the motion of the particle inside the cavity and for 250 nm particles the average
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Figure 4.13 – Average histograms for 250 and 500 nm nanoparticles. In both cases, they correspond to
a transmission with the average mean value and with the average variance.

variance is 0.0053, while for 500 nm spheres it is 0.0049. This confirms that the 500 nm spheres

are trapped more stabily. This larger trapping stability can be observed also in Fig. 4.14 (a),

where the variance of each measurement is plotted as a function of the mean∆Trel. In a similar

way to what observed in Fig. 4.12, in this case as well the 500 nm particles give results closer

one to each other, revealing again a larger trapping stability.
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A last interesting remark can be done on the shape of the histograms shown in Fig. 4.13, that

reflects the raw measurement plots: the histogram corresponding to 250 nm particles appears

more symmetric than the one corresponding to 500 nm ones. This difference in symmetry can

be evaluated by calculating the skewness of the distribution, defined as

s = (x −µ)3

σ3 (4.2)

where µ is the mean of x and σ is its standard deviation, and plotted in Fig. 4.14 (b).

A negative skew correspond to a distribution with longer left tail, while for positive skew the
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rigth tail is longer. In both cases, the larger the absolute value, the larger the asymmetry of

the distribution. In our case, 500 nm particles present a mean skewness of -1.33, while the

skewness 250 nm ones is only -0.37. This result reflects the consideration of the shape of

the raw measurements, with the 500 nm exhibiting a relatively flat top and many dips in the

bottom part.

Those results on the mean transmission augmentation, on its variation and on its skewness

confirm the qualitative discussion carried out by the observation of the raw measurements

plotted in Fig. 4.10 and allow for a quantitative support to the particle differentiation.

4.5 Conclusions

In this chapter, the trapping mechanisms were introduced and an application in particle

differentiation was shown.

Two trapping regimes are supported by our cavity, depending on the excitation wavelength,

and both can be described in terms of Self-Induced Back-Action effects: a trapped particle is

an active player in the trapping dynamics, as by its presence it strongly affects the confined

field. Moreover, the hollow nature of the cavity allows for a maximum interaction with the

trapped objects.

In particular, the advantages of the “cage trapping” regime were shown. It corresponds to

the case where the excitation wavelength is the resonance of the empty cavity and it presents

two main advantages. First, the field is not acting continuously on the specimen: trapped

particle causes a decoupling of the field. During the trapping it is thus a free particle in a cage,

where the cage is created by the particle itself when it moves away from the cavity. Secondly,

information on the trapped object can be retrieved at the same time, as the induced resonance

shift depends on the properties of the particle.

As an example, the case of 250 and 500 nm polystyrene nanospheres was analysed. Particle

differentiation can be achieved by simple observation of the transmission spectra, but a

quantitative analysis can be carried out with the help of histograms and of the first three

statistical moments: the mean, the variance and the skewness.
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5 Bacterial Gram-type differentiation

In this chapter, results on the trapping of living bacteria and on their Gram-type differentiation

are presented. The capacity to probe the cell wall of bacteria at the single-cell scale, in a

label-free and non-destructive way shows the potential use of this hollow photonic crystal

cavity in biological and biomedical applications.

Bacteria are unicellular prokaryotic microorganisms that are present in most of the Earth’s

habitats, comprised very harsh environments, like acidic hot springs [135, 136], radioactive

waste underground storages [137, 138] and deep portions of the Earth’s crust [139, 140], as

deep as 11000 meters in the Mariana Trench [141].

They can also live in symbiotic and parasitic relationships with plants and animals. It is

estimate that a 70 kg human body inhabitate 3.8·1013 bacterial cells, to be compared with

its 3·1013 human cells [142]. Most of them are present in the gut flora and on the skin and

are beneficial for the host [143]. However, several species of bacteria are pathogen and

can cause fatal diseases: few examples are cholera (caused by some strains of the bacterium

Vibrio cholera), tuberculosis (Mycobacterium tuberculosis) and bubonic plague (Yersinia pestis).

Many others diseases more common in developed countries are caused by bacteria, going from

pneumonia (Streptococcus and Pseudomonas) to foodborne illnesses (Shigella, Salmonella)

and often they are treated with antibiotics, also in farming. This massive use of antibiotics,

not always necessary, made the antibiotic resistance a growing problem and a challenge for

the future [144, 118].

This chapter reports on the results that we obtained in the framework of a collaboration with

the groups of Emmanuel Hadji, David Peyrade and Pierre Marcoux in CEA Grenoble. Its

scope is the investigation of the potential use of SOI photonic crystal cavities for bacterial

analysis. As a matter of fact, bacteria have a size (in the micron range) that can allow for their

optical trapping with our resonant nanostructures. Moreover, a large number of non-pathogen

strains are commercialy available and they are simple to store and grow, permitting their use

outside from biological laboratories and without special safety procedures. The experiments

presented here were performed at CEA with Manon Tardif.
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Chapter 5. Bacterial Gram-type differentiation

The main bacterial properties are first resumed. Secondly, a description of the bacteria studied

is provided and the trapping capabilities of our 2D hollow photonic crystal cavity is shown.

Finally, the Gram-type distinction of the seven types of living bacteria optically trapped is

reported.

5.1 Bacterial properties

5.1.1 Morphology

Bacteria can exist in several morphologies and arrangements, as shown in Fig. 5.1. The

principal shapes are spheres (cocci) and round-ended cylinders (bacilli) [145], but other

geometries are also possible, in particular spirals (spirilla and spirochetes). Their size is on the

micron order, with typical cell volumes comprised between 0.4 and 3µm3 [146].

coccus diplococcus diplobacillusbacillus

streptobacillus

streptococcus
coccobacillus

spirilla

Figure 5.1 – Most common bacterial morphologies.

Moreover, the bacteria can be found free-living or attached in chains or clusters. For spherical

bacteria, for instance, the arrangement in diplococci is common.

5.1.2 Motility

Some bacteria present structures that allow them for actively move in liquid media or onto

surfaces. The most important of them, especially to move in fluid environments, are flagella.

Bacterial flagella are helical filaments that run in a rotary movement, either clockwise or

anticlockwise [147]. This helical motion is fundamental for propulsion of microorganisms

in water: for bacteria, the Reynolds number (that correlates the inertia forces to the viscous

forces) is very small, of the order of 10-6. This means that they live in laminar flow conditions.

A consequence of that is the fact that any reciprocal motion does not result in forward deplace-

ment, due to the reversibility of Stokes flow [148]. A rotatory movement is thus necessary for

bacterial swimming and allows typical speeds of 20 to 50µm/s [149].

Flagellated bacteria can present one on several flagella and they can be arranged in different

positions, as shown in Fig. 5.2. Monotrichous bacteria have a single flagellum. Lophotrichous

ones have several flagella, all connected at the same spot. Amphitrichous bacteria have two
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Figure 5.2 – Possible flagella arrangements.

flagella, attached to opposite extremities. Finally, peritrichous bacteria have many flagella,

projecting in all directions.

5.1.3 Cellular membrane

Besides morphology and motility, another major parameter used to classify bacteria is the

cellular membrane. Depending on the composition of their cellular membrane, bacteria can

be divided in two groups, named after the technique traditionally used to differentiate them:

Gram positive and Gram negative. Gram staining technique is almost always the first step in

the identification of bacteria in both clinical and research environments. In particular, it has

an importance in tentative diagnosis processes, as bacteria with different cell walls are also

susceptible to different antibiotic treatments.

Gram positive and Gram negative cellular membrane

The distinction between Gram + and Gram - bacteria is based on the structural differences of

their cell wall, as depicted in Fig. 5.3. A Gram negative bacterium has a much complex cell

envelope [150]: two membranes are present, an inner (1 on the figure) and an outer one (4),

separated by a liquid periplasmic space. The external leaflet of the outer membrane (OM) is

principally composed by lipopolysaccharides, large molecules that play a critical role in the

barrier function of the OM. In the periplasmic space, a thin (5 to 10 nm) layer of peptidoglycan

is found. It is composed by crosslinked polymers that create a large and rigid structure and it

determines the cell shape.

Gram positive bacteria, on the other hand, show a simpler structure. The outer membrane is

absent but a much thicker peptidoglycan layer is present, that is composed by several layers

and measures 30 to 100 nm in thickness. It protects the cell and also gives more rigidity to the

cell wall.
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Figure 5.3 – Schematic representation of the Gram positive and Gram negative cellular membranes.
Gram - bacteria have two membranes (plasma 1 and outer 4) separated by a liquid periplasmic space
(3) and a thin (5-10 nm) peptidoglycan layer (2). Moreover, lipopolysaccharides (5) project from the
outer membrane. Gram + bacteria, in the contrary, exhibit a single membrane (plasma 1) surrounded
by a thick (30-100 nm) peptidoglycan cell envelope. Image from Ref. [86].

Gram staining technique

To distinguish Gram + and Gram - bacteria, the most commonly test performed in biological

and clinical laboratories is the staining technique introduced by Gram in 1884 [151]. It consists

in a sequence of staining and decolorisation steps [152, 153] and it basically detects the

presence of the peptidoglycan layer.

Figure 5.4 – After the Gram staining method, Gram positive bacteria appear violet, while Gram negative
ones appear pink. Image taken from Ref. [154].

Gram staining is performed as follows. Cells are first heat-fixed on a glass slide, to avoid

detachment during subsequent rinsing. The first staining is applied: it consists in a water-

soluble dye, crystal violet, that penetrates the cell wall of both types of bacteria. Iodine, a

mordant agent, is then used. It binds with the crystal violet and traps it in the cell. At this
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stage, all bacteria appear purple. A rinsing with ethanol or acetone is then performed and it

affects only Gram-negative bacteria: as a matter of fact, solvents interact with the lipids of

the cell membrane and destroy the outer membrane. The thin peptidoglycan layer is then let

exposed and rinsed away with the outer membrane. After this step, Gram + bacteria appear

purple while Gram - are colorless. Finally, a counterstaining with safranin is performed: Gram

positive bacteria are still purple while Gram negatives ones are pink.

This technique is relatively simple and widely used as a first bacterial determination, useful

for instance for a tentative diagnostics. However, it has some limitations: first, some bacteria

cannot be identified, as there exist species that are Gram-indeterminate or Gram-variable

[155]. Secondly, its use in environmental biology is limited, as it requires a biological laboratory

and a large number of steps. Moreover, the test is destructive and the bacteria analysed cannot

be used in subsequent studies. Finally, some of the materials used, such as crystal violet, are

carcinogenic [156] and thus dangerous for the operators.

5.2 Bacteria studied

As all the experiments were carried out in regular optics laboratories the bacteria used belong

to the biohazard Level 1, that includes organisms that are not pathogenic for humans. They

were provided by P. Marcoux and consisted in reference strains (ATCC, American Type Culture

Collection) purchased in lyophilised state (KwikStik, Microbiologics, St.Cloud, MN).
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Figure 5.5 – SEM image of the bacteria studied. Reprinted from [86].

Fig. 5.5 shows SEM micrographs of the bacteria studied. Those bacteria were selected for

their differences in shape (cocci or bacilli) and in motility (presence of absence of flagella,

number of flagella). Moreover, for every bacterial shape at least one Gram-positive and one

Gram-negative strain were chosen. In this way, the four principal categories of bacteria are
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represented: Gram + cocci (Staphylococcus epidermidis, S.e. on the figure), Gram - cocci (Neis-

seria sicca, N.s.), Gram + bacilli (Bacillus subtilis, B.s. and Listeria innocua, L.i. on the figure)

and Gram - bacilli (Escherichia coli, E.c., Yersinia ruckeri, Y.r. and Pseudomonas putida, P.p.). In

addiction, the biological vicinity to pathogen bacteria makes some of these bacterial species

interesting for potential biomedical applications: this is the case, for instance, of Listeria in-

nocua, that is close to Listeria monocytogenes (which is responsible for listeriosis, particularly

dangerous for pregnant women) or of Yersinia ruckeri, close to Yersinia enterocolitica (that

can contaminate raw pork and cause yersiniosis).

For clarity, the bacterial species used, together with their properties, are listed in Tab. 5.1.

Genus Species Strain Name Shape Size (µm) Gram Flagella

Neisseria N. sicca ATCC 29193 NS139 Coccus 1 - _

Pseudo-
monas

P. putida
ATCC 12633
ATCC 31483

PP6
PP46

Bacillus 1 x 2 - Mono-
trichous

Yersinia Y. ruckeri ATCC 29473 YR137 Bacillus 1 x 2 - _

Escherichia E. coli
ATCC 11775
ATCC 25922

EC28
EC10

Bacillus 1 x 2 - Peri-
trichous

Bacillus B. subtilis ATCC 11774 BS134 Bacillus 1 x 3 + Peri-
trichous

Listeria L. innocua ATCC 33090 LI142 Bacillus 1 x 2 + Amphi-
trichous

Staphylo-
coccus

S. epidermidis
ATCC 14990
ATCC 12228

SE9
SE26

Coccus 1 + _

Table 5.1 – List of the bacteria studied and of their properties. Genus, species and strain are reported,
together with the name that we use to identify them. The morphological parameters, the Gram-type
and the their classification with respect to the motility is also presented.

5.3 Trapping capabilities

In this section, we will investigate the capabilities of our 2D hollow PhC cavity in optical

trapping of living bacteria. The measurements were performed at CEA Grenoble and the

experimental procedure is very similar to the one described in Sec. 4.4 for the polystyrene

nanospheres. The two major differences consist in the bacteria sample preparation and in the

use of the “swimming pool” configuration instead of the microfluidic channels.

5.3.1 Bacterial preparation

To perform optical trapping experiments with living bacteria, three requirements have to be

fulfilled: first, the viability of the specimen has to be ensured. Secondly, the purity of the

microorganisms culture has to be mantained. Third, to allow for a meaningfull comparison,

the bacteria studied have to be used in a phase where small variations between the different

cells are present.

88



5.3. Trapping capabilities

As mentioned in the introduction to section 5.2, the reference strains that we use are purchased

in lyophilised state. Lyophilisation, or freeze-drying, is a process where water is removed from

a frozen specimen by sublimation [157, 158] and it is the technique most frequently used by

culture collection centres. Under these conditions, bacteria go into a dormant state and their

viability is maintained for several years, up to 50 [159, 160]. After unfreezing, bacterial strains

are maintained by periodic transfer to fresh media: a culture is performed on a nutrient agar

medium (in our case on the prepared Petri dishes described in section 3.2.2, as shown Fig.

5.6) and it can be stored in a refrigerator at 0-4 ◦C for 3 weeks. During this time, the metabolic

activities of the bacteria are slowed down but not stopped and they slowly continue to grow,

using the nutrients and producing waste products. Naturally, to maintain the monoculture it

is mandatory that the environment where the culture steps are performed is sterile.

Figure 5.6 – Escherichia coli culture on a Columbia Blood Agar prepared Petri dish.

The transfer method is a simple and cheap way to conserve bacterial strains in a almost ready-

to-use state. However, the transfer method does not maintain the purity of the culture over

long times, as with subsequent duplications variants and mutants develop. To consider the

bacteria used identical to the reference strain, a maximum of 8 culture steps are allowed. After

that, it is necessary to restart from the lyophilised ones.
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Figure 5.7 – Bacterial growth curve.

Finally, during their growth process the bacteria undergo different phases. As it is desirable
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to operate on cells in a similar state, the growth curve of a bacterium has to be introduced.

Bacteria duplicate by cell division and when measuring the optical density (or counting

the colony forming units) as a function of time, several regions can be observed. They are

shematically represented in Fig. 5.7 and can be described as follows:

• When transferred onto a fresh culture media, bacteria adapt to the growth conditions.

During this phase, called lag phase, enzymes and products [161] necessary the subse-

quent cell division are prepared. Cells are metabolically active and grow in size but they

do not duplicate.

• In the second phase, called exponential phase, the bacteria duplication occurs and their

population exponentially increases.

• The third phase corresponds to a situation where the growth speed is reduced, due

to arising limiting growth factors such as the nutritive elements depletion and the

accumulation of waste products.

• During the stationary phase, an equilibrium between duplicating bacteria and bacteria

that undergo cell lysis is reached. Bacteria lysis is caused by enzymes procuced by

the cells themselves (autolysins) which hydrolyse the mucopeptide polymers in the

bacterial cell wall [162, 163].

• Finally, during the death phase, most of the bacteria loose their viability, dead bacteria

cells undergo autolysis and the bacterial population decreases exponentially.

Bacteria in the exponential phase are the healthiest and most uniform. Therefore, most of

the experiments in microbiology are carried out during this phase, that has a duration of

the order of 12 hours. Usually, the bacteria transfer onto a nutritive medium is done in the

late afternoon, just before leaving the laboratory. They are then let to incubate overnigth at

37 ◦C and the morning after they are ready to use. To ensure the use of bacteria in the same

conditions, cultures are repeated every day, always starting from the same culture.

After growing on a solid nutritive medium, the cells are organised in colonies and form a

biofilm. Bacteria are embedded in a adherent extracellular matrix composed typically by poly-

meric conglomeration of polysaccharides, proteins, lipids and DNA [164]. To perform optical

trapping experiments, a small quantity of those bacteria is collected from the Petri dish and

suspended in 5 mL of de-ionised water filtered at 2µm to avoid any contamination by larger

objects. An intense mixing (at least one minute in a shaker) is required to separate the bacteria

and obtain suspended single cells. As the experiments were carried out in the laboratories

of CEA, the “swimming pool” configuration was used and the bacteria concentration that

we selected was high: 3 McF (McFarland Standard)1, corresponding to a cell density of 109

cfu/mL.

1McFarland Standards are used as a reference to adjust the turbidity of a bacterial suspension. [McFarland
standards page on wikipedia: https://en.wikipedia.org/wiki/McFarland_standards]
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5.3. Trapping capabilities

5.3.2 Experimental procedure

The experimental procedure is very similar to the one described for optical trapping of

polystyrene nanospheres in section 4.4 and the experimental setup is illustrated in Fig. 5.8.

1 μm

x

z

yλempty cavity

Tuneable laser

Oscilloscope
1 μm

Visible camera

1 μ
m

Figure 5.8 – Experimental setup used for bacterial optical trapping and differentiation in Grenoble.

For these experiments, the “swimming pool” configuration was used. In this configuration,

the sample is first prepared by creating a 100µm thick PDMS frame and by filling it with a drop

of bacterial suspension (5µL). The chip is then covered with a glass coverslip and mounted

on the sample holder. After use, the “swimming pool” can simply be removed from the chip

and the sample is rinsed with de-ionised water and dried with compressed nitrogen. The

operation takes a few minutes and another suspension can be immediately used.

Light from a tuneable laser (Tunics, Yenista Optics) is injected with a lensed fiber and its

polarisation is controlled with a paddle polarisation controller. The intensity transmitted

through the sample is collected with a microscope objective and a digital oscilloscope (CT400

Yenista Optics) records the transmission. A Sony α7S camera is used for imaging and the

resonance frequency is determined by detecting the minimum in transmission, corresponding

to the cavity excitation.

Before starting the trapping operations, a characterisation of the cavities was performed. The

same cavity was used for the entire set of experiments, to ensure response uniformity. It had

a quality factor of 4500 and a resonance wavelength of 1526.7 nm in water. The shift in the

eigenmode with respect to the one in air was of only 12.5 nm, to be compared with the usual

35 nm. This value suggested that in the “swimming pool” configuration the photonic crystal

membrane was not surrounded by water but only covered on the top. This can be explained

by the fact that the silicon surface is naturally hydrophobic. Without an external overpressure

as the one that we induce with our channels, the liquid does not fill the holes. Nevertheless,

optical trapping of bacteria was still possible on top of the cavity, as it will be detailed in the

following sections.

91



Chapter 5. Bacterial Gram-type differentiation

In addition, a second tuneable laser was used for some of the strains studied, to detect the

shift induced in the resonance frequency by trapped bacteria. One laser, at a power of 10 mW,

was injected with a 50:50 fiber coupler at the empty cavity resonance wavelength and was

responsible for optical trapping. The second one, injected in the other input port of the

coupler and with a power of 1 mW, scanned a few nanometers range of wavelengths around

the eigenmode.

5.3.3 Minimum trapping power

For every bacterial strain studied, the first question was if it was possible to trap them with our

cavity, and if so, with which power. This question was pertinent also to compare the trapping

capabilities of our device with respect to the optical cavity used by the groups in Grenoble,

with the chance to test two different devices on the same optical setup. As a matter of fact, in

the last ten years a 1D silicon photonic crystal cavity was developed (Fig. 5.9 (a)) that allowed

for optical trapping and differentiation of three bacterial species, i.e. E. coli, B. subtilis and S.

epidermidis [87](Fig. 5.9 (b)). However, the trapping of some other species, such as N. sicca or

L. innocua was impossible.

a)

b)

c)

Figure 5.9 – (a) SEM image of a 1D photonic crystal cavity used by the group at CEA. (b) SEM picture of
the bacteria studied: E.coli, S. epidermidis and B. subtilis. (c) Identification of the three bacteria was
achieved by transmission analysis. Image adapted fom Ref. [87].

On our sample, we tested all the bacteria listed in Tab. 5.1 and it was possible to trap all the

seven types, including all the different strains.

For every bacterial strain, we started optical trapping experiments injecting the maximum

available power, 10 mW, at the empty cavity resonance wavelength and by recording the

corresponding transmission. The power was then decreased by 2 mW steps until optical

trapping was not possible anymore. Moreover, for every power tested, we checked if the cavity

was able to trap autonomously, by turning off and on the laser again in a sequence that we

called trapping/untrapping/retrapping.

A typical transmission curve, showing the transmission increment caused by the resonance

shift, is plotted in Fig. 5.10. This curve was measured for Yersinia ruckeri trapped with an

injected power of 8 mW. We can observe that optical trapping occurred immediatly after
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Figure 5.10 – Transmission curve for the trapping of Yersinia ruckeri with an injected power of 8 mW.
Bacteria are first trapped, corresponding to a high transmitted intensity. The laser is then turned off
and on again and optical trapping immediatly occurs.

turning on the laser again: the bacteria concentration was high, resulting in many bacteria

close to the cavity region and exposed to the gradient forces of the confined field. An injected

power of 8 mW was largely sufficiently to allow for the trapping of all the bacterial species.

Indeed, injected powers down to 4 mW showed to be sufficient for stable trapping, as shown

in Fig. 5.11.
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Figure 5.11 – (a) Transmitted intensity for the trapping of Yersinia ruckeri as a function of time for
several injected powers, going from 10 mW to 1 mW. Trapping is stable down to 4 mW. (b) The curves
for 4, 2 and 1 mW are plotted together. Trapping is stable for 4 mW, not stable for 2 mW and only few
interactions between the bacteria and the confined field occur for 1mW of injected power.

In Fig. 5.11 (a) the curves corresponding to the trapping at differents powers are plotted in

sequence, while in Fig. 5.11 (b) the transmissions recorded for trapping at 4 mW, 2 mW and

1 mW are plotted together for better comparison of the trapping signatures.
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In Fig. 5.11 (a) different colours correspond to different measurements, each 50 s long. The

laser was first turned on at 10 mW and, as soon as bacteria were trapped, the transmission was

recorded. After this first record, a cycle of trapping/untrapping/retrapping was done, to assess

the autonomous trapping at this power. After that, while still having bacteria trapped in the

cavity with 10 mW, a new transmission record was performed and the power was decreased

to 8 mW. And so on down to 1 mW. For the same injected power, the two colours correspond

to measurements performed at a distance of few minutes and trapping different bacteria;

it is interesting to observe that the transmitted intensity for the same power is very similar,

showing a good stability of the system.

As it was shown for nanoparticles in Chap. 4, besides the transmission increase, stable trapping

can be detected by amplitude fluctuations due to particle movement that are large with respect

to the empy cavity level. In this case, those variations are present and with a uniform amplitude

for the curves down to 4 mW, confirming stable trapping. In the example of 2 mW, on the

contrary, bacteria were trapped only from 0 to 25 seconds and again from 35 to 50 s. Finally,

for 1 mW of injected power only few interactions with the confined field were observed, but

trapping was not possible.
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Figure 5.12 – Histograms of relative transmission increment for the same bacterial species, Yersinia
ruckeri, and different injected powers.

This behaviour can be retrieved also in the histogram analysis, showed in Fig. 5.12. After

normalisation with respect to the empty cavity transmission level, the histograms of the

transmitted intensities are plotted. Histograms corresponding to powers comprised between

4 and 10 mW exhibit a mean relative transmission augmentation larger than 0.4, and as it will

be shown in Section 5.4 it is consistent with the shift induced by a Gram negative bacterium

like Yersinia ruckeri. The large variability between the measurements will also be explained in

next section.

On the other side, the histograms for 1 and 2 mW confirm the conclusions drawn from trans-
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mission curves observation: the histogram corresponding to 1 mW only sligthly differs from

the histogram corresponding to an empty cavity transmission. In particular, the mean value

of the transmission augmentation is only 0.01 and the variance is 0.05·10-3, to be compared

with the average 0.1·10-3 of the histograms for larger powers.

Optical trapping of all the bacteria tested was possible and the lowest trapping powers for every

bacteria type are collected in Tab. 5.2. By referring to Fig. 4.3, the corresponding estimated

powers guided into the W1 waveguide are comprised between 250 and 400µW.

In conclusion, the use of our cavity appears appealing for bacterial analysis: trapping was

possible with very low powers for all the specimen tested and the SIBA effects that our system

support can provide information to identify bacteria or to determine their viability. All this

information can be acquired at the single cell level and in a fast and non destructive way. In

the following section, the application to Gram-type determination is showed.

Bacteria
Minimun trapping power

injected(mW)/estimated(µW)
N. sicca 6 / 400

P. putida 4 / 250
Y. ruckeri 4 / 250

E. coli 4 / 250
B. subtilis 4 / 250
L. innocua 6 / 400

S. epidermidis 6 /400

Table 5.2 – Minimal powers necessary for stable bacteria trapping. The laser power is reported together
with the estimated power guided in the vicinity of the W1 waveguide, as explained in Section 4.1.3.

5.4 Bacterial Gram-type distinction

Once assessed the trapping capabilities of our cavity, the objective of the experiments was

to obtain information on the trapped bacteria by analysing the transmission curves. We

used the same cavity described in the previous section (Q = 4500, resonance wavelength at

1526.7 nm) and we used a trapping power of 10 mW in the cage regime, i.e. by injecting light

at the empty cavity resonance wavelength. Moreover, to take into account variations in the

bacteria population and in their overlap with the confined mode, at least 10 measurements

for every bacterial strain were performed. Every measurements lasted for at least 5 seconds

and then the laser was turned off, some time was let for bacteria to move away by Brownian

motion and for new ones to arrive close to the cavity region. The laser was turned on again

and the procedure was repeated 10 times. For better comparison, during the data analysis

every curve was normalised with respect to the empty cavity level.
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5.4.1 Gram-type differentiation

In a similar way to what was observed for polystyrene nanoparticles of different sizes, bacteria-

dependent differences in the transmitted intensities were monitored and the most evident

variation between curves consisted in different mean transmission augmentations, related to

different induced resonance shifts.
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Figure 5.13 – (a) Minimum relative transmission augmentation for S. epidermidis, a Gram + coccus. (b)
Maximum ∆Trel observed for P. putida, a Gram - bacillus. (c) and (d) The corresponding resonance
wavelength shift are measured. Image adapted from Ref. [86].

In Fig. 5.13 (a) and (b) are plotted the relative transmissions corresponding to the minimum

and to the maximum ∆Trel measured on the entire experimental set. The corresponding

resonance wavelength shift is also presented in Fig. 5.13 (c) and (d). Those curves correspond

to different bacteria. The minimun shift in the resonance wavelength was induced by S.

epidermidis, a Gram positive coccus. It was of 0.07 nm and resulted in a ∆Trel of 0.20. On the

contrary, the maximum shift observed (0.31 nm) was induced by P. putida, a Gram negative

bacillus. It corresponded to a variation in relative transmission of 0.76.

By plotting the mean value of the relative transmission increase for all the measurements

performed (Fig. 5.14), the same trend is highlighted: Gram negative bacteria exhibit a larger

transmission augmentation than Gram positive ones. In particular, for this optical cavity a

demarcation around ∆Trel = 0.4 appears. Despite a very large variation in the values obtained
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5.4. Bacterial Gram-type distinction

for every bacterial species, this demarcation is never crossed and Gram type determination is

possible without ambiguity for the entire experimental set. Moreover, it has to be noted that

the measurements plotted in Fig. 5.14 were performed in 3 different days, over a period of 5

months, proving the robustness of the response over time and over different bacteria cultures.

For this analysis, we considered only bacterial species. Referring to Tab. 5.1, we used SE26 for

S. epidermidis, PP46 for P. putida and EC28 for E. coli.
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Figure 5.14 – The mean transmission increase for all the measurements performed are plotted. Despite
a large variation of ∆Trel for every bacterial strain, Gram + and Gram - bacteria create two distincts
groups, with the Gram negative ones exhibiting a larger transmission augmentation.
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Figure 5.15 – (a) FEM simulation of the field confined into the cavity. It extends over a distance of the
order of 100 nm from the silicon surface, which is also the thickness order of the bacterial cell wall (b).
Image adapted from Ref. [25] and [86].

This strong dependence on the cell wall properties of the bacteria can be explained by con-

sidering the properties of the confined cavity field and of the cell walls themselves, reported

in Fig. 5.15 for clarity. Bacteria cell wall has a thickness of the order of 80-100 nm. It is thus

the part of the cell that interacts more with the confined field, which extends in the hollow

volume for a distance of the order of 100 nm. Moreover, it has to be noted that several bacteria

(6 to 10) were simoultaneously trapped on the optical cavity, maximising the overlap with the

confined field.

When considering the difference in response for the two types of cell wall, the larger resonance

shift induced by the Gram negative bacteria with respect to the Gram positive ones can be
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explained by two factors: first, the cell deformability plays a central role. As it was mentioned

before, the peptidoglycan layers create the rigid structure of the cell. For Gram + , this layer

is very thick (up to 100 nm), while for Gram - ones it is much thinner, measuring only 5-10

nm. Moreover, Gram negative bacteria present a liquid periplasmic space between the two

cellular membranes. Gram - bacteria can thus deform more [150, 165] and hence overlap

to a larger extent with the confined mode. Moreover, the lipopolysaccharides can also play

an important role: they are large molecules that project only from the Gram negative outer

membrane. Their large refractive index could result in a contribution in the larger resonance

shift.

Finally, few remarks on the large variations in the mean ∆Trel shown in Fig. 5.14. First, the

intrinsic phenotypic variability of the bacterial population (in size and shape for instance)

is certainly responsible for those differences. Secondly, the number, the orientation and the

position with the trapping field can also cause variations in the response: indeed, diversities

in those parameters result in different overlaps with the confined field. Nevertheless, those

differences do not prevent the bacterial Gram-type distinction: for instance, for every bacterial

Gram-type at least one coccus and one bacillus was selected. In this case, the shape difference

is large, but the Gram-type determination is still achieved.

5.4.2 Bacteria identification

As the mean value of the transmissed intenity increase allowed for Gram-type distinction, it is

natural to wonder if more information can be retrieved by the trapping curves, that could for

instance allow for bacterial identification.

L. innocua

S. epidermidis

B. subtilis

E. coli

P. putida

N. sicca

Y. ruckeri

0 0.80.60.50.40.30.20.1 00.7 0.9

500

1000

1500

2000

2500

3000

3500

4000

N
u

m
b

e
r 

o
f 

c
o
u

n
ts

Relative transmission increase

Gram + Gram -

Figure 5.16 – Mean histograms for the seven types of bacteria studied. For each strain, histograms for
all the measurements were calculated and the mean and the variance were obtained. The histograms
plotted here have the mean ∆Trel and the mean variance for every strain. Image from Ref. [86].

A first tentative response can be given by observing the histograms functions of the curves.

In Fig. 5.16, the “mean histograms” are plotted. For every bacterial strain, the histograms

corresponding to all the measurements were first plotted. The mean ∆Trel induced by that
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particular bacterium and the mean transmission variance were then obtained. Finally, the

histograms with the mean ∆Trel and the mean variance were plotted.

For some bacteria, identification is possible to a certain extent. For instance, B. subtilis shows

a smaller variance with respect to other Gram + bacteria, and the same happens for P. putida

in the Gram - group, but for the other bacteria differences are not so evident.

To go further with the analysis, calculations on the distance between the transmission curves

of different bacteria were performed, in a signal analysis approach. The relative distance

between two signals f and g is defined as

d( f , g ) = min
0≤τ≤T

√∫ T

0
d t | f (t )− g (t −τ)|2 (5.1)

and the results are shown in Fig. 5.17.

Both strains for S. epidermidis were considered. From the distance calculations, we observe

that the Gram + / Gram - distinction is retrieved. Other bacteria clusters, on the other hand,

are not evident: the parameter that impacts more in the reciprocal distance between curves is

the mean transmission increase.

B. subtilisS. epidermidis A

L. innocua

S. epidermidis B

E. coli
P. putidaY. ruckeri

N. sicca

B. subtilis

S. epidermidis A

S. epidermidis B

L. innocua

E. coli

P. putida

Y. ruckeri

N. sicca

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

D
is

it
a
n

ce
 b

e
tw

e
e
n
 s

ig
n
a
ls

 

G
ra

m
 +

G
ra

m
 -

Figure 5.17 – Distances between the transmission curves for all the bacteria studied.

The dipersion of the mean values and the standard deviations of the transmission curves

are also interesting parameters to analyse. In Fig. 5.18 the standard deviations (σ) of every

transmission curve are plotted as a function of the mean transmission increase (µ). For

every bacterial strain, the standard deviations for σ and µ were also calculated and they are

represented by ellipses. A clear bacterial identification is not possible yet, but the Gram-type

determination is achieved unambigously for all the bacterial strains investigated and some

kind of clustering appears in the µ-σ plane.
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Figure 5.18 – Standard deviations (σ) of all the measurements with respect to ∆Trel (µ). The standard
deviations of both σ and µ for every bacterial strain are highlighted by ellipses.

The third and fourth statistical moments (the skewness and the kurtosis) were also calculated,

but trends allowing for further bacterial differentiation were not observed.

However, this kind of analysis appears very promising for the future. To support this idea, it is

important to note that we were working at high bacteria concentration and that several bacte-

ria were trapped simoultaneously on the optical cavity. This resulted in a maximum of overlap

between the bacteria cell walls and the cavity mode, leading to clear Gram type determination.

However, at the same time, the contributions due to single bacterium characteristics (size,

shape or motility) were averaged by the large number of cells. For the future, experiments with

single bacteria are scheduled and improvements in bacterial identification appear possible.

5.5 Conclusions

This chapter reports on the exploitation of the SIBA effects supported by our cavity for bacterial

analysis. All the bacteria tested were successfully trapped and it was possible to unambigously

determine their Gram type with a transmission measurement. Thanks to the hollow geometry,

large interactions occur between the cavity field and bacteria and their trapping with ultra-low

powers, on the order of few hundreds on microwatts, is possible without any damage to the

cells.

Gram-negative bacteria showed to cause a larger resonance shift with respect to the one

induced by Gram-positive species, most probably due to the larger deformability of their cell

wall, that can thus overlap with the confined field to a larger extent. Moreover, this cavity

appears a promising candidate for further bacterial identification. With this results we show

that the cell wall is especially probed with our system, and it opens the route to a series of

exciting experiments involving cellular membranes.
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6 Conclusions and perspectives

The work presented here continues the project carried out in these last years on the investi-

gation of the properties of a two-dimensional hollow photonic crystal cavity. In particular,

the objective of this thesis was to assess its potential use in biological applications. It was

possible to trap all the bacterial species investigated and their Gram-type was determined

unambiguously. With further optimisation, our optofluidic chip appears thus a convincing

candidate for integrated biological analysis.

To achieve this result, three main steps were identified: first, the fabrication of good quality

photonic crystal structures and the development of a “bacteria-friendly” setup were funda-

mental. Second, polystyrene nanoparticles (which are easier to trap because of their larger

refractive index) were used to appraise that it is possible to distinguish particles by simple

transmission measurements. This mechanism was indeed expected from the SIBA effects

that are supported by our cavity. Finally, optical trapping experiments involving bacteria were

carried out in the framework of a collaboration with the groups of Pierre Marcoux, Emmanuel

Hadji and David Peyrade in CEA Grenoble.

The fabrication of the optofluidic chip was done at IPHYS and CMi cleanrooms and the

entire process was carried out, from the photonic crystal fabrication to its integration with

microfluidic layers. The main challenges consisted in the obtaining of structures with good

quality factors and light transmission properties. In this sense, the limitation of losses due

to fabrication defects was crucial and in every step optimisations were carried out. They

allowed for obtaining typical quality factors of the order of 9000-10000 and the transmission

intensity values were increased by a factor of five with respect of previous samples. Moreover,

the development of SU8 mode adaptors allowed for a further incease in the light transmission.

Bacteria manipulation in microfluidic environment showed some additional difficulties with

respect to nanoparticles. Their size, in the few-microns range, together with their tendency

to attach to surfaces makes the use of microfluidic channels more difficult and fragile, as

blockages in the channels are more likely to happen. The thickness of the transport channel

was increased from 10µm to 20µm, but blockages were observed that led to the breaking of
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the channels. In particular, the critical points are the Quake valves: to allow for a complete

closing of the channel, larger pressures were injected in the glass channels that caused the

breaking of the thin PDMS membrane. To overcome these adhesion problems, BSA treatment

could be a solution that needs to be tested in the future. The “swimming pool” configuration

proved to be a simple and excellent solution for the trapping of bacteria at high concentration,

but when conceiving more complex experiments it appears too limiting. For instance, it would

be of great interest to perform an experiment consisting in the trapping of a bacterium and in

the subsequent injection of an antibiotic. For this purpose, a microfluidics containing two

injection channels was developed and the switch between liquids was observed. However,

due to the fragilities described beforeahead, the testing on bacteria analysis was not possible

during the available time.

On the other hand, the experimental setup was also modified to enable experiments carried

out at different temperatures and for longer times. A Peltier module was integrated to the

sample holder and its mechanical stability was increased, to allow for stable coupling between

the lensed fibers and the sample waveguides for several tenths of minutes.

Considering the trapping capabilities of the system, optical trapping is shown with ultra-

low powers (of the order of few hundreds of microwatts) for 250 and 500 nm polystyrene

nanoparticles and for seven types of bacteria. Due to their size with respect to the cavity hole

(700 nm in diameter), the nanospheres were trapped inside the central volume, while the

bacteria were trapped on top of the cavity. The trapping is more stable for specimen with sizes

comparable to the one of the central hole, as the objects can overlap with all the mode lobes.

Moreover, a free Brownian motion is possible only in the direction perpendicular to the plane

of the crystal. For the future, it is conceivable to exploit the scaling properties of photonic

crystals to create cavities adapted to different sizes, while conserving this mode profile and

expecially its large overlap with the hollow medium. For instance, the system could be scaled

down by a factor of three (thus obtaining a central hole of ≈ 200 nm) using materials that can

operate in the visible, such as III-Nitrides. This could be particularly suitable for the trapping

of viruses (their size is in the 100 nm range) and of large biomolecules. On the other hand,

a cavity doubled in size could contain bacteria and it could still be realised in silicon. The

defect modes could be excited by lasers operating in the 3-5 microns range, such as Quantum

Cascade Lasers (QCL), or lasers using Cr:ZnSe/s or Fe:ZnSe/S as a gain medium.

In all the experiments, the “cage trapping regime” was exploited. As the “classical regime”, it

arises from the Self-Induced Back-Action effects, that consist in an active role of the specimen

in the trapping dynamics. In the cage regime, the cavity is excited at its resonance frequency

and a trapped objects causes a redshift of the resonance that results in a dynamical trapping.

When in the cavity region, the particle is a free particle but as soon as it moves away the gradient

forces are restored. This mechanism leads to two important consequencies: first, the average

field intensity experienced by the specimen is much lower than in classical optical tweezers

schemes. Secondly, the field dynamical decoupling/recoupling results in a transmission

increase that is particle-dependent.
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Particle-dependent signatures were indeed observed for 250 and 500 nm particles and per-

mitted to conclude that simple transmission measurements can be used as a tool for particle

differentiation. In particular, a qualitative differentiation was achieved by observing the

transmission curves, that exhibit large differences in their mean value and in their shape. A

quantitative confirmation of this analysis was carried out with the help of histograms and of

statistical moments.

Finally, this principle was exploited for bacterial analysis. Seven species of living bacteria

with different size, shape, motility and Gram-type were studied. It was possible to trap all of

them with powers as low as few hundreds of microwatts and their Gram-type was determined

by considering the transmission increase. Gram negative bacteria cause a larger resonance

shift with respect to the Gram positive one. This can be explained by the larger deformability

(that results in a larger overlap with the field) and by the presence of the lipopolysaccharides.

Further bacterial identification, to the single species level, was not possible yet. However,

some trends appeared and it has to be considered that the experiments were performed at

high bacteria concentration. Several bacteria were trapped at the same time and this caused

an averaging of other contribution like the motion in the cavity. For the future, single-cfu

experiments are scheduled and it appears possible to obtain more information, in a similar

way to the results obtained for single 250 and 500 nm nanoparticles.

However, the strong dependence of the signal on the structural properties of the cell wall

opens the way to a large range of experiments that involve bacterial membranes. The most

exciting application for such dependence could be the testing of the antibiotic susceptibility

of bacteria. As a matter of fact, the effect of some antibiotics (like the polymyxines) is the

breaking of the membrane and most of the antibiotics induce modifications in the cell wall by

oxydative stress: it would be of great interest if it was possible to observe this phenomenon

with our cavity. Nowadays, the susceptibility to an antibiotic is usually assessed though

bacterial cultures: bacteria are cultured in presence (the test group) and in absence (the

control group) of the antibiotic and the growth rate is detected. This is a long process, as

several hours are necessary. Moreover, this technique does not allow for the determination

of the time necessary for an antibiotic to act: remembering the growth curve in Fig. 5.7,

during the first two hours the bacteria are adapting to the new environment. The use of our

microfluidic-integrated optical cavity, on the other hand, could permit a fast detection of the

viability of the bacteria with a simple transmission measurement. Moreover, the dynamics

of the antibiotic action could be assessed by trapping the bacteria for the whole time and

by recording the evolution of the transmission signal. A fast determination of antibiotics

susceptibility is of crucial importance especially in diagnostics and it could allow to prevent

the prescription of inappropriate antibiotics, a behaviour that is partly responsible for the

rising phenomena of bacterial resistance.

Finally, an alternative possibility consists in studying the interactions between bacteria and

bacteriophages (often referred to simply as phages). Phages are bacterium-specific viruses that

infect bacteria and cause their death. The main interests in understanding the mechanisms
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that could led to the developement of phage therapies are twofolds: first, the use of phages

as an alternative to antibiotics could overcome the problem of bacterial resistance. Secondly,

they are much more specific than antibiotics. Some versions of the cavities used in this thesis,

with different sizes, could be used in two ways: either by trapping a bacterium and observing

its signal evolution while in presence of phages, either by directly trap a single phage and then

to analyse the response to the subsequent trapping of a bacterium.
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