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Abstract
Systems out of equilibrium exhibit a net production of entropy.We study the dynamics of a stochastic
system represented by aMaster equation (ME) that can bemodeled by a Fokker–Planck equation in a
coarse-grained,mesoscopic description.We show that the corresponding coarse-grained entropy
production contains information onmicroscopic currents that are not captured by the Fokker–Planck
equation and thus cannot be deduced from it.We study a discrete-state and a continuous-state system,
deriving in both the cases an analytical expression for the coarse-graining corrections to the entropy
production. This result elucidates the limits inwhich there is no loss of information in passing from a
ME to a Fokker–Planck equation describing the same system.Our results are amenable of
experimental verification, which could help to infer some information about the underlying
microscopic processes.

1. Introduction

Any physical system, and its characterizing processes, can be depicted bymaking use of different levels of
description. Considering amicroscopic spatial and temporal resolution, any evolutionwill appear purely
reversible in time. Sincemost of the details of a system are usually unknown, they are neglected a priori, thus
requiring amesoscopic description in terms of random variables and probabilities. The theory of stochastic
thermodynamics relies on this assumption, i.e. on a temporal and spatial ‘coarse-graining’ [1]. Furthermore,
within the possiblemesoscopic descriptions, different levels of coarse-graining are allowed, and all the physical
observables could be somehow affected by the informationwe are unaware of or deliberately ignored a priori.
Quantifying the influence of the coarse-graining on our prediction of the physical properties of a system is a
long-standing problem, addressed by countless works in literature [2–7].

It is known [1] how the entropy balance is affected by performing a coarse-graining on the system
‘microstates’. The limit of instantaneous equilibration of the internalmicroscopic statesmakes the
mathematical formof the theory independent of the level of description. Remarkably, this unravels the key
assumption of the stochastic thermodynamics, that is the internal structure of each statemay evolve in time, but
always remaining at equilibrium. In [1] the effect of neglecting information is investigated in aMarkovian
discrete-state dynamics, which is one of the possible ways to describe a stochastic system.

Among all the possible quantities that can be estimated in a systemout of equilibrium, in this workwe focus
on the entropy production, afingerprint of non-equilibrium conditions. Recently, its crucial role in the outmost
thermodynamic uncertainty relations [8, 9] has been pointed out, alongwith the possibility to use the entropy
production as a possible quantification of the non-equilibrium activity of a biological system [10]. It is also a
fundamental quantity involved in various fluctuation theorems [11–18], whose theoretical relevance has
stimulated several experimental confirmations in the field of stochastic thermodynamics [19–21].Moreover, the
production of entropy has a leading role in building efficient engines [22, 23], since it can be understood as the
‘cost’ of performing a given task. For all these reasons it has beenwidely investigated both in discrete [24–26] and
continuous systems [27–30].
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Weconsider a systemwith afinite number,N, of accessible states whose dynamics is described by aMaster
equation (ME) of the form:
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ij j ji i
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å= -
=

˙ ( ) ( ( ) ( )) ( )

whereWij is the transition rate from the state j to the state i andPi(t) is the probability to be in the state i at time t.
Following Schnakenberg’s formulation [24], the (average) entropy production is
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where the sum is performed over all non-zero transition rates (it is assumed thatWij>0 impliesWji>0).
Equation (2)was originallymotivated from an information theory approach [24, 31], but it is thermodynami-
cally consistent, as pointed out in [25, 32]. Inwhat followswe refer to equation (2) as themicroscopic entropy
production.

The entropy production is intimately connected to the information theory [33, 34]. Several experiments
have been performed in this direction [35–37], evidencing the physicalmeaning of themathematical backbone
onwhich this and previous works strongly relies.

Stochastic systems, under suitable conditions, can be also described in terms of continuous variables by
means of a diffusive equation. The standard approach [38] consists of introducing a new variable x i x= D , that
represents, for example, the spatial position of a particle in the state i, which becomes continuous in the limit

x 0D  . By performing theKramers–Moyal expansion on equation (1) [38], this procedure leads to the
Fokker–Planck equation (FPE) [38, 39]:

P x t A x P x t D x P x t J x t, , , , , 3x x x= -¶ - ¶ º -¶˙ ( ) [ ( ) ( ) ( ( ) ( ))] [ ( )] ( )

where P(x, t)=Pi(t)/Δx represents the probability density function to be in the state x at time
t A x A i x j i xW, j jiº D = å - D( ) ( ) ( ) the drift andD(x)≡ j i x Wj ji

1

2
2å - D(( ) ) the diffusion coefficient, in

the limit x 0D  . This approach relies on the assumption that all the ‘pseudo-moments’ of the transition rates
of order higher than 2 vanishwhenΔx approaches 03. It is important to notice that the dynamics represented by
equation (3) belongs to a different level of descriptionwith respect to the discrete-state dynamics, equation (1),
and all the relevant information are now encoded in the coefficientsA(x) andD(x).

In [27], Seifert calculated themean entropy production for systems described by a FPE starting from the
entropy associatedwith each possible trajectory, leading to the following formula:
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J x t
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In this work, we address the basic question of how equations (2) and (4) are related. The former is derived
within a framework considering discrete states systems, whereas the latter arises directly in the continuum limit,
wheremanymicroscopic details are ignored, i.e. after a suitable coarse-graining on the dynamics. Since both
formulas refer to the same quantity at two different levels of description, we naively expect that one can be
obtained from the other. Aswewill show, this is true only for a specific choice of the transition rates.However, in
general, equation (4) does not fully capture the contribution to the entropy production stemming from the
microscopic currents, which do not enter explicitly in the FPE.

2.Discrete-state systems

As an illustration of the idea, wefirst consider a simplemodel of a one-dimensional randomwalkwhere a
particle can jump in both directions with different step lengths k=1, 2,K, n at any time4 (for simplicity in the
formulationwe skip the length scale at this point), as sketched in figure 1. Jump rates are:

W
W k n, 1, ,

0 otherwise.
5ij

k j i k,d
=

= ¼ ⎧⎨⎩ ( )

TheME for this process can bewritten in terms of the incoming and outgoing probability currents at each
node, P t t ti i i = -+ -˙ ( ) ( ) ( ), where:

3
We called them ‘pseudo-moments’, sinceW(y, r) is not a distribution.

4
We alert the reader that the continuum limit in this example has been carried out naively.We postpone amore formal derivation to the

general case of a continuous state space.
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being the instantaneous current passing through the node i at time t due to jumps of size k.

2.1. Probability currents and entropy production inequality
Themicroscopic entropy production, as defined by Schnakenberg [24], can bewritten in terms of the
microscopic currents:
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Adescription in terms of a FPE, equation (3), can be guaranteed if we take the transition rates as
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wherewk�0 and k kb a∣ ∣ to ensure thatW 0k  for allΔx. In particular, equation (10) leads to
A k wk

n
k k1 a= å = and D Dk

n
k1= å = , where D k wk k

2= is the diffusion coefficient associatedwith the process
involving only jumps of size k, and higher-order ‘pseudo-moments’ of the transition rates vanishwhen

x 0D  . Note that in this simple case both coefficients are independent of x5.
Themicroscopic entropy production, equation (9), in the continuum limit becomes:

S x
x t

D P x t
d

,

,
, 11

x

k

n k

k
ME

0

1

2
òå=D 

=

˙ ( )
( )

( )
( )

where, by definition, the probability current associatedwith the step of size k in the continuum limit is

x t kw P x t k P x t, , , . 12k
k k x a= - ¶( ) ( ( ) ( )) ( )( )

Figure 1.Panel a—themicroscopic dynamics of a n-step randomwalk is sketched: red and blue arrows indicate jumps to the right and
left of size 1 and 2with transition ratesW±1 andW±2, respectively. Panel b—microscopic currents at each node i can be associated
with each jump size, i

k ( ), where k=1, 2. The coarse-grained current, Ji, can be calculated considering all currents passing through a
given node. This is the current appearing in the FPE.

5
The generalization toA andD depending on the state of the system is straightforward.
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Alternatively, it is possible towrite theME in terms of a current accounting for all the probability flux
crossing afictitious barrier located at node i (see figure 1):
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so that P t J t J ti i i1= - -+˙ ( ) ( ( ) ( )). In the continuum limit, the probability current
J t k t x t J x t, ,i k

n
i
k

k
n k

1 1 = å  å == =( ) ( ) ( ) ( )( ) ( ) , which is the corresponding current appearing in the FPE.
Thus the Seifert’s formula for the entropy production, equation (4), gives:
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As a consequence of theCauchy–Schwarz inequality, we get

S S . 15
x

FP ME
0 D ˙ ˙ ( )

It is interesting to note that equation (11) corresponds to the sumof themesoscopic entropy production, as in
equation (4), associatedwith eachmicroscopic process, while the entropy production directly derived from a
mesoscopic description involves an ‘integrated’ current and diffusion coefficient, leading to the inequality in
equation (15).

2.2. Interpretation of the results and conditions for not having corrections
Weconclude that Seifert’s formula represents a lower bound for the production of entropy; instead,
equation (11) gives amore accurate value as it captures allmicroscopic currents hidden in themesoscopic
description, but contributing to the entropy production.

Intuitively, the discrepancy between the two formulas relies on having different ‘channels’ throughwhich
the particle canmove, jumping to distant locationswithout necessarily going through the intermediate points
(see figure 1). All themicroscopic currents contribute to the production of entropy.When the system is coarse-
grained they are simply added up and part of the information is lost if currents through different channelsflow in
opposite directions.

The inequality in equation (15) is formally equivalent to the one derived in [1, 40], for a systemwhose
transitions occur due to the coupling to different baths. However, we point out that this latter is just a
mathematical similarity, since the ‘channels’we refer to are just ensemble of transitions of different length that
cannot be resolvedwithin a diffusive description.

Remarkably, notice that if 0i
k =( ) , that is themicroscopic detailed balance condition is satisfied, then also

detailed balance holds in the corresponding Fokker–Planck description, i.e. J(x)=0 [38]. However, the
vice versa does not necessarily hold, that is an equilibrium in the continuumdescription does not necessarily
implies that the underlyingmicroscopic dynamics is also at equilibrium. In otherwords, the system seems at
equilibrium in the continuumdescription, while there is not detailed balance at themicroscopic level.

It is worth noting that in some conditions the Seifert’s formula captures all the relevant information about
the system, and no coarse-graining correction to the entropy production is needed. Independently of the details
of the specificmodel, this happenswhen k=1, i.e. only transitions between nearest neighbors states are
allowed. In other words, this condition is equivalent of having just one single ‘channel’ throughwhich the
particle can jump.

Another example of a physical system satisfying this constraint, in a two-dimensional space, is presented in
[41], where the formula for the entropy production is the generalization of the Seifert’s one, as derived in [29].

2.3. A simple example
Themulti-step randomwalk becomes very simple to solve at stationarity if we impose periodic boundary
conditions. The stationary solution of theME corresponds to the homogeneous state P x L1* =( ) , where L is
the size of the system. Thus, the Seifert’s formula for the entropy production simplifies to:
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whereas the actual value for the entropy production can be found by taking the continuum limit of the
microscopic entropy production:

S w S 17
x

k

n

k kME
0,

1

2
FP

* *åa= =D 

=

  ( )

4

New J. Phys. 21 (2019) 073004 DMBusiello et al



w w k k

k w
. 18k k n k k k k

k

n
k

1
2

1
2

 å
å

a a
+

- ¢
< ¢ ¢ ¢

=

( )
( )

Apart from the trivial case of n=1 (discussed in the previous subsection), the equality holds if and only if
αk=αk, whereα is a constant. This case leads to the stationary kth current (see equation (12))

x D Pk
k* * a=( )( ) , which is independent of x.

3. Continuous-state systems

Our results can be extended to a continuous-stepmodel where the system can jump to any location according to
a certain distribution. The continuous versions of equations (1) and (2) are [38]:
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whereW(x, r) is the rate density of a jump of size r from location x.We now consider an infinite system and
therefore integrals are performed between-¥ and+¥.

We take the following scaling form for the transition rates:
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where f is a generic symmetric function6 and z x r r A x x, d = -( ) ( ( ) ) ( ) .Without loss of generality we

have chosen f (0) such that zd e 1f zò =- ( ) .We have introduced an expansion parameter ò in such away to
control the right scaling ofW(x, r) in the diffusive limit, 0  . The surviving terms in theKramers–Moyal
expansion lead to the FPE, equation (3), with D x x z zd d e 2f z2ò= -( ) ( ) ( ) (see appendix A for details).

The entropy production, calculated in the 0  limit, is (the derivation is quite lengthy and it is presented
in appendix B):
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where zd e f zòá ñ = -· · ( ). Since this general formula is quite cumbersome, inwhat followswe restrict our
analysis to two simple cases of interest: the onewith non-vanishing drift and constant diffusion rate, and the case
with zero drift and space-dependent diffusion coefficient.

3.1. Two simple frameworks and limit of no correction
For a constant diffusion coefficient (D(x)=D), we obtain:

S S z f z x
A x

D
S1 d , 23zME

0
FP

2
2

FP
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where the inequality follows from theCauchy–Schwarz inequality. Equation (23) emphasizes that Seifert’s
formula (4)needs to be corrected by a positive term, which takes into account information about the
microscopic dynamicsmissing in the FPE.

It is particularly interesting the choice ofGaussian transition rates, f z z log2 p= +( ) . This represents the
limiting case, in this setting of constant diffusion, where there is no loss of information in the coarse-graining
process, so that equation (23) holds as equality, i.e. the Seifert’s formula gives the actual entropy production.

6
The symmetry condition on f ensures that z 0á ñ = . This condition is necessary to have the drift coefficient of order 1 (see appendix A for

details)
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This result agrees with the fact that, in order to consistently describe amicroscopic dynamics as a FPE, one needs
to assumeGaussian transition rates, otherwise inconsistencies in non-equilibriumquantitiesmay arise [42, 43].

Notice that, in principle, there could be physical systems exhibiting non-Gaussian transition rates. It can be
seen, for some cases (see appendix C), that this rely on how the energy barriers between any two states behave as a
function of their distance (in a real or abstract state space).

On the other hand, whenA=0 andD(x) is not constant, we obtain:

S x
J x

D x P x
x

D x

D x
d d , 24x

ME
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2 2
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the inequality directly follows by rearrangement and integration by parts. Note that, in this case, the inequality
holds for any choice ofW(y, r), which is consistent with theKramers–Moyal expansion. Although this result is
valid for any system amenable to be described by aME, it is interesting to study the application to the case of a
diffusing particle. The entropy production in equation (24) corresponds to the one associatedwith the Fokker–
Planck description of an overdamped process, where the positive corrections are due to the coarse-graining
procedure as explained above.

3.2. Future perspectives
When the FPE exhibits a non-constant diffusion coefficient,D(x), the underdamped setting represents amore
appropriate description of the system. The generalization of our result to this case will be investigated in future
works. It is important to say that the discrepancy between the entropy production in the underdamped and
overdamped regime, investigatedwithin the formalismof the FPE, as in [28, 44], comes from a different source
and does not involve coarse-graining corrections nor information about themicroscopic transition rates.

Experimental analysis based on the theory here presentedwould be useful and interesting, in particular to
acquire some information about the process underlying a diffusive description. In fact, our approach relies on
knowingmanymicroscopic details of the system—the transition rates—which are commonly unknown or not
properlymeasurable. A simple experimental setup could be provided by a one-dimensional overdamped
colloidal particle with a space-dependent diffusion and zero drift, similar to the one described in [28]. In this
simple scenario, the corrections to the entropy production given by equation (24)do not vanish (even the
simplest Gaussian case f z log2 p= + leads to 3 2g = , and thereforemight become quantifiable by an
experimental test.

4. Conclusions and open questions

It is well-known that a coarse-graining procedure leads to an underestimation of the entropy production
[1, 45, 46].We have proven that the same applies when amesoscopic description of the dynamics is adopted, i.e.
when a coarse-graining is performed on the dynamics. In otherwords, within some limiting procedure, a
dynamics described by a FPE can be derived from amicroscopicME and the two can be considered equivalent to
many extents. However, we have shown that, in general, the entire non-equilibriumbehavior, asmanifested, for
example, in the entropy production, cannot be predicted correctly by the FPE alone, as some further important
information survive in the limiting procedure of the dynamics.

On this regard a future perspective would be to look for a ‘modified’ FPE, which is able to capture all the
relevant information surviving the coarse graining limiting procedure, rather than searching for aME leading to
the same entropy production as predicted by the standard FPE. This would result in a deeper understanding of
themicroscopic world hidden behind a coarse-grained description. It would also have consequences infields
ranging fromartificialmolecularmotors [9, 26, 30] to the possible quantification of the dissipation in biological
systems [10] through the celebrated thermodynamic uncertainty relations [8]. Furthermore, our results can be
applied to cases where an evolution occurs over a generic state space such as in interacting ecological and social
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systems (e.g. bacteria, species, humans) [47, 48]. In this latter context, the description both in terms of both aME
and as a diffusive process (FPE) is usually known. Thus, an information-theoretic and thermodynamic approach
to population dynamics could lead to a better evaluation of the non-equilibrium activity and to a better
identification of the relevant physical quantities in play.

Wewould like to stress that thework presented here has been focused on the derivation of the corrections to
the average entropy production under coarse-graining. In the field of stochastic thermodynamics, however, it is
crucial to study quantities at the trajectory level. How to define a coarse-graining procedure that works on
trajectories is a fundamental open question, whose answer could shed some light on theway to lose the least
amount of information in describing a physical system.
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AppendixA. Transition rates and FPE coefficients

Wederive the drift and diffusion coefficients for the following general choice for the transition rates:
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where f is a generic symmetric function. All the ‘pseudo-moments’ can be computed as follows:
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where:
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Up to the leading order in ò, we get:
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where 1á ñ is just the normalization of the transition rates. Then theKramers–Moyal expansion can be
performed, leading to a consistent FPEwith a drift A y 1á ñ( ) and a diffusion coefficient D y z yd 22= á ñ( ) ( ) . Let
us define, for sake of simplicity, the following rescaled average:

1
. A.30á ñ =

á ñ
á ñ

· · ( )

Inwhat followswewill set 1á ñ to be generic, even though it is possible to see that, without loss of generality,
we can choose f (z) such that 1 1á ñ = , as in themain text.

Appendix B. Splitting the entropy production

The formula for the entropy production derived performing the diffusive limit on the Schnakenberg’s
expression can be rewritten as follows:
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with the implicit assumption that P(x) vanishes, alongwith its derivative, at the boundaries.
Inwhat followswewill explicit the proposed form for the transition rates deriving an expilict expression for

each one of these terms as function of themescoscopic parametersA(y) andD(y) only.

B.1. Expansion in ò
Herewe introduce someuseful expansions:
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B.2.Diffusive limit of the Schnakenberg’s entropy production

Reminding that f f z
r A y
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Putting all the terms together:
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AppendixC.Non-Gaussian transition rates

Non-Gaussian transition ratesmight arise in systems, whose states are denote by i, with a complex free energy
landscape, Ei, where theArrhenius form for the transition rates holds:

W e C.1ij

Bij Ej

BT= - k
-

( )

for all the off-diagonal elements, whileW Wii k i ki= -å ¹ . If the system eventually relaxes to an equilibrium
point,Bij=Bji.Bij can be interpreted as an effective free energy barrier (activation energy) between the state i
and j. For some applications of this formof the transitionmatrix, see [49–51].

It is then easy to see that, if B E f i j,ij j= + ( ), the function f defines the behavior of the transition rates as the
effective distance between states increases. Then, Gaussian transition rates would occur for very special choices
of the function f.
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