Fast and ultrafast electron microscopies for skyrmions and plasmonics
Il sentiero girava tra gli scogli, sopra la riva. L’acqua non si vedeva: solo un clavier di barbagli sui frangenti lontani. A bei momenti si sentiva sciabordare.

–È bello sentire il mare che lavora.

–Si sente dal tuo paese?

–Si vede, ma distante, fra le rupi.

Francesco Biamonti, ref. [1].
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Abstract

In recent years, topology gained a central role in physics. We learnt that energetics could be often explained better by classes of objects defined by having qualitative differences. In today’s jargon, we say they are topologically distinct. The process of creation and annihilation of physical objects with topological charge has peculiar aspects, because it cannot proceed by continuous deformations. The consequent protection of these physical states against internal and external perturbations can therefore be striking.

In condensed matter, topologically-protected states are found in electronic systems in solids, spin textures, and particle or quasiparticle wave functions. Because of their general reluctance to change topological state, methods to manipulate their topological charge should be thoroughly designed.

In this dissertation, I illustrate dynamical manipulation of a topological charge in two distinct —yet connected— research areas: nanoscopic spin textures and free electrons. In both cases, the manipulation is performed via the interaction of ultrashort light packets with the system under investigation.

In the first, topologically nontrivial spin vortices, called skyrmions, are injected and controlled by the laser pulses. In FeGe, Bloch-type skyrmions are investigated via static, in-situ, and time-resolved Lorentz electron microscopy. Spin supercooling has been found responsible for the creation and stabilization of skyrmions in large regions of the phase diagram, controlling the amount of topological charge in the material. The cooling rate ensuing from the excitation of the material with strong laser pulses can reach tremendous values. This work enabled an estimate of the speed limit for laser-induced writing and erasing of such skyrmionic states.

In the second case, circularly-polarized light is used to convert an electron plane wave into an electron vortex with nonzero topological charge. A chiral plasmon photoinduced at the edges of a nanohole in a metal transfers the vortex phase structure to the electron beam via stimulated plasmon absorption and emission.

In a wider picture, the precise tailoring of the free electron wave function can be obtained by electron-photon inelastic scattering in proximity of a physical object, as extensively discussed in this thesis. The new awareness of our tools to control matter waves led to the implementation of an innovative type of time-domain holography, which can be used to image nanoscopic, propagating electromagnetic fields.
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Besides the single results exemplified in the different chapters, such as the topological-charge manipulation studies, this thesis contributes to the refinement of time-resolved microscopy with ultrafast electrons for the investigation of magnetic, electronic, and structural degrees of freedom. Ideas for further original experiments that could push the discussed physics to new boundaries are debated throughout the chapters.

Keywords: Ultrafast transmission electron microscopy, In-situ microscopy, Lorentz microscopy, Pump-probe, Photon-induced near-field electron microscopy, Vortex beams, Surface-plasmon polaritons, Skyrmions, Bloch, Néel.
Résumé

La topologie joue un rôle de plus en plus remarquable dans la physique moderne. En effet, les propriétés spectroscopiques sont souvent bien expliquées par des classes d’objets avec des caractéristiques qualitativement différentes, qu’on peut associer à des genres topologiques. Le processus de création et annihilation d’une charge topologique ne peut pas survenir à travers des déformations continues du système. La protection topologique rend ces systèmes extrêmement robustes contre les perturbations internes et externes. Dans la physique de la matière condensée, des états topologiquement protégés sont présents pour des systèmes électroniques des cristaux, pour des textures de spin, et pour des fonctions d’onde de particule et quasi-particule. Vu la réticence de ces systèmes à changer leur état topologique, les procédures pour manipuler la charge topologique doivent être conçues minutieusement.

Dans cette thèse de doctorat, je vais montrer la manipulation dynamique d’une charge topologique dans deux domaines de recherche distincts : des quasi-particules magnétiques confinées dans des espaces nanométriques, et des électrons libres. Dans les deux cas, la manipulation est possible grâce à une lumière à forte pulsation qui interagit avec le système physique. Dans le premier cas, des vortex chiraux de spin, appelés skyrmions, sont injectés et contrôlés par les pulsations lumineuses. Les skyrmions dans une lamelle de fer-germanium sont analysés dans l’espace réel avec la microscopie de Lorentz. La surfusion des spins a été trouvé responsable de créer et rendre stables les skyrmions ; Donc le laser peut être utilisé pour contrôler la quantité de charge topologique dans le système. Au moyen d’une technique pionnière, la microscopie Lorentz ultrarapide, on a pu estimer la limite de vitesse pour écrire et effacer les skyrmions dans notre système physique.

Dans le deuxième cas, un faisceau de lumière polarisée circulairement est employé pour convertir une onde plane électronique en un vortex avec une charge topologique non nulle. Un plasmon chiral est photo-créé aux bords d’un trou nanométrique dans un métal. Le plasmon stimule l’émission et absorption des photons par les électrons quasi-relativistes, et ainsi les électrons prennent la structure de phase chirale du champ voisin. Dans une perspective plus ample, il est possible de contrôler avec précision chirurgicale les fonctions d’onde des électrons libres, grâce à la diffusion inélastique des électrons qui interagissent avec des photons à proximité d’un objet physique. La connaissance et compréhension de ces mécanismes nous a fait développer une technique holographique dans le domaine du
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temps, qui permets de prendre des images des champs électromagnétiques se propageant dans des nanostructures.

A part les résultats présentés le long de ces chapitres, cette thèse contribue au perfectionnement de la microscopie électronique ultrarapide pour l’étude des degrés de liberté électroniques, magnétiques, et structuraux. Des idées originales et innovantes pour des expériences futures sont aussi discutées.

Keywords : Microscopie électronique ultrarapide, microscopie in situ, microscopie de Lorentz, Études de pompe-sonde, Microscopie électronique du champ voisin photo-créé, Faisceaux à vortex, Polariton-plasmon de surface, Skyrmions, Bloch, Néel.
Sinossi

La topologia ha assunto in tempi recenti un ruolo sempre più centrale in fisica. In effetti le dinamiche spettroscopiche di molti sistemi possono essere spiegate da classi di oggetti con caratteristiche qualitativamente differenti, descrivibili da un genere topologico. Il processo di creazione e annichilazione di cariche topologiche ha la proprietà di non poter avvenire attraverso deformazioni continue del sistema. La protezione topologica può rendere questi oggetti straordinariamente robusti rispetto a perturbazioni interne ed esterne.

In fisica della materia condensata, stati topologicamente protetti sono presenti in sistemi elettronici di cristalli, in trame di spin, e in funzioni d’onda di particella e quasiparticella. Dato che questi sistemi sono intrinsecamente restìi a cambiare il loro stato topologico, i metodi per manipolare la carica topologica devono essere pianificati minuziosamente.

In questa dissertazione sono presentati risultati sperimentali di manipolazione dinamica della carica topologica in due domini di ricerca distinti: quasiparticelle magnetiche confinate in spazi nanometrici e onde di elettroni liberi. In entrambi i casi, impulsi di luce ultracorti sono utilizzati per cambiare gli stati del sistema, dando loro le proprietà topologiche volute.

Nel primo sistema, vortici chirali di spin, detti skyrmioni, sono iniettati in una lamella metallica da impulsi laser. Le proprietà magnetiche della lamella metallica (di ferro-germanio) sono studiate nello spazio reale, grazie alla microscopia elettronica di Lorentz. Si è così indentificato un meccanismo di sopraffusione come responsabile della stabilizzazione degli skyrmioni in ampie regioni del diagramma di fase (scrittura ed eliminazione); in questo modo, l’eccitazione laser permette di controllare il numero di cariche topologiche nel sistema. Grazie a studî pioneristici di microscopia Lorentz risolta in tempo, si è inoltre identificato un limite alla velocità di scrittura ed eliminazione di stati skyrmionici con il nostro meccanismo di scrittura.

Nel secondo caso, si mostra come usare impulsi di luce polarizzata circolarmente per trasformare un’onda piana elettronica in un vortice elettronico con carica topologica. Il meccanismo di creazione del vortice avviene grazie ad un plasmone chirale eccitato in un piccolo foro metallico. Il campo del plasmone stimola gli elettroni quasi-relativistici ad assorbire ed emettere fotoni, in questo modo mutuando la struttura di fase del campo plasmonico, e quindi assumendo la topologia di fascio a vortice.

In una prospettiva più ampio, si riporta come un controllo preciso e adattabile delle funzione d’onda di elettroni liberi può essere realizzato attraverso un processo di diffusione inelastica tra fotoni ed elettroni in prossimità di un oggetto fisico. La conoscenza di come controlla-
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re queste interazioni elettrone-fotone ha permesso di sviluppare un metodo olografico nel dominio dei tempi per creare immagini di campi elettromagnetici propaganti in materiali nanostrutturati.

Oltre ai singoli risultati presentati nei vari capitoli, questa tesi contribuisce alla rifinitura della microscopia elettronica ultraveloce per lo studio di gradi di libertà magnetici, elettronici e strutturali. Questo permette di presentare la discussione di alcune idee innovative per esperimenti futuri.
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Introduction

Preamble

The curiosity of humans intent on observing natural phenomena is innately linked to two main interconnected questions: how are objects located in space? How do they evolve in time? More properly, we ask ourselves which are the changes in object location. The concept of time is introduced as the dimension in which the position change of a moving object takes place. Humans predominantly perceive movements through sight. Visible light contains the majority of the information we use to comprehend the surrounding world. Still, human sight can directly probe space only with micrometer precision, and time with ~hundred milliseconds. Despite this biological limitation, we innately perceive that objects can be smaller, their motion faster.

Throughout history, humankind developed ingenious techniques to investigate nature, and generously speculated on what is small and what is fast. However, only with the advent of the optical microscope first, and photography later, a constant progress in probing small or fast scales could have started off. Since then, technological development allowed to observe matter at increasingly small spatial lengths. Due to the diffraction limit, visible light cannot resolve objects better than few tens of micrometer. Starting from the last century, higher-frequency electromagnetic radiation, massive particles, confined light, and scanning tips have then been employed to investigate matter down to the atomic scale, and sometimes below. But what about its evolution in time? To track the motion of what is small, we need to be fast, because a small object will cover its characteristic length in a very short time.

Incidentally, the access to short (ns), and then ultrashort (ps, fs, as) light pulses has been made possible by advancements in laser physics. Such pulses are currently employed to probe the atomic and electron dynamics at the ultrafast time scale. When the events are evolving on such scale, it becomes practically impossible to follow their dynamics in real time, just with a fast detector. A shift in paradigm has to be adopted, in which the time scale of the physical phenomenon does not coincide anymore with the laboratory time. This new paradigm is embraced by the pump-probe approach, Fig. 1a.
In pump-probe experiments, the physical system $S$ under study is excited by a short pulse (the pump), which initiates the dynamics. A second pulse (the probe) ideally serves as a nonperturbing tracker of the system evolution. The changes induced by the pump to a set of observables $\hat{O}$ are hence monitored by the probe pulse, and recorded by a detector. By varying the pump-probe delay time $\Delta t$ from negative values up to $\Delta t \to +\infty$, the evolution dynamics of $\hat{O}$ can be reconstructed from its origin till the relaxation to the final configuration. The probe after the interaction with $S$ is typically measured either in transmission (as shown in Fig. 1a), reflection, or emission— if the detected quantity is generated by the interaction of the probe with the system. Pump and probe pulses can be formed by photons, free electrons, ions, electric currents, or any other impulsive stimulus. The measurement of $\langle \hat{O} \rangle$ can consist of a spectrum, a diffraction pattern, an image, and so on.

Two considerations should be made. First, since the experiment has to be repeated many times (say, millions, or billions), only those processes that are fully repeatable can be studied. The final configuration must coincide with the original one, at least for the set of observables that are monitored. Second, this technique inherently studies out-of-equilibrium phenomena, the pump pulse having driven the physical configuration away from its equilibrium state.
Optical pulses as short as 90 fs have been reported in 1981 [2], as an advancement on the passive mode-locking of dye laser technique [3]. A large technological breakthrough happened in 1991, when self-mode-locking in Ti:sapphire lasers was achieved [4,5]. The combination of that technology with chirped-pulse amplification [6] resulted in the development of table-top high-power fs lasers, which allowed for the full emergence of a new field: ultrafast science [7].

Researchers realized that these techniques allowed not only to investigate the fast evolution of physical or chemical systems, but also to access to the fascinating realm of out-of-equilibrium science. In a nonequilibrium state, the many degrees of freedom of a system can often be disentangled along the time coordinate. For instance, fermionic (electrons) and bosonic (phonons, magnons, excitons...) nonthermal populations in solids have different evolution in time; the coupling between these degrees of freedom can be studied as a function of the temporal coordinate, instead than in their complex static energy landscape. This aspect can be particularly important in strongly correlated systems [8]. Also, coherent bosonic modes can be excited impulsively or displacively [9,10], and the energetics of those modes retrieved by Fourier analysis, exploiting the most basic relation between energy and time. Moreover, ultrashort pulsed excitations can be used to drive a system into new phases or states that are not accessible via adiabatic transformations. Or access to known phases via new nonequilibrium paths. Such photoinduced states can be transient or permanent. Striking examples of the former case are the insulator-metal transition in metal oxides, such as VO₂ [11–14], or the transient enhancement of superconductivity [15,16]. The latter case can be showcased by the metamorphosis of TaS₂ into a hidden state [17].

Most efforts in ultrafast science have been devoted in the spectroscopic domain [18], with a variety of techniques employing photon frequencies ranging from the THz [19] to the hard X-rays [20], passing through the infrared, visible, UV, and soft X-ray regimes. Special attention has been devoted to \(h\nu \approx 1.55\) eV, the fundamental frequency of Ti:sapphire lasers. Matter has been studied in solid, liquid, gas, and plasma phases. The focus of each technique can be diversified. For instance, transient reflectivity, absorption, and angle-resolved photoemission spectroscopy (ARPES) focus more on the electronic degrees of freedom, X-ray or electron diffraction on the structural component, and magneto-optical Kerr effect (MOKE) or X-ray magnetic circular dichroism (XMCD) [21] to the magnetic variables.

However, all these techniques can have superb time, energy, or momentum resolution, but very poor spatial resolution. The resolution in space is typically achieved by tightly focusing the probe to the sample, and eventually scanning its position, as in scanning transmission X-ray microscopy (STXM) [22]. The focusing performance for visible light is inherently limited by diffraction, while for X-rays it is currently limited by the optics. On the other side, many techniques guarantee extremely high spatial resolution. Is it possible to combine high spatial and temporal resolution in the same instrument simultaneously? Ideally, we would aim at investigating matter down to the atomic scale, while preserving a high temporal resolution. Moreover, is it possible for such instrument to have high energy and...
momentum resolution as well?

Here we can introduce the hero of this little scientific saga: \textit{ultrafast transmission electron microscopy}, UEM in short, see Fig. 1. We now ought to prevent a naïve reader that inadvertently opened this dissertation from thinking that we do possess to date an instrument with 1 Å and 1 fs simultaneous resolution. That said, in recent years ultrafast electron microscopy developed impressively along many directions. It qualified as a formidable ultrafast spectro-microscopy tool, with simultaneous sub-ps, nm, and sub-eV resolution.

Before ending this introductory section, I compel to attempt answering the common physicist's question: “why real space?” Indeed, everybody sees why microscopy is vital for material science, biology, and engineering. However, one may argue that physics is intimately governed by energetics, and the relevant quantities in condensed matter are elegantly defined in reciprocal space. Not in real space. So?

Real space is also the reign of complex (and therefore intriguing) physics, where edges, defects, interfaces, and morphological landscapes strongly influence and even dominate the observable phenomena. There, the beautiful physics of infinite systems is bent down by confinement and imperfections. And how this happens, how light couples with real clusters of atoms, irregular particles and nanostructures, has to be treated (also) from a real space perspective. Moreover, as we will see in the dissertation, the ultrafast microscope turned out to be a good apparatus for the investigation of the high-energy electron beam itself. With reference to Fig. 1a, we can choose \( O \) to be an observable of the probe. The pump is used to modify the probe, and the system \( S \) (if present) serves just to create the conditions for pump and probe to interact. This little shift in perspective guided us into a new class of experiments on the physics of the electron wave functions.

\section*{Scope of the thesis}

With this thesis I would like to give few modest contributions to the advancement of time-resolved electron microscopies in the fast \( (10^{-9} \text{ s}) \) and ultrafast \( (10^{-15} \text{ s}) \) time scales. These contributions can be roughly catalogued in two distinct areas of interest. The first studies and exploits the inelastic interaction between high-energy electrons and electromagnetic fields. This inelastic interaction is possible each time that the light has enough momentum components outside the \( k = \omega / c \) line to allow for energy-momentum conservation in the scattering event (e.g. in presence of localized fields, but not exclusively). I aim at presenting a broad-enough picture of how these interactions take place, and how we can profit from them to image electromagnetic fields at the nanoscale, extending -if I am allowed to say- the domain of photon-induced near-field electron microscopy (PINEM).
The second area of interest concerns compact magnetic swirling textures, called skyrmions. The formation of these exotic twisted spin patterns is investigated by time-resolved Lorentz electron microscopy, with short light pulses used to trigger and control their dynamics. I hope to convey the idea that it is possible to use light pulses to modify their states, with tailored moves in the complex magnetic energy landscape.

Outline

In Chap. 1, the experimental techniques are introduced. First, I present the static and ultrafast electron microscopy state of the art, followed by a description of the setup I worked on, with a particular focus on the novelties recently implemented. These novelties include a nanosecond stroboscopic setup, and the characterization of a direct electron camera.

In Chap. 2, photon-induced near-field electron microscopy is outlined in its theoretical and experimental aspects. The electron-photon inelastic scattering from a semi-infinite light field is presented in the second part of the chapter, and its experimental characterization discussed thoroughly.

Chap. 3 is dedicated to imaging propagating surface-plasmon polaritons at the nanoscale. Two sets of experiments are examined, reflecting the advancement in the ability to visualize electromagnetic fields in transmission electron microscopy. In the first, the envelope of an ultrafast plasmonic wave packet is seen as it propagates out of a nanocavity array; in the second, the precise wavefronts of the plasmonic wave are imaged, and both wave carrier and envelope are tracked during the dynamics. This improved skill is the result of having developed a time-domain holographic approach, presented partly in Chap. 2 and more in details in Chap. 3.

The main topic of Chap. 4 is shaping the wave structure of free electrons. The first realization of an ultrafast electron vortex beam is presented. In the last part of the chapter, few considerations on imaging photo-excited near fields with ultrafast electrons are added, and a case of mapping a low-energy collective mode by tunable photon energy excitation is shown.

Finally, in Chap. 5, static and time-resolved Lorentz microscopy are introduced as methods to image magnetic field configurations in thin specimens and observe their light-induced changes. After a brief overview of skyrionics, the laser-induced creation of skyrmions in a FeGe lamella is reported, and the speed limit of this kind of creation-annihilation process extracted.
This chapter is organized as follows. In Sec. 1.1 and Sec. 1.2 I introduce static and time-resolved electron microscopies, while Sec. 1.3 focuses on our fs-ultrafast electron microscopy (UEM) setup at the Laboratory for Ultrafast Microscopy and Electron Scattering (LUMES), École Polytechnique Fédérale de Lausanne (EPFL). The development of a stroboscopic ns-TEM is the topic of Sec. 1.4. Finally, in Sec. 1.5 new opportunities recently made possible by fast detectors are discussed.

1.1 Electron microscopy

1.1.1 History

Transmission electron microscopy (TEM) [23] was developed in its early days by Knoll and Ruska in Berlin [24]. While optimizing magnetic electron lenses for cathode-ray oscilloscopes, they realized it was possible to form magnified images using electrons [25]. They immediately envisaged that electron images could overcome Abbe’s resolution limit for visible-light microscopes [26, 27],

\[ d = \frac{\lambda}{2n \sin \theta} \]  

(1.1)

with \( \lambda \) wavelength, \( n \) refractive index, \( 2\theta \) convergence angle, despite apparently ignoring the matter-wave relation introduced by de Broglie few years earlier [28]. “Knoll and I hoped for extremely low dimensions for the electrons. As engineers we did not yet know about [...] de Broglie.” Ruska confessed in his Nobel lecture [25].

Eq. 1.1 bounds the resolution of standard visible-light microscopes to 200 nm, or worse. A technique that could allow to break that limit would at that time have been disruptive. And indeed it was. Nowadays, many superresolution optical microscopies have been developed [29, 30], exploiting for example fluorescence [31] or near fields [32]. These optical microscopies can be superb in imaging particular systems, as molecular complexes, but lack of general applicability, and for example are unsuitable to resolve the atomic structure of solid state
Electron microscopes served therefore both as very practical tools to image matter at higher magnifications, and secondarily as a beautiful proof of concept for the fundamentally quantum mechanical de Broglie’s matter-wave hypothesis [28]:

$$\lambda = \frac{h}{p} = \frac{h}{\gamma m_0 \beta c} = \frac{hc}{\beta m_0 c^2 \sqrt{1 - \beta^2}}.$$ (1.2)

Here $h$ is the Planck constant, $c$ the speed of light in vacuum, $p$ the linear momentum, $m_0$ the rest mass, $\beta = v/c$ the particle speed in units of $c$, and $\gamma = 1/\sqrt{1 - \beta^2}$ the relativistic Lorentz factor. Electrons accelerated as low as 10 kV have an associated wavelength as small as 12 pm, more than 4 orders of magnitude lower than the visible-light resolution limit, and much smaller than the diameter of an atom.

Once considered Einstein’s relation for the energy $E^2 = p^2 c^2 + m_0^2 c^4$, the de Broglie wavelength (Eq. 1.2) of an electron accelerated by an electric potential $V$ can be calculated as

$$\lambda = \frac{hc}{\sqrt{q_e V (q_e V + 2 m_0 c^2)}},$$ (1.3)

where $-q_e = -|q_e|$ is the charge of the electron.

For $V = 200$ kV, a common value for commercial instruments, included the TEM used in this dissertation, we get $\beta = 0.695c$, $\gamma = 1.39$, and $\lambda = 2.5$ pm. Such value of $\lambda$ is so low that in practice the resolving power of electron microscopes is not limited by the diffraction limit, but by the aberrations of the electron optics [23]. Spherical and chromatic aberrations are the most deleterious. Once they are sufficiently corrected, the resolution can become better than 50 pm [33]. Similarly, improvements in monochromator and spectrometer design made the energy resolution better than 5 meV [34].

### 1.1.2 Technique

Today, we assist to a great variety of electron microscopes and related techniques. Standard microscopes can perform in the same instrument imaging, spectroscopy, and diffraction, utilizing the elastic, inelastic, coherent, and incoherent information carried by the electrons, as well as secondary signals produced by the electrons in the specimen, like secondary electrons [35], visible light [36] and X-rays [23, 35]. I will use the following pages to introduce the technical aspects of TEM that are required for the correct discussion of the thesis.

A sketch of the most important parts of a TEM is shown in Fig. 1.1. Although this scheme is modeled according to our system, a JEOL JEM-2100, with Gatan imaging filter (GIF) spectrometer [37], the described components are very general to most TEMs.
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Figure 1.1 – Schema of a TEM. Beam deflectors, stigmators, and few other electron optics components are not drawn. The electron beam trajectory (in green) is just conceptually sketched, and its divergence angles are exaggerated for illustration purposes.

Electron gun

The electron gun consists of the electron source and the acceleration stage. The cathode is the source of the electrons, and several concentric anodes complete the acceleration stage. The high voltage to apply between anodes and cathode is built in a separate high-tension tank, and its stability is crucial for the TEM operation. High vacuum is required in the gun region, to avoid electrical arcing between parts at different tension. When a beam crossover is present in the acceleration stage, the crossover point can be considered as the virtual point source of the TEM optics.

Generally, an electron can be ejected out of a solid if it can overcome an energy barrier equal to the work function $\Phi$ of the solid. $\Phi$ varies among different materials, and for a given material
depends on the crystallographic phase, as well as on the presence of surface contaminants. Metals represent the natural choice of materials to be used as electron emitters, because they do not accumulate charge. Semiconductors can be used as sources of spin-polarized (photo)electrons [38], which in strained GaAs-GaAsP superlattices can reach up to 92% polarization [39].

Three are the distinguishable physical mechanisms employed to generate electron beams: thermal excitation of the electron bath, tunneling, and photon absorption. Combinations of the three are also common.

**In thermionic emission** the temperature of the quasi-free electrons inside the solid is increased to a nonzero value $T$. As schematized in Fig. 1.2a, the electrons occupy energy states according to the Fermi-Dirac distribution $f_{FD}(E) = \left[\exp\left(\frac{E-\mu}{k_B T}\right) + 1\right]^{-1}$, where $\mu$ is the chemical potential, and $k_B$ the Boltzmann constant. Statistically, some of the electrons have energy higher than $\Phi$, and are freed from the potential of the solid. Richardson’s law describes the free-electron current density, given $T$, $\Phi$, and a material-dependent constant $A$:

$$j = AT^2 e^{-\frac{\Phi}{k_B T}}. \quad (1.4)$$

Only materials with either very high melting point, as tungsten (W), or particularly low $\Phi$, as lanthanum hexaboride (LaB$_6$), are employable as thermionic sources. Apart from W and LaB$_6$, refractory metals as tantalum (Ta) and molybdenum (Mo) might also be employed. Thermionic guns are usually equipped with a Wehnelt, a tunable electrostatic lens (< 1 – 2 kV) serving at forming the gun crossover. When no or little voltage bias is applied to the Wehnelt, the crossover is not tight, the current is maximized, and the electron distribution pattern has typically a ring structure, with some electrons in the center of the ring. As the bias is increased, the crossover gets tighter, the current is reduced, and the ring shrinks. At the saturation bias, the ring has fully merged with the central spot; this situation corresponds the standard working condition for thermionic sources.

As electrons are emitted from the source, they are coherent if they originate from the same point. Thus, the central spot in case of very low bias has a better transverse coherence than the beam at saturation. In fact, for LaB$_6$ sources, the electrons from the ring are emitted from the shanks of the LaB$_6$ cone, and once merged into a unique spot, contribute to lower the beam coherence, in exchange of an increase in counts.

The energy spread of the electrons, the zero-loss peak (ZLP), is on the order of 1 eV or higher. Only if the filament is kept at very low current the ZLP can be < 1 eV, at the expense of brightness. **Brightness** is defined as current density $j_e$ per unit solid angle $\Omega$ at a beam waist [23],

$$\beta = \frac{j_e}{\Omega} = \frac{i_e}{\pi r_0^2 \pi \alpha_0^2}, \quad (1.5)$$

with $i_e$ electric current, $r_0$ beam waist radius, and $\alpha_0$ divergence semi-angle. $\beta$ has therefore
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![Figure 1.2 – Conceptual diagram for three types of electron ejection mechanisms from a solid. a: Thermionic emission; b: Field emission; c: Photoemission.]

units of \([\text{A} \cdot \text{m}^{-2} \cdot \text{sr}^{-1}]\), and it is a conserved quantity in absence of aberrations.

Differently from thermal sources, in field-emission guns a high electric field is used to lower the energy barrier set by the work function [40], as depicted in Fig. 1.2b. Extremely sharp needles, tips and even nanowires are used as sources, because of the electric field enhancement when the curvature radius of a metallic object goes to zero. In this way, the probability for an electron to tunnel out of the material can become very high. Since the electrons remain cold, these sources have a much higher monochromaticity with respect to thermionic sources, and outdo the latter also in the brightness. Due to the lack of heating that favors desorption, field-emission gun (FEG) sources require ultra-high vacuum (UHV) conditions in the gun area.

Schottky emitters differentiate from (cold) FEGs because they are resistively heated to a warm temperature, and the ejection process can be described as field-assisted thermal emission. Schottky FEGs have a ZLP of \(\sim 0.7 \text{ eV}\), and cold FEG down to \(\sim 0.3 \text{ eV}\) [41]. I will not enter in further details about field emission, because their use in my work has been only marginal. Nonetheless, it is worth remarking that for most continuous wave (CW) and several pulsed applications they constitute the most advanced class of electron sources to date.

The photoemission is a photon in-electron out process, as schematized in Fig. 1.2c. Single-photon photoemission is possible (at \(T = 0 \text{ K}\)) only if \(h\nu > \Phi\), where \(h\nu\) is the photon energy [42, 43]. When this happens, the electron current scales linearly with the light intensity. The ZLP in photoemission mode can be as small as 0.24 eV in semiconductor cathodes [38], and reach several hundreds eV in presence of colossal Boersch effect [44]. In light of the importance for my work, I will discuss photoemission further in 1.3, and 1.4.

Condenser system

This TEM section serves to set the illumination conditions of the microscope. The two common modes of operation are parallel and focused beam. Scanning transmission electron microscopy (STEM) works in focused mode, and its spatial resolution is directly related to the
ability to finely focus the beam to a narrow spot. In-focus imaging can be performed in both modes, although with some differences. Diffraction is more commonly performed in parallel mode (selected-area electron diffraction (SAED)), but it can as well be carried out in focused mode (convergent-beam electron diffraction (CBED)).

The illumination system (including the upper objective lens) is also responsible to set the transverse (spatial) beam coherence. A small spotsize (high spot number, in electron microscopists’ jargon), a small convergence semi-angle $\alpha$, a high excitation of the last condenser lens or the use of a small condensed lens aperture (CLA) all contribute to a higher degree of transverse coherence. Being brightness a conserved quantity, higher transverse coherence corresponds to a lower current density at the specimen. Therefore, the optimal trade-off between current density and coherence has to be found for any given experiment. This is even more important in time-resolved measurements, where the average beam current is particularly low, and no luxury to waste electrons is permitted (see Sec. 1.2).

Figure 1.3 – Interactions of the high-energy electrons (green arrow and wave) with the TEM specimen. In magenta the photon signals; in red and blue the electron signals in transmission (forward scattering) and reflection (backward scattering), respectively. The incident free-electron plane wave (green lines representing constant phase surfaces) can acquire a position-dependent phase factor (red lines).

Specimen

A TEM specimen should be thin enough to allow for a significant portion of the incoming electrons to be transmitted through. This usually constraints the material to be at maximum $\sim 100 – 200$ nm, although there is no definite threshold, and the limit depends on electron energy, atomic number of the atoms constituting the specimen, and type of measurement. In practice, the specimen has often to be only few tens of nm thick, to avoid multiple scattering.
processes in the material that make the extraction of useful information difficult. Fig. 1.3 shows the typical signals generated by the interaction of a high-energy electron beam with a thin solid-state target. The backward-scattered signals are used mostly in analytical electron microscopy (AEM). For example in energy-dispersive X-ray spectroscopy (EDX), or in cathodoluminescence (CL). The signals in transmission are the most relevant in our work, and –except bremsstrahlung, which is not used– both elastic and inelastic signals are considered. Elastic signals include the direct, unscattered beam, the Bragg-scattered beams, and those acquiring geometric phases \[45\] by the interaction with electromagnetic potentials, as described by the Aharonov-Bohm effect \[46, 47\]. The electrons deflected by the magnetic Lorentz force are also elastic, and acquire a geometric phase by interacting with the vector potential around the specimen. The phases picked up by the electrons at the specimen cause a transverse phase modulation of the electron wave function, which we will treat again in Chap. 4 and Chap. 5. The inelastically-scattered beam is the result of the energy lost by the electrons in the specimen, corresponding to atomic line or quasiparticle absorption. To the first group belong for example the K, M, and L atomic edges, while to the second the plasmon peaks and other low-energy excitations, like phonons. Contrary to elastically-scattered electrons, inelastic electrons are considered to constitute an incoherent ensemble. We will see in Chap. 2 that when the inelastic scattering is controlled by a coherent external field, mutual coherence can be imprinted also between these beams.

**Objective lens and projection system**

The objective lens is the strongest TEM lens, and serves to set the image magnification. Its magnetic field can be as strong as \(\sim 2 \text{T}\), and fills the space around the specimen. Objective mini lenses, or ad hoc Lorentz lenses, can be employed at low and intermediate magnifications, if the specimen has to be kept at zero or low magnetic field. Just after the objective lens there is the back-focal plane, Fourier-conjugate of the image plane. There, a diffraction pattern (DP) is formed, and the objective aperture is used to select the spots to form the image. In bright field (BF) only the direct beam is selected, in dark field (DF) one of the Bragg-diffracted spots, and in Foucault imaging a Lorentz-reflected beam. By selecting different beams, we can decide the diffraction contrast in the image. The intermediate and projection lenses transfer the image or diffraction plane down to the column, and magnify it onto the detector.

**Spectrometer**

There are in-column and post-column electron spectrometers, with the second representing the most advanced type. In Fig. 1.1 an example of GIF, a post-column spectrometer, is sketched. It allows to perform electron energy loss spectroscopy (EELS) and energy-filtered transmission electron microscopy (EFTEM). The electrons are first dispersed in energy by a magnetic prism. After the prism, a mechanical slit is used to select an energy range, if needed.
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A series of quadrupoles, sextupoles and octupoles reconstruct the image, correcting for the aberrations, usually up to the third order. Either the spectrum or the energy-filtered image or DP are then projected onto the detector.

Spectra are one-dimensional (1D) objects, while detectors are two-dimensional (2D) objects; when a spectrum is acquired only one dimension of the detector is used for spectroscopy purposes. The second dimension can still be used in certain circumstances to have real-space or reciprocal-space information of the specimen [48–51] with an approach that I will refer to as spatially resolved electron energy loss spectroscopy (SREELS) or momentum resolved electron energy loss spectroscopy (MREELS) mapping,¹ as we will see in Sec. 2.2 and following chapters.

Detectors

Each of the signals listed in Fig. 1.3 has its own dedicated detector. Non-pixelated semiconductor, scintillator-photomultiplier, charge-coupled device (CCD), and active-pixel sensor are the most used electron detectors. Old instruments still uses an electron-fluorescent viewing screen (usually ZnS), and photographic emulsions (polycrystalline silver halide). For transmitted electrons, CCDs are perhaps the most common. Although improperly, sometimes we refer to the full scintillator-fiber optics-CCD assembly as “CCD detector”. The scintillator, for example Ce-doped yttrium aluminum garnet, $\text{Y}_3\text{Al}_5\text{O}_{12}$ (YAG), is a fluorescence substance which generates visible-light photons when it absorbs electrons. The light emitted by the scintillator is coupled into an array of optical fibers, which transfer it to the proper CCD. In the CCD, the charge generated by the light is stored in micro-sized potential wells. Each potential well is isolated from its neighbors, and constitutes a pixel. The reading is performed by shifting the registers and reading the accumulated charge line by line.

Recently, direct-electron detectors based on complementary metal-oxide semiconductor (CMOS) technology have been optimized for TEM use. With respect to CCDs, they provide unique advantages on camera noise, detector efficiency, and readout speed, as we will extensively see in Sec. 1.5.

¹In the literature, it has been also known as electron energy loss profiling (ELSP), hybrid mapping, or energy-space mapping. SREELS is however the most used name.
Figure 1.4 – UEM setups around the world, as at January 2019, to the best of my knowledge. No distinction between single-shot and stroboscopic systems is done here, but diffractometers without real-space imaging are not considered. Scale bar 2500 km on the equatorial line. See text for references.

1.2 Ultrafast electron microscopy

Fig. 1.4 gives us a taste of the growth of the high-energy ultrafast electron microscopy community. In the map, cities hosting a UEM system are marked with full circles. Red-bordered circles (at the bottom of the list) are - to the best of my knowledge- systems either already well operational or currently under construction or optimization, but which did not make publicly available any experimental report, yet. Scanning ultrafast electron microscope (SUEM) are shown with triangles, while TEMs with ultrafast excitation but without ultrafast probe are listed with squares. Important dismissed laboratories are marked by symbols with thick black contours, but first-generation stroboscopic scanning electron microscopy (SEM)s as [52] are not included. References, roughly in chronological order: Berlin [53], Livermore 1 (Lawrence Livermore National Laboratories) [54], Pasadena (UEM) [55], Pasadena (SUEM) [56], Lausanne 1 (LUMES) [57], Minneapolis [58], Beijing [59], Göttingen [60], Thuwal [61], Los Angeles [62], Strasbourg [63], Livermore 2 (Sandia National Laboratories) [64], Stockholm [65], Ulsan [66], Osaka [67], East Lansing [68], Eindhoven, Nagoya, and Shanghai (without proof of ultrafast pump excitation, yet - [69], [70], and [71], respectively), Toulouse [72], Milano [73], Brookhaven [74], Paris [75] (nanosecond chopping), and Haifa [76].

These systems have disparate characteristics, as well as technical and scientific challenges
Figure 1.5 – a: Concept of electron chopping by a transverse radio frequency (RF) cavity and a pinhole. The electron beam is focused in the center of the cavity. The repetition rate is 6 GHz. Image from [69]. b: Electron bunching by a longitudinal RF cavity. The RF field acts to invert the longitudinal momentum-space distribution (chirp) acquired by the propagating electron pulse, such that the electron pulse is compressed at the specimen, after a certain drift distance $L$. The force of the RF field is shown in black arrows, the longitudinal momenta in blue arrows, for 3 different phases of the same RF cycle. Partially adapted from [77].

and targets. While fully reviewing the status of ultrafast electron microscopy goes beyond the scope of this introductory chapter, I will here first summarize the main traits of this technique and then present few selected examples of past and recent research from the field.

High temporal resolution in high-energy electron-based techniques can be achieved with the following approaches:

- Employing fast detectors for camera-rate acquisition;
- Chopping a continuous electron beam;
- Bunching a continuous or long-pulsed electron beam;
- Using short laser pulses to photoemit short electron pulses.

The first method is discussed in Sec. 1.5, and provides poor time resolution, $100 \text{s } \mu \text{s}$ at best. The other three can reach similar temporal resolution, hundreds of fs, although they significantly differ in many other aspects, notably the number of electrons per pulse.

1.2.1 Chopping and bunching

Chopping methods have the merit to maintain grosso modo the electron properties of static TEMs, since the gun does not need to be modified [78]. At the same time, they present a natural
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compromise between average pulsed brightness and time resolution. Regarding the current, 300 fs-long slices of a reasonably high-quality ~ 2 nA continuous beam contain an average of 0.3 · 10⁻³ electrons per pulse. Accordingly, only very high repetition rates (≫ 10 MHz) are used,² determining a limit in the out-of-equilibrium phenomena that can be studied—the system being required to relax back to equilibrium over a short time.

The chopping can rely on a photoconductive switch acting as ultrafast beam blanker [79, 80], or on a transverse RF cavity [81] sweeping the beam across a small aperture [69]. The latter method, developed by O. J. Luiten and co-workers, is schematically depicted in Fig. 1.5a.³ A larger aperture combined with other transverse cavities has been proposed [82] as a way to increase the electrons in the pulse, at the expense of temporal resolution but preserving the beam properties.

A simpler but similar concept, with electrostatic deflectors combined with an aperture, had been introduced in the ’60s and ’70s to chop the continuous beam in SEM [52, 83], with combined µm-ps spatio-temporal resolution [84]. Earlier approaches to chop the beam included also applying short pulsed voltage to the Wehnelt set at extinction [85].

Nanosecond electrostatic deflectors can also be installed in the post-specimen section of the microscope, to create pulses or streak the beam [86]. They can be placed as well just before the detector, as done in [75]. Interestingly, if a train of few pulses is present, a pair of deflectors can steer each pulse to a different portion of the camera [87]. Each section can be considered as a frame of a ns-resolved movie, useful for the investigation of irreversible phenomena [88]. The ultimate way to chop the beam without affecting the instrument is to perform short gated acquisitions of the continuous beam. We discuss this non-invasive approach in Sec. 1.5.

The third method exploits longitudinal RF cavities. These cavities are extremely common in accelerator physics [89] and have been largely employed in ultrafast electron diffraction (UED) beamlines [90–92], see Fig. 1.5b. Ellipsoidal electron-beam distributions are simply created by the longitudinal expansion of an initially short and dense electron beam [93].⁴ Since their phase space is conserved, the RF cavity can temporally focus the pulses on the specimen plane, reaching values as short as 16 fs with relativistic photoguns [95]. Integrating longitudinal RF guns in TEMs or other microscopy-oriented beamlines can lead to instruments with superior performances for ps single shot imaging [62, 67, 68, 71].

1.2.2 Photo-emitting

Femtosecond electron pulses most commonly generated by fs photon pulses. If the number of electrons per pulse is kept small enough to avoid pernicious space-charge effects, the electron

²Otherwise, the average electron current would be so low to prevent any reasonable standard TEM application.
³The repetition rate of such system is 6 GHz, determined by the 3 GHz RF field [69]. By combining multiple RF cavity at different frequencies, and eventually electrostatic detectors, one may reduce the repetition rate—at the expense of counts.
⁴Created usually by photoemission [94], see Sec. 1.2.2.
pulse remains short. We refer to this particular condition as single electron regime, because typically less than 1 electron per pulse is coupled on average down the TEM column. Pulses with significant more electrons will be not only longer, but also distorted by the Coulomb repulsion inside the pulse. In absence of longitudinal RF cavities, the best way to have electron bunches with a number of electrons significantly higher than 1 is to employ longer pulses for photoemission. This strategy has been pursued to achieve single-shot imaging, with best combined spatio-temporal resolution being 100 nm and 4 ps, recently achieved by C. Lu and co-workers in their 3 MeV microscopy beamline in Shanghai [71].

An effective ps single-shot imaging is believed to be possible only with relativistic beams, where space-charge effects are smaller [62, 71, 96]. Single-shot imaging with ns pulses is instead possible at sub-relativistic accelerations. The best spatio-temporal resolution, 9 nm and 15 ns, has been reported by T. LaGrange and co-workers in Livermore [97], and it is about a factor 30 less than for relativistic electrons [71].

Single-shot experiments are useful to study transient irreversible processes in many diverse research fields, like solid state physics, material science, and metallurgy. For example, crystallization processes can be accurately followed, either in diffraction [54, 98, 99], or bright-field imaging [88], where the nucleation and growth of the new phase has been recorded with high accuracy. Martensitic crystal-phase transformations [97,100], and chemical reactions [101,102] have been studied as well. The investigation of other chemical transformation as oxidation and reduction can benefit also from single-shot EELS experiments [103]. Interestingly, a laser-induced heat pulse can cause selective material melting inside a nanotube. The material flow in the nanotube is then imaged, giving interesting insights in the domain of nanofluidics [104].

1.2.3 Old and new experiments: an expanding horizon

The most common measurements in UEM are performed with sub-relativistic (typically 100 < \(E(\text{keV}) < 300\)) sub-ps or ps-long pulses in single- or few-electrons per pulse mode. They address fully repeatable transformations.

The power of this technique can be exemplified for example by the ability to resolve the lattice strain dynamics. The resonant excitation of cantilever modes by high repetition rate laser pulses can give selective cantilever vibrations in the MHz frequency range [107]. This produces effects similar to those of nano-drumming [108], that can be characterized in amplitude and phase.

At much higher frequencies, acoustic phonons can be visualized by bright- or dark-field imaging, observing the change in diffraction contrast. By ultrafast monitoring the wavefronts of these sound waves in microscopic lamellae, the role of defects in the emergence, propagation, dispersion, and decay of the acoustic phonons have been highlighted. This is the example shown by D. Flannigan and co-workers in ref. [105], see Fig. 1.6a-b.

In Fig. 1.6a a WSe\textsubscript{2} lamella is imaged in bright field before the laser excitation. After the laser
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Figure 1.6 – Examples of acoustic waves visualized by UEM. a: Bright-field micrograph of the WSe$_2$ lamella. b: Contrast modulation in the three lines in (a) with corresponding color. Images adapted from ref. [105]. c: Kikuchi line shift in a graphite membrane, away from the membrane edges. Image adapted from ref. [106].

pulse, a local periodic modulation of the contrast is visible. In Fig. 1.6b the contrast intensity is plotted as a function of the time delay for three adjacent colored line in panel a, drawn parallel to the phonon wavefronts. Interestingly, in a similarly-shaped Ge lamella the emergence of the acoustic phonons can be delayed up to $\sim 100$ ps after the photoexcitation, and propagate at initial hypersonic phase velocities [109].

In reciprocal space, the ultrafast evolution of lattice strain is commonly imaged in UED [91], or ultrafast X-ray diffraction (XRD) [110]. The probe of local strain is instead better studied in microscopes, via SAED [111, 112], CBED [113], or –for thick specimens– Kikuchi diffraction [114–116].

In Fig. 1.6c an example of Kikuchi line oscillation is shown, from A. Feist et al., ref. [106]. The electron beam is there focused to a diameter of 28 nm, on the surface of a 120 nm-thick graphite flake, excited by an infrared fs laser. A representative Kikuchi diffraction line position is plotted as a function of time, featuring dumped oscillations, due to the deformation associated to an acoustic breathing mode of the membrane. The dynamics depends on the position in the membrane, and differs significantly when in proximity of the edges (here not shown) [106].

$^5$The temporal trace of Fig. 1.6c is relative to a position in the membrane away from the physical edges.
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Figure 1.7 – Examples of low- and high-loss fs-EELS in graphite. a, b: Surface (a) and bulk plasmon (b) intensity change, which have opposite sign. c: Transient blue shift of the bulk plasmon peak. (a-c) adapted from ref. [117]. d, e: Static and differential transient C K-edge spectra. f. The $\sigma^*$ band red shifts of ~ 120 meV. The points around $t_0$ should not be considered, because of spurious PINEM effects. (d-f) adapted from ref. [118].

The dynamics of chemical bonds can be analyzed more properly in spectroscopy. For this reason, ultrafast EELS has been developed, both for low-loss excitations [111, 117], and core-loss levels [111, 118]. In graphite, it is possible to directly correlate the shift in energy of plasmon peaks to a modulation in the stacking distance along the c axis. From ref. [117], Fig. 1.7a-b show the photoinduced change in intensity of the surface and bulk plasmon peaks, respectively. In Fig. 1.7c, the tiny energy shift of the bulk plasmon is plotted. From that, one could see that in the initial part of the dynamics graphite contracts along the c axis, moving towards a diamond-like structure, while at later times it expands, becoming more similar to a stack of graphene-like layers.

From ref. [118], instead, we can appreciate the dynamics seen by a core-loss perspective: in Fig. 1.7d the static spectrum around the carbon K edge is presented. A red shift of the $\sigma^*$ band can be seen in the differential spectrum of Fig. 1.7e, acquired after photoexcitation. The red shift is confirmed by Fig. 1.7f, and is has been attributed to an photoinduced bandgap renormalization.

A particular sub-field of ultrafast electron microscopy sprang recently from the discovery of photon-induced near-field electron microscopy (PINEM) [119]. It involves EELS and either real-space imaging or diffraction. In view of the importance in this dissertation, I will introduce it in details at the beginning of the next chapter, Chap. 2.
1.3. fs-UEM at LUMES

The design and implementation of the fs-UEM at LUMES, Lausanne, is described by L. Piazza and co-workers in ref. [57]. Its modeling is inspired by the development of instruments of the same family, such as 'UEM-1' [120] and 'UEM-2' [121], at Caltech. Among the differences, the addition of an extra condenser lens, \( C_0 \), between the anode and the first condenser lens, allows to collect more electrons, and gives one more handle to select the beam properties [122].

Since ref. [57] the system system underwent few updates. I describe below today’s status of the instrument, schematized in Fig. 1.8. A fs-laser system serves to generate the ultrafast laser pulses for pump and photoemission.

### 1.3.1 Description

**Laser system**

The system is composed by a 80 MHz Ti:sapphire oscillator (Griffin, KMLabs), and a Ti:sapphire regenerative amplifier with tunable repetition rate from 10 Hz to 1 MHz (Wyvern X, KMLabs). The crystal of the oscillator is pumped by 8 W from a CW laser (Verdi-8, Coherent). 20 fs-long pulses are generated thanks to Kerr-lens modelocking. The associated bandwidth is around...
100 meV full width at half maximum (FWHM). The central wavelength of the pulses can be tuned approximately from 765 nm to 820 nm. We typically work at 790 nm to better match the gain bandwidth of the amplifier. The average power at the output of the oscillator is ~1.1 W, corresponding to 13.8 nJ per pulse.

The crystal of the amplifier is kept cooled at 80 K by a closed-cycle He cryostat. It is pumped by three CW lasers (Finesse, Laser Quantum), for a total power of ~35 W. A long BBO\(^6\) Pockels cell, synchronized with the oscillator, governs the timing in the amplifier cavity. The amplifier can work in CW mode, generating up to ~6 W, in Q-switched mode, or in seeded mode. In seeded mode, the pulses from the oscillator are negatively chirped in a pair of grisms, combinations of gratings and prisms. After the amplification in the cavity, the pulses are temporally compressed by passing multiple times in a 30 cm-long slab of glass, which positively compensates the dispersion.

The average power in seeded mode is ~3.6 W for repetition rates higher than ~180 kHz. For lower repetition rates, the energy per pulse remains roughly constant, 20 µJ. The majority of our experiments are performed with 300 kHz, which means 12 µJ per pulse available. The laser spectrum at the output of the amplifier is 36 meV FWHM, peaked around 1.57 eV (=790 nm), and the pulse duration 55 fs FWHM. Pulse duration and bandwidth are measured independently, by a spectrometer and an optical autocorrelator, respectively. They are Fourier-limited, \(\Delta E \cdot \Delta t = \hbar/2\). \(\Delta t = 55\) fs is extracted from the autocorrelation measurement assuming a Gaussian temporal profile.

The photon energy of the amplifier is not easily tunable outside the photon bandwidth. Nevertheless, it is possible to have pulses with narrower bandwidths, down to ~2 meV by simply selecting a correspondingly small bandwidth from the seed pulses. This can be done in the grism-based stretching stage before the amplification, by inserting a narrow slit where the beam is dispersed in energy. The pulses with narrower bandwidth will be naturally longer, up to ~1.0 ps. If the amplifier is run in absence of seed, and the number of roundtrips in the cavity is made high enough, the laser works in Q-switched mode. The pulses generated in this way have a duration of ~100-200 ns, but we did not use them in experiments, because we have a dedicated ns Q-switched laser system, see Sec. 1.4.

Right after the amplifier the beam is split in two. One of the two portions is frequency up-converted to generate ultraviolet (UV) pulses at 4.71 eV, the third harmonic of the 1.57 eV fundamental. The third harmonic generation (THG) is performed in two steps. The fundamental is first frequency doubled in a BBO; once adjusted the polarizations and accumulated time delay, the fundamental and its second harmonic are frequency summed in a second BBO, generating the third harmonic. The beam is then energy filtered and recollimated. UV pulses can have in principle a duration as short as 32 fs. The propagation through dispersive material, accentuated for short wavelengths, makes them easily longer. We calculated the pulses to be ~90 fs-long at the cathode, if they are compressed in the THG stage.

The shortest infrared pulse duration at the specimen is obtained by pre-chirping the pulses

\(^6\)\(\beta\)-barium borate, \(\beta\)-Ba\(_2\)B\(_4\)O\(_7\) (BBO).
in the amplifier, so that they arrive compressed in the microscope. The same optimization procedure is not crucial for the UV, since the temporal limitation is given by the photoemitted electron bunch length, anyway 250 fs or longer.

The UV pulses are finally focused on the cathode surface. We use a lens with +1000 mm focal length, placed just outside the TEM column. An Al mirror inside the column is added above the condenser system, in a new custom-designed column section, developed by IDES Inc. [123]. The mirror has a hole in the middle, to let the electrons pass through, and can be moved in the three axis by a manipulator placed outside the column. With this geometry, the illumination of the cathode is in normal geometry, and the spot size roughly 100 \( \mu \text{m} \) FWHM.

The second portion of the beam is what is employed as pump in the TEM. Most of the physical systems behave very differently when excited with different photon energies. For example the absorption of semiconductors and insulators can change dramatically if excited above or below the optical gap. The ability to widely tune the pump photon energy in a pump-probe setup is therefore highly beneficial.

In our system, the photon wavelength can be tuned in a wide—although not continuous—range, from 266 nm (4.71 eV) to 10 \( \mu \text{m} \) (125 meV). With the exception of the second and third harmonics of the fundamental, the other wavelengths are obtained by frequency down-conversion methods [124]. A high-repetition rate optical parametric amplification (OPA) setup (TOPAS-HR, Light Conversion) [125] is used for this purpose. This OPA has a double-pass noncollinear first amplification stage, and a single-pass second stage with collinear geometry, and the white light is generated in a sapphire crystal. Being based on BBOs, it has an infrared absorption cutoff at \( \sim 3.5 \mu \text{m} \) for the idler, corresponding to 1040 nm for the signal. Either the signal, the idler, or both beams can be selected. The second harmonics of those beams can also be obtained, by a broadband frequency-doubling stage (Lyra, Light Conversion), which covers most of the visible region.

To reach longer wavelengths, deeper in the mid-infrared (MIR), a difference frequency generation (DFG) has been built, which takes as input the signal and idler beams from the OPA. The frequency down-conversion is made there in a ZnSe crystal, and the DFG radiation is characterized by Fourier-transform infrared spectroscopy (FTIR).

The nonlinear frequency down-conversions have an intrinsic poor efficiency [124]. In our case, since the initial energy per pulse is only \( \sim 10 \mu \text{J} \), and the focusing inside the microscope is limited by geometrical constraints, the effective energy density of the MIR on the specimen plane is very low. In order to achieve higher fluences, a laser with higher energy per pulse and lower repetition rate should be used. The lower repetition rate, however, would make imaging more challenging, since the average electron current would diminish proportionally.

A computer-controlled mechanical delay stage is used to change the pump-probe delay time. For some experiments, two pump pulses are focused on the specimen, and a second computer-controlled delay stage is employed to change the relative time between the two pumps. The pump polarization is also controlled by a fully-motorized half- or quarter-wave plate. The beam is focused by a +250 mm-focal length lens, placed outside the column. A small Al mirror
inserted in the upper pole piece of the objective lens reflects the beam to the specimen plane. This mirror, fixed in its position by a thread, has a hole for the electrons to pass through. The angle between the laser pump and electron probe is $\sim 4.5^\circ$, as explained in Sec. 2.2.

For diagnostics, we placed a beam picker just after the last focusing element before the specimen. The reflected beam is imaged by a CCD whose distance from the beam picker equals the distance from the beam picker to the specimen. In this way, the exact shape of the focused beam as used in the experiments can be recorded, which is usually roughly circular, with $\sim 30 - 40 \, \mu m$ FWHM at 790 nm.

Furthermore, a second pellicle beam splitter can be inserted in the beam path. This pellicle takes part of the light reflected or diffused by the TEM grid, which is imaged by a second camera. A real-time view of the position of the focused laser spot on the specimen is therefore achieved, although with only limited lateral resolution.

The precise alignment of the beam is done by burning in-situ a test material. A sacrificial membrane with low damage threshold is imaged by the electron beam at the same conditions of the experiment. We usually employ holey carbon, thin polymer films, or ultrathin carbon. For a laser fluence above the specimen-dependent threshold, the laser pulses cause a localized damage. The damage is in these cases related to the local temperature of the specimen, which closely remaps the spatial profile of the focused spot on the membrane. Once individuated the position of the laser, it can be adjusted and optimized to coincide with the center of the area imaged by the electrons in the detector.

Another strategy we adopted to precisely optimize the pump overlap for electron diffraction experiments is to locally observe in reciprocal space the thermally-induced phase transition in a $\beta$-MoTe$_2$ flake.

**TEM modifications**

The microscope is a 200 keV Jeol JEM-2100 TEM equipped with a retractable Gatan UltraScan US-1000 detector, and a Gatan Quantum GIF. The main hardware modifications consisted in the addition of the $C_0$ magnetic lens, and the new mechanical parts for the pump and probe internal mirrors. Two optical ports have been opened for the laser access. The vacuum system has been adapted to accommodate the new section of the column. The gun was not modified. The shortest electron pulses are produced when the minimum bias voltage is applied to the Wehnelt electrode. In those conditions, the electrons coupled to the column are a small fraction of the total emitted. $C_0$ helps to increase the collection angle of the electrons exiting the acceleration stage and efficiently entering in the condenser system [122]. The focusing done by $C_0$ is performed on the fully accelerated beam. Therefore, this lens does not spread the beam in time, because the pulses are formed only by few electrons, and Boersch effects are reduced due to the high electron velocity.

One could as well increase the collection angle of the electrons by tuning the Wehnelt bias,
which decelerates and reaccelerates the pulses when they still have little energy, \( < 1 \text{ keV} \). In that way, the energy dispersion of the electron pulses is increased, and the bunches experience significant lengthening. Since brightness is a conserved quantity, a higher excitation of \( C_0 \) brings in general a higher number of counts and a lower transverse coherence. The optimal trade-off between the two can depend on the experiment.

In the insets of Fig. 1.8, high-resolution transmission electron microscopy (HRTEM) images of Au NPs dispersed on amorphous C film are reproduced. Both images are acquired with the continuous thermionic beam. In the top micrograph, the NPs are imaged before the TEM modifications, and lattice fringes are clearly resolved. The distance between crystal planes in Au is 0.288 nm [126] or smaller, depending on the crystallographic orientation. In the bottom image, similar NPs are imaged after the modifications. The lattice fringes are still visible, though not as neatly as before. The modifications introduce therefore only a minor loss in spatial resolution to the instrument.

### 1.3.2 Characterization

**Photoemission**

Single-photon photoemission is possible when \( h\nu > \Phi \). For weak optical fields, the energy \( E \) of the electron ejected from the material and the electron current \( i \) are

\[
0 \lesssim E \lesssim h\nu - \Phi \quad \quad i(I) \propto I, \quad \text{if } h\nu > \Phi,
\]

where \( I \) is the light intensity. The probability for the photoelectrons to have an energy in the range indicated by Eq. 1.6 is weighted by the density of states (DOS) and matrix elements. Fig. 1.2c schematizes this process. For strong optical fields, deviations are observed from this linear regime. Multiphoton photoemission is possible whenever the material absorbs \( N \) photons simultaneously, and \( N h\nu > \Phi \). In that case, \( i(I) \propto I^N \). We will however deal here only with single-photon photoemission.

In the emission of an electron out of a metallic surface, the momentum parallel to the surface, \( p_{\parallel} \), is conserved. This is not the case for the longitudinal component \( p_{\perp} \), the electron being slowed down by the potential difference between the vacuum state and its initial state. The kinetic energies of the electrons will be distributed between 0 and the maximum excess energy \( h\nu - \Phi \). The energy spread of the distribution is then further increased by the finite bandwidth of the light, and by the finite width of the Fermi-Dirac distribution at temperature \( T \neq 0 \).

A truncated-cone LaB\(_6\) single crystal is used as photocathode. The diameter of the truncated section can vary between 15 and 50 \( \mu \text{m} \), but usually we worked with 15 \( \mu \text{m} \). The single-crystallinity of the cathode makes \( \Phi \) more homogeneous across the surface. Surface roughness and the presence of adsorbates can however change \( \Phi \) significantly. A lowering of \( \Phi \) reduces the photoemission quantum efficiency. The distribution of \( \Phi \) across the photocathode introduces a further broadening to the initial electron momentum \( p_{\perp} \).

LaB\(_6\) has a work function \( \Phi_{\text{LaB}_6} = 2.66 \text{ eV} \) for the (100) surface [127], and melting temper-
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Figure 1.9 – Spatial blurring due to the intrapulse electron-electron scattering. From left to right, the beam possesses an increasing number of electrons; the beam structure results consequentially blurred. Image adapted from ref. [57].

ature 2988 K. We observe that the quantum efficiency does not vary significantly with the temperature from room temperature (RT) up to the threshold of thermal emission. In order to keep the cathode as clean as possible from adsorbates, we warm it to a temperature just below the onset of thermionic emission. At a temperature of \( \sim 1800 \) K, the energy spread contribution is \( \sim 2k_B T = 300 \) meV. The UV pulses –instead– have a \( \sim 60 \) meV bandwidth, hence not contributing significantly to the energy linewidth.

Other cathodes than LaB\(_6\) have been tested. Tantalum disks are used in nanosecond mode, see Sec. 1.4. In fs mode, they show a narrower ZLP than LaB\(_6\), but we observed a slightly longer response in time, consistent with other reports [63]. Guard-ring cathodes –designed to suppress the shank emission– have been characterized as well. They are constituted by a LaB\(_6\) microrod embedded in graphite, whose role is to prevent photoemission, thanks to its high work function. Despite existing positive reports on guard rings [65] we did not find any practical advantage over the more standard truncated-cone geometry.

To conclude the paragraph, I should mention that photoemission in FEG instruments is also possible [60, 72, 128]. The sharpness of the source guarantees a higher brightness also for ultrafast operations. A quite intensive research on tip-based sources of ultrafast pulses is present nowadays [129–133]. The recent advancements led not only to the development of field-emission based UEM and SUEM [128], but also of ultrafast low-energy electron diffraction (ULEED) [134, 135].

Optimization in the parameter space

Many are the relevant beam quantities that could be optimized, such as counts, energy spread, pulse duration, transverse and longitudinal coherence, and chirp. They are all interconnected. The Wehnelt electrode is the most important element to change the electron pulse characteristics. At nearly-zero Wehnelt bias the beam has a ring shape with a central spot in the middle (same shape as in Fig. 4.12). The ring possesses a 4-fold symmetry, inherited from the geometry of the shanks of the LaB\(_6\) cathode. The central spot is the beam used for imaging. The ring electrons have a different arrival time, pulse duration, and chirp [63].

For nearly-zero bias, the pulse duration can be as short as 250 fs. The ZLP is narrow (\( \sim 1 \) eV)
only when space-charge effects are negligible. This happens for low UV pulse energies, when only few electrons are photoemitted per pulse. When a larger number of electrons is present in the same pulse, the primary effect is a dramatic broadening of the energy distribution (called Boersch effect). In those conditions, the ZLP can become larger than 100 eV. To a larger ZLP corresponds a longer pulse duration, that in first approximation can be ascribed to linear chirping of the pulse. We note that the energy distribution has a nearly-Gaussian shape when ZLP = 1 eV, while for larger ZLP it is more structured, with two little ‘horns’ at the distribution extrema. This spectral shape is well reproduced by particle-tracing numerical simulations that include Coulomb electron-electron interaction [65]. The distribution in time of those electrons has a main linear positive chirp, with the tails of the initial speed distribution having negative chirp. Such tails give rise to the ‘horns’ in the energy distribution.

The temporal broadening is quite moderate for low bias, the pulse duration being ~ 500 fs for ~ 8 eV ZLP. Being the chirp fairly linear [65], a ~ 100 eV-broad beam would have a duration of ~ 6 ps. A systematic study can be found in [63], [65]. However, such beams have poor spatial resolution, compromised by the chromatic aberrations, and even before by transverse coherence deterioration due to space-charge intrapulse interactions. This effect is exemplified in Fig. 1.9, where the image of the cathode (in absence of specimen) is shown for different numbers of electrons per pulse. Those numbers refer roughly to the number of electrons counted on the detector; the number of photoemitted electrons can be generally 1-2 orders of magnitude higher.

At higher bias, the ZLP becomes narrower, because the Wehnelt acts as a sort of energy filter, but the pulses become irremediably longer, up to 10 ps, and possibly longer [63]. Time-zero also shifts, because it takes more time for the electron to reach the specimen. At saturation, the beam spot has the shape of one round disk. At extinction, both the shift of time-zero and the duration of the pulses diverge.

Another important parameter to choose is the Wehnelt gap [136], namely the distance between the cathode and the Wehnelt electrode. The behavior of the electron pulse characteristics as a function of the Wehnelt bias is quantitatively different for different Wehnelt gaps. Smaller gaps give in general a higher current (but less transverse coherence), and have their saturation peak at higher Wehnelt biases. Since the Wehnelt gap cannot be changed as smoothly and easily as the bias, we worked usually at a fixed Wehnelt gap, 625 µm.

The temporal characterization of the electron pulses is carried out by means of PINEM, see Chap. 2 for details. In the weak-field approximation, the PINEM signal is a cross-correlation between electron pulse, excitation pulse, and lifetime of the induced plasmonic field [137]:

\[
(\Delta t)_{\text{PINEM}} = \sqrt{(\Delta t)_0^2 + (\Delta t)_{\text{ph}}^2 + \tau_{\text{near field}}^2}. \quad (1.7)
\]

The intrinsic near-field lifetime can be often neglected. In the strong regime, or when strong- and weak- fields are probed together, the analysis of the high-order inelastic peaks allows to extract the same information [138], because the highest excited sidebands can be considered to be in a low-excitation regime, with pulse duration \((\Delta t)_{\text{ph}}/\sqrt{7}\). Here \(\ell\) is the PINEM sideband
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Figure 1.10 – With the PINEM technique we follow the evolution of the inelastically scattered electrons around a single, isolated silver nanowire excited at 1.57 eV by 55 fs-long pulses. a: Energy-time map. b: Temporal cross-correlation profile obtained by summing the inelastically-scattered electrons after ZLP subtraction.

Figure 1.11 – Temporal coherence and pulse duration for single-electron pulses. Three electron pulses are conceptually sketched. Their color represent their mean velocity. Yellow slower, green intermediate speed, blue faster.

order, see Chap. 2.1. In this general case, we have

\[
(\Delta t)_{\text{PINEM}, \ell} \approx \sqrt{(\Delta t)_e^2 + (\Delta t)_{\text{ph}}^2 / \ell},
\]

which reduces to \((\Delta t)_e\) for the highest \(\ell\), in case of short pump pulse.

As shown in Fig. 1.10, \(\approx 260\) fs-long PINEM signal is typically achieved. Considered a 55 fs-long pump pulse and a sub-100 fs lifetime of the near field around the nanowire (NW)s, we can conclude that the pulse is \(\approx 230\) fs long. If we make the laser pulses longer (both the IR pump and UV), \((\Delta t)_{\text{PINEM}}\) have the same duration of the IR-UV optical cross-correlation.

Temporal coherence

So far we have introduced the pulse duration \(\Delta t_e = (\Delta t)_{\text{electrons}}\) and the energy spread \(\Delta E_e\). Those quantities are proper to the statistical ensemble of the electron pulses collected on the detector, and they do not minimize Heisenberg uncertainty principle. In Fig. 1.11 three single-electron pulses are drawn. Each individual electron wave-function has its own central
de Broglie wavelength and associated bandwidth $\delta E_e$. The duration of the single-electron wave-function, $\xi^2_t$, is the temporal (aka longitudinal) coherence of the wave-function. For consistence with the literature [139], we call $\xi^2_t = 2\sigma^2_t$. We thus have $\xi^2_t = \delta t_e^\text{FWHM}$, with $\delta t_e$.

The initial velocity of an electron just after photoemission scatters from pulse to pulse; the final velocities and arrival times will be therefore distributed according to a certain curves. Those curves determines $\Delta E_e$ and $\Delta t_e$, and as we will see they have nearly-Gaussian shapes. In particular, $\Delta t_e$ is the cross-correlation between the temporal coherence and the statistical distribution of the temporal jitters. Analogously, $\Delta E_e$ can be calculated as the cross-correlation between the intrinsic single-electron linewidth $\delta E_e$ and the statistical distribution of single-electron energies.

However, $\delta E_e$ and $\xi^2_t$ are not easily-measurable quantities [139, 140], and no experimental account on their values is available for UEM and UED, to the best of my knowledge. In Fig. 1.12 we show how to roughly estimate $\delta E_e$, and hence $\xi^2_t$, via the Heisenberg’s formula

$$\delta E_e \xi^2_t \geq \hbar \sqrt{\ln 2}/2.$$  \hfill (1.9)

Single-electrons with different velocities (different colors in Fig. 1.11) are photoemitted from different initial states in the cathode, and they have therefore a Gaussian (inhomogeneous) distribution in the ZLP. A Lorentzian (homogeneous) contribution to the ZLP will be given by the coherent part, $\delta E_e$. We can extract $\delta E_e$ by fitting the photoelectron spectrum in single-electron regime with a Voigt function, i.e. a convolution of a Gaussian and a Lorentzian. Fig. 1.12 shows
the results. The best fit is shown in black, and gives a Lorentzian broadening $\delta E_e = 10$ meV FWHM, and a Gaussian broadening of $1.16$ eV. If we constraint $\delta E_e$ to be larger, for example $100$ meV, a poorer fitting is clearly observable.

Consistently with what measured, pulses with final kinetic energy $200000 \pm 0.58$ eV energy will distribute their arrival times over $\sim 250$ fs. We have a first estimate of $\delta E_e$ being at most in the range of tens of meV. The corresponding $\xi^e$ would be in the orders of several tens of fs. For eq. (1.9) to be valid, we assume no decoherence of the electron wave-function during the propagation. This assumption is good as long as electrons are emitted in single-electron wave-packets, and in absence of external scattering fields.

A second way to tentatively extract $\delta E_e$ is by considering the photoemission process. Our ultrafast UV pulses have a bandwidth of $\sim 60$ meV FWHM. In the case of one electron emitted per UV pulse, the bandwidth of its wave-function is determined by the UV bandwidth. More correctly, it is safe considering the UV bandwidth as the upper possible value for $\delta E_e$.

In this conservative scenario, choosing $\delta E_e = 60$ meV, the temporal coherence would be $\xi^e \geq 26$ fs. Such a large value for $\xi^e$ could be surprising. As we will see in Sec. 2.2, it is compatible with other observations, and essential to explain novel electron-mediated quantum-interference effects between optical fields placed at different positions along the time coordinate of the electrons [141]. In that section, we will also introduce a further indirect method to estimate $\xi^e$, which gives a value between 52 and 78 fs.

Conclusions

Overall, the duration and energy spread of the pulses can be tuned via the Wehnelt excitation. Adding the $C_0$ lens allows to minimize the loss of electrons after the anode, without introducing extra space-charge effects. These characteristics, together with the wide choice of excitation wavelengths, make LUMES fs-UEM a highly versatile tool for ultrafast microscopy, spectroscopy, and diffraction [57, 111, 141–144].
1.4 Nanosecond stroboscopic microscopy

As seen in the previous sections, the key feature of a given time-resolved TEM setup is the balance between time resolution, electron counts, and spatial coherence of the electron beam. It is understood that the three parameters are heavily linked, and originate from a unique quantity, brightness. For a given brightness, the higher the counts in the image, the lower their coherence, and vice versa. The degree of transverse coherence needed to properly form an image depends on the details of the specimen and the imaging technique. While a minimum degree of coherence is required in all conditions, some techniques solely rely on coherent contrast. Among them, Lorentz microscopy, and—at an even higher degree—electron holography.

Our attention to high-coherence imaging comes in large part from the interest in skyrmions, magnetic quasiparticles with typical radii of few tens nm (see Chap. 5). So far, such magnetic states have been imaged by Lorentz microscopy, in Fresnel (coherent) mode [145], but limited to static [146–148] or camera-rate [149–151] observations. The extension of Lorentz microscopy to the ultrafast time scale has been realized first by the group of A. H. Zewail [152], imaging the dynamics of large domain walls in strongly magnetized specimens, and optimized further for similar systems [153]. Imaging tiny, weakly magnetized structures such as skyrmions requires however a higher number of counts per degree of coherence.

For this reason, we implemented a ns-stroboscopic setup, which maximizes the number of counts, sacrificing time resolution. If a fs UV beam is used to photoemit many electrons ($\gg 10^3$ per pulse), the resulting electron bunches will suffer severe space charge effects [154], and they will lengthen in time and spread in energy. Which of the two effects dominates is dependent on the specific electron gun settings, as we saw in Sec. 1.3.2. It derives that, besides the pulses being possibly very long (potentially, $\gtrsim 100$ ps [63, 155]), the beam properties are also affected, in terms of coherence, chromatic aberrations, et cetera (see for example Fig. 1.9). For these reasons, a long-pulsed electron beam photoemitted by a short-pulsed laser beam is undesirable.

A ns electron beam photoemitted by a ns laser beam can contain up to $\sim 10^7$ electrons without their Coulomb interaction affecting considerably the spatio-temporal properties of the beam [54, 156], and up to $> 10^8$ with a careful design [97]. In this way, space-charge effects become negligible, favoring a higher electron beam quality and losing only in time resolution.

Our ns TEM setup adapts the fs UEM of LUMES, Sec. 1.3, with high-power ns lasers. The design makes the system easily switchable between fs and ns photoelectron mode. A simplified scheme of the setup is presented in Fig. 1.13.

---

7Bright field imaging—for example—can be referred as semi-coherent imaging, because its contrast originates both from coherent (Bragg) and incoherent (Rutherford) scattering.
Figure 1.13 – Sketch of the ns stroboscopic TEM setup and its combination with the fs UEM. The optical scheme for the ns UV pulses generation is drawn in scale on the L-shaped board.

A Coherent Avia-45 Nd:YAG Q-switched laser is in-box frequency doubled to 532 nm (2.33 eV). This output is again frequency doubled to deliver UV light at 266 nm (4.6 eV). The laser has a tunable repetition rate from single shot to 300 kHz, with average green (532 nm) power up to 50 W, and pulse duration ranging from 10 ns for single shot to 75 ns at 300 kHz. The second harmonic generation of the 532 nm light (i.e. the fourth harmonic generation of the fundamental frequency) was designed to work with two different nonlinear crystals: one (thin) assuring a high-quality spatial profile, with intermediate UV power, and the other (thick) maximizing the UV power, at the expense of the transverse mode quality. The crystal that guarantees a better spatial mode, also provides the best long-term stability, important because of the typical long overall duration of the experiments. This crystal is a 1.2 mm-thick BBO. Its efficiency as a function of the green pulse energy is shown with black circles in Fig. 1.14a, while panels b and c contain the UV energy per pulse and average power reached in the optical setup, respectively.

The efficiency scales linearly with the energy per pulse, as expected for low intensities, since \( \eta \), the efficiency of the process, is \( \eta = \frac{E_{\text{SHG}}}{E_0} \propto \frac{\| \phi_{\text{SHG}} \|^2}{\| \phi_0 \|^2} \propto \frac{\| \phi_0 \|^2}{\| \phi_0 \|^2} \propto E_0 \). Here, \( E \) is used to indicate the pulse energy, and \( \phi \) the amplitude of the electric field. The average power can be as high as 2 W. If the second crystal, a 6 mm-thick BBO, is used, the conversion efficiency can exceed 20% at low repetition rate, and the average power surpass 4 W. In this case, the efficiency does not scale linearly with the input pulse energy. It does however vary significantly with the repetition rate.
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Figure 1.14 – a: Ns second harmonic generation (SHG) efficiency for the thin (black circles) and thick (red squares) frequency-conversion crystals. The arrows indicate the increasing repetition rate, from 1 to 300 kHz. b, c: Ns UV energy per pulse and average power, respectively, plotted as a function of the laser repetition rate. The green energy per pulse (not shown) is nearly constant for < 100 kHz-repetition rate, and decreases as 1/f for f > 100 kHz.

rate, highlighting the role of the interpulse cooling of the crystal (arrows in Fig. 1.14a). Unfortunately, the thick-crystal configuration manifests problems in assuring long-term stability, and therefore the thin-crystal configuration has been mainly employed in our experiments. It is also true that if we want to work away from the space-charge regime, the peak optical power of the UV pulses should be < kW, according to our estimates with the fs beam with LaB$_6$ cathodes [57]. Therefore, 20 µJ-pulses with 20 ns duration are already at that limit, and more energy might result in a worsening of the photoelectron beam quality.

After filtering out the visible light, the ns UV beam (266 nm) is collimated in a telescope employing a combination of spherical and cylindrical lenses to adjust the divergence and correct the beam ellipticity and astigmatism, which are significant when a thick BBO is used as SHG medium. The beam is then recombined into the same path of the fs UV beam (263 nm) via a mobile periscope, and is finally focused on the photocathode. There is no need to readjust the beam alignment after the periscope.

As shown in Fig. 1.13, both the fs beam (with its tunable photon energy) and a second ad hoc ns laser can be used to optically pump the specimen. The ns laser is again a frequency-doubled Q-switched Nd:YAG (Sol SW-532, Bright Solutions). The pump-probe synchronization and delaying is adjusted electronically by a digital delay generator (DDG) (DG645, Stanford Research Systems), which takes as input the signal from the Q-switch for the probe, and uses it to clock
either the Pockels cells in the fs amplifier, or the acousto-optical modulator in the second Q-switched laser. The repetition rate of the fs system covers all the possible repetition rates of the ns UV pulses, while the ns pump beam works efficiently from single shot up to 120 kHz. The Ti:sapphire fs amplifier can be used in Q-switched mode as well, delivering ∼15 µJ at 789 nm. It may hence be employed as ns pump beam, although with lower time resolution, since the pulses are longer than ∼100 ns.

Two types of photocathodes have been tested with the ns beam: polycrystalline Ta disk [157] and crystalline LaB$_6$ truncated cone [158]. Although having a longer experience with LaB$_6$ cathodes, used always in fs mode, we started the ns experiments with Ta disks. The reason is twofold. On one side, tantalum has a high melting point (3290 K [159]), and is expected to support high laser intensities with little or no degradation [103]. On the other, polycrystalline tantalum work function is $\Phi = 4.25$ eV [159], which well matches our photon energy $h\nu = 4.66$ eV. In fact, an optimal work function should be few fractions of eV below the photon energy. If the two quantities are too close, quantum efficiency is typically reduced, scaling roughly quadratically in $(h\nu - \Phi)$ [160, 161]. Oxidation, roughness, and other surface contamination might increase $\Phi$ a little further, making quantum efficiency drop even more with time. If the two quantities are too separated, the energy spread of the photoemitted electrons would possibly increase, which is undesirable for many applications, and especially in EELS.

Given a photoemission quantum efficiency $\eta_{266} = 10^{-5}$ [162], which already includes a nonzero reflectivity $R_{266} = 0.4$ [163], we can roughly estimate the number of photoemitted electrons.

To consider that, we can assume the throughput of the UV pulses from their generation to the photocathode being ∼0.2, and therefore using pulses with 4 µJ energy. This means a total number $5 \times 10^7$ of photoemitted electrons per pulse, generated from a UV-focused area of about $5 \times 10^{-5}$ cm$^{-2}$. For such long pulses, the electron pulse duration is solely determined by the UV pulse duration [63], and hence the peak current density at the photocathode should be ∼10 A/cm$^2$. Considering that the effective area from which the photoelectrons are collected is ∼0.1 of the total focus area, and that the electron coupling to the column is 0.2, our in-column pulses are expected to contain $5 \times 10^4$ electrons. This would give an average current of 750 pA at 150 kHz repetition rate, which is a high value for pulsed sources.\footnote{Femtosecond pulses at 1 MHz with 1 electron per pulse in the column generate a current 4 orders of magnitude lower.}

We systematically measured the photoelectron current on the detector as a function of input UV energy and repetition rate. We note full linearity in the measured range (Fig. 1.15c). This observation is consistent with previous characterizations in similar conditions [164], once the different laser pulse duration and quantum efficiencies [165] are taken into account. There, $E_{\text{UV}}$ is the estimated effective pulse energy delivered at the photocathode, which takes into account a measured throughput of ∼0.5 through the UEM. The counts are measured here
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Figure 1.15 – a: Photoelectrons image of Au NP. Magnification 250000 ×, integration time 20 s. b: Line profile of panel a along the direction set by the pair of white arrows. Black circles are raw data, the dashed blue line a Gaussian fit with offset. c: Photoemission current density vs UV pulse energy shows linearity in the range considered. The ordinate axis is here the current density per pulse measured on the phosphorescent screen. d: Photoelectron energy spectrum, and its Lorentzian and Gaussian fits, whose FWHMs are 0.51 and 0.63 eV, respectively. Acquisition time 3 s. For all panels we utilized the Ta disk photocathode, saturation bias, 120 kHz repetition rate, and pulse duration ∼ 20 ns.

via the current density generated in the phosphorescent screen, at 120 kHz repetition rate. Average powers as high as 500 mW have been shone on the cathode surface, and we noticed no dependence of the quantum efficiency on the repetition rate, up to 300 kHz, highlighting a good interpulse heat dissipation in the cathode assembly.

In Fig. 1.15d a typical electron energy profile of the ns pulses is shown to be 0.6 eV FWHM. This value is better than what can be achieved with thermionic LaB₆ cathodes. The energy spread mostly comes from the surplus energy of the photoemitted electrons before acceleration, \( hν − W = 0.41 \) eV. Noteworthy, a component of the measured energy spread may come from electric and mechanical noises in the TEM and spectrometer. Indeed, for thermionic emission we systematically measure narrower energy profiles for shorter acquisition times. For example, a spectrum which is 0.5 eV wide for an exposure of 1 µs becomes 0.6 eV when acquired for 10 s.

Fig. 1.15a shows the gold NPs dispersed on amorphous carbon film imaged by the ns electron
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pulses. We can estimate the spatial resolution by selecting the tiny particle comprised between the white arrows. In case we assume conservatively that the particle has a lateral size smaller than our resolution, its profile would be given by the spatial resolution. By a Gaussian fit, we get the FWHM to be $0.8 \pm 0.25$ nm, whose uncertainty comprises both the statistical fit error and the systematic scale bar calibration uncertainty. While observing that we can reach sub-nm resolution, we do not observe interference fringes of atomic origin. Since the nearest-neighbor distance in gold is $0.288$ nm \cite{126}, we can conclude that our spatial resolution $d_0$ is approximately $0.3 < d_0 [\text{nm}] < 0.8$.

What prevents us attaining atomic resolution with photoelectrons is probably the mechanical stability. The system was not designed to make use advanced antivibration systems coupling the optical tables and the TEM, because the sub-nm scale is not our target for pump-probe experiments, and mechanical vibrations are not the limiting noise factor for pump-probe on larger objects. The challenges of atomic pump-probe would go anyway beyond mechanical noise reduction, since they would have to deal also with the response and stability of the sample to the excitation pulse. For these reasons, an atomically-resolved image can be acquired in thermionic mode, as in Fig. 1.8, but not in photoelectron mode, where the acquisition time has to be much longer.

To conclude this characterization section, we can say that the ns stroboscopic setup successfully combines some of the advantages of ns single-shot, as the higher pulsed current with reduced space charge and Boersch effects, with a stroboscopic approach. The combination of the two returns an apparatus useful to investigate reversible phenomena requiring high current or high spatial coherence, such as Lorentz microscopy.

1.5 Fast and direct detectors

Advancements in detector technology recently allowed efficient direct particle or photon detection in pixelated cameras \cite{166}. In the near future they may replace CCDs in a significant portion of electron microscopy laboratories [167–169]. Three are the main aspects time-resolved experiments could benefit from:

- Virtually zero-noise camera, with high detection efficiency, which is important for all the low-dose microscopies, as UEM;
- Higher frame rate acquisition, for sub-ms camera-rate experiments;
- Short gated acquisition, for stroboscopic ns experiments with a continuous electron beam.

I will briefly introduce the detection principles, and then discuss the three key aspects just listed, which vary from detector to detector. I will discuss more in details the Quantum Detector MerlinEM detector [170], and show its preliminary characterization for time-resolved
applications.

Direct detection

In traditional detectors for electron microscopy [171], the primary electrons are converted to photons before being optically transduced to the detector, usually a CCD, see Sec. 1.1.2. This indirect detection suffers from some limitations. The spread of the photon signal due to scattering in the scintillator and at the interfaces leads to a worsening in the resolution [172]. A large point-spread function then implies a low modulation transfer function.

The paradigm of direct detection relies in a direct coupling of the primary electrons to the detector. Due to their radiation softness, standard CCDs are not suitable to be used as direct detectors [173]. Photographic films can be considered a sui generis type of direct detector, not relying on any intermediate process. They outperform CCDs at high magnification [174]. However, with their long and tedious processing time they are not suitable for modern microscopes. Rapid recording and large volumes of data have to be handled, processed, and stored for many applications, for example tomography of biological structures.

CMOS-based detectors offers the possibility to overcome the limits of indirect detection, without suffering relevantly from radiation damage [175]. Two types are commercially available, monolithic and pixelated [176]. In a monolithic active pixel sensor (MAPS) the semiconductor sensor and the readout electronics are in one single plane. A hybrid pixel detector (HPD) has instead a pixelated readout chip connected by bump bonds to the semiconductor sensor, in a pixel-by-pixel fashion. As shown in Fig. 1.16, the high-energy electron (or X-ray) generates electron-hole pairs in the silicon chip of the hybrid pixel detector (HPD). The charge (here made of holes) drifts to the bottom electrode, and, passing across the solder bump, is transferred to the integrated readout electronics.

Medipix detectors [177, 178] successfully implemented the hybrid-pixel concept. Conceived originally for particle physics applications [179, 180], they found applications also in electron microscopy [181] and biomedical imaging [182]. The MerlinEM [183] detector integrates the Medipix3RX chip with the Merlin readout system, in turn based on National Instruments’ technology. It consists of a $256 \times 256$ pixel detector with a $300 \mu m$-thick sensor, and each pixel is $55 \times 55 \mu m^2$.

It is robust and stable, and does not need any active cooling, working slightly above room temperature, nor pneumatic system. Among the generic limitations of MerlinEM, a narrow field of view, large pixel size, and the presence of dead pixels due to fabrication imperfections. The $55 \mu m$ pixel pitch of the detector is much larger than the typical pitch in CCDs. For example, the Gatan UltraScan-1000 camera, installed in our laboratory, has a $14 \mu m$ pitch, $\sim 4 \times$ smaller than MerlinEM’s. Higher magnifications are therefore needed with MerlinEM to attain the same resolving power.
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Figure 1.16 – Single pixel simplified diagram in a HPD, inspired by drawings in literature, e.g. [176]. Ohmic contacts are in aluminum.

Noise

Low-dose microscopy covers a broad area of biological imaging, as electron cryomicroscopy (cryoEM) [184, 185], and embraces also fs stroboscopic imaging. In biological application the dose is limited by the elevated radiation softness of the specimens, while in fs imaging it is set a priori by the source characteristics.

The development of direct detectors has been prompted in large part by cryoEM, and in cryoEM direct detectors saw their first applications [186–188]. The scarcity of electrons makes each count more precious, and an efficient detection essential. In short, a high detector quantum efficiency (DQE) is required.

For UEM, it is somehow less vital to detect all the electrons, provided that the sum of camera and external noises is low enough to allow long or repeated exposures.

In CCDs, the camera noise has contributions from the dark current and the electronic readout. Readout noise is a purely electronic noise, and is independent on the exposure time. It is added by the detector in the signal transfer and conversion process, for example in the digital-to-analog conversion of the voltage into discrete counts. In general its level varies from pixel to pixel, but for CCDs there is also a second component, associated with the line-by-line reading mode, in which the charge is sequentially transferred to the neighboring potential well.

Thermal noise is the statistical noise of the dark current, created by the thermally excited electron-hole pairs in the semiconductor, and follows the Poisson distribution, as shot noise does. It depends on some material and geometrical parameters, such as bandgap and pixel size, and notably on the operation temperature of the device. That is why CCDs are kept cooled by Peltier cells, usually around −20 °C. Yet, they have a considerable amount of thermal noise, deleterious for long acquisitions. For the Gatan UltraScan-1000, the thermal noise equals the readout noise for an acquisition time $t \approx 1$ s, and dominates for longer exposures.

We can perhaps better catch what said so far writing down explicitly the signal-to-noise ratio (SNR) contributions. If $A$ is the electron current on the detector, $Q$ the detection efficiency, $t$ the acquisition time, $B$ the dark current per unit of time, $C(r)$ the readout noise contribution$^9$

$^9$The variable $r$ here indicates that the amplitude of $C$ varies in space, i.e. it is pixel dependent.
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then

\[
\text{SNR}_1 \sim \frac{AQt}{\sqrt{AQt + Bt + C(r)}} \tag{1.10}
\]

is the SNR for one frame. If \(N\) frames are averaged, in principle we might expect \(\text{SNR}_N\) to simply be \(\sqrt{N} \cdot \text{SNR}_1\). As we observe with our UltraScan-1000 CCD, deviations from this ideal scenario, the readout \(C(r)\) is higher or lower in different pixels, and does not average out for multiple acquisitions. This is reflected in the empirical fact that it is preferable to work with long exposures rather than averaging several shorter frames.

For large enough \(t\), Eq. 1.10 scales with \(\sqrt{t}\) as expected for the sum of Poissonian events. If furthermore \(AQ < B\), which is a typical scenario in fs experiments, the signal has to fight mostly with the thermal noise, and very large acquisition times are needed to overcome the noise. However, \(t\) cannot be extremely large. Camera electronics do not allow to acquire for longer than typically \(\sim 6\) minutes, and the signatures of cosmic rays start to cluster. At the same time, the mechanical stability of the sample (and in more rare cases of the electron beam) also does not allow to integrate for a time longer than several minutes, even in low magnification and at room temperature.

In MerlinEM, the integrated pixelated electronics enable the high speed of the readout system, and a key point is its ability of single electron counting. Two independent thresholds suppress the camera noise. An event is registered only if it produces a current ranged between the two thresholds. With this dual energy discrimination, thermal and readout noise can be fully disregarded in the event counting. In Eq. 1.10 terms, it means \(B = 0\) and \(C = 0\). The measurements become hence virtually noise-free, i.e. virtually limited by shot noise only:

\[
\text{SNR}_N = \sqrt{N} \cdot \text{SNR}_1 \sim \sqrt{AQNT}. \tag{1.11}
\]

When working at very low average electron dose and with very long exposures, internal and external sources of radiation can contribute significantly to the noise level, and in some case overshadow the signal. These sources include [171]

- low-energy photons, notably reflections of the laser pump pulses, or of the photoemitting laser as well –when operating with flat cathodes–,
- high-energy cosmic rays,
- X-rays generated in the microscope, bremsstrahlung radiation mostly,
- radioactive decay of material inside the detector.

In CCDs, X-rays are substantially attenuated. Cosmic rays have a very high energy, and in CCDs generate many counts per event, up to thousands, often distributed throughout several
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Figure 1.17 – a: Collected electron counts as a function of $\text{Thr}_0$. $\text{Thr}_1$ is 500 keV. The counts have been normalized at 1 for $\text{Thr}_0 = 80$ keV. b: Concept of ‘charge summing mode’.

pixels. The MerlinEM detector is invisible to all the radiation at energy lower than its first threshold, as visible light and part of the X-rays. The counting system is made such that, within the overall $\sim 100 – 200$ ns of detection time, at most one count per pixel can be registered. Cosmic rays of intermediate energy are detected, but generate only 1 count, regardless of their energy, and give therefore a negligible contribution.

More in general, if 2 or more electrons hit a pixel within the minimum detection time mentioned above, only 1 event is registered. Also, it makes direct counting cameras unsuitable for any single-shot application.

Thresholds and efficiency

By changing the two independent energy thresholds, different counts are registered. One threshold ($\text{Thr}_1$) should be always higher than the electron energy, in our case 200 keV. We typically kept it fixed at 500 keV. An incident high-energy electron ceases its energy to several adjacent pixels. When the other threshold ($\text{Thr}_0$) is very low, the energy in many pixels is higher than the set threshold, and all of them register a click. With reference to Fig. 1.17a, this is the case of $\text{Thr}_0 \ll 80$ keV. In these conditions, also the spatial resolution is worsened. When $\text{Thr}_0$ is higher, some events are instead lost, because they do not deposit enough energy to overcome the set threshold in any individual pixel. An optimum can be found experimentally, with the caveat that if few-pixel resolution is not required, a lower $\text{Thr}_0$ may bring count benefits. An analysis that considers the number of total counts versus the numbers of electron clusters in the image suggests that the optimal condition (number of counts = number of incident electrons) is set for $\text{Thr}_0 \approx (0.45 \pm 0.05)E_0$ [189], which for $E_0 = 200$ keV electrons corresponds to $90 \pm 5$ keV.\(^\text{10}\)

\(^\text{10}\)The value $\text{Thr}_0 \approx 0.45$ is found for $E_0 = 60$ keV. Electrons at 200 keV have a higher spread function, and therefore the optimal $\text{Thr}_0$ may be lower.
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Figure 1.18 – (a): Bright-field image of a gold nanorod. Ultrafast laser pulses excite longitudinal (L) and transverse (T) acoustic modes in the nanorod. (b): The acoustic contraction and expansion of the nanorod is monitored by accurately fitting the nanorod edges. Here variations on the transverse direction are shown. Image reproduced from ref. [190].

1.5.1 Direct detectors in time-resolved microscopies

Direct electron cameras have been introduced in ultrafast microscopy laboratories only recently [66]. Kwon and co-workers reported the coherent ps-resolved acoustic expansion and compression of a gold nanorod with unprecedented spatial accuracy, ~1 Å, as shown in Fig. 1.18 [190]. A Gatan K2 Summit camera is used in that work, placed before the electron spectrometer.

In MerlinED, and similarly in Gatan K2 and K3 cameras [191], each electron can be assigned to a single pixel, despite it deposits above-threshold energy in more than one pixel. The software evaluates the center of mass of the deposited energy, and assign the count only to that pixel. This is the ‘single counting’ or ‘charge summing’ mode, Fig. 1.17b. It works only if the electrons in each frame are very sparse. Otherwise, the coincidence losses become important. K2 and K3 cameras can have an effective sub-pixel resolution by what is called super-resolution mode. It is based on the same principle of the single counting mode, with the idea that the center of mass can be calculated with sub-pixel accuracy. The principle is already present in some optical super-resolution microscopies [192]. Effectively, it was reported to increase the number of ‘pixels’ by a factor 4 [188]. It can be especially useful to avoid aliasing when imaging objects whose magnified image is slightly smaller than the pixel size [193].

Camera rate

In MerlinED, due to the parallelized digital readout, large dynamic range acquisition options are available. They have a natural tradeoff with the readout speed. Maximum readout rates are 14.4 kHz at 1 bit, 2.4 kHz at 6, 1.2 kHz at 12, and 600 Hz at 24 bits. No dead time between frame acquisitions can be reached exploiting two readout counters, rows and columns. Bursts of faster acquisitions are also possible, for a limited time, until the data flow experiences a bottleneck at the exit of the buffer.
The direct detection, the fast reading, and the possibility to acquire continuously with the dual channel are ideal features for fast camera-rate experiments. Typical acquisition rates in CCD-equipped TEMs are $\sim 25$ Hz or slower, limited by their electronics. For imaging applications, sub-ms acquisitions would be also very hard to be carried out with CCDs because of the readout noise.

With direct detection cameras, instead, the camera noise is negligible, and the SNR is limited exclusively by shot noise. $\mu$s-resolved real-space videos can be shot in high-brightness TEM. However, being our TEM based on thermionic emission, it has a lower brightness with respect to FEGs. It is not obvious to record good images in the sub-ms range, excluding special cases with high contrast and low magnification. This is confirmed by Fig. 1.19, where the exposure of the camera is varied from $1 \mu$s to 10 s: a well recognizable image is obtained at $1 \mu$s exposure, or longer. At the highest beam current possible, brightness can be increased by at least $\sim 1$ order of magnitude, so $2.4$ kHz videos could be acquired, even though for contrasts not requiring high electron coherence. Due to the small dynamic range at $2.4$ kHz (6 bits), the observable contrast variation should be quite large.

Diffraction patterns on the other side can easily have a good SNR, since counts are limited to regions of few pixels. Actually in diffraction the problem is the dynamic range, which should not saturate. As a proof of principle, we studied a structural deformation of a $\beta$-MoTe$_2$ flake, induced by the heat produced by a continuous train of ns UV laser pulses ($20$ kHz, $25$ ns, $266$ nm, $\sim 1$ kW/cm average power). The time resolution is $410 \mu$s, and we employ the dual-counter reading mode to have no dead time between consecutive frames.

In Fig. 1.20a a diffraction pattern is shown before the transition occurs. It is acquired in selected-area diffraction mode. In Fig. 1.20b the difference between after and before is represented, while in Fig. 1.20c we plotted a parameter linked to the amplitudes of some Bragg
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reflections which vary of ∼ 80% across the transition. The time coordinate is calculated from
the opening of a mechanical shutter, which let the laser pulses heat the specimen. The shutter
has an opening time of ∼ 50 ms. The position and FWHM of the peaks show instead only small
modifications, < 2%. Here we have a laser repetition rate higher than the probe sampling.
If we would do vice versa, one could perhaps resolve the temperature buildup. We notice
that the transition happens abruptly, within our resolution. We can therefore safely say that
the heat-induced transition occurs on less than 410 µs, and that no modifications are visible
before. In reality, since we are acquiring without dead times, and the transition is sharp
between two consecutive frames, one could argue that the transition has had to occur in a
much shorter time than the frame time, towards the end of one frame or the beginning of the
following.

Figure 1.20 – Thermally-induced transition in a β-MoTe₂ flake, seen by in-situ sub-ms camera-
rate electron diffraction. a: Diffraction pattern (DP) before the transition. b: Difference
between the DP before and after the transition (“After–before”). In both (a) and (b) the
patterns considered are averages between 400 frames, and the color scales are saturated at
high counts, to make more DP features visible. We label with A and B the two Bragg reflections
undergoing the biggest changes. c: The variation of the ratio of the peak amplitudes \( I_A/I_B \)
is plotted as a function of time. The inset is an enlarged view of the points across the transition.
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Figure 1.21 – Lorentz transmission electron microscopy (LTEM) micrographs of a Fe$_3$O$_4$ lamella, showing a vortex state. a: Acquired with MerlinED. b: Acquired with Gatan UltraScan-1000. Image (a) and (b) are both acquired with ns-photoelectrons, for 10 s at 20 kHz and 360 s at 90 kHz, respectively. Scale bars approximately 600 nm.

Pump-probe

The immediate advantage of these cameras for stroboscopic pump-probe studies is in the suppression of the camera noise. A comparison between Gatan UltraScan-1000 CCD and MerlinED is presented in Fig. 1.21. A Lorentz micrograph of a vortex state in a thin ferrimagnetic lamella is shown, for a similar value of magnification and defocus. The alignment of the microscope is not exactly the same for the two images, and it would be improper to extract a quantitative comparison. It gives however the hint of how better the MerlinED camera could be.

A significant advantage of the fast acquisition may be in performing lock-in measurements. They would greatly improve the sensitivity of the instrument. One could set the frequency of the chopper to $\leq 7.2$ kHz, and ideally set the camera acquisition and laser repetition rate to $\leq 14.4$ kHz. Otherwise, one could work at $N$ times that repetition rates, chopping every $N$ pulses. The introduction of lock-in measurements would be particularly interesting for diffraction experiments, where the instability of the electron beam intensity is the main factor limiting the resolution. This could allow to see variations in the diffraction spot intensity orders of magnitude lower than actual ones. Extra care should instead be paid for peak position and FWHM of the spots. Notably, the success in implementing a lock-in approach is linked to the camera noise suppression. Without it, lock-in measurements would be hardly beneficial.

Detector gating - chopping the dynamics

As seen in Sec. 1.2, one of the schemes adopted to achieve high temporal resolution consists in chopping a continuous wave beam. Chopping methods aim at minimizing the TEM modifications, so preserving of the high beam quality typical of continuous beams. The ultimate level of this approach consists in chopping the response from the detector, rather than the
Figure 1.22 – a: Cross-correlation signal between 30 ns electron pulses and the gated camera acquisition, for different acquisition times, as indicated in the legend. The counts for 200 and 2000 ns acquisitions are rescaled to the same height of the 20 ns curve. Gaussian fits are shown as dashed and point-dashed lines, for 20 ns and 200 ns, respectively. They fail in fitting the tails of the distributions. b: Counts for CW and pulsed electrons, for decreasing acquisition times.

beam itself. In this way, every microscope could be turned into a time-resolved microscope just by choosing the right detector and a suitable synchronized excitation. The application of impulsive excitations can also be non invasive for the TEM; for example transmitted through the sample holder. Electric and magnetic pulses can be applied locally, and laser pulses as well –with properly designed optical fibers.

The acquisition with the MerlinED detector can be gated by a clock with \( \sim 8 \) ns accuracy (electronic jitter). The minimum acquisition time of the detector is 20 ns, but the overall temporal resolution is inherently related to the physics of the semiconductor device, and in our experiments currently limited to \( \sim 200 \) ns with \( \text{Th}_0 = 30 \text{ keV} \). In fact, the hole diffusion and drift time to the collecting electrode is \( \sim 100 - 120 \) ns. It means the counts are redistributed over such temporal window, and if one integrates all the counts, it is impossible to extract any faster information.\(^{11}\)

The temporal resolution in Fig. 1.22a is measured as the cross-correlation between the gated camera acquisition and a synchronized ns-pulsed electron source.

For the synchronization, we utilized as trigger start the external raising edge coming from the ns laser, while the trigger end is internal. The delay is changed electronically in the DDG. The sum of all the external electronic jitters is \( \sim 10 \) ns, and the 600 Hz repetition rate UV pulses are \( \sim 20 \) ns FWHM-long. The electron pulses inherit the same duration [88]. An experimental upper boundary to the electron pulse duration is independently set to \( \sim 100 \) ns by the absence of double counts per pixel when a single pulse is focused on the camera. Pulses longer than \( \sim 100 \) ns would temporally leak out of the window that limits a single count per pixel, and

\(^{11}\)One may expect however an improved time resolution for high values of \( \text{Th}_0 \) at the expense of the sensor efficiency. For instance, it has been proven [151] that for \( \text{Th}_0 = 51 \text{ keV} \) and \( \text{E}_0 = 60 \text{ keV} \), a resolution as low as 70 ns is obtained, compared with 140 ns with \( \text{Th}_0 = 28 \text{ keV} \). This strategy may lead our 200 keV instruments to sub-100 ns resolution in gating mode.
double counts would be observed. In Fig. 1.22a, for 20, 200, and 2000 ns-long acquisitions, the electron-camera cross correlation has \( \sim 220, \sim 260, \text{ and } \sim 2000 \) ns FWHM duration, respectively. Time-zero also shifts of \( \sim -100 \) ns between the 20, and 200 ns-long acquisitions. Note the logarithmic scale on the ordinate, and the asymmetry of the tails, more striking if compared to the Gaussian fits. 

In Fig. 1.22b, continuous wave and pulsed electron counts are plotted for short acquisition times. For exposures shorter than \( \sim 200 \) ns, both are linear, while for longer acquisitions the photoelectrons reach the saturation. This is a second, independent proof of a \( \sim 200 \) ns camera resolution. The noise on the photoelectron counts is due to intensity fluctuations, which are not averaged out because only a single pulse per point was measured.

A simple way to improve the temporal resolution is to fabricate a thinner Si chip, sacrificing some signal. Semiconductors with a higher atomic number, such as CdTe or CdZnTe, could guarantee maximum efficiency for a thinner chips, for a possibly higher temporal and spatial resolution, especially for high electron energies (200–300 keV) [176]. CdTe pixelated detectors are however reported to suffer of some unwanted fluorescence, which broadens the point-spread function (PSF) [194, 195].

The maximum repetition rate for slicing is 14.4 kHz. With reference to Fig. 1.19, we need as little as 1 ms of continuous wave acquisition to form a low magnification structural image. It means 5000 200 ns-long acquisitions, which at 14.4 kHz can be acquired in \( \sim 350 \) ms. In Fig. 1.19 the electron current was in standard condition, but if needed, it can be increased of at least a factor 10. However, for imaging requiring higher transverse coherence, as magnetic imaging, an extra factor of \( \sim 100 \) in electron counts may be lost. Assembling all together, the acquisition of a well-resolved image could be carried out in several seconds, a very reasonable time.
2 PINEM and inverse transition radiation

In the first part of this chapter I will introduce photon-induced near-field electron microscopy (PINEM) concepts and methodologies. The second part is about stimulated transition and inverse transition radiation, a phenomenon very similar to PINEM, but which does not rely on near fields. An extended characterization and discussion of the effect is presented. This second part is largely based on ref. [141]: “Attosecond coherent control of free-electron wave functions using semi-infinite light fields”, Nat. Commun. 9, 2694 (2018).

2.1 PINEM

When a swift electron passes through matter, or in its proximity, it generates a broadband excitation of the sample, and it can therefore spontaneously transfer energy to the sample, as for example in Fig. 2.1a. The energy lost by the electron is absorbed by the internal degrees of freedom that have been excited. They can be photons [196, 197], plasmons [198, 199], or other low-energy bosonic modes. In electron energy loss spectroscopy (EELS), the energy lost by the electrons is measured [41]. Complementarily, the excitation in the specimen can be radiated, and measured in the far field by cathodoluminescence (CL), as in Fig. 2.1b.

The inverse process, where swift electrons gain energy after interacting with the specimen, is also possible, although requires the interaction with highly populated excited states in the material. This process is termed electron energy gain spectroscopy (EEGS) [200].

Avant-guarde electron energy gain (EEG) have been observed in LiF films at RT but not at low temperature, suggesting the role of the excited-state density [201]. Indeed, the gain and loss scattering cross section are proportional to the occupation probability of the initial state: for EELS the ground state, $\propto (n + 1)$, for EEGS the excited state, $\propto (n)$ [200]. $n$ is here the Bose-Einstein statistical occupation number $n = 1/(\exp(E/k_B T) - 1)$, which is a function of the temperature $T$. This simple argument explains the scarcity of EEGS events, and their localization near the ZLP, with a gain of $\sim k_B T$, which is well in the sub-100 meV range, at RT. For this reason, an exceptional spectroscopic resolving power is required [34]. Intriguingly, by measuring the gain/loss ratios, the precise temperature of the specimen can be retrieved, with sub-nm spatial resolution [202, 203].
A good strategy to overcome the limitations in EEG consists in optically pumping the sample at a frequency $\omega$ [205, 206]. A mode in the material at the excitation frequency $\omega$ can be densely populated, reaching highly nonthermal states. In these conditions, the swift electron can have a high probability to absorb the excitation at energy $\hbar \omega$. And, for high occupancies, a symmetrically high probability to cede an excitation quantum. Examples of the two stimulated processes are depicted in Fig. 2.1f and g, respectively. They are referred to as photon-assisted or stimulated electron energy gain and loss processes.

Crucially, the net absorption or emission of photons cannot take place if the (nearly-relativistic) electron and light plane waves are in unbounded vacuum (Lawson–Woodward theorem) [207, 208]. The photon momentum $|p_{\text{ph}}| = \hbar \omega / c$ cannot match the longitudinal component of the electron momentum variation upon photon absorption or emission, $|\Delta p_{\text{e}}| = \hbar \omega / v_e$. When light has instead a certain degree of localization, as in near fields, the photon momentum distribution become broader, $\Delta x \Delta p \gtrsim \hbar/2$, and the four-momentum conservation can be fulfilled. For these processes to happen, the presence of a third body is therefore necessary. We usually identify this third body with the specimen of the experiment.

Secondarily, for the nonthermal population to be high, a very intense optical illumination is required. Hence the need of ultrafast light pulses, which can provide a very strong transient electric field (i.e. extremely high photon densities) without thermally damaging the specimen. At the same time, ultrafast pulse excitation makes this phenomenon difficult to study by CW electrons, because of the tiny duty cycle of the process compared to the total acquisition time. This is the simple historic reason why only with the development of UEM the process has been observed [119]. In UEM, the duration of the probe electrons can match the duration of the photon pulse. Thus, the stimulated photon absorption and emission can be observed easily, even if it has a high probability only during the few 100s fs excitation.

Figure 2.1 – Diagrammatic view of some of the photon-plasmon-electron absorption and emission processes, partially adapted from [204]. In each panel, time flows from left to right.
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Using a UEM [121], B. Barwick et al. [119], observed a giant, multiple exchange of energy quanta with gain-loss symmetry, as shown in Fig. 2.2b. Multiwalled carbon nanotubes were irradiated with femtosecond visible light at frequency $\omega$, Fig. 2.2a. The photon-induced near field created at the edges of the nanotube oscillates at the same frequency $\omega$, and is strongly confined. The sidebands are peaked at energies $E_\ell = \ell \hbar \omega$, with $\ell = 0, \pm 1, \pm 2, \ldots$. Since the population of the mode is very high, $n \gg 1$, then $n + 1 \approx n$, so that absorption and emission have the same probability [209].

If only the gain part of the spectrum is selected in energy-filtered transmission electron microscopy (EFTEM), a real-space image of the near-field distribution is obtained, as in Fig. 2.2c. Hence explained the acronym PINEM. Although the acronym refers explicitly to microscopy, we use it as well when dealing with the spatially-integrated spectral analysis. Imaging with the gain is generally preferable than with the loss side, because it is background-free. If the whole spectrum is used to construct the image, it will generate instead just the structural contrast, since spectrally integrated quantities are insensitive to small variations in beam energy distribution.\(^1\)

After the first work on nanotubes, PINEM succeeded in imaging near fields surrounding metallic nanoparticles [210], steps in graphite [211], and even biological samples [212].

Time-resolved PINEM experiments are doable in principle by varying the delay between a short excitation and the electrons. However, photoexcited near fields and plasmons have typically a shorter lifetime ($10^{-100}$ fs) than the electron pulses ($>250$ fs, and often longer). As

---

\(^1\)Rigorously, the spread in energy of the beam couples to nonidealities of the electron optics (chromatic aberrations), and the resulting image can be affected, even though it is a second-order problem, relevant typically only for high magnifications. Conversely, in the reciprocal space often there is no need to perform energy-filtered measurements to extract PINEM information, although EFTEM may be beneficial. This happens because a transverse momentum exchange is often associated with the energy transfer. We made use of this effect for the first time in ref. [141], and we will see it recurrently throughout the thesis.
a result, time-resolved PINEM traces are usually temporal cross-correlation measurements, as seen in Sec. 1.3.2. By imaging propagating SPPs, we recently succeeded in resolving their temporal evolution [143, 213], as we will see in Chap. 3. Closely-related physics can result also from the scattering of electrons at lower energies (e.g. 1 keV) with a strong laser beam, in presence of a third body, for example an atom [214]. Based on that, spectrally-resolved gas-phase diffraction from molecules has been reported [215, 216]. The real-space imaging capability is however a prerogative of PINEM, which has been performed also in scanning diffraction [217, 218] and SREELS [142] modes. Recently, we showed it in momentum space as well, i.e. in MREELS [141].

2.1.1 Elements of PINEM theory

A theoretical description of PINEM can be found in [137] and [219]. Here I will give the elements needed for the following discussions [141].

A generic electron wave packet can be expressed as a sum of plane waves with momentum $\hbar k$.

Let $\hbar k_0$ be the central momentum, whose norm is $\hbar k_0 = \sqrt{2m_eE_0(1 + E_0/2m_eC^2)}$. $E_0$ is the central electron kinetic energy ($E - m_eC^2$), and $m_e$ the electron rest mass. If the momenta are narrowly peaked around $\hbar k_0$, namely $|k - k_0| \ll k_0$, the electron wave packet can be described as

$$\psi(r, t) = e^{i(k_0 \cdot r - E_0 t/\hbar)} \phi(r, t),$$  \hfill (2.1)$$

with $r$ and $t$ spatial and time coordinate, respectively, and $\phi(r, t)$ a slower envelope function, which accounts for the different momenta $\hbar k$ centered around $\hbar k_0$. The electron velocity $v_0$ is linked to $k_0$ by the relation $v_0 = (\hbar k_0/m_e)(1 + E_0/m_eC^2)$. For 200 keV electrons, $k_0 = 2.5 \text{ pm}^{-1}$, and $v_0 = 0.695c$, as calculated in Sec. 1.1.1. We aim at describing the interaction of the electron wave packet with an optical field, solving the time-dependent Schrödinger equation

$$(\hbar H_0 + H_1)\psi(r, t) = i\hbar \partial_t \psi(r, t).$$  \hfill (2.2)$$

Here, $H_0$ is the kinetic term (free-space Hamiltonian), $H_1$ the interaction term with the optical field, which can be written as $H_1 = (-i e\hbar/m_eC)A(r, t) \cdot \nabla$. The last expression is correct in a Coulomb gauge ($\nabla \cdot A = 0$) with a vanishing scalar potential ($\phi = 0$). The unperturbed energy term can be expanded to first order, i.e. $H_0 \approx E_0 + (\partial E/k_0) \cdot (k - k_0) \approx E_0 - h v_0 \cdot (i \nabla + k_0)$. The light interaction term can instead be approximated by considering $\nabla \approx i k_0$, resulting in $H_1 \approx (e\hbar/m_e)A(r, t) \cdot k_0$. It follows that Eq. 2.2 can be rewritten as

$$(v_0 \cdot \nabla + \partial_t)\psi(r, t) = -i e\hbar/m_e v_0 \cdot A(r, t)\phi(r, t).$$  \hfill (2.3)$$
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The solution of the Schrödinger equation in this form is

$$\phi(r, t) = \phi_0(r - v_0 t) \exp \left\{ \frac{-i q e}{\hbar c} v_0 \cdot \int_{-\infty}^{t} A(r + v_0 t' - v_0 t, t') \, dt' \right\}. \tag{2.4}$$

We indicated as $\phi_0(r, t)$ the wave packet before the interaction with the optical field, which for our experiments can be described by a Gaussian function with 250 fs FWHM, or longer. The optical excitation, represented in Eq. 2.4 by the vector potential $A(r, t)$, is a pulse whose envelope is much longer than an optical period. Therefore, we can write $A(r, t) \approx (-i c/\omega) E_0(r, t) e^{-i \omega t} + \text{c.c.},$ where $E_0(r, t)$ is the envelope function of the electric field amplitude. In our experiments, this envelope has a duration of 55 fs FWHM, or longer, while the optical period is 2.63 fs for excitation at $h\omega = 1.57$ eV.

Once we substitute the expression of the vector potential in Eq. 2.4, we get

$$\phi(r, t) = \phi_0(r - v_0 t) e^{-|B|^2 + \phi^*}, \quad \text{where} \quad |B|^2 = \frac{q e}{\hbar} v_0 \cdot \int_{-\infty}^{t} E_0(r + v_0 t' - v_0 t, t') e^{-i \omega t'} \, dt'. \tag{2.5}$$

Finally, we use the identity $e^{i u \sin \varphi} = \sum_{\ell=-\infty}^{\infty} I_{\ell}(u) e^{i \ell \varphi}$, where $I_{\ell}(u)$ are Bessel functions of the first kind, $|u| = 2|B|$, and $\varphi = \text{arg} B$. We end up with the following expression:

$$\phi(r, t) = \phi_0(r - v_0 t) \sum_{\ell=-\infty}^{\infty} I_{\ell}(2|B|) e^{i \ell \text{arg} B}. \tag{2.6}$$

From the definition of $B$ in Eq. 2.5, we can see that only the projection of the electric field along the electron trajectory is relevant for the interaction. Net electron acceleration and deceleration are in effect possible only when subjected to an electric field in the electron propagation direction. Without loss of generality, we can now consider the electron beam propagating along the direction $\hat{z}$, the optical axis of the microscope. We also describe the optical excitation as a Gaussian pulse $E_0(r, t) = E_0(r) e^{-i t/4\Delta t^2}$, with $\Delta t = 2\sqrt{\ln 2} \sigma_{ph} \approx 2.355\sigma_{ph}$ the FWHM of the pulse intensity. The pulse duration $\Delta t$ is taken to be much longer than the optical period and the interaction time with the electron around the specimen. For simplicity, we also considered the optical pulse to be Fourier transformed, i.e. in absence of chirp.

Under these assumptions, $B = \beta(r) e^{-i(\omega t/\sigma_{ph} - t^2/4\sigma_{ph}^2)} e^{-i \omega_0 (z/v_0 - t)}$, with

$$\beta(r) = \frac{q e}{\hbar \omega} \int_{-\infty}^{z} E_0^*(x, y, z') e^{-i \omega z'/v_0} \, dz'. \tag{2.7}$$

$\beta$ is perhaps the most recurrent physical quantity in this thesis, because it sets the strength and phase of the interaction.$^3$ Since we measure the electron states at the detector, far away from the interaction region, we usually deal with $\beta = \beta(x, y) = \beta(x, y, z = +\infty)$, which –apart from a multiplicative factor– is the spatial Fourier transform of $E_0^*$ along $z$, calculated at the spatial frequency $\omega/\sigma_{ph}$. This spatial frequency is actually the angular wavenumber of the light field that allows for momentum conservation in the interaction: $|\Delta k_{e0}| = \omega/\sigma_{ph}$.

$^3$ Usually hundreds as, but at most few fs, for a visible or near-infrared field extending over $\sim \lambda_{ph}$ in the $\hat{z}$ direction.

$^3$ $\beta$ is sometimes termed ‘PINEM field’ [137].
the momentum (in units of $\hbar$) for which the phase velocity of the light field is derived from
the exchanged momentum for an emission or absorption process, that is: $p_{\text{ph}}^{\text{phase}} = \omega / \Delta k_e = v_0$.
The expression of $\beta$ correctly implies that if the Fourier component of the $z$ component of the
optical field configuration at the momentum-matching value is vanishing, no electron-photon
interaction is possible, since the wave packet $\phi$, Eq. 2.5 or Eq. 2.6, would be equal to the
incident, unperturbed electron wave. Once considered the expression for $\beta$ and the finite
photon pulse width, the final expression of the electron wave packet at a generic position and
time $(r, t)$ becomes

$$\phi(r, t) = \phi_0(r - \mathbf{v}_0 t) \sum_{\ell = -\infty}^{+\infty} I_\ell \left(2|\beta(r)| e^{-\left(z/v_0 - t\right)^2/4\sigma_{\text{ph}}^2}\right) e^{i\ell \arg{-\beta(r)}} + i\ell \omega(z/v_0 - t). \quad (2.8)$$

The Bessel functions have a dumped oscillatory behavior, for high-enough $\beta$. The last part of
the exponential corresponds to an energy $\ell \hbar \omega$ and a linear momentum component $\ell \hbar \omega / v_0$
gained or lost by the electron in the interaction. The higher the value of $I_\ell(2|\beta|)$ for a given $\ell$,
the more populated the $\ell$th sideband in the energy spectrum.
In case of monochromatic light, as the light coming from a CW laser source, the expression of $\mathcal{B}$
gets simplified by the Gaussian prefactor accounting for the pulse, and it does not depend
on the temporal variable $t$. Similarly, in Eq. 2.8 the argument of the $\ell$th-order Bessel functions
would be just $2|\beta|$, without the Gaussian term. Indeed, apart the Gaussian prefactors, the
theory works for a continuous, monochromatic optical field.
The electron pulse envelope can be assumed to be $\phi_0(r - \mathbf{v}_0 t) \propto e^{-\left(t - z/v_0 - \Delta t\right)^2/4\sigma_e^2}$. Again, the
pulse duration is $\Delta t = 2\sqrt{2\ln2} \sigma_e \approx 2.355 \sigma_e$. The electron is here modeled to have perfect
longitudinal coherence over its wave packet extension, and that no statistical incoherence is
considered. This hypothesis is not strictly correct, see Sec. 1.3.2, but we will show that it is not
restrictive in our description of PINEM.
We wrote explicitly only the dependence of $\phi_0$ on the longitudinal coordinate $z$. On the
transverse coordinates $x$ and $y$ the pulse profile can be assumed Gaussian as well, or even
top-hat, in certain experimental conditions. In both cases, it is valid the normalization
$\int |\phi_0(r, t)|^2 d^3 r = N_e$, where $N_e$ is the number of electrons per pulse. In most of the measurements,
we can use $N_e = 1$, as seen in Sec. 1.3.2.
In general, the excitation field is inhomogeneous in the plane of the specimen. The probability
for an electron measured on the detector having absorbed or emitted $\ell$ photons would depend
therefore on the transverse position $(x, y)$. Indeed, we have $\mathcal{P}(x, y) = \int |\phi(r, t)|^2 d z$, evaluated
for large values of $t$. The integral extrema are here $\pm \infty$, having placed the electron source at
$z = -\infty$, and the detector at $z = +\infty$. We can separate the variables in the function $\phi$, and
write it as $\phi(r, t) = \phi_\perp(x, y) \phi_\parallel(z, t)$. For a Gaussian beam in the transverse direction, we get
$\phi_\perp(x, y) = \phi_{0\perp}(x, y) = e^{-(x^2/2\sigma_x^2 + y^2/2\sigma_y^2)}$. We called this factor $\mathcal{E}(x, y)$ to stress that it is just a normalization function.
We have therefore (for $N_e = 1$):

$$\mathcal{P}(x, y) = \sum_{\ell = -\infty}^{+\infty} \mathcal{P}_\ell(x, y), \quad (2.9)$$
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\[ \mathcal{P}_\ell(x, y; \Delta t) = \mathcal{C}(x, y) \frac{v_0}{2\pi \sigma_e} \int_{-\infty}^{+\infty} e^{-(t-z/v_0-\Delta t)/2\sigma_e^2} \left| j_\ell \right|^2 \left| \beta(x, y) \right| e^{-(z/v_0-t)^2/4\sigma_{ph}^2} dz \]  (2.10)

the probability to have exchanged a net number \( \ell \) of photons. Here we used the orthonormality property of the Bessel functions \( j_\ell(u) \). By changing integration variable, we can rewrite Eq. 2.10 as

\[ \mathcal{P}_\ell(x, y; \Delta t) = \mathcal{C}(x, y) \frac{1}{\sqrt{2\pi \sigma_e}} \int_{-\infty}^{+\infty} e^{-t^2/2\sigma_e^2} j_\ell^2 \left( \left| \beta(x, y) \right| e^{-(t+\Delta t)^2/4\sigma_{ph}^2} \right) dt. \]  (2.11)

In the last two equations the interaction strength parameter \( \beta(x, y) \) defined by Eq. 2.7 has to be calculated for \( z \to +\infty \).

From Eq. 2.9, Eq. 2.11, the definition of \( \mathcal{C}(x, y) \), and once recalled the identity \( \sum_{\ell=-\infty}^{+\infty} j_\ell^2(u) = 1 \), we confirm the correct probability normalization

\[ \sum_{\ell=-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \mathcal{P}_\ell(x, y; \Delta t) dx dy = 1. \]  (2.12)

The time integral in Eq. 2.11 can be evaluated term by term by developing the Bessel functions in their Taylor expansions, \( j_\ell(u) = \sum_{j=0}^{\infty} (-1)^j (u/2)^{\ell+2j} (\ell + j)! / j! \), finally yielding

\[ \mathcal{P}_\ell(x, y; \Delta t) = \mathcal{C}(x, y) \sum_{j=0}^{\infty} \sum_{j'=0}^{\infty} C_{\ell j}(x, y) C_{\ell' j'}(x, y) \frac{1}{\sqrt{\lambda}} e^{-n_0|\lambda(\Delta t)|^2/2\sigma_{ph}^2}. \]  (2.13)

Here we have introduced the quantities \( n_0 = \ell + j + j' \), \( \lambda = 1 + n_0(\sigma_e/\sigma_{ph})^2 \), and \( C_{\ell j}(x, y) = (-1)^j |\beta(x, y)|^{\ell+2j} (\ell + j)! / j! \).

All the derivation above assumed implicitly that each sideband \( \ell \) is a well-separated energy channel. We already assumed before Eq. 2.7 that for the light pulse it should hold \( \sigma_{ph}\omega \gg 1 \), and analogously for the electron pulse \( E_0\sigma_e \gg \hbar \). When the (inhomogeneous) statistical distribution of the electron velocities leads to ZLP FWHM~ \( \hbar \omega/2 \), the sidebands in the PINEM spectrum may merge into each other. This fact would partially hinder the PINEM data analysis, but the physics of the interaction would not need another description, because \( \Delta E_0 \neq \hbar/2\sigma_e \).

Moreover, if in the analysis we consider separately the coherent and incoherent temporal broadenings, \( \sigma_e \) and \( \sigma_{e, inc} \), respectively, the result is unchanged, once considered the total broadening \( \sigma_{e, tot}^2 = \sigma_e^2 + \sigma_{e, inc}^2 \) instead of the sole coherent part \( \sigma_e \) [141]. In other words, in all the equations in the current section the temporal broadening \( \sigma_e \) can be thought without loss of generality as the total duration of the electron wave packets as measured in the experiments, which include both coherent and incoherent contributions.

So far, all the measurable quantities (the probabilities \( \mathcal{P}_\ell \)) have been expressed as a function of the transverse coordinates \((x, y)\). If we think about a simple experiment in which the near field
of a single NWIs measured [137, 219], as in Fig. 2.2a, we readily see that the electric field $E^0_z$ is
maximum at the edge of the NW, and it fades away with a certain decay constant $\lesssim \lambda_{ph}$. We call
impact parameter $b$ the distance from the near field source. In a typical experiment [119, 142],
data are collected on the detector from a large field of view, resulting in an average over many
impact parameters. Or in other words, over many $\beta$. The measured spectrum would be formed
by sidebands whose amplitudes are set by the probabilities

$$\mathcal{P}_\ell(\Delta t) = \int_{\text{Area}} \mathcal{P}_\ell(x, y; \Delta t) \, dx \, dy,$$

(2.14)

where the integration is performed over the specimen area probed by the electrons. When
integrated over all the impact parameters $b$, the PINEM sidebands have a monotonically
decreasing intensity with $|\ell|$. The particular case in which a single impact parameter $b$ probed is significant, see also
Sec. 2.1.2. It is the case for which Eq. 2.7 contains a constant excitation field, that is $\mathcal{E}^0_z(x, y, z') =
\mathcal{E}^0_z(x') \forall (x, y)$ probed by the electrons. This condition can be realized in two ways. With a
parallel electron beam, when the system probed is perfectly homogeneous: for example a
laser beam reflecting on a plane mirror, with a laser spotsize much larger than the electron
beam transverse dimensions [141, 220, 221]. Otherwise, the same condition can be reached by
tightly focusing the electron beam on the specimen plane [217, 222]. For visible wavelengths,
generally the strength of a near field varies across tens of nm. If the electron beam is focused on
a diameter of 10 nm or less, the field amplitude $\mathcal{E}^0_z$ can be typically considered homogeneous.

Apart from one of these two conditions being fullfilled, it is necessary also $\sigma_{ph} \gg \sigma_e$ for the
single-electron pulses to undergo the same interaction at each pulse. In fact, even at $\Delta t = 0$, if
$\sigma_{ph} < \sigma_e$ the electrons would statistically sample both peak and tails of the optical pulse, with
a consequent averaging over many interaction strenghts, as can be seen from the argument of
the Bessel functions $J_\ell$ in Eq. 2.11. Ideally, a long top-hat temporal profile would be optimal to
guarantee a constant argument of $J_\ell$ at all probed times; in practice a long Gaussian beam is
already very good [141, 222]. This last condition in the formalism described above corresponds
to the monochromaticity limit of the optical excitation.

Under the conditions of monochromaticity, constant $b$, and time overlap ($\Delta t = 0$)$^4$, Eq. 2.11 is
simplified into

$$\mathcal{P}_\ell = \frac{1}{\sqrt{2\pi \sigma_e}} \int_{-\infty}^{+\infty} e^{-t^2/2 \sigma_e^2} J_\ell^2 \left(2|\beta|\right) \, dt = J_\ell^2 \left(\frac{2|\beta|}{\sigma_e}\right).$$

(2.15)

If we lift the strict condition of monochromaticity, but keep the other two, Eq. 2.11 would
instead read

$$\mathcal{P}_\ell = \frac{1}{\sqrt{2\pi \sigma_e}} \int_{-\infty}^{+\infty} e^{-t^2/2 \sigma_e^2} J_\ell^2 \left(2|\beta|e^{-(t+\Delta t)^2/4 \sigma_{ph}^2}\right) \, dt.$$

(2.16)

$^4$Although time-zero is not defined for monochromatic light, here we have always in mind the $\sigma_{ph} \gg \sigma_e$ case.
Figure 2.3 - a,b: Multilevel system for the electron in presence of the driving field. In (a), examples of either (multi)photon absorptions or (multi)photon emission processes are represented. In (b), examples of complex pathways in the multilevel system resulting in the same net exchanged photons as in (a) are depicted. \( a^\dagger \) and \( a \) are raising and lowering operators, respectively. c: Population probability for the net \( \ell \)s as a function of the driving optical intensity, corresponding to the general (b) case. Panel (c) adapted from [219].

Similarly, Eq. 2.13 becomes
\[
\mathcal{P}_\ell = \sum_{j=0}^{\infty} \sum_{j'=0}^{\infty} C_{\ell j} C_{\ell j'} \frac{1}{\sqrt{A}} e^{-n/\lambda[(\Delta t)^2/2\sigma^2_{\text{ph}}]}. \tag{2.17}
\]

The analytical theory presented in this section well describes the PINEM interaction and its effects [141, 152, 219, 223]. The non-relativistic description is fully correct as long as one considers the relativistically corrected electron velocity [224], as we did at the beginning. In the following section we focus on some captivating consequences in a more quantum-mechanical perspective.

### 2.1.2 Quantum coherences and Rabi oscillations

We now focus on the simple case of Eq. 2.15, in which the probability to populate the \( \ell^{\text{th}} \) sideband is given by the square of the \( \ell^{\text{th}} \) Bessel function of the first kind, with argument 2|\( \beta \)|.

Gain and loss energy photon orders can be represented as energy states in a multilevel, evenly-spaced quantum ladder Hamiltonian, of the type shown in Fig. 2.3a,b. We label the states by their photon order \( \ell \). The spacing between the levels is \( \hbar \omega \), and in absence of interaction (\( \beta = 0 \)) the probability to have an electron in the state \( \ell = 0 \) is unitary. When the excitation field is turned on, nonzero-order states start getting populated, with probabilities \( \mathcal{P}_\ell \) as in

\[\text{In analogy with diffraction jargon, the configurations in panel a and b are sometimes referred as ‘kinematical’, and ‘dynamical’, respectively [217]}

---

5In analogy with diffraction jargon, the configurations in panel a and b are sometimes referred as ‘kinematical’, and ‘dynamical’, respectively [217]
Figure 2.4 – a: Experimental measurement of the multilevel Rabi oscillations: energy-field map. b: Some representative spectra from panel (a); offset for clarity. Both panels adapted from [222].

Eq. 2.15. Being $I_\ell^2(2|\beta|)$ oscillatory as a function of $|\beta|$, the population of the $\ell^{th}$ photon order oscillates as a function of the field strength. A theoretical map of this oscillatory phenomenon is reported in Fig. 2.3c. We note for example that the $0^{th}$ order, i.e. the ZLP, gets depopulated till it is vanishing. At the first zero of the ZLP, the $\ell = \pm 1$ levels hold the majority of the spectral weight. For higher field intensities the ZLP repopulates, and so on.

Experimental evidence of $P_\ell \neq 0 > P_0$ has been reported and explained in ref. [137] and [217]. The oscillations are not observed to reach zero, because of the partial averaging in space (over different $b$) and time ($\sigma_{ph} \sim \sigma_e$). In ref. [222], high-quality experimental data are reported, together with a description based on coherent quantum superpositions generating Rabi-like oscillations in the multilevel system, which I will succinctly outline it in the following paragraph.

On the quantum ladder of Fig. 2.3b, a higher level can be described by an electron having absorbed a photon as the result of the action of a raising operator $a^\dagger$. Similarly, an electron energy loss (EEL) level is reached by a lowering operator $a$, with $[a, a^\dagger] = 0$. We have $a^\dagger |m\rangle = |m + 1\rangle$, and $a|m\rangle = |m - 1\rangle$, where $|m\rangle$ is the electron state in the $m^{th}$ level of the ladder. We assist to a net exchange of $\ell$ photons by applying $\ell$ times $a^\dagger$, but also $\ell + 1$ times $a^\dagger$ and once $a$, and any other combination of $\ell + N a^\dagger$ and $N a$, $N = 0, 1, 2 \ldots$. The strength of the interaction ($\beta$) sets the maximum number of scattering events, say $n$. The highest populated photon order is $|\ell| = n$. Therefore, the highest measured order is directly related to the maximum interaction strength, as visible in Fig. 2.3c.

For $|\ell| < n$, the occupation probability is set by the coherent sum of all the possible pathways in the ladder yielding $\ell$ net exchanged photons. Each pathway has its own associated phase, and their coherent superposition leads to constructive or destructive quantum interference. This argument gives the physical explanation to the oscillations in the occupation probability of the sidebands.

---

6 Condition sometimes referred to as ‘inverted population’ [137].
Figure 2.5 – **a**: Rabi oscillations in a two-level system. The electron is in a superposition state \( A|1\rangle + B|0\rangle \), with \( AA^* \) and \( BB^* \) oscillating as square cosine and sine functions, respectively. **b**: Rabi-like oscillations in a multilevel system. The electron is in a superposition state of the \( 2n + 1 \) levels. The probability to occupy a state \( \ell \) oscillates as the square of the Bessel function of order \( \ell \). Image adapted from [225].

Fig. 2.4a, from ref. [222], contains a map of experimental spectra as a function of the incident field amplitude, closely reproducing the probability distribution map calculated analytically (Fig. 2.3c). Note that the two maps are plotted against different quantities: light intensity for the theory, and field amplitude for the experiments. In Fig. 2.4b few representative spectra are plotted. In order to probe a constant \( \beta \) in the experiment, a narrow (~15 nm diameter) electron beam has been focused far away from the near field source, a metallic needle.

The oscillations in this multilevel system have close resemblance to the Rabi oscillations in an atomic two-level system. Fig. 2.5 [225] well highlights the similarity of the coherent superposition of states in two- and multi-level systems. In Fig. 2.5a, an electron is placed in a superposition of state \( |0\rangle \) and \( |1\rangle \) by a strong electromagnetic field. The occupation probability of the two states is cyclic as a function of the applied field [226, 227]. In panel b, the multilevel system is considered, with states \(-N, \ldots, 0, \ldots, N\). The strong electromagnetic field drives the system in a superposition of the \( 2N + 1 \) states. Like in the two-level case, the occupation probabilities show an oscillatory behavior, albeit they are not cyclic, since the effective number of levels in the system is not fixed, but it increases as a function of the applied field strength. The curves in Fig. 2.5b represent the functions \( J_\ell^2(2|\beta|) \), and describe the occupation probability for the 0\(^{\text{th}}\), 1\(^{\text{st}}\), and 2\(^{\text{nd}}\) photon orders.

Notably, ref. [222] offered a shift in narrative, based on imprinting the Rabi phase onto the free-electron wave function. Its fascinating quantum mechanical aspects can be exploited to obtain attosecond pulse trains by dispersive bunch reshaping [222, 228], free-electrons quantum optics experiments [228], and control over the electron wave function by spatially- [213, 229] or temporally- [141, 213] separated fields.


Chapter 2. PINEM and inverse transition radiation

2.2 Far-field interactions

Controlling free-electron wave functions with light pulses has fundamental applications, from free electron laser (FEL)s [230], to PINEM and dielectric laser acceleration (DLA) [231–233]. We provide here a robust characterization of stimulated transition and inverse transition radiation, a process where photons are emitted (direct) and absorbed (inverse process) by an electron in the proximity of a surface. The simultaneous observation of quantized longitudinal (energy) and transverse exchanged momentum components is for the first time reported for nearly-relativistic electron beams. By the interaction with two temporally-separated phase-locked fs light pulses, the interaction strength (hence Rabi phase) can be modulated by only varying the mutual phase between the two pulses. Significant changes in the electron wave function are determined by phase delays which are fractions of $2\pi$; on the temporal coordinate, they corresponds to delays in the attosecond timescale. The electron-photon process is shown to be as or even more efficient than the interaction with near fields employed in PINEM studies. It is simple and general: the spatial homogeneity makes it ideal to observe Rabi oscillations with the electron beam in field-of-view mode. Furthermore, not relying on plasmonic excitation in materials, it can be easily scaled to higher photon energy, providing interesting scenarios for the manipulation of the electron wave function to the few-attosecond timescale, and possibly below.

2.2.1 Introduction

By making use of two temporally-separated laser pulses, a dynamical manipulation of the free electron wave function is demonstrated. The coupling between free-electrons and light is in general weak. The elastic scattering of free electrons by a photon in vacuum is rare; its scattering probability is quantified by the Thomson cross-section $\frac{8\pi}{3}(\alpha \hbar/c)^2 \sim 10^{-100}$ mb. As we saw in Sec. 2.1, the inelastic scattering between a free photon and a free electron is forbidden. Electrons can however diffract in vacuum from an electromagnetic standing wave formed by two counter-propagating light beams (Kaptiza-Dirac effect [234–236]). Virtual absorption-emission processes allow there for an effective interaction while conserving the momentum in the scattering process ($+k - k = 0$). Electrons can spontaneously radiate light through different schemes [237], such as synchrotron emission, transition radiation [238], Smith-Purcell effect [239], Compton scattering [240], and Čerenkov radiation [241]. As a general rule, every spontaneous process can have its stimulated counterpart, as in inverse-FEL [242] and DLA (inverse Smith-Purcell effect [232, 243]). In PINEM, the electron is stimulated to absorb and emit photons by a localized near field, whose strong localization allows relaxing the strict photon-electron momentum conservation law in unbounded vacuum.

---

7We will refer to this process mostly as ‘inverse transition radiation’, giving for understood the gain-loss spectral symmetry, meaning that stimulated transition radiation is present as well.

8$\alpha$ is here the fine-structure constant.
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Figure 2.6 – Schematic of the experiments with semi-infinite light fields. a: Electrons (along $\hat{z}$) and light impinge the mirror at different angles, with the indicated geometry. The mirror can be tilted along $\hat{x}$ and $\hat{y}$. b: In the single-pulse interaction, electrons scatter from a single light pulse. Quantized energy and transverse momentum exchanges are measured on the transmitted electron beam. c: In the double-pulse interaction, the electrons scatter from a double-peaked field configuration. Quantized exchanges are measured as a function of the phase delay between the two peaks.

We use here an inverse transition radiation process [220, 221, 244–248], with the geometry of Fig. 2.6a. The light is confined in a semi-infinite field by the presence of a mirror, which acts as a symmetry-breaking element. The localization induced by this geometry is weaker than what provided by a near field. Nonetheless, it is enough to overcome the momentum mismatch, as visible from Fig. 2.7. In panels a and b we represent the instantaneous electric field of a monochromatic light beam with $\hbar \omega = 1.57$ eV along its propagation direction. The mirror abruptly interrupts the electric field, being the optical penetration depth in Ag ($\sim 11$ nm) much smaller than the free-space wavelength. In other words, the translation invariance of the electric field is broken by the presence of the mirror. Instead of a fully reflective, a refractive or absorbing element could have been used as well, although with lower efficiency. In Fig. 2.7c and d the spatial Fourier transforms of the infinite and semi-infinite cases are shown. In the first case (panel c) the momentum is perfectly known, $k = \pm k_{ph} = \pm \omega / c \approx 8 \, \mu m^{-1}$, and it is represented by a Dirac $\delta$-distribution (blue arrow). There is no overlap between the momentum distribution and the electron momentum exchange for the absorption or emission of a photon in vacuum, $\Delta k_e \approx \omega / v_0 \approx 11.4 \, \mu m^{-1}$. When the mirror is present (panel d), the momentum distribution experiences a certain broadening around $\pm k_{ph}$, with a $\sim 1/(k \pm k_{ph})$ profile, enabling the light-electron inelastic coupling.
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Figure 2.7 – Conservation of momentum for a semi-infinite field in vacuum. a-b: Snapshot of the incident light electric field for an infinite (a) and semi-infinite geometry. For the semi-infinite case, a reflected component will be also present (here not shown), and the total electric field will be null at the interface. c-d: Corresponding spatial Fourier transforms. $k_L$ is the free-photon wavevector, $\Delta k_e$ the momentum acquired by a free electron in a photon absorption process.

2.2.2 Methods

We designed the mirror to maximize light reflection, minimize spurious near fields, and at the same time guaranteeing a significant transmission of the incident 200 keV electrons through the structure. It is formed by a 43 ± 5 nm-thick Ag film sputtered on a squared 30 nm-thick Si$_3$N$_4$ membrane on a Si TEM grid. Given the large permittivity of Ag ($\epsilon_{Ag} = -30.3 + 0.39i$ [249], while $\epsilon_{Si_3N_4} = 4.04$ [250]) at 1.57 eV, and the skin depth (∼11 nm) much smaller than the Ag thickness, the mirror reflects >98% of the incident light. The lateral dimensions of the Ag-Si$_3$N$_4$ bilayer membrane are 80 x 80 µm$^2$. As shown in Fig. 2.6a, the mirror is mounted on a double-tilt sample holder, which allows to rotate around the $\hat{x}$ axis (angle $\alpha$), and $\hat{y}$ axis (tilting angle, $\vartheta$), over a range of ±35°.

The 300 kHz laser excitation pulses have tunable pulse duration, polarization, and intensity. With reference to Fig. 2.6a, $k_{ph}$ lies on the $<yz>$ plane, forming an angle $\delta = 4.5^\circ$ with the propagation direction of the electrons, $z^9$. The laser spotsize has ∼58 µm FWHM diameter, much larger than the field of view (<10 µm), making the excitation spatially homogeneous. EELS data are acquired with a GIF Quantum. We always used 50 meV-per-channel energy dispersion, and a ZLP of ∼1.1eV in spectroscopy. Spectroscopy data are acquired with the

---

9The value of $\delta$ is found as the ($\alpha$, $\vartheta$) tilt for which the electromagnetic field doing inverse transition radiation is parallel to the specimen surface, as we will show in Sec. 3.2.3. Its value perfectly matches what retrieved from the experiment-theory comparison for the inverse transition radiation experiment, and it is compatible with an estimate based on geometrical constraints of the optical access in the TEM ($2^\circ \lesssim |\delta| \lesssim 5^\circ$).
microscope aligned in imaging mode, at a nominal magnification of $\sim \times 4000$, although it does not influence the results, being our specimen, namely the mirror, invariant by translations in the $\hat{x}\hat{y}$ plane. Typical exposures times for spectra are $\sim 30$ – $60$ s, spectra were realigned to their ZLP peak position in post-processing analysis, using a differential-based maximum intensity alignment algorithm. The transferred-momentum maps are the sum over many $\sim 200$ s micrographs for a total integration time ranging from several minutes to several hours. Patterns in momentum space were realigned with an algorithm based on cross-correlation maximization.

### 2.2.3 Single-pulse experiments

These experiments systematically study the inverse transition radiation effect for the configuration depicted in Fig. 2.6b, with a single excitation pulse.

#### Energy quantization

![Figure 2.8](image)

Figure 2.8 – Energy exchange for inverse transition radiation. **a,b:** EEL spectra as a function of increasing tilting angles, at a fixed field amplitude (a), and increasing field amplitudes, at a fixed tilting angle (b). **c** Two representative spectra taken from panel a. **d-f:** Simulated EEL spectra for the same experimental conditions of panels a-c.
To prove the strong electron-photon coupling by inverse-transverse radiation we systematically varied several parameters of the electromagnetic excitation, notably the angles of incidence on the mirror, the polarization, and the intensity. In Fig. 2.8a we show the EEL spectrum for increasing tilting angles $0^\circ \leq \vartheta \leq 35^\circ$. The light pulse is temporally stretched to become slightly longer than the electron pulse: 430 and 410 fs, respectively. The electric field amplitude has been kept constant at $E_0 = 12.8 \cdot 10^7 V/m$. Analogously, in Fig. 2.8b the EELS signal is recorded for increasing field amplitudes, at a fixed $\vartheta = 35^\circ$. Fig. 2.8c shows two representative spectra at small and high tilting angle, highlighting the great difference in populating low- and high-photon orders.

In both cases, the spectral width is increasingly transferred towards higher photon orders. Rabi oscillations of the multilevel system are also observable, strikingly in the external parameter evolution of the ZLP population. In addition, the comparison of the fixed-field and fixed-angle cases tells us about their equivalence in the determination of the interaction parameter $|\beta|$. As seen, the population of the $\ell$th sideband is given, in first approximation, by Eq. 2.15:

$$P_\ell = J_2^\ell (2 |\beta|).$$

Neglecting the residual light penetrating in the mirror, we can describe the total electric field projected on the incident electron momentum direction as

$$E(z) = \left( \psi^\text{i}_0 e^{ik^i z} + \psi^\text{r}_0 e^{-ik^r z} \right) \Theta(-z),$$

with superscripts i and r labeling incident and reflected field, respectively, and $\Theta(\cdot)$ representing the Heaviside function. The use of this field into Eq. 2.7 yields

$$\beta \approx \frac{i q_e v_0 E_0}{\hbar \omega} \left\{ \frac{sin \delta}{\omega / v_0 - k^i_z} + \frac{sin(\delta - 2\alpha)}{\omega / v_0 + k^r_z} \right\}. \tag{2.19}$$

This expression depends directly on the electric field amplitude and the tilting geometry, via the reflected wavevector projection $k^r_z$. For p-polarized light and $\vartheta = 0$, we have $\psi^i_z = \psi_0 \sin \delta$, $\psi^r_z = \psi_0 \sin(\delta - 2\alpha)$, $k^i_z = (\omega / c) \cos \delta$, and $k^r_z = (\omega / c) \cos(\delta - 2\alpha)$, with $\psi_0$ the incidence amplitude. Inserting these expressions in Fig. 2.19 we get

$$\beta \approx \frac{i q_e v_0 \psi_0}{\hbar \omega^2} \left\{ \frac{\sin \delta}{1 - (v_0 / c) \cos \delta} + \frac{\sin(\delta - 2\alpha)}{1 + (v_0 / c) \cos(\delta - 2\alpha)} \right\}. \tag{2.20}$$

This very simple theory assumes valid the hypothesis of Eq. 2.15, plus the mirror ideality, and still well reproduces qualitatively the inelastic scattering evolution of Fig. 2.8a-c. We reach a quantitative experiment-theory agreement once the finite pump pulse duration and the real mirror are considered, see Fig. 2.8d-f. The best agreement is obtained when the electric field value used in the theoretical calculations is 1.22 times smaller than what estimated in the experiments (see vertical scale in Fig. 2.8e). We attribute this small discrepancy to unaccounted intensity losses of the pump pulse inside the TEM, or from an underestimation of its spotsize.

If $\delta = 0^\circ$, we see immediately from Eq. 2.20 that $\beta = 0$ for $\alpha = 0$, and $\beta = \beta_{\text{max}} = i q_e v_0 \psi_0 / (\hbar \omega^2)$.
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Figure 2.9 – Calculated interaction strength $|\beta|$ for real and perfect mirrors, as a function of the angle $\alpha$, for $\theta = 0^\circ$, and $\delta = 4.5^\circ$.

for $\alpha = 45^\circ$. Since in our setup, Fig. 2.6a, light and electrons are not collinear, $\beta$ vanishes only at a certain angle $\alpha \neq 0$ for p-polarized light. For an ideal mirror ($\epsilon \rightarrow -\infty \in \mathbb{R}$), $\beta = 0$ in Eq. 2.20 for

$$\alpha_{\text{ideal}} = \arctan \left( \frac{\sin \delta}{\cos \delta - v_0/c} \right). \quad (2.21)$$

For our real mirror, the calculated $\beta$ is shown in Fig. 2.9, together with the ideal mirror curve. The minimum of $|\beta|$ is predicted to be at $\alpha = \alpha_{\text{C}} = 12.9^\circ$, which is actually the experimental value for which the interaction is minimized. Fig. 2.8 and most of the other data in this section are acquired with $\alpha = \alpha_{\text{C}}$.

Incidentally, the ideal-real mirror comparison gives also a further proof that the electrons in our experiment are interacting with the far-field photons in proximity of the mirror, and not the near-field confined at the interface. This can be understood from the > 98% reflectivity of the mirror. The effect of the near field is so small to be experimentally hard to observe. It can be quantified by the $|\beta|$ value in the real-mirror curve in Fig. 2.9, at $\alpha = \alpha_{\text{C}}$, and it gives a negligible contribution for any tilt angle > 2° away from the interaction minimum.

The effect of the finite pump pulse duration on the EELS signal is shown in Fig. 2.10. For the real (panels a-c) and an ideal (panels d-f) mirror, the calculated spectra are plotted as a function of the tilting angle. The experimental conditions of Fig. 2.8a, $\Delta_{\text{ph}} \gtrsim \Delta_e$, correspond to those of Fig. 2.10a. We clearly see that its ideal mirror counterpart Fig. 2.10d differs almost imperceptibly. From a meticulous inspection of the calculated spectra we can appreciate slightly sharper features in the ideal mirror case; though, the differences are so tiny to be experimentally negligible. When the light pulse become much shorter than the electron, $\Delta_{\text{ph}} \ll \Delta_e$, as in Fig. 2.10b and e the Rabi oscillations are washed out by averaging in time over many $|\beta|$, see Sec. 2.1.1. Among the electrons that gained or lost energy, we notice a population highly peaked at low photon orders, in particular $\ell = \pm 1$. In fact, the mismatch between electron and light pulse duration makes the effective interaction time reduced, and
Figure 2.10 – Effects of the experimental nonidealities in theoretical description. a-c: Calculated spectra as a function of the tilting angle for the real mirror, for $\Delta_{\text{ph}} = 430, 60, \text{and } 4300 \text{ fs}$, respectively. d-f: Corresponding curves for an ideal mirror.
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Experimental spectra for shorter pulses are presented in Fig. 2.11. The pulse duration has been chosen to be $\Delta_{\text{ph}} = 175$ fs, 2.3 times shorter than the electrons. We hence confirm the considerations about the privilege of small $|\ell|$s over large $|\ell|$s, with the photon-order populations which monotonically decrease as a function of $|\ell|$ even at very high incident fields. At the same time, this condition does not allow to see Rabi oscillations. We nonetheless observe very clear quantized energy exchanges, and a high fraction of electrons interacting with the field. An intuitive measure of the electron-photon coupling is given by the fraction of electrons that have acquired or lost a net number of photons. This number, that we call 'coupling fraction', represents, in the weak-field limit, the number of electrons that have interacted with the field. At higher fields, Rabi oscillations complicate the picture, but it still remains a useful experimental parameter, especially in the cases in which the spectra are the result of important temporal or spatial averaging over different $|\beta|$s. In Fig. 2.12 we show the experimental and theoretical values of the coupling fraction as a function of the tilting angle (Fig. 2.12a and c), and field amplitude (Fig. 2.12b and d). The values are obtained by integrating the counts in the spectral regions away from the ZLP. The general behavior of the coupling fraction is to have a parabolic-like shape around 0, then a steep increase, followed by a second, slow increase,
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Figure 2.12 – Quantification of the net coupling fraction. a,b: Experimental fraction of electrons having exchanged a nonzero net photon number with the field, as a function of the tilting angle (a) and field amplitude (b). c,d: Same, for an ideal mirror.

which asymptotically reaches 1. The details of its evolution are controllable by the external parameters, and theory and experiments satisfactorily agree.

Further insights into the geometry of the interaction are given by a systematic study of the laser polarization effects. Until now we discussed only p-polarized light, which provides the largest interaction strength. By tuning the polarization, the strength parameter $|\beta|$ can be precisely controlled from $\approx 0$ to maximum. This method has the advantage that does not require to move the specimen position. In Fig. 2.13 we report the experimentally-measured coupling fractions as a function of the polarization angle $\phi$ and tilting angle $\theta$, for two different values of $\alpha$. Since we are here in the $\Delta_{ph} < \Delta_e$ case, the coupling fraction remains far away from saturation ($< 0.5$ even for a field higher than in Fig. 2.12a), and represents a good parameter for evaluating the interaction strength. When $\alpha = \alpha_C$, Fig. 2.13a, the map shows a nodal line for s-polarized light ($\phi = 0$, electric field along the $\hat{y}$ direction in Fig. 2.6), meaning that for s polarization the effects of the incident and reflected field efficiently cancel out. At $\theta = 0$ the interaction is minimized for all polarizations, while for $\theta \neq 0$ the coupling fraction is maximum for $\phi = 90^\circ$, i.e. p-polarized light. A more complex behavior is present when $\alpha \neq \alpha_C$. In Fig. 2.13b we plot the experimental data for $\alpha = 0^\circ$. The nodal and maximum polarization lines here move linearly as a function of $\sin \theta$. All the effects described here are well reproduced in the theory by Eq. 2.19 and Eq. 2.20 (not shown here).
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Figure 2.13 – Polarization dependence. a: Experimental coupling fraction as a function of the tilting angle θ (abscissa), and polarization angle φ (ordinate), for $\Delta_{ph} = 175$ fs, $E_0 = 19.9$ V/m, and $\alpha = \alpha_C$. b: Same, for $\alpha = 0^\circ$. Dashed lines are guides to the eye.

The requirements for the inverse transition radiation to take place are rather loose\(^{11}\), only a partially reflecting or refracting surface being needed to break the translational invariance of the light field. In Fig. 2.14 we report the θ-dependence for a $\text{Si}_3\text{N}_4$ surface covered by monolayer graphene,\(^{12}\) at fixed light intensity. As for the Ag mirror, we assist at the spectral redistribution towards higher photon orders for increasing θ. Despite in this experiment the incident light intensity $E_0$ is comparable to what used with the Ag mirror, only low-order sidebands get populated, corresponding to a low $|\beta|$ value. The reason is that the good infrared transmittivity of the graphene-$\text{Si}_3\text{N}_4$ system makes $E_r$ in Eq. 2.31 much smaller than for Ag ($E_r \approx E_0$), with a consequent poorer coupling.

Transverse momentum quantization

In the electron-photon inelastic scattering the four-momentum has to be conserved. We discussed the quantized exchange of energy and the energy conservation, which is basically the longitudinal momentum conservation: $|p| \approx p_z$. Along the $\hat{x}$ and $\hat{y}$ directions, the momentum should be conserved as well. In particular, along the plane parallel to the mirror the translational invariance imposes a strict momentum conservation.

The measurement of such momentum components scattered at nonzero diffraction angle presents significant experimental challenges, due to the extremely small associated deflection angles: $< 10$ \(\mu\)rad. To give a comparison, the Bragg deflection angles are around 3 orders of magnitude higher. In order to make visible the tiny exchanged momenta, the direct beam should have a very narrow distribution in momentum space, meaning that the incident beam

\(^{11}\)Actually, while ignoring the previous work on inverse transition radiation carried out by other groups, we first experimentally got aware of this effect by observing some spectral modulation in graphene specimens at $\alpha = \theta = 0^\circ$. We first interpreted it as standard PINEM, but soon realized that the effect was present also in very homogeneous areas, where no near field coupling is expected. Imaging confirmed the complete homogeneity of the contrast on the film surface, hence ‘uselessness’ for direct imaging. Only after imaging some time after the unexpected snapshots of propagating plasmon waves we could not ignore further this effect, and we started to fervently discuss the origin of such baffling, omnipresent PINEM-like effect.

\(^{12}\)The effect of the graphene is minimal: it just slightly changes the reflection, absorption, and transmission coefficients. Apart a small correction in the field intensity, the results would have been the same for bare $\text{Si}_3\text{N}_4$.  
should be highly parallel. In other words, the beam should possess a high transverse coherence $\xi_e$. In addition, the camera length, i.e. the effective distance between specimen and detector in diffraction mode, should be long enough to spatially separate the small-angle diffracted components. The transverse coherence of the electron wave packets can be increased at the expense of the number of counts per unit of time at the detector. Extremely high camera lengths are reachable if high dispersion diffraction (HDD) mode, also called ‘small-angle electron diffraction’.

The cartoons in Fig. 2.15 represent conceptually the challenges of HDD with ultrafast electrons. In Fig. 2.15a an electron pulse with partial transverse coherence $\xi_e$ interacts with the light in proximity of the mirror. In (standard) diffraction the momentum spread of the beam, $\Delta k_x$, is much larger than $q_T$, the transverse momentum exchanged in the scattering process. The pattern is composed by the direct spot (0,0) and the satellite spots at distance $\ell q_{T,x}$ from (0,0), whose centers are indicated by black dots. Since $q_{T,x}$ is very small at this camera length ($\sim$ sub-pixel), and $\Delta k_x \gg q_{T,x}$, it is impossible to see any effect. In HDD the centers of the satellite peaks are well separated from the direct beam, but the large $\Delta k_x$ still prevents to resolve them. In Fig. 2.15b, an electron pulse with high transverse coherence $\xi_e$ is employed, in the same configurations of panel a. Its associated $\Delta k_x$ is much smaller; yet, in diffraction the satellite peaks cannot be resolved, and only in HDD they are.

By carefully tuning the parameters just described, with camera length = 80 m, we measured the quantized momentum exchange. For a pump-probe delay time $\Delta_1 \ll 0$, i.e. in absence of any electron-light interaction, the direct beam in the $\langle k_x k_y \rangle$ diffraction plane is shown in Fig. 2.16a, together with a line profile along $k_x$. In Fig. 2.16b the direct beam is shown at time-zero ($\Delta_1 = 0$) for $\alpha = \alpha_C$ and $\theta = 0^\circ$; the momentum distribution is still the same,
2.2. Far-field interactions

Figure 2.15 – Concept of HDD measurement for transverse momentum exchange in inverse transition radiation experiments. a: Sketch of diffraction and HDD for electron pulses with limited transverse coherence $\xi_e \ll 2\pi/q_{T,x}$, where $q_{T,x}$ is the exchanged transverse momentum. b: Same, for pulses with high transverse coherence, $\xi_e \approx 2\pi/q_{T,x}$. Drawings not in scale for clarity.

in agreement with the results of Sec. 2.2.3. Only when the mirror is tilted the interaction is efficient. When $\theta = 35^\circ$, the direct beam streaks along the $\hat{k}_x$ direction (Fig. 2.16c). The amount of streaking can be controlled by rotating the laser polarization angle $\phi$, as can be appreciated in Fig. 2.16d, where the streaking is minimum at $\phi = 0^\circ$ (polarization s) and maximum at $\phi = \pm 90^\circ$ (polarization p).

The exchanged transverse momentum peaks are not individually resolved, because the direct beam has still a larger momentum spread than $q_{T,x}$. Nonetheless, the streaking we observe has to be ascribed to the quantized momentum exchange, and not to a purely classical deflection due to the Lorentz force. The effect of the Lorentz force of the light is indeed negligible at optical frequencies [251–253].

We can prove it by visualizing simultaneously the energy and transverse momentum exchanges (Fig. 2.16e–g). The TEM and spectrometer were aligned to have the direction $\hat{k}_x$ along the vertical CCD axis, while the horizontal is the spectroscopic axis. Before time-zero, Fig. 2.8e, the electrons occupy a state with a narrow energy and $k_x$ momenta distribution. Indeed, electrons in the $\pm \ell$th photon order must have simultaneously gained or lost an energy $\ell \hbar \omega$ and a transverse momentum $\ell q_{T,x}$. The slope of the dispersion is therefore $q_{T,x}/\hbar \omega$. The derivation of $q_{T,x}$ is reported in the paragraph below. Its expression, for the geometry employed here, is $q_{T,x} \approx (k_{ph}/2) \sin 2\theta \cos^2 \alpha_c = 3.55 \mu m^{-1}$, where $k_{ph} = \omega/c$ is the light free-space (angular) wavenumber. The theoretical dispersion $q_{T,x}/\hbar \omega$ (dashed white line in Fig. 2.16f and g) well reproduces the experimental dispersion, confirming an excellent agreement between the developed analytical theory and the experiments.
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Figure 2.16 – Transverse momentum exchange. a: Direct beam in the HDD diffraction plane, before time-zero. b: Same, at time-zero, with $\vartheta = 0^\circ$, $\alpha = \alpha_C$, $\Delta_{ph} = 560$ fs, $\mathcal{E}_0 = 11.1 \cdot 10^7$ V/m. c: Same as b, with $\vartheta = 35^\circ$. d: Polarization dependence of the momentum component along $\hat{k}_x$. e: Direct beam in the energy-$k_x$ plane, in the same conditions of c, but before time-zero. f: Same as e, at time-zero. g: Energy-momentum theoretical map relative to panel f.

The investigation of the electron-photon interaction in the transverse momentum space has been revealed technically challenging, but its successful implementation allows now to think about innovative experiments that could exploit this new method. Our exchanged transverse momentum was very small, making it difficult to single out the individual peaks. Higher exchanged momenta can be easily obtained for example at higher photon energies and at grazing incidence. In general, for larger exchanged momenta, it would be much easier to distinguish the single peaks, and one could disentangle the energy axis from the momentum axis. In that way, the energy resolution limitations in EELS could be bypassed: even a small spectroscopic feature that in conventional EELS would be hidden in the tails of the ZLP, it might be measurable with this method, as long as its associated momentum transfer is large enough.

**Determination of the transferred transverse momentum**

In diffraction mode, the detector measures the electron momentum components along $\hat{x}$ and $\hat{y}$. We hence aim at finding the expression for the transferred momentum as a function of the tilting geometry and light incidence angle. Let $(x, y, z)$ be the spatial coordinates in the laboratory (unrotated) frame, see Fig. 2.6a, $(x', y', z')$ the coordinates in the frame after having rotated by $\theta$, and $(x'', y'', z'')$ after a further rotation by $\alpha$. $\theta$ rotates around $\hat{y}$, while $\alpha$ rotates around $\hat{x}'$. We have therefore:

$$
\begin{bmatrix}
x' \\
y' \\
z'
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & 0 & \sin \theta \\
0 & 1 & 0 \\
-\sin \theta & 0 & \cos \theta
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
z
\end{bmatrix}.
$$

(2.22)
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\[
\begin{bmatrix}
  x'' \\
  y'' \\
  z''
\end{bmatrix}
= \begin{bmatrix}
  1 & 0 & 0 \\
  0 & \cos \alpha & -\sin \alpha \\
  0 & \sin \alpha & \cos \alpha
\end{bmatrix}
\begin{bmatrix}
  x' \\
  y' \\
  z'
\end{bmatrix}.
\] (2.23)

By matrix multiplication of Eq. 2.22 and Eq. 2.23, we find

\[
\begin{bmatrix}
  x'' \\
  y'' \\
  z''
\end{bmatrix}
= \begin{bmatrix}
  \cos \vartheta & 0 & \sin \vartheta \\
  \sin \alpha \sin \vartheta & \cos \alpha & -\sin \alpha \cos \vartheta \\
  -\cos \alpha \sin \vartheta & \sin \alpha & \cos \alpha \cos \vartheta
\end{bmatrix}
\begin{bmatrix}
  x' \\
  y' \\
  z'
\end{bmatrix}.
\] (2.24)

We can invert the transformation matrix to find the laboratory frame coordinates \((x, y, z)\) as a function of the rotated coordinates \((x'', y'', z'')\). The inversion yields

\[
\begin{bmatrix}
  x' \\
  y' \\
  z'
\end{bmatrix}
= \begin{bmatrix}
  \cos \vartheta & \sin \alpha \sin \vartheta - \cos \alpha \sin \vartheta \\
  0 & \cos \alpha & \sin \alpha \\
  \sin \vartheta & -\sin \alpha \cos \vartheta & \cos \alpha \cos \vartheta
\end{bmatrix}
\begin{bmatrix}
  x'' \\
  y'' \\
  z''
\end{bmatrix}.
\] (2.25)

The incident light wavevector has laboratory-frame components \((x, y, z)^I_{ph}\), which in the rotated frame are (using Eq. 2.24)

\[
(x'', y'', z'')^I_{ph} = (\cos \delta \sin \vartheta, \sin \delta \cos \alpha - \cos \delta \sin \alpha \cos \vartheta, \sin \delta \sin \alpha + \cos \delta \cos \alpha \cos \vartheta). \tag{2.26}
\]

The momentum components parallel to the mirror need to be strictly conserved in the electron-photon interaction, and therefore they are transferred to the free electron. In the rotated-frame coordinates they are expressed by the vector

\[
(x'', y'', z'')^\parallel_{ph} = (\cos \delta \sin \vartheta, \sin \delta \cos \alpha - \cos \delta \cos \vartheta \sin \alpha, 0), \tag{2.27}
\]

which in the laboratory frame can be expressed via Eq. 2.25, resulting in

\[
\begin{bmatrix}
  x^\parallel_{ph} \\
  y^\parallel_{ph} \\
  z^\parallel_{ph}
\end{bmatrix}
= \begin{bmatrix}
  \sin \vartheta \cos \alpha (\cos \delta \cos \alpha \cos \vartheta + \sin \delta \sin \alpha) \\
  \sin \delta \cos^2 \alpha - \cos \delta \sin \alpha \cos \alpha \cos \vartheta \\
  \cos \delta (\sin^2 \alpha \cos^2 \vartheta + \sin^2 \vartheta) - \sin \delta \sin \alpha \cos \alpha \cos \vartheta
\end{bmatrix}.
\] (2.28)

The general form for the momentum transfer is therefore \(q_T = k_{ph}(x, y, z)^I_{ph}\), with \(k_{ph} = \omega / c\). The data reported in Fig. 2.16 are all relative to the condition \(\delta = 4.5^\circ\) and \(\alpha = \alpha_C = 12.9^\circ\). For these conditions, some terms can be neglected, ending with

\[
q_T \approx k_{ph} \begin{bmatrix}
  \sin \vartheta \cos \theta \cos^2 \alpha_C \\
  -\cos \theta \sin \alpha \cos \alpha_C \\
  \sin^2 \theta
\end{bmatrix}.
\] (2.29)
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The component along $\hat{y}$ is approximately 3 times smaller than the component along $\hat{x}$, for $\theta = 35^\circ$, and can be neglected in first approximation. The contribution along $\hat{z}$ cannot be measured in our experiment, and it is anyhow smaller than the $x$ component. Moreover, in Fig. 2.16f and g only the $k_x$ component can be measured, therefore considering only $q_{T,x}$ is exact.

2.2.4 Double-pulse experiments

The results presented in Sec. 2.2.3 provide a full energy-momentum characterization of the inverse transition radiation. We saw how long and short pulses influence energy and momentum exchanges, i.e. the Rabi phase in the multilevel quantum ladder of Fig. 2.3b. We present here a method to coherently control such Rabi phase by the interaction with a properly synthesized field distribution formed by two same-color, mutually phase-locked light pulses, with relative delay $\Delta_2 - \Delta_1$, as shown in Fig. 2.6c. In practice this is a three-pulse experiment (electron probe +2 pump pulses) [254, 255], but it can be equivalently thought as a single-excitation experiment with a doubly-peaked excitation pulse.

A Michelson interferometer along the 1.57 eV-beam path creates two 55 fs FWHM-long pulses. Their mutual delay can be changed with a resolution of 330 as by a direct current (DC) motorized stage. This minimum delay step correspond to a phase of $\sim \pi/6$ for the 1.57 eV optical wave.

Attosecond coherent control of the free-electron wave function

The coherent control on the parameter $\mathcal{R}$ can be appreciated in Fig. 2.17. EEL spectra have been acquired as a function of $\Delta_2 - \Delta_1$ (Fig. 2.17a), and a spectral modulation is observed with period $\approx 2.63$ fs, which corresponds to the optical cycle $2\pi/\omega$. In this experiment, the first of the two pulses has been kept synchronous with the 350 fs FWHM-long electron pulse. The second pulse has been initially moved to $\Delta_0^2 = 100 \pm 5$ fs, in order to make negligible the direct optical interference between the two pulses, while remaining roughly within the electron longitudinal coherence time. From that initial value, we delayed it further with 500 as steps, and recorded the spectral evolution as a function of $\Delta_{12} = \Delta_2 - \Delta_1 - \Delta_0^2$. Although $\Delta_0^2$ is not known with sub-cycle precision, leading to an absolute phase uncertainty, the delay $\Delta_{12}$ is known with as accuracy. We worked at $a = a_C$, $\theta = 35^\circ$, with an electric field amplitude $E_0 = 21.4 \cdot 10^7$ V/m for each pulse.

Two representative spectra are reported in Fig. 2.17b for delays corresponding to the dashed white lines in Fig. 2.17a, which differs by a phase $\approx \pi$. A large variation in the sideband population is observed, especially at high photon order. In Fig. 2.17c we plot the intensity of the $\ell = +9$ and $\ell = +14$ sidebands as a function of $\Delta_{12}$. They show sinusoidal oscillations, with a relative phase shift of $\approx \pi$.

It is important to stress that the coherent modulation of the population in the different photon orders is the result of directly modulating the Rabi phase in the multilevel system, which redis-
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Figure 2.17 – a: Measured EELS as a function of $\Delta_{12} = \Delta_2 - \Delta_1 - \Delta_0$, with $\Delta_0 \approx 100$ fs. b: Two EEL spectra taken with the two pulses shifted by a phase $\approx \pi$, corresponding to the white lines in panel a. Offset for clarity. c: Temporal evolution of the 9th and 14th gain sideband intensity, with corresponding sinusoidal fits. d-f: Corresponding calculated spectra and spectral dependence.
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tributes the spectral weight of each component. It is not a mere optical interference effect, but rather a quantum interference in the multilevel system, which coherently modulates the value of $\mathcal{B}$. We carried out several control experiments to evaluate other possible spurious effects, which we present after the following paragraph on the theoretical description of the two-pulse experiments. The theory quantitatively reproduces the experimental data.

The theoretical description presented in Sec. 2.1.1 accounted for a single Gaussian pulse, and was used for the calculations in Sec. 2.2.3. We can easily extend that formulation to account for the presence of any field configuration. In particular, for a configuration made of two same-color Gaussian pulses, Eq. 2.16 becomes

$$
\mathcal{P}_\ell = \frac{1}{\sqrt{2\pi}\sigma_e} \int_{-\infty}^{+\infty} e^{-t^2/2\sigma_e^2} \left( 2 \sqrt{\frac{2}{\pi}} \beta \sum_{i=1}^{2} A_i e^{-i\omega\Delta_i} e^{-\frac{(t+\Delta_i)^2}{4\sigma_{ph}^2}} \right) dt, \quad (2.30)
$$

where $A_i$, $i = 1, 2$, are the relative weights of the two amplitudes ($|A_1| + |A_2| = 1$, in our case $A_1 = A_2 = 0.5$). Eq. 2.30 gives an idea of the phenomenon: the spatial dependence of the two pulses, which is the same, enters only in $\beta$, via Eq. 2.7, while the temporal dependence enters in the coherent sum of the field amplitudes (sum over $i$). If $\Delta_2 - \Delta_1 \ll \Delta_{ph} = 2.355\sigma_{ph}$, and $\sigma_e \gg \sigma_{ph}$, the obvious constructive and destructive optical interference is obtained by the sum of the $\exp\{-i\omega\Delta_i\}$ terms: $\mathcal{B}$, the argument of the absolute value, is modulated by $\cos[\omega(\Delta_2 - \Delta_1) + \varphi]$, $\varphi$ a phase. We confirmed that by experimental measurements (not reported here).

According to Eq. 2.30, when $\Delta_2 - \Delta_1$ is large enough for the optical interference to be negligible, the electron still interacts with both fields, and the value of $\mathcal{B}$ is modulated accordingly. In a way, we could say that an ‘interference’ between the two light pulses is mediated by the probing electron, which has memory of the Rabi phase acquired during the first interaction, and sums it to the phase of the second interaction. More properly, the probability amplitude for the electron to acquire a certain phase is obtained by the coherent sum over the whole field configuration.

To find the theoretical $\mathcal{P}_\ell$ values, for a theory-experiment comparison, it is useful to express Eq. 2.30 in an easily computable form, similarly to what done in Eq. 2.17 for a single pulse. Once we expand the Bessel function with Taylor, we use the Newton binomial expansion to explicit the sum over $i = 1, 2$, and we calculate the integrals over time, we end up with

$$
\mathcal{P}_\ell = \sum_{j=0}^{\infty} \sum_{j'=0}^{\infty} \sum_{s=0}^{n} \sum_{s'=0}^{n} C_{\ell j} C_{\ell j'} \left( \frac{n}{s} \right) \left( \frac{n}{s'} \right) A_1^{2n-s-s'} A_2^{s+s'} \cos[\omega(\Delta_2 - \Delta_1)] \cdot \frac{1}{\sqrt{\lambda}} e^{-n[(2n-s-s')\Delta_1+(s+s')\Delta_2]/2n^2/2\lambda\sigma_{ph}^2} e^{-[(1-(s+s'))/2n](s-s')\Delta_{ph}^2/4\sigma_{ph}^2}. \quad (2.31)
$$

In Fig. 2.17d-f we report the results of the analytical model, with the same parameters used in the experiments Fig. 2.17a-c. We note again a good agreement, both in the overall dynamics over time and in the individual spectra and photon order evolutions. Since we did not include
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in the model the EEL contribution from the material, the computed spectra (see Fig. 2.17e) do not show the broad valence plasmon peak of Ag and Si₃N₄ at 17 – 25 eV. The calculations have been adjusted to match the temporal phase of the experiments, to account for the experimental uncertainty on the absolute value of $\Delta_2$. In Fig. 2.17f we also see that the oscillations are softly dumped, reflecting the fact that $\Delta_2$ is slowly drifting away from the center of the electron wave packet.

The temporal Fourier transforms of the experimental and theoretical maps in Fig. 2.17a and d are shown in Fig. 2.18a and c, respectively. We notice strong peaks at the optical frequency $1/(2.63 \text{ fs}) = 380 \text{ THz}$ and a satisfactory agreement between theory and experiments. The details of the amplitude and phase of the Fourier transform are shown in Fig. 2.18b and d, extracted at the driving frequency 380 THz. Both experimental and theoretical phase plots have a sudden $\pi$ jump around $\pm 20$ eV, corresponding roughly to the $\ell = \pm 12$ orders. The oscillating $\ell = 9$ and $\ell = 14$ photon orders of Fig. 2.17c and f are here confirmed to be in antiphase, being one before an the other after the $\pi$ phase jump.

The coherent modulation of the free-electron wave function by means of our double-pulse semi-infinite field configuration is schematically summarized by the cartoon of Fig. 2.19. It represents, for different $\Delta_2 - \Delta_1$ values, the probability density $\rho$ of the electron to be in a state with energy-momentum $(E, q_x)$. In the leftmost snapshot, the absence of interaction implies $B = 0$, and the electron remains at $E = 0, q_x = 0$; in the three following snapshots, $\rho$ is represented for the two light pulses delayed by half of the optical period ($\pi$ phase). For each snapshot, the probability of the energy-momentum states are determined by the Rabi phase of the electron in the multilevel system, which emerges from the complex multi-photon ab-
Figure 2.19 – Conceptual scheme of the coherent control on the free-electron wave function. \( \rho(E, q) \) is the probability density. From left to right: zero-interaction \( \rho \), and \( \rho \) after the interaction with the two-pulse configuration at delays \( \Delta_{21} = 0 \), \( \Delta_{21} = 1.32 \) fs, and \( \Delta_{21} = 2.63 \) fs, corresponding to 0, \( \pi \), and \( 2\pi \) phase, respectively.

sorption and emission in the quantum ladder. The change of temporal phase between the two pulses induces a strong reorganization of the population density in the energy-momentum states, modulated in time at the optical driving frequency.

Quantum or classical interference?

The experimental data and analytical model well describe the physical behavior of the system in our experiment, proving the role of the probability amplitudes' interference in the quantum ladder system even when the optical pulses do not interfere directly. Since it may appear at first sight a surprising result, we report in the following paragraphs further evidence to support the unimportance of the residual optical interference\(^{13}\) and of the separate (incoherent) electron interaction with the two pulses. As a logical conclusion, these results suggest a long longitudinal coherence for the free-electron wave functions.

In the experiments, the two pulses have been separated by 100 fs and more, as measured by the intensity autocorrelator, with \( \pm 5 \) fs uncertainty. We also measured the amplitude autocorrelation with the Michelson interferometer, see Fig. 2.21d. In Fig. 2.20a-b we simulated the intensity of the incident field in our configuration. The two phase-locked pulses are described by Gaussians with 55 fs FWHM, and –as we see in Fig. 2.20b and c– the optical interference is appreciable only in the middle of the two pulses; the pulse energy (integrated intensity) varies within \( \pm 7\% \) from phase to antiphase. With Fig. 2.21 we demonstrate that if we consider an incoherent interaction between the electron wave function and the two pulses, the modulation of the sidebands would be determined only by the \( \pm 7\% \) optical interference, which would result in a tiny effect, compared to what we observe in Fig. 2.17.

The two intensity envelopes of the maximum constructive and destructive optical interfe-

\(^{13}\)Here we refer to the local interference that modifies the electric field amplitude. We discuss explicitly the spectral interference in Sec. 4.2.3.
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Figure 2.20 – Calculated laser intensity for the two light pulses (blue and red). a: Two pulses plotted, without summation. b: The two pulses are summed (dark grey profile), with delay 109.09 fs (pulses in antiphase). c: Same, with delay 110.41 fs (pulses in phase). The green dashed line is the electron pulse envelope. The parameters of the pulses are taken from the experiments.

Figure 2.21 – Why the two-pulse coherent modulation is not an optical interference effect. a: Intensity profiles, from Fig. 2.20b and c. b: Spectral distributions for increasing light intensity. c: Normalized $\mathcal{P}_{\ell=14}$ as a function of the light intensity. d: Measured amplitude autocorrelation of the two optical pulses. e: Calculated modulation of the 14th sideband for incoherent light-electron interaction. f: Measured modulation of the 14th sideband, as in Fig. 2.17c.
Figure 2.22 – EELS dependence on the intensity of the single-pulse short excitation. 

**a**: Measured EEL spectra at two field amplitudes with $\approx 11\%$ difference (\(\Rightarrow 23\%\) intensity difference. 

**b**: Relative calculated spectra. $\alpha = \alpha_C$, $\theta = 35^\circ$, $\Delta_{ph} = 60$ fs.

Figure 2.23 – Single- vs. double-pulse excitation. 

**a**: EEL measured spectra for single (light gray) and double (dark gray) excitations. 

**b**: Relative calculated spectra. $\alpha = \alpha_C$, $\theta = 35^\circ$, $\Delta_{ph} = 60$ fs for both pulses.

ence configurations as plotted in Fig. 2.21a, roughly corresponding to the delays $\Delta_{12} = 109$ and 110.5 fs of Fig. 2.17b. The theoretical population of the sidebands as a function of the instantaneous light intensity is presented in Fig. 2.21b. The high photon orders are reachable only by the highest intensities, at the very top of the pulses, which are little modulated by the optical interference. The intensities that are significantly modulated by the optical interference are those below $|\ell| \approx 8$. The population of the 14th sideband (normalized to its maximum occupancy) is plotted in Fig. 2.21c, as a function of the light intensity. No appreciable change in the population of the $|\ell| = 14$ orders is therefore possible by changing the amount of light with intensity $\lesssim 2 - 3$ GW/cm$^2$. The small intensity difference at the peaks due to optical interference can instead give a contribution, which is however rather small. From Fig. 2.21a and Fig. 2.20 we get a modulation on the peak intensities of 1.6%, while the measured optical amplitude autocorrelation gives a value of $\sim 5\%$, Fig. 2.21d. In panel e we quantify the modulation of the 14th sideband given by optical interference contribution (incoherent modulation). It is about 7% at 109 – 110.5 fs. This value has to be compared with the $\sim 250\%$ modulation observed experimentally, Fig. 2.21f.

As a last control experiment, we performed a series of EELS measurements for a single light pulse as a function of its intensity (Fig. 2.22), in the same intensity range of the two-pulse
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experiment. For a 11% variation in the field amplitude, we note a barely visible spectral change, as expected for short pulses, see Fig. 2.10b. For such short light pulses, a significant population of the high-order sidebands ($|\ell| \gtrsim 11 - 12$) is possible only at much higher fields. In Fig. 2.23 the EEL spectra for single-pulse and double-pulse are reported, showing the empty $|\ell| > 12$ photon orders for the single-pulse excitation, and populated orders up to $|\ell| = 18$ for the double-pulse optical configuration.

We can hence conclude that the observed modulations, Fig. 2.17, cannot be interpreted as a result of an intensity change of the semi-infinite electromagnetic field due to optical interference. They have to be associated to a coherent coupling of the electron wave function with the properly synthesized field distribution.

Since the two optical pulses are separated in time, and the free-electron interacts coherently with both, it follows that the electron wave functions extend in time over a long distance, with little decoherence. As a collateral result of our studies, we conclude that the temporal (i.e. longitudinal) coherence of the single-electron wave packet is long, at least several tens of femtoseconds.

We discussed in Sec. 1.3.2 the homogeneous and inhomogeneous contributions to the ZLP, and brought arguments supporting a coherence length $\xi_e^t$ of several tens of fs. Those arguments assumed no significant decoherence of the free-electron wave function. Here we try to experimentally estimate the electron longitudinal coherence at the specimen plane, based on the interpretation of the temporal evolution of the spectra in Fig. 2.17. The high-energy sideband population oscillates as a function of $\Delta_{12}$. The oscillations are dumped, and we describe the dumping by a Gaussian function centered at 0, the center of the electron pulse envelope and the first light pulse, and with standard deviation $\sigma_t$. The width of this Gaussian curve represents the homogeneous broadening in time of the free-electron wave function. A Gaussian having the same width of the pulse envelope would mean a fully-coherent electron pulse, which goes against the arguments of Sec. 1.3.2, while an extremely short value would prevent the observation of such large oscillations. By fitting the data for the $\ell = 13, 14,$ and 15 sidebands, we find a longitudinal electron coherence $\xi_e^t = 2\sigma_t$ in the 50 – 80 fs range, with $\pm 10$ fs uncertainty. The experimentally estimated value agrees within a factor 2 with the tentative values discussed in Sec. 1.3.2.

2.2.5 Atto-second-nanometer control of plasmonic near fields

The understanding of the inverse transition radiation effect, and its detailed characterization in our apparatus enabled us to make some progresses in imaging and controlling ultrafast electromagnetic fields at the nanoscale. Here we first briefly anticipate an imaging scheme which exploits the inverse transition radiation, that will be extensively explained and used in the Chap. 3 and Chap. 4; then we present a method to modulate plasmonic fields with the two-pulse-control scheme, without semi-infinite field contributions.
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Figure 2.24 – Visualization of a propagating SPP. a: Sketch of the experiment. The light pulse illuminates the nanoslit and the surrounding film. b: PINEM micrograph for vanishing inverse transition radiation ($\alpha = \alpha_C$, $\vartheta = 0^\circ$). c: PINEM micrograph for non-negligible inverse transition radiation. $E^i$ represents the direction of the projection of the incident light electric field on the plane of the specimen.

The pure inverse transition radiation effect was obtained by having a homogeneous mirror as a specimen. In general, if any partially reflecting or refracting material is used, for example as substrate for nano-objects, the inverse transition radiation effect would coexist with the PINEM effect from the near field of the nano-object. While in some conditions the presence of the homogeneous field from inverse transition radiation may be unwanted and complicate the image interpretation, in other cases it can be exploited to visualize fields otherwise impossible to see. In this latter case, the semi-infinite (far) field acts as a spatially-homogeneous reference field, synchronously oscillating with the near field around the nano-object. They would therefore interfere, creating a stationary pattern whose spatial dependence is a function of the phase difference between the far and near field (say, 0). In Sec. 3.2 we will describe it in details. Here, I will show only an example.

Let’s consider the geometry of Fig. 2.24a, with a nanoantenna (a slit) carved in the Ag of the mirror. The excitation light generates an SPP at the slit, which propagates at the $\text{Si}_3\text{N}_4$/Ag interface [143], at a speed of $0.3 - 0.6c$, hence covering approximately 30 $\mu$m in the electron pulse duration of $\sim 300$ fs. When the inverse transition radiation effect is negligible (see Fig. 2.24b), a PINEM experiment would only be sensitive to the slowly decaying SPP envelope that extends away from its source. If instead a non-negligible contribution from the semi-infinite field is present (Fig. 2.24c), an interference pattern is produced, corresponding to a snapshot of the SPP propagation away from the nanocavity.

The two-pulse experimental configuration has the advantage to control the (electron-mediated) interference by having temporally-separated pulses. An example is the coherent modulation of a plasmonic Fabry-Perot interference pattern. For that purpose, we created a structure as displayed in Fig. 2.25a. The two lines of couplers are designed to produce a directional SPP emission when excited by circularly-polarized light [256]. The directionality comes from constructive and destructive interference of the SPPs radiated by the individual nanoantennae that constitute the couplers (see Fig. 2.25b). These nanoantennae are oriented with their main axis forming a $45^\circ$ angle with the principal axes of the couplers. The spacing in the other
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direction is $\lambda_{SPP}/4$ for the left coupler, and $3\lambda_{SPP}/4$ for the right coupler. In this way, for a fixed light handedness (spin-angular momentum), the two couplers mainly emit in opposite directions. We chose the handedness to have counterpropagating SPPs inside the Fabry-Perot cavity in between the two couplers. Away from the couplers' edges, the plasmonic field can be considered as a propagating plane wave (Huygens' principle), and if the cavity length allows for a Fabry-Perot resonance, a standing-wave pattern is stabilized inside the cavity, with period $\lambda_{SPP} \approx 350$ nm. The standing wave is properly imaged only when the semi-infinite field contribution is null, i.e. when $\alpha = \alpha_C$, $\vartheta = 0^\circ$. Otherwise, the propagating SPP with period $\lambda_{SPP} \approx 700$ nm is imaged as well, as in Fig. 2.24c.

The scheme of the experiment is presented in Fig. 2.25c. The two optical pulses have been separated in time by more than $\Delta_{12}^0 \approx 100$ fs, to minimize direct optical interference, and the only standing wave (Fabry-Perot mode) has been imaged in a genuine PINEM measurement. In Fig. 2.26a we present such interference pattern, with the intensity spatial profile of the field in the inset. When we change the temporal delay $\Delta_{12}$, the intensity of such pattern is coherently modulated, as shown in the space-time map in Fig. 2.26b and in the extracted intensity change plot, Fig. 2.26c. The temporal Fourier transform of the latter trace gives a peak centered at $\approx 380$ THz, as expected.

This three-pulse experiment deals with SPP interference, which gives a stronger or weaker Fabry-Perot mode when it is constructive or destructive. At the same time, we also observed a modulation in the Fabry-Perot periodicity, with change of $\lambda_{SPP}$ within the excitation bandwidth. Spectral interference may qualitatively explain this phenomenon: a modulation of the laser pulse spectrum is obtained when the two pulses are delayed in time, even when direct interference is negligible. For our experimental conditions, we calculated a spectral interference peak shift of $\pm 1.6$ THz between 109.09 and 110.41 fs delay, which is about 40% of the laser bandwidth. In Sec. 4.2.3 we will develop the argument further.
Figure 2.26 – Attosecond-nanometer modulation of a SPP field. 

a: PINEM micrograph of the SPP in the Fabry-Perot resonator. 
b: Spatiotemporal mapping of the Fabry-Perot field intensity, as a function of \( \Delta_{12} \).
c: Temporal evolution of the Fabry-Perot intensity change. 
d: Fourier transform amplitude of the measured temporal trace. \( \alpha = \alpha_C, \theta = 0^\circ, \Delta_{ph} = 60 \text{ fs}, \Delta_0^2 \approx 100 \text{ fs} \).

### 2.2.6 Attoseconds and beyond

As seen, the two-pulse configuration enables to finely control the probability density of the photon orders in the free-electron multilevel-split wave function. For 1.57 eV photons, a noticeable change in phase between the two phase-locked pulses is mapped into a temporal delay down to the sub-fs timescale. Since the semi-infinite field method is very general, and –contrary to plasmonic excitations– does not rely on any specific property of the material but a nonzero reflectivity at the excitation wavelength, it can be extended easily to higher photon energies, although with decreasing efficiencies. In the X-rays, the modulation of the electron wave function would eventually be performed with optical delays in the sub-as timescale [257]. In ref. [141], we carried out simulations to calculate the sideband modulations in an ideal three-pulse experiment with two 100 fs-long, 777 eV X-FEL pulses, focused to 50 TW/cm\(^2\) peak power each on a Co-Au multilayer surface, which reflects \( \sim 35\% \) of the light at 45\(^\circ\) incidence (see Fig. 2.27a). The Co-Au mirror [258] is kept thin enough (78 nm) to be transparent for the 200 keV electrons, and the X-ray parameters are similar to what is possible to achieve with current FELs [259]. The electron duration has been chosen to be always 300 fs. The \( |\ell| = 1 \) photon orders are visible in Fig. 2.27c, with \( \sim 10^{-5} \) intensity relative to the ZLP. Assuming perfectly phase-locked pulse pairs, and \( \Delta_0^2 = 150 \text{ fs} \), the spectral modulation as a function of \( \Delta_{12} \) is shown for \( \ell = 1 \) in Fig. 2.27b and d. The period is \( \approx 5.3 \text{ as} \), and the intensity changes of up to \( \approx 1\% \) in a 511 zs interval.

These simulations with realistic parameters suggest that modulations with \( \sim 1 \) as are indeed possible with our method, although technically challenging, and with an associated small signal. A coherent modulation on such timescales may stimulate experimental ideas for extremely fast processes, such as intramolecular electronic motion [260], and nuclear processes [141,261,262].
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Figure 2.27 – Sub-as sideband modulation with X-ray light. a: Scheme of the thought experiment. b: Calculated EEL spectra as a function of $\Delta_{12}$. c: Calculated EELS, with ZLP and $\ell = \pm 1$ sidebands. d: Relative $\ell = 1$ intensity change as a function of $\Delta_{12}$. $\Delta_{0} = 150$ fs, $\delta = 0^\circ$, $\alpha = 0^\circ$, $\theta = 45^\circ$, $\Delta_{ph} = 100$ fs, $\Delta_{e} = 300$ fs.

Conclusion and perspectives

Recently, significant innovative research has been carried out about extending high-energy electrons into the attosecond range [221, 222, 228, 231, 253, 263–267]. While attosecond science is a well-established field for photons [268], ultrafast electrons are a rather novel probe, and their potential has not yet been fully disclosed in the as range. In particular, attosecond electrons could combine the highest spatial and temporal resolution in the same probe. If a fs-electron pulse acquires a large bandwidth, modulated by the external pump pulse, its dispersive reshaping creates points along the longitudinal direction where the phase-space distribution presents as-long electron-density spike trains. The as-spikes are separated in time by the period of the driving optical field. The coherent spectral modulation is therefore mapped into a longitudinal pulse bunching at specific distances from the interaction [228], just via ballistic propagation$^{14}$ of the free-electrons [265]. Despite not having isolated as-electron pulses, these as trains can already be used in pump-probe experiments [253, 269].

In this chapter I presented a complete characterization of a method to control the energy and momentum spectrum of the electrons via the inverse transition radiation effect, in a semi-infinite field geometry. The coherent modulation of the free-electron wave function, in the three-pulse experiments, adds a handle to the spectral control, in a particularly general and flexible configuration. Differently from schemes adopted by others [229, 251], in our experimental setting the two optical pulses are separated solely along the temporal coordinate, and not in space. The coherent spectral population we imprint into the free-electron wave function causes its longitudinal structuring in an attosecond pulse train, which may be employed for investigating or manipulating matter at that extremely rapid timescale, and eventually below.

$^{14}$Namely, in absence of external forces.
3 Filming plasmonic propagation with a holographic principle

In Chap. 2 we stated the limit of PINEM to measure rapidly-varying fields and gave a partial preview of how to overcome this problem. In this chapter I will start discussing about SPPs, and describing an early method we developed to capture the propagation of plasmonic waves; later, I introduce the longitudinal-holography approach we recently developed. The latter method utilizes the electron-photon interaction described in Chap. 2, and enables filming the temporal evolution of nanoscale electromagnetic fields with extremely high accuracy. The research reported is mainly adopted from ref. [143] “Imaging and controlling plasmonic interference fields at buried interfaces”, Nat. Commun. 9, 13156 (2016), and ref. [213]: “Holographic imaging of electromagnetic fields via electron-light quantum interference”, Sci. Adv. 5 (5), eaav8358 (2019). Some paragraphs are reported quasi-verbatim.

3.1 SPP at a buried interface

3.1.1 Surface-plasmon polariton

A surface-plasmon polariton (SPP) is a coupled optical and electronic excitation trapped and propagating at a metal-dielectric interface [270–272]. In the dielectric, the SPP mode, which is always transverse magnetic-polarized, is represented by an optical wave (polariton) peaked at the interface and rapidly decaying in the direction orthogonal to the interface; inside the metal, an electron density wave oscillates at the same frequency (surface plasmon). While in the perpendicular direction the plasmon-polariton shows subwavelength confinement\(^1\)–giving a certain field enhancement, it can non-radiatively propagate within the boundary surface. An SPP is commonly distinguished from a localized surface plasmon excitation because the latter does not propagate, being typically confined around the edges of a nano-object with subwavelength dimensions.

As mentioned in Sec. 2.1 and sketched in Fig. 2.1, both swift electrons and light can excite plasmonic resonances and waves. In particular, far-field electromagnetic radiation (as our

\(^1\)Its localization is exponential in both the dielectric and the metal, although with different decay lengths.
laser pulses) can be coupled into localized SPPs by nano-asperities on the metal-dielectric surface. Slits, holes, grooves, kinks and discontinuities can all radiate SPPs when illuminated by light with the proper wavelength and polarization. In the metallic nano-asperities the external light induces a dipolar excitation, which generates the SPP waves. Incidentally, the same asperities may scatter the SPP, acting as mirrors, beam-splitters, lenses (i.e. refracters), reproducing in a planar geometry many elements of 3D optics. They are extremely sensitive to changes in the local refractive index, which in turn is affected by many internal and external parameters, as the presence of adsorbates, external fields, temperature, et cetera [273]. Also, these plasmon waves can often travel undisturbed through curved and bent surfaces [274]. For all these reasons, they are considered interesting physical objects for optical circuitry miniaturization in a planar geometry.

In the most simple case, imagine an SPP propagating in one direction, \( \hat{y} \), within the \( <xy> \) plane defined by the metal-dielectric flat interface. Let \( \hat{z} \) be the orthogonal direction, with the dielectric in the positive-\( z \) space. Since the mode is transverse magnetic, a nonzero electric field will be present both along \( \hat{y} \) and \( \hat{z} \), while the magnetic field will be along \( \hat{x} \). The fields oscillates at a frequency \( \omega \), set by the external light excitation. We can write the electric fields as

\[
\begin{align*}
\phi_y^{\text{SPP}}(r, t) &= \phi_0^{\text{SPP}} e^{ik_{\text{SPP}}y - i\omega t - k(z)|z|} \quad (3.1) \\
\phi_z^{\text{SPP}}(r, t) &= i \text{sign}\{z\} \frac{k_{\text{SPP}}}{k(z)} \phi_0^{\text{SPP}} e^{ik_{\text{SPP}}y - i\omega t - k(z)|z|}. \quad (3.2)
\end{align*}
\]

Here we indicated \( k = k(z) \) meaning that \( k \) assumes different values in the metal (\( \text{sign}\{z\} < 0 \)) and dielectric (\( \text{sign}\{z\} > 0 \)). The SPP wavevector \( k_{\text{SPP}} \) is the same in the two materials, for continuity reasons, and is the quantity determining the plasmon wavelength. It can be expressed in terms of the permittivities in the simple form

\[
k_{\text{SPP}}(\omega) = \frac{\omega}{c} \sqrt{\frac{\epsilon_M(\omega) \epsilon_D}{\epsilon_M(\omega) + \epsilon_D}}, \quad (3.3)
\]

where \( \epsilon_M \) and \( \epsilon_D \) are the permittivity constants in metal and dielectric, respectively.

A loss-free dispersion curve is shown in Fig. 3.1, together with the light line \( \omega = ck \). There, the simplest model has been considered: a vacuum-metal interface with \( \epsilon_M \) given by the free-electron model. For low photon energy, the SPP dispersion well overlaps the dispersion of light in free space. At higher energies \( \epsilon_M \rightarrow \epsilon_D \), and we assist to a slow-down of the plasmon wave, which approaches asymptotically the surface plasmon frequency \( \omega_{\text{sp}} = \omega_p / \sqrt{1 + \epsilon_D} = \omega_p / \sqrt{2} \), with \( \omega_p \) the (bulk) plasma frequency in the metal. For this reason, the SPP wavelength at frequency \( \omega \) in the visible range can be much shorter than the corresponding free-space wavelength, allowing for very high sub-diffraction confinement. In 2D materials, as graphene, the confinement volume can be as small as \(~ 10^{-6} \times \) the diffraction limit volume [275], making it ideal for strong light-matter interaction [275–278]. In Fig. 3.1, \( k_{\text{SPP}} \) is real for \( \omega < \omega_{\text{sp}} \) and \( \omega > \omega_p \), and fully imaginary in between, where only bound states are allowed. We are interested
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Figure 3.1 – Loss-free SPP dispersion at a metal-vacuum interface, according to Eq. 3.3, with $\epsilon_M$ represented by its free-electron model formula $\epsilon(\omega) = 1 - \omega_P^2/\omega^2$, and $\epsilon_D = 1$. $\omega_P$ and $\omega_{\text{SP}} = \omega_P/\sqrt{2}$ are the plasma and surface plasma frequencies, respectively.

In this chapter we refer to the nonradiative plasmon, at $\omega < \omega_{\text{SP}}$.

3.1.2 About imaging SPPs

Since these waves propagate at a significant fraction of $c$ and vary spatially in the optical subwavelength scale, their imaging requires simultaneous fs temporal and nm spatial resolution. Their direct real-space characterization presents a significant experimental challenge, especially in materials and devices involving buried interfaces and complex heterostructures. Several optics-based approaches have been developed to track surface-bound SPPs with appropriate resolution, notably dual-color coherent anti-Stokes Raman spectroscopy (CARS) [279] and scanning-tip-based techniques such as scanning near-field optical microscopy (SNOM) [280, 281]. In recent years, the spatial and temporal resolution limits of these optical techniques have been pushed to tens of nm and hundreds of fs [282, 283].

In an alternative approach, the use of electron photoemission for detection, as in time-resolved photoemission electron microscopy (tr-PEEM) [284–286], has allowed for comparable spatial resolution in imaging SPPs, with time resolution extending down to the few-fs single optical cycle regime. Recent advances in tr-PEEM methods have facilitated the successful spatiotemporal mapping of localized and propagating surface plasmons in a variety of systems [287–292]. However, as tr-PEEM relies on sample-emitted photoelectrons, and scanning-tip-based techniques require physical probe proximity to the evanescent field, both are inherently limited to the study of the exposed material surface, with damped sensitivity for fields beneath it. Although images of sub-surface SPPs are sometimes possible in SNOM [293] and especially tr-PEEM [294–296], the spatial resolution reaches at best $\sim 40$ nm [294]. Furthermore, the connection between the probed field and the local density of photonics states is not always direct [294, 297]. Due to these restrictions, these techniques have limitations for studies of advanced multilayer systems and heterostructured devices that rely on plasmonic waves.
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Figure 3.2 – PINEM spatial and temporal resolution. a: PINEM micrograph of the field around an Ag NW, from ref. [142], with the very same apparatus and parameters of the experiments I am describing. Scale bar 200 nm.

bound to buried interfaces.

Complementary, EELS, either in scanning (spectrum-imaging [298]) or parallel-beam EFTEM configuration, can image with great spatial and spectral resolution SPPs in thin films and nanostructures [198, 299, 300]. In these experiments, plasmonic guided modes are excited by the transient electric field generated by the swift electrons in proximity of the specimen [274, 301]. Being a transmission technique, it can be used also to probe plasmon waves in complex heterostructures, even with completely noninvasive schemes, in aloof geometry. However, as already discussed, the temporal resolution for this static TEM technique cannot exceed the ∼ms range.

In this scenario, PINEM guarantees high temporal and spatial resolution,2 with the advantage –compared to CARS, SNOM, and tr-PEEM– to be able to probe even fields buried inside complex 3D structures, provided that they can be photoexcited [302]. PINEM and tr-PEEM give in a way complementary information: the former is sensitive only to the z component of the electric field, while the latter is sensitive to the in-plane components. Despite an SPP is poorly localized in the propagation plane, it is strongly localized in the orthogonal direction \( \hat{z} \), the direction along which the momentum conservation law has to be fulfilled in the stimulated SPP absorption or emission process.

So far, PINEM has been used to image optical near fields at the edges of a variety of materials, nanostructures and biological specimens [119, 142, 222, 302], although these efforts did not track the dynamical behavior of the photoinduced plasmons or target the material properties of the specimens. So far, the use of PINEM to experimentally access SPP dynamics has remained an open challenge due to the typical SPP lifetime (on the order of 100 fs) being beyond instrumental temporal resolution, limited by the electron bunch duration.

In this work we employ localized, embedded SPP sources to launch SPPs in a 2D plasmonic waveguide, provided by a buried Ag-Si$_3$N$_4$ interface, allowing the photoinduced plasmons

\[ 2 \sim 10 \text{ nm in our setup, and possibly better, as can be seen from Fig. 3.2.} \]
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Figure 3.3 – First PINEM plasmon propagation experiment. **a**: Simplified scheme of the experimental apparatus measuring the PINEM from the photoexcited SPP. **b**: The variation of $\Delta t$ in the vicinity of $\Delta t \approx 0$ generates a time-resolved movie of the buried plasmonic near field’s ultrafast evolution.

to propagate and interfere over several $\mu$m. In this geometry, we partially circumvent the temporal-resolution limitations by observing the electron-plasmon scattering at different distances from the source. This interaction occurs at different times due to the finite time delay needed for the plasmonic wave to propagate. In this way, we could film the dynamical evolution of the collective plasmonic field propagating at the buried interface. Although still temporally within the long electron probe pulse, we managed to extract the propagation speed of the SPPs.

### 3.1.3 Ultrafast SPP propagation

A conceptual scheme of the experiment is sketched in Fig. 3.3a. A linearly-polarized optical pump pulse is incident on a nanocavity carved in the $\text{Si}_3\text{N}_4$-supported Ag thin film, launching an SPP of energy $E_{\text{SPP}} = \hbar \omega$, confined to the Ag-$\text{Si}_3\text{N}_4$ interface. At a variable time delay $\Delta t$, the propagating plasmonic wave is then probed by the parallel ultrafast electron pulse, which inelastically scatters from the optically excited SPP by PINEM interaction [137, 219, 223]. EFTEM micrographs utilizing only EEG counts give spatially-resolved snapshots of the $E_{z}^{\text{SPP}}$ component of the buried plasmonic near field. Due to the large field-of-view of the electron beam employed here, snapshots recorded at different relative time delays $\Delta t$ thus capture the spatiotemporal evolution of the photoinduced plasmonic wave, see Fig. 3.3b.

The sample studied consisted of a 30 nm Ag thin film deposited on a 50 nm $\text{Si}_3\text{N}_4$ membrane,
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Figure 3.4 – **a**: Design of the specimen (cross-section view). **b**: SEM micrograph of the perforating nanocavities written in the Ag film. Areas from which experiments are reported are indicated by labeled dashed white rectangles. **c**: Zoom-in of the green-framed area with the nanocavity (NC) array imaged in the propagation experiment of Fig. 3.5 and Fig. 3.8.

Fig. 3.4a. The Ag film was sputtered onto a Si$_3$N$_4$-on-Si support membrane using an EMITECH K575x sputter coater equipped with an Ag target (100 mA, 60 s exposure, 3 · 10$^{-4}$ mbar base pressure). A variety of different rectangular NC arrays were patterned in the Ag layer using a raster-scanned focused-ion beam (FEI Nova Nanolab 200 focused ion beam (FIB)/SEM) with typical beam currents of 9 · 10$^{-10}$ pA at a 30 kV voltage. Fig. 3.4b and c show an SEM characterization of the sample surface, which was kept in low oxygen conditions and measured within few days from the FIB patterning. For the first experiment on plasmon propagation, nominal NC widths were 250 nm, with nominal NC lengths incrementing from 700 to 1300 nm in 100 nm steps. The SEM-measured widths were ∼ 274 nm, and the lengths 698, 809, 919, 982, 1113, 1175, and 1273 nm.

These studies made use of a fs-laser system slightly different than what described in Sec. 1.3 and utilized in the other experiments in this thesis. We used as excitation a 300 kHz train of linearly-polarized pulses with ∼ 100 fs FWHM duration, centered at ∼ 786 nm. The laser was weakly focused on the specimen to a spotsize of ∼ 60 µm FWHM diameter, such that the electric field of the pump beam was uniform across the field of view of the electron beam. Optical pump fluences employed were of the order of 1 – 4 mJ·cm$^{-2}$, corresponding to a peak excitation energy density of ≃ 50 GW·cm$^{-2}$. The electron bunch duration is here about ∼ 600 fs FWHM.

In order to experimentally measure the propagation speed of the SPPs at the buried interface, we monitor a large, nearly-featureless area adjacent to a linear array of NCs, as sketched in Fig. 3.5a and visible in Fig. 3.4c. The light polarization has been set parallel to the long axis of the NCs. In first approximation, each NC edge effectively acts as an antenna that launches plasmon waves radially outward in a point dipole-like pattern at the buried interface [303]. Consequently, according to the Huygens-Fresnel principle, the plasmonic wave propagating...
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Figure 3.5 – a: Schematic of the specimen. b: Experimental PINEM micrograph of the photoinduced plasmonic wave propagating at the buried Ag/Si$_3$N$_4$ interface, at $\Delta t \approx 0$. As the electron and optical pulse durations satisfy $\Delta e \gg \Delta ph$, the plasmonic interference pattern is observed in the entire window at this delay. The linear false color scale corresponds to relative electron gain counts. c: Radially integrated Fourier transform (FT) amplitude of the spatial frequency components contained in the interference pattern of panel b as a function of the corresponding spatial period. The position of the singular peak corresponds to $\lambda_{SPP}$, and its uncertainty is indicated by the shaded gray line.

away from the NC array (along the $y$ axis in Fig. 3.5b) corresponds to the coherent superposition of the SPPs launched from the different NCs.

Fig. 3.5b shows the experimental PINEM image of the resulting plasmonic interference pattern, recorded at $\Delta t \approx 0$. The spatial Fourier transform of the entire frame in Fig. 3.5b gives direct access to the spatial frequencies present in the interference pattern [281], and its radial integral is singularly peaked at the spatial period corresponding to the wavelength of the optically driven SPP wave, Fig. 3.5c. We can thus directly extract $\lambda_{SPP}$ and $k_{SPP} = 2\pi/\lambda_{SPP}$ as $632 \pm 13$ nm and $9.94 \pm 0.20 \mu$m$^{-1}$, respectively, where the errors are dominated by the uncertainty in the calibration of the PINEM image. Fig. 3.6 depicts the calculated EEL probability for the 200 keV electrons transmitted through a model of our bilayered sample, plotted as a function of energy loss and momentum transfer normal to the beam direction, i.e. in the interface plane. Given the known energy of the optically driven SPPs in the measurements ($E_{SPP} = E_{ph} = 1.58$ eV), we find that the SPP characteristics obtained experimentally well match the theoretical dispersion of the plasmonic mode propagating at the buried interface.

Fig. 3.6 strongly resembles Fig. 3.1, although in our case we see two dispersion branches. Indeed, in the thin bilayer, SPPs can propagate both at the exposed Ag-vacuum and buried Ag-Si$_3$N$_4$ interface. For a given excitation frequency, the plasmon-polariton at the exposed surface has always a longer wavelength than the plasmon wave at the buried interface. While the far-field electromagnetic wave can in principle couple to both modes simultaneously at $1.58$ eV, theory suggests a much higher cross section for the buried wave. Experiments fully confirm it, as can be seen by the Fourier transform of the spatial interference pattern, Fig. 3.5c.

4 Including the ‘projection effect’ uncertainty due to the specimen tilt, which is however small; indeed, we worked at nearly optical and electron normal incidence.
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Figure 3.6 – Analytically calculated [301] EEL probability of 200 keV electrons traversing the specimen at normal incidence as a function of energy loss $\Delta E$ and transversal momentum transfer $k_\perp$. Experimental $E_{\text{SPP}}$ and $k_{\text{SPP}}$ values are indicated by dashed lines, with corresponding uncertainties represented by the shaded lines. The experimental values of $v_g$, retrieved from Fig. 3.8, is indicated by the straight line tangent to $(k_{\text{SPP}}, E_{\text{SPP}})$, the hourglass-shaped area representing its uncertainty. For methods, see refs. [143, 301].

At higher visible frequencies, the buried plasmon become lossier and more difficult to excite, but not the SPP at the vacuum interface. For this reason, light at 3.14 eV excites the latter mode. We confirmed it experimentally by exciting a long nanoslit in a similar Ag-$\text{Si}_3\text{N}_4$ bilayer (50 nm $\text{Si}_3\text{N}_4$, 90 nm Ag) by linearly-polarized light, and the SPP imaged by the holographic method (data not shown here, see Sec. 3.2 for the method).

Considering the 3D dataset of PINEM micrographs at different pump-probe delay times $\Delta t$, we can get some insight into the SPP build-up and evolution by performing a slice analysis of the images as a function of $\Delta t$. Some of those micrographs are reported in Fig. 3.7, while the complete video can be found in ref. [143]. As sketched in Fig. 3.8a, we divide up the image in a series of horizontal slices centered at different distances $y$ from the NC array.

By taking the spatial Fourier transform of these slices for each delay, and integrating the Fourier features corresponding to the SPP peak, we can track the propagation of the plasmonic wavefront in time, as is sketched for a number of discrete slices in Fig. 3.8b. These temporal traces correspond to the sub-ps cross-correlation of the electron probe and the photoexcited SPP pulse in the different discrete $y$-ranges in the sample, offset by a temporal difference $\Delta^*$ due to the SPP wave propagation. Combining the data of all slices yields a quantitative description of the dynamic behavior, which directly captures the SPP propagation. Fig. 3.8c depicts the temporal center of Gaussian fits to the cross-correlation time traces of different slicing schemes as a function of the distance $y$ from the NC array. For a robust analysis, the positive $y$-range of the PINEM micrographs recorded at different $\Delta t$ were divided up into a series of discrete horizontal slices, according to various slicing schemes. In particular...
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Figure 3.7 – Selected frames from the plasmon propagation movie. First row, from the left; $\Delta t = -1350, -600, -450, \text{ and } -210 \text{ fs}$. Second row, from the left: $\Delta t = 0, +150, +630, \text{ and } +960 \text{ fs}$. $\Delta t = 0$ is set as delay for which the light and electron pulse peaks coincide, and has an associated uncertainty of $\approx \pm 25 \text{ fs}$.

with $\Delta y = 140, 280, 420, 560 \text{ and } 700 \text{ nm}$, in each case with a $y$-center offset equal to $0.5\Delta y$, i.e. with 50% slice overlap. The resulting data points for each of the slices in the different slicing schemes are combined and fitted with a single straight line, Fig. 3.8c. The slope of that line represents the group velocity of the composite plasmonic wave, and corresponds to approximately a third of the free-space speed of light, $v_g = (9.4 \pm 1.3) \cdot 10^7 \text{ m} \cdot \text{s}^{-1}$. The refractive index for our SPP wave is therefore $n_{\text{SPP}} \approx 3$. This value is consistent with that expected from theory for the buried SPP mode, as indicated in Fig. 3.6. Although SPP group velocities at surfaces have been previously extracted from both time domain [294, 304] and frequency domain [305] experiments, this experiment demonstrates the direct measurement of the SPP propagation speed at a buried interface in a transmission geometry.

3.1.4 Controlling plasmon gratings

The ability of PINEM to directly access plasmonic interference patterns opens up a multitude of possibilities for creating arbitrarily shaped plasmonic transient gratings, as the obtained interferometric structures can be precisely tailored by combining appropriately arranged nanoscale features with suitable photoexcitation [256, 303]. Moreover, experiments can be supported by simulations applying Maxwell’s equations to the nanopattern architectures, providing effective feedback and enabling the predictive design of transient plasmonic patterns. Fig. 3.9 illustrates this flexibility in designing transient plasmonic gratings. Panels a and b show the PINEM micrograph of consecutive parallel NCs under photoexcitation using different
Figure 3.8 – a: PINEM micrograph at $\Delta t = -210$ fs. White dashed rectangles exemplify the discrete slicing of the image for spatial Fourier analysis. b: Temporal traces of the SPP wave intensity in the different discrete slices indicated in a. For each slice at each $\delta t$, the SPP wave intensity is calculated as the integrated intensity of the corresponding features in the spatial Fourier transform (FT). The $y$-range of each of the slices corresponds to $\Delta y = 0.42 \mu$m. c: Temporal center positions of Gaussian fits to the cross-correlation time traces versus distance traveled by the wave. Data points corresponding to different slicing schemes ($\Delta y$) are combined.

Figure 3.9 – Transient plasmonic patterns. a: PINEM micrograph for NCs irradiated by linearly-polarized light at $\phi = 0^\circ$: a transient grating is formed. b: Same, at $\phi = 20^\circ$.

linear polarization orientations, demonstrating that it is indeed possible to obtain transient plasmonic gratings using relatively simple nanostructures. The NCs in Fig. 3.9 are 4.3 $\mu$m long, and 260 nm wide. The space between two sources form a Fabry-Perot cavity, thus what we observe is a standing-wave pattern, Fig. 3.9a, with spacing $\lambda_{SPP}/2$. Curiously, in Fig. 3.9b the tilted polarization excites both the SPP perpendicular to and along the nanoslit. As a result, periodic intensity lobes are visible, especially in the rightmost cavity, with $p = 8$ nodes, due to the counterpropagating modes along the cavity (Fabry-Perot resonance of order 8) [306].

More complex patterns are visible with short NCs, where the emitted SPPs are circular waves more than planar waves. In Fig. 3.10 we report two examples. Interestingly, Fig. 3.10b shows two arrays of short NCs facing each other at $\sim 4.5 \mu$m distance. The interference plasmonic pattern is a sequence of lines again spaced by $\lambda_{SPP}/2$, from which it is easy to extract the value $\lambda_{SPP} = 638 \pm 32$ nm.

$^5$ $= 2.1 \mu$m long and $= 270$ nm wide.
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Figure 3.10 – Complex interference patterns for short NCs. a: PINEM micrograph of the SPP pattern from an array of short NCs (0.6, 0.7, 0.8, and 0.9 μm-long, and ≈ 275 nm wide), photoexcited by linearly-polarized light at φ = −78°. b: PINEM micrograph of a plasmonic standing-wave pattern generated by two vertically-offset linear arrays of NCs photoexcited by linearly polarized light at φ = −20°. The dashed elliptical shape depicts the approximate outline of the electron beam footprint.

Summarizing, in this section we demonstrated the visualization of photoinduced plasmonic interference patterns confined to otherwise inaccessible buried interfaces, enabling a critical tool for the investigation and development of complex plasmonic heterostructures and advanced multilayer devices. Our experiments introduce the feasibility of ultrafast imaging of plasmon dynamics using PINEM, allowing us to experimentally measure the carrier wavelength and propagation speed of SPPs traveling at buried interfaces directly in the time domain. Furthermore, we show that transient plasmonic interference patterns can be shaped via both the polarization of the excitation light and the nanopatterning architecture, thus facilitating a widely tunable range of nanoscale near-field structures. Finally, the standing-wave plasmon grating presented here represents a good plasmonic configuration for the electrons to diffract from. As shown theoretically [307], the elastic (Kapitza-Dirac) and inelastic electron scattering from a plasmonic standing wave can result in nontrivial patterns in the energy-transverse momentum plane. In turns, such patterns can give important insights into the Rabi oscillations within the standing-wave pattern.

3.2 Time-domain holographic imaging

Where do the PINEM contrast in Sec. 3.1.3 and Sec. 3.1.4 come from? Some contrast, like Fig. 3.9a and Fig. 3.10b, have a clear standing wave origin, as a result of counter-propagating plasmon-polaritons. However, the contrast in Fig. 3.7 cannot be explained by counter-propagating polaritonic waves. At the same time, since we are probing waves whose crests and troughs travel a distance $\lambda_{SPP}/2$ in $\sim 1$ fs, it is not possible to image the spatial pitch of the SPPs without an interference measurement with another phase-locked oscillating signal. A priori, this reference signal may have different nature: another propagating SPP at the same interface, an SPP at another interface, close enough for the evanescent fields in the $\hat{z}$ direction.
Figure 3.11 – Schematics and experiments of the tr-PEEM interferometric method to measure propagating SPPs. a: Co-propagating case. b: Counter-propagating case. The SPP propagates at a Au-vacuum interface, and the images were taken at $\Delta t = 0$. Adapted from Lemke et al., ref. [294].

...to interfere, the sum of photo- or plasmon-excited localized fields around crystal grains in the film, et cetera. As a speculation, if the last of the few options mentioned were true, the observed plasmonic pattern would be actually the localized plasmon field that brights up when the SPP passes by.\(^6\)

A detailed understanding of the interference contrast origin is necessary to correctly interpret the data, and extract information on the material and electromagnetic fields. Furthermore, a substantial difference has to be made between standing-wave patterns, and holographic patterns. In the formers, an observed high contrast in a given position of the specimen corresponds to a high density of electromagnetic states in that position during the electron probe time $\Delta e$.\(^7\) For the latters, this fact is no longer valid, because the exact contrast would depend on the phase and geometry between the two interfering fields. For example, we might ask ourselves whether the bright fringes in Fig. 3.9b comprised between the nanoslits truly posses a higher $|E_{SPP}^z|$ compared to the dark fringes.

In most of the tr-PEEM experiments we cited in Sec. 3.1.2 (and shown in Fig. 3.11) the spatial contrast of propagating SPPs originates from the interference of the excited SPP with the excitation light. Could an analogous scheme be adopted in PINEM? As I briefly showed in Sec. 2.2.5, the inverse-transition radiation effect has to be accounted for in these type of experiments. We see now more specifically how to correctly describe this kind of nonlocal holography, and how to exploit this interaction for plasmon imaging.

---

\(^6\)See the last paragraph of Sec. 3.2.3 for a realistic explanation of the contrast and its grainy appearance.

\(^7\)For a quantitative analysis, Rabi oscillations in the quantum ladder Hamiltonian should be taken into account. In that scenario, a higher field may give a lower EEG signal, see Fig. 2.12. In practical cases, with our apparatus' resolution, this effect is secondarily.
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3.2.1 Holography principle

Holography allows capturing both the phase and the amplitude of a signal distribution by superimposing it with a known, fixed reference. This method was originally proposed by Dennis Gabor to improve the resolution of an electron microscope [308]. He first demonstrated the principle using light optics [308] [309], while holography with electrons was shown shortly after [310]. With the invention of intense coherent light sources (lasers), optical holography has become a popular technique for three-dimensional imaging of macroscopic objects, security applications [311] [312] and microscopic imaging [313].

Electron holography [314] [315] is an important technique in electron microscopy. Gabor’s original idea envisaged an in-line scheme, basically exploiting the phase information contained in Fresnel micrographs. A second method, termed off-axis electron holography [316] however prevailed, because guarantees a better recombination of signal and reference wave [315]. Off-axis schemes rely on an electron biprism to make the signal beam interfere with the reference plane wave. The subsequent hologram consists in an ensemble of interference fringes. Thin electrostatic wires are commonly used as biprisms [317] [318], and are often referred as Möllenstedt biprisms, from one of the inventors’ name.

Off-axis electron holography has been successfully employed in materials science [319], and also to image electrostatic potentials [320] [321], included the most unequivocal proof of the Aharonov-Bohm effect [47]. It can be particularly useful in precisely imaging magnetic structures [322], such as superconductive vortices [323], skyrmions [324], and complex ferromagnetic domains [325].

More generally, the holography principle can be extended to any kind of detection configuration involving a periodic signal undergoing interference, such as sound waves [326], X-rays [327], or femtosecond pulse waveforms (spectral holography) [328]. In recent years, various new experiments have been implemented to extend the concept of holography from a static imaging method to a dynamical probe, capable of recording the temporal evolution of both the amplitude and the phase of a signal. Time-resolved optical holography has been successfully realized in the femtosecond regime [329] [330], and was used in combination with photoemission for plasmon imaging with enhanced spatial resolution in tr-PEEM experiments [285] [294] [331], as seen in Fig. 3.11.

The introduction of temporal resolution in electron holography is more challenging, and so far the adopted schemes use temporal gating working in the microsecond timescale [332] [333]. Holography with ultrafast electron pulses should also be possible [60] [72], providing similar time resolution and allowing subpicosecond imaging of magnetic and electric fields to be performed. However, most applications of interest involve spatially-resolved phase dynamics of electromagnetic fields on the timescale of one to few fs. These include electronic excitations in condensed matter, non-radiative energy transfer in molecules, and excitonic currents and condensates, as well as optical fields in metamaterials and photonic crystals.

---

8Namely, defocused micrographs with Fresnel contours, analogue to Fresnel fringes with light.
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What we demonstrate in the following –instead– is a time-domain holographic imaging technique implemented in UEM and based on the quantum coherent interaction of electron wavepackets with multiple optical fields. Rather than splitting and recombining a planar wave in space using a biprism, we make the electron wave interact with two different electromagnetic fields, reference and signal, placed in general at distant points along the longitudinal coordinate $z$. That explains why it is primarily a time-domain and not a spatial holography. We illustrate this method by capturing attosecond/nanometer-resolved phase-sensitive movies of rapidly evolving local electromagnetic fields in plasmonic structures, as an example of nanoscale imaging of phase dynamics. We implement two configurations of the experiment. The first and simplest one, Sec. 3.2.2, relies on using electron pulses to map the optical interference between a polaritonic reference and a polaritonic signal, both excited with ultrashort light pulses, similarly to near-field optical or tr-PEEM instruments.

The second approach, Sec. 3.2.3, which is conceptually different and unique to UEM, is based on a Ramsey-type interference [229], and relies on the coherent modulation of the electron wave function by means of spatially separated reference and signal electromagnetic fields. Since the interaction with the sequence of optical fields is occurring along the electron propagation direction, the constraint imposed by high transverse electron coherence necessary for conventional electron holography is now removed. This limitation has so far prevented the practical realization of holography in time-resolved experiments using pulsed electrons, especially when using multi-electron pulses necessary for imaging applications.

Besides the implications in the investigation of ultrafast coherent processes at the nanometer length scale, we show that our approach could be used for accessing the quantum coherence of generic electronic states in a parallel fashion, which can be relevant for electron quantum optics applications.

### 3.2.2 Plasmon-plasmon (local) holography

A simple case of holographic UEM is based on local interference of two fields, which we choose to be two propagating SPPs. Next, we first review the interaction mechanism of the electron pulse with a single SPP, Fig. 3.12a, and then examine the holograms produced by interference between the two SPPs, Fig. 3.12b. In conventional PINEM, the electron pulse duration limits the spatial resolution in imaging a traveling SPP to $\Delta x \approx \Delta v_g$, where $v_g$ is the plasmon group velocity. This is schematically shown in Fig. 3.12a. For the SPPs at the Ag-Si$_3$N$_4$ interface here studied, the resulting blurring in the real-space image is typically $\Delta x \approx 50 \, \mu m$, which is comparable with the plasmon decay length ($\sim 65 \, \mu m$ in our system). In Sec. 3.1.3 we saw that it is nevertheless possible to extract some temporal information by carefully and systematically fitting the temporal traces of the signal, but no propagating SPP wavefronts could be imaged, nor the phase velocity measured. This problem of blurring can be overcome via a holographic approach, which employs a second SPP wave, used as a reference, to create an interference pattern with the SPP of interest. Such interference forms only when both waves overlap in space and time, Fig. 3.12b. Let $\mathbf{k}_1$ and $\mathbf{k}_2$ be the wavevectors of the two SPPs. Both vectors lie
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Figure 3.12 – Sketch of the controlled interference between two SPPs in a corner geometry. 

(a) Excitation of an SPP from a NC. (b) Excitation of two SPPs traveling in perpendicular directions. Being excited by different pulses, their delay $\Delta_{12}$ is tunable. (c) SEM micrograph of the nanopatterned Ag–Si$_3$N$_4$ specimen.

in the $<xy>$ plane. The electric field of the overall pattern becomes

$$\mathcal{E}_z^{\text{tot}}(r, t) = \mathcal{E}_z^1 \cos (k_1 \cdot r - \omega t) + \mathcal{E}_z^2 \cos (k_2 \cdot r - \omega t + \varphi) =$$

$$= 2 \mathcal{E}_z \cos \left( \frac{k_1 - k_2}{2} \cdot r - \frac{\varphi}{2} \right) \cos \left( \frac{k_1 + k_2}{2} \cdot r - \omega t + \varphi \right), \quad (3.4)$$

where we have considered $\mathcal{E}_z^1 = \mathcal{E}_z^2 \equiv \mathcal{E}_z$. The function $\mathcal{E}_z$ decays rapidly in $z$ away of the Ag–Si$_3$N$_4$ interface, and has a slowly-varying envelope shape in the $<xy>$ plane, given by the optical excitation duration. Since the two waves are generated by phase-locked pulses, they will also be phase-locked. The phase shift between the two pulses enters via the parameter $\varphi$ in Eq. 3.4. Also, only the $z$-component of the electric field has been taken into account, because only the field component parallel to the electron momentum determines the inelastic electron scattering [137].

As the electron interacts with this field over many optical periods, the resulting interaction has to be averaged over the temporal coordinate, thus reducing the contribution of the rightmost cosine factor of Eq. 3.4 to a constant factor in the inelastic intensity, eliminating spatial oscillations with $k_1 + k_2$ and leaving only those with $k_1 - k_2$. The resulting energy-filtered image is thus a hologram with interference fringes of period $\Lambda = 2\pi/|k_1 - k_2|$, as sketched in Fig. 3.12b. When the SPPs are launched by independent pulses, one can tune the relative delay $\varphi$ between the reference and the field of interest with sub-cycle precision (330 as in our apparatus), therefore obtaining the real-space evolution of the phase of the electric field. The phase velocity of the wave can be directly extracted. Moreover, the finite duration of the reference pulse provides a temporal gate, effectively improving the temporal resolution of

If the SPPs are generated by the same light pulse, $\varphi = 0$, unless a purely plasmonic phase shift has to be considered due to the geometry or nanofabrication.
PINEM in tracking group velocities down to the intensity autocorrelation of the laser pulse itself, in our case 80 fs, but which could attain ~ 1 fs with little further experimental effort, and eventually the as regime. Such resolution comes from the cross-correlation between the signal and the gated electron pulse, which has effectively the duration of the laser gate pulse, for us 55 fs, which creates the reference SPP. A similar concept has been presented in ref. [267] to control the temporal profile of the electron pulse using a sequence of two incoherent interactions with a visible and near-infrared (NIR) pulses, whereas here the adoption of two phase-locked light pulses provides a fundamentally higher signal-to-background ratio (~ 50%) and gives direct access to the phase dynamics.

To demonstrate the holographic PINEM concept we have implemented the experiment described in Fig. 3.12 using a nanostructure composed of two perpendicular slits, fabricated by Ga-ion milling of a 43 nm-thick Ag film deposited on a Si₃N₄ membrane, see Fig. 3.12c. The slits fully perforate the Ag layer, while penetrating only partially in the membrane underneath. Each slit radiates an SPP at the interface between the two materials when excited with light polarized normally to its long edge. The laser spotsize, ~ 25 µm FWHM is much larger than the slit distance and field of view. Nevertheless, the two SPPs were selectively excited by aligning the laser polarization φ₁ and φ₂ with the normal-to-edge direction of each slit; this was achieved by maximizing the PINEM response from a single pulse in the region of the sample where excitation only from one nanocavity was present. Being φ₁ rotated by 90° with respect to φ₂, the direct optical interference is negligible. The experiment is conducted at a critical angle condition, α = α₉C, see Sec. 2.2.3, that minimizes the interaction of the electron with the interrupted light beam (inverse transition radiation).

In Fig. 3.13 we show the holograms formed by the two SPPs with relative pulse delays of
Figure 3.14 – a: Evolution of the plasmon-plasmon hologram’s profiles as a function of \( \Delta_{12} \), as in Fig. 3.13e-h. The visible parallel lines are due to the propagation of the carrier function, and connected to the phase velocity \( v_\phi \) of the SPP. b: Envelope of the holograms as a function of \( \Delta_{12} \). It is due to the propagation of the SPP pulse envelope, and connected to the group velocity \( v_g \). These data were acquired in a separate delay scan, with larger time steps.

\( \Delta_{12} = -77, -20, 0, \) and 22 fs. These real-space images\(^{10} \) of the plasmonic field are obtained by a variant of the PINEM methodology we developed recently, in which the elastic electrons are selected, instead of the inelastic, and a ZLP\( \sim 8 \) eV is considered. For what is relevant here, we can consider it giving the ‘negative’ of the conventional PINEM images acquired with EEG only. We examine this method with more details in Sec. 4.3.1. By varying the delay between the two light pulses, the position of such interference patterns changes across the square area delimited by the two slits, moving from the left-bottom corner at negative time delays to the upper-right corner for positive delays, as can be seen in the full movies in ref. [213]. This demonstrates the gating effect of the reference pulse, showing that the envelope of the interference pattern is defined by the optical and not the electron pulse duration. The intensity profiles at each time delay plotted along the direction set by \( \mathbf{k}_1 - \mathbf{k}_2 \) are shown in Fig. 3.14a and b.

Access to the phase dynamics allows us to measure the phase velocity \( v_\phi \), Fig. 3.14a, while the improved temporal resolution of this method enables the determination of the group velocity \( v_g \), Fig. 3.14b.

In order to extract the correct \( v_\phi \) and \( v_g \), a geometric consideration should be done. These experiments were performed with the specimen tilted by an angle \( \alpha = \alpha_C \approx 12^\circ \) with respect to the \( z \) axis, while maintaining the normal to the surface within the plane defined by the light and electron beam directions. The presence of such tilt results first in a required recalibration of the measured distances by a projection factor \( \sec(12^\circ) = 1.022 \). As a second, more important, effect, the tilt introduces delays in the plasmon emission from the NCs, as different parts of the NCs are exposed to the tilted light wavefront at different times. This results in an

\(^{10}\)To make the contrast more visible, we subtracted a slowly varying background in the real-space images, approximated by a 2D parabolic function and originating predominantly in the beam shape and the non-holographic PINEM offset. The magnification of the images was calibrated with a 463 nm optical replica calibration sample. Furthermore, the presented images were median-filtered to remove off-scale pixels produced by cosmic rays. The same procedure is applied to the micrographs in Fig. 3.18b-d as well.
Figure 3.15 – Geometry of the stair-like emitters, allowing to measure the geometric correction factor for the hologram analysis and extraction of $v_\phi$ and $v_g$.

effective plasmon-polariton pulse front tilt. The periodicity of the hologram has an observed wavenumber $|k_1 - k_2| = 2k_{SPP} \sin(\theta_{12}/2)$, where $\theta_{12}$ is the angle between $k_1$ and $k_2$. Even if the two NCs are perpendicular, the complex tilt makes $\theta_{12} \neq 90^\circ$. In general, the tilt direction is not aligned with any of the emitters, and is not known accurately. We devised a stair-like emitters to retrieve in situ $\theta_{12}$. In Fig. 3.15 we drew the stair-like source, with an arbitrary angle of incidence of the light in the rotated coordinate frame. The SPP wavefronts are tilted along the directions set by the vectors $k_1$, $k_2$, $k'_1$, and $k'_2$. Interference fringes will appear along the directions $k_1 - k_2$ and $k'_1 - k'_2$ set by the vectors $k_1 - k_2$ and $k'_1 - k'_2$, respectively. From the relations $2\gamma + \theta_{12} = 180^\circ$, $2\beta + \theta'_{12} = 180^\circ$, and $\theta_{12} + \theta'_{12} = 180^\circ$, we find $\beta + \gamma = 90^\circ$. Therefore the fringe wavenumbers are $|k_1 - k_2| = 2k_{SPP} \sin((180^\circ - 2\gamma)/2) = 2k_{SPP} \cos \gamma$, and $|k'_1 - k'_2| = 2k_{SPP} \sin((180^\circ - 2\beta)/2) = 2k_{SPP} \cos \beta$. It follows that $|k_1 - k_2|^2 + |k'_1 - k'_2|^2 = 4k_{SPP}^2$. Therefore, by measuring experimentally the fringe periodicity in both sides of this stair-like plasmonic emitter, the actual value of $k_{SPP}$ can be accurately retrieved. Since in general $\beta \neq \gamma$, the fringe spacing is different on the two sides of the stair-like plasmonic emitter. This effect is similar to a Doppler shift, in which the two interfering wave have larger or smaller co-propagating momentum.

With this method we measured that in our experiment the slope of the fringes and of the envelope propagation in Fig. 3.14 are 0.71× lower than the corresponding plasmon velocity $v_\phi$ and $v_g$. We obtain the values $v_\phi = 2.69 \pm 0.05 \cdot 10^8$ m/s and $v_g = 1.95 \pm 0.07 \cdot 10^8$ m/s, which agree well with the estimated theoretical values of $v_\phi = 2.64 \cdot 10^8$ m/s and $v_g = 2.04 \cdot 10^8$ m/s, respectively. The theoretical values were calculated as in Fig. 3.6.\textsuperscript{11}

Because our technique is essentially a spatially-resolved temporal cross-correlation method, the characterization of the wavepacket cross-correlation can be done with arbitrary precision, also better than the 330 as done here, resulting in a ~ 3 orders of magnitude advancement with respect to the standard PINEM methodology.

\textsuperscript{11}The difference in $v_g$ between the system here and in Sec. 3.1.3 is due to the Ag and Si$_3$N$_4$ layer thickness difference.
3.2.3 Plasmon-far field (nonlocal) holography

The holographic approach presented above can be greatly generalized by utilizing the coherence between the different energy states of the quantum ladder in which the electronic wave function is split upon interacting with light, see Chap. 2 [141, 221, 222]. This method exploits the fact that the electrons carry information about the amplitude and phase of the optical field even after the interaction is finished. Thus, the result of any ensuing interaction of the electron will depend on the relative phase between the initial and subsequent optical fields [229]. This allows us to separate in space the interfering fields, enabling in turn the adoption of more practical reference fields.

In particular, we make use of a semi-infinite light field created by the reflection of the optical beam from an electron-transparent optical mirror, Fig. 3.16. The interrupted optical field interacts with the electrons via the inverse transition radiation effect, therefore creating a material-independent reference field, with nearly-constant spatial amplitude and phase, providing an optimum reference for holography. The interaction with this first optical field is captured in the spatially homogeneous coupling factor \( \beta_1 \), which is a complex number uniquely determined by the amplitude and phase of the optical field, as well as the electron trajectory [137]. Correspondingly, a coherent superposition of states on the quantum ladder takes place with the same probability everywhere, as visible in the electron spectra in the right part of Fig. 3.16, calculated with the analytical model of Sec. 2.1.1 with parameters \( \Delta_{ph} = 60 \) fs, \( \alpha = \alpha_C, \theta = 35^\circ \), and intensity of both reference and signal fields 0.13 GW/cm\(^2\).

The interaction with the spatially varying signal field, occurring at a distance \( d \) further down the electron path, is captured by a space-dependent coupling factor \( \beta_2(x, y) \). The total interaction is given by a simple sum of two complex numbers \( \beta(x, y) = \beta_1 + \beta_2(x, y) \). The final energy distribution is defined by the modulus \( |\beta(x, y)| \), which for slowly decaying plasmon fields is...
predominantly defined by the spatially dependent phase difference $\Delta \varphi(x, y)$ between the two optical fields. The coherent interaction of the electron with reference and signal field hence results in a position-dependent electron energy distribution. By energy filtering, the hologram is obtained.

In Fig. 3.17a we show the experimentally measured variation of the electron energy distribution as a function of the electron beam from a directional plasmon emitter as in the bottom of Fig. 3.16, formed as a result of the above-described spatially-separated interference, and acquired in SREELS mode. The distribution has the periodicity of the plasmon wavelength, both in the elastic and inelastic channels, which are in opposite phase, as shown in panel b. This fact can be appreciated in Fig. 3.17c, where we plot the energy profiles corresponding to the maximum (orange) and minimum (blue) of the elastic peak (that is, $\Delta \varphi = \pi$ and 0, respectively). The interaction strength $\beta$, Eq. 2.7, depends on the electric field amplitude linearly as

$$
\beta(x, y) = \frac{q_e}{i\hbar \omega} \left( \int_{-\infty}^{+\infty} \varepsilon_1^1(z) e^{\frac{-i\omega}{\hbar} z} e^{-i\varphi_1} dz + e^{\frac{-i\omega}{\hbar} z} \int_{-\infty}^{+\infty} \varepsilon_2^2(x, y, z) e^{\frac{-i\omega}{\hbar} z} e^{-i\varphi_2(x, y)} dz \right).
$$

Here, $(\varepsilon_1^1, \varphi_1)$ and $(\varepsilon_2^2, \varphi_2)$ are amplitudes and phases of reference and signal fields, respectively, and $v_0$ the velocity of the electron wavepacket. The linearity of this formula implies that the nonlocal interference contrast is mathematically equivalent to the previously discussed case of local interference. The only difference is a constant phase offset $\exp\left\{-i\omega d / v_0\right\}$ between the two fields, which can be compensated by properly choosing the mutual delay between them. For fields that significantly vary not only within the $<xy>$ plane but also along the $z$ coordinate (3D nano-objects, non-planar plasmonic structures, etc.), the phase-factor $\exp\left\{-i\omega d / v_0\right\}$ produces an important contribution to the overall contrast. It reflects the change in the phase of the signal field due to retardation. In other words, it contains information on the $z$-distribution of the signal field, which can be directly retrieved because both the electron velocity and the light frequency are known quantities. This would allow for a complete three-dimensional phase tomography of the signal of interest to be performed, and could be used to reconstruct the complex electric field distribution around 3D particles or nanostructures.

The mathematical equivalence of local plasmon holography and spatially-separated quantum holography allows us to treat the recorded holograms with the same formalism of propagating and standing waves. In the spatially-separated case, the homogeneous reference field is non-collinear with respect to any propagating signal field, ensuring the formation of a standing wave pattern. Apart Fig. 3.16 and Fig. 2.24, we will see many nonlocal holograms in Chap. 4.

Intriguingly, an additional phase variation appears if the wavefront of the reference wave is tilted with respect to the mirrors surface, generating Doppler-like shifts [334] in the interference pattern. We present an observation of this effect in Fig. 3.18. We record holograms of an SPP radially propagating out of a $\sim 800$ nm-diameter nanohole carved in the Ag layer. The reference is the tilted wavefront of the light reflected from an Ag mirror and the plasmon signal travels as usual at the Ag-$Si_3N_4$ interface. The tilted wavefront can be described in Eq. 3.4 through the addition of the in-plane momentum component $k_2 = k_{\text{ph}}$ coherently.
3.2. Time-domain holographic imaging

Figure 3.17 – Spectral modulations at the basis of spatially separated electron holography. a: Experimental SREELS map for a propagating plasmon out of a long nanoslit. b: The elastic and inelastic signal oscillate in antiphase as a function of the traveled distance. The elastic contribution was averaged between $-1$ and $+1$ eV, the inelastic between $-27$ and $-12$ eV. c: Electron spectra corresponding to maximum and minimum of such oscillations, averaged over four periods.

Given that in our case the $k_{SPP}$ are distributed over all the (in-plane) azimuthal angles $\xi$, the Doppler shift also evolves as a function of $\xi$. In particular, if we choose $\xi$ to be null on the in-plane direction perpendicular to $k_{ph\parallel}$, the observed wavenumber $k_{\text{obs}}(\theta, \xi)$ can be written as $k_{\text{obs}}(\theta, \xi) = k_{SPP}(1 + (k_{ph\parallel} / k_{SPP}) \sin \xi)$, and the observed fringes are spaced by $\Lambda(\theta, \xi) = 2\pi / k_{\text{obs}}(\theta, \xi)$. Therefore, from the Doppler holograms Fig. 3.18b-d we can directly find which is the direction of $k_{ph\parallel}$ for a flat specimen surface, it corresponds to the straight line across which the maximum Doppler shift is observed, which for holograms presented here roughly corresponds to the horizontal direction. Retrospectively, this information could have been useful for the local plasmon-plasmon holograms of Sec. 3.2.2.

The presence of Doppler effects in the local and especially nonlocal holography has to be kept in account when interpreting the holograms. Prior knowledge on the specimen structure (e.g. planar, wedged, etc.) and reference-field geometry may be required.

Finally, we can answer about the provenance of the curious contrast we dealt with in Sec. 3.1.3, see for instance Fig. 3.7. The fringes spaced by $\sim \lambda_{SPP}$ have holographic origin (at $\alpha = \theta = 0^\circ$), and the grainy nature of the wavefronts comes likely from the diffraction contrast from the
Figure 3.18 – Doppler patterns in spatially separated electron holography. **a:** Experiment’s schema. A laser pulse creates both the reference field and the (plasmonic) signal field. In this 1D cartoon, the periodicity of the interference fringes is determined by the sign in the sum $k_{SPP} \pm k_{ph\parallel}$. **b-d:** Holograms for light incidence angle $\theta = -20^\circ$, $0^\circ$, and $+20^\circ$, respectively. The scale bars are 2 µm long. Scale bars in panels b and d account for the projection effect (factor $\sec(20^\circ) = 1.065$ along the tilt direction), while the micrographs were not modified. **e-g:** Line profiles of the holographic fringes, obtained by averaging panels in the shaded region in panels a-d.

polycrystalline film. That contrast is present also in bright-dark-field imaging, and is not related to plasmonics. The micrographs reported in this section show neater SPP wavefronts, and are obtained with higher-quality Ag films, i.e. smaller nanocrystallites. However, zoomedin image scrutiny highlights the diverse contrast brightness of the nanocrystallites also here. We also performed measurements on lower-quality films, with large, irregular grains of few-to-several hundreds of nm. In that case, while the ideal wavefront profile could still be followed, the grain contrast dominate the image. The comparison with bright-field microscopy confirms the proposed interpretation.

### 3.2.4 Conclusions and perspectives

Besides the direct implications in the visualization of phase-sensitive dynamics, our holographic approach can be useful for the characterization of the quantum state of a generic free-electron state, such as the one generated in the photoemission process from a solid-state material illuminated with UV light. This problem is of great interest not only for ultrafast microscopy, but also for free-electron lasers and attosecond physics [335]. It has been shown that in the photoemission process electrons carry information about the phase of the exciting optical field [336]. However, due to several uncontrolled factors, such as screening potentials, scattering events, or external field inhomogeneities, coherence is usually lost in part [337]. While in attosecond science reliable techniques have been developed to investigate this issue [338, 339], it is still a pending problem in UEM, which is particularly relevant when targeting sub-eV excitations [340] in condensed matter, where the relevant energy is smaller than or comparable with the electron energy spread, and thus beam coherence becomes an
important condition.

We stress that the quantum coherence of an electron state, while related, must not be confused with the coherence between the electrons usually discussed in the context of (biprism-based) electron holography. In the holographic sense, coherence is rather a measurement of the monochromaticity and phase stability of electron plane wave, whereas quantum coherence in the context of the present study describes our ability to determine whether an electron is in the pure state or rather entangled to the environment. In a quantum coherent state an electron can be in a superposition of states with vastly different energies, and as a consequence, not being very coherent in the holographic sense (i.e. not producing clear sinusoidal interference patterns when subjected to spatial interference experiments). The word coherence in the quantum sense indicates that the phase between different energy states is determined via time-evolution operator and is not random. In mathematical terms, quantum coherences of a state manifest in nonzero off-diagonal terms of its density matrix.

In our method, the interaction between the SPP and the electron makes a generic electronic quantum state $\rho_{\text{in}}$ evolve unitarily into a space-dependent state $\rho_{\text{out}}(x)$. In this way, off-diagonal terms of $\rho_{\text{in}}$ get projected onto the observable diagonal terms of $\rho_{\text{out}}(x)$. As our approach is able to simultaneously record spatial and spectral information (see Fig. 3.17a), we can readily determine how the energy distribution of the final electronic state varies with respect to $x$. This information can be used to identify and characterize the quantum coherences of the initial state.

Inspired by a recent work of Priebe et al. [228], in ref. [213], see Fig. 3.19, we report model calculations showing how our method could discriminate between a highly coherent (pure) and a fully incoherent (completely mixed) electron distribution, modeling the density matrix $\rho_{\text{in}}$ of photoelectrons generated for example by UV illumination of a solid target. These states are then made to interact with a traveling plasmon polariton excited by a MIR optical field with a photon energy significantly smaller than the energy width of the photoemitted electrons. The MIR and UV pulses are considered mutually phase-locked (e.g. via harmonics generation process), so that the electron, if photo-emitted in a pure state, by carrying phase information imprinted from the UV light is also phase-locked to the MIR light.

First, we consider electrons emitted in a pure Gaussian state, Fig. 3.19a and b, for which the coherent interaction with the SPP field results in a generally asymmetric spectrogram, whose shape strongly depends on the phase difference between the SPP field and the UV photon used in the photoemission process. We stress that this phase dependence is a general property of any pure state spectrogram, while the asymmetry is not necessarily observed, and might be absent for some particular profiles of the wave functions. In contrast, when considering the spectrogram of a completely mixed Gaussian state, Fig. 3.19c and d, we find it to be symmetric and phase-independent. Thus, by observing the spatial dependence of the electron energy distribution, we can establish whether there is partial coherence in the photoemitted electrons.

This observation allows us to propose a further extension of UEM holographic imaging dis-
Figure 3.19 – Proposal for the determination of the coherence of photoemitted electrons.  

a: Density matrix for a fully coherent (pure) state created by photoemission.  
b: Spatially dependent spectrogram formed after interaction of the pure state with an SPP.  
c,d: Same as a and b, but for a completely mixed state. For the density matrix calculation methods, see ref. [213].
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cussed above. Indeed, Fig. 3.19b suggests that the spectrogram formed by coherent photoelectrons could encode information about the spatial phase distribution of SPPs, even without making use of the reference optical field, providing the most practical realization of quantum-holographic UEM.

To conclude, we have demonstrated both local and spatially-separated holographic approaches based on ultrafast transmission electron microscopy. We have shown that these methods significantly improve the time resolution and, because they are phase sensitive, enable to determine the phase and group velocities of the propagating electromagnetic fields involved in the experiments.

Moreover, the nonlocal character of our method allows us to completely decouple the reference and probe fields, which is not possible when relying on near-field-optical or photoemission microscopy techniques. We highlight that our demonstration of spatially-separated quantum holography is made possible by exploiting the interaction with a semi-infinite light field, which provides a nearly-perfect material-independent reference. The extension of this method to any local collective field promoting periodic modulation of the electron wave function is straightforward, and offers a unique perspective to achieve nm and sub-femtosecond combined resolution in TEM. Possible objects of interest to be studied with this technique are atomic polarizabilities, excitons, phonons, and other collective and quasiparticle excitations in condensed matter systems. In addition, we propose a spatially-resolved detection method of coherences in electron quantum states with potential interest for electron quantum optics applications.
In Chap. 2 and Chap. 3 we saw examples of how to manipulate the free-electron wave function with near- and far-field electromagnetic waves. In this chapter, another relevant example is shown: the design and use of phase-shaped near fields to imprint variable phase distributions into the electron wave function. In particular, I will discuss the conversion of electron plane waves into vortex beams, with a defined orbital angular momentum (OAM). The material here presented is in significant part based on ref. [341] “Ultrafast Generation and Control of an Electron Vortex Beam via Chiral Plasmonic Near Fields”, Nat. Mater. 18, 573-579 (2019). Some paragraphs are reported verbatim. The last few paragraphs of the chapter contain materials from ref. [340], “meV Resolution in Laser-Assisted Energy-Filtered Transmission Electron Microscopy”, ACS Photonics, 5, 759-764 (2018).

4.1 Vortex beams

The quantum wave nature of both light and matter has enabled several tools to shape them into new wave structures defined by exotic non-trivial spatio-temporal properties [343]. Among these techniques, the impartment of a vortex onto their transverse phase profile is showing...
Chapter 4. Shaping electron beams with near fields: ultrafast electron vortices

a significant impact in both applied and fundamental science. Vortices are stagnant points at which the phase is undefined, while along a contour around them it varies by an integer multiple \( m \) of \( 2\pi \). The magnitude and sign of the quantization number \( m \), also known as the topological charge, indicate the amount and the handedness, respectively, of the phase cycles surrounding the vortex [344, 345]. If the singularity is located along the wave's central axis \( z \), it is simply accounted for by a phase factor \( \exp\{im\phi\} \) in the wave function, where \( \phi \) is the azimuthal angle. Provided that the modulus of the wave is circularly symmetric, then the presence of this term causes the wave to carry OAM, as it effectively becomes an eigenstate of the \( z \) component of the OAM operator \( \hat{L}_z = -i\hbar\partial/\partial\phi \) with eigenvalue \( m\hbar \).

The angular momentum of light has a possible spin part, the spin angular momentum (SAM), which is associated to the light polarization (right-handed or left-handed circular), and can have eigenvalues \( \pm\hbar \) per photon [346,347], and an orbital part, which depends on how light is structured in space, i.e. from its wavefront topology [348]. When the wavefront is twisted in space, a vortex singularity can be present, and light acquires an OAM \( \pm m\hbar \), depending on how many twists \( \pm m \) light does in one wavelength propagation. For this reason, the orbital component of the angular momentum can be arbitrarily high, while the spin component is limited to \( \pm\hbar \) per photon. Spin and orbital angular momenta are well distinguished quantities within the paraxial approximation, while their separation might become non obvious in presence of tight foci [345].

In Fig. 4.1 we see an example of optical vortex beam with \( m = 1 \), from ref. [342]. Panels a and b show the theoretical and experimental intensity profiles of the beam in the plane perpendicular to the beam propagation direction. The intensity is vanishing at the center, and the beam has the shape of a torus.\(^1\) Fig. 4.1c shows the isophase surface of the beam, modulo \( 2\pi \). The wavefronts have a spiral pattern, resembling a winding staircase. The local momentum of the beam swirls around its singularity, Fig. 4.1d, analogously to how particles move in tornados, water whirlpools, rotating superfluids and to how spins orient in spin vortices: hence the name vortex for OAM-carrying light. When a \( m = 1 \) vortex beam is made to interfere with a plane wave (\( m = 0 \)) in a slightly noncollinear geometry, the interference pattern reveals a ‘screw’-type first-order dislocation [349,350].\(^2\) The number of interference fringes on one side is different from the number of fringes on the other, and the central dislocation is the topological defect bridging the two sides.

Vortex beams possess therefore a topological charge \( Q = m \), which is encoded in the helical phase distribution\(^3\) and visible in the dislocation hologram. Several methods have been devised to shape the phase distribution in light beam, convert topologically trivial into topologically nontrivial beams, and characterize their properties [345]. Among them, refractive phase plates, static diffractive gratings with dislocations, and diffractive holograms created by programmable spatial light modulators.

Optical vortices [348] have been generated at all visible and infrared wavelengths, down

---

\(^1\) Alternatively referred as doughnut by sweet tooth physicists.

\(^2\) Called ‘fork’, when paired with ‘doughnut’.

\(^3\) Sticking to the OAM gourmet counterparts, the \(|m| = 0, 1, 2 \) and 3 cases correspond to lasagne, trofie (or fusilli bucati), eliche, and fusilli pasta, respectively. See Fig. 4.2 for further details.
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![Vortex beams diagram](image)

Figure 4.2 – Spiral pasta with variable topological charge $m$. Phase distribution: a: Lasagne sheets are topologically trivial, $m = 0$. b: Fusilli bucati (bottom) and trofie (top) are the same pasta in the topological sense ($|m| = 1$). c: Elicihe have a double-helix structure, $|m| = 2$. c: The renowned fusilli have a triple-helix structure, $|m| = 3$.

Intensity distribution: e: For lasagne: ravioli. f: For topological pasta: tortellini. The central hole size should increase with the pasta vorticity.

to GHz waves, and recently also up to the extreme UV [351, 352], with synchrotron [353] and seeded-FEL radiation [354, 355], and to soft [356] and hard [357] X-rays. They have been extensively studied and employed within the context of classical and quantum communications [358–360], optical trapping [361, 362] quantum entanglement [363, 364], and nanostructured plasmonic devices [365]. Incidentally, their tight toroidal shape in the focus allowed for unprecedented superresolution fluorescence microscopy [31, 366]. This remarkable fact that the intensity distribution in the far field is determined and (∼arbitrarily) controlled by the phase distribution of the beam has a broad spectrum of possible applications, which involves more in general Laguerre-Gaussian, high-order Bessel, and Mathieu beams. For example, it has been proposed that the tightly confined torus temperature profile imprinted by a vortex beam in a magnetic material could determine the nucleation of skyrmions and other magnetic topological defects [367, 368]. In that way, although not in a direct conversion process, the twist in the incident beam would determine a twist in the spin orientation.

Being vortices helical phase structures, their description does not apply solely to light beams, but readily extends to any matter wave whose phase can be controlled accurately enough. Any massive and massless quantum beam wave function can be in principle an eigenstate of the operator $\hat{L}_z$, hence carrying an OAM. This has been the case of beams of free electrons, for which an orbital momentum component has been measured [369, 370] on top of their intrinsic SAM ($\pm \hbar/2$). Recently, vortices in electron waves have become increasingly present in modern science, especially in electron microscopy [372–375]. Combining the OAM of the vortex beam with the charge of the electrons results in an increased sensitivity to the magnetic

---

4Although electron sources in TEM are almost always unpolarized, see Sec. 1.1.2.

5While submitting this dissertation, an interesting report on neutron vortices has also been deposited in an online repository, ref. [371].
degrees of freedom. Notably, it allows to perform vortex-dependent magnetic dichroism experiments on the core ionization edges of magnetic atoms [370], down to atomic resolution for the visualization of antiferromagnetic lattices [376]. The contrast in this spectromicroscopy technique originates from the same selection rules of electron energy-loss magnetic chiral dichroism (EMCD) [377–380], which in turn gives the same information of the photon-based XMCD technique, but with much higher spatial resolution. The elastic scattering from local magnetic field curvatures can also give contrast for vortex beams, even for configurations in which an electron plane wave would result unaltered [381, 382]. Moreover, the use of vortex beams to enhance the spatial resolution in scanning EELS or EDX of thick specimens has been also proposed [383], together with low-loss dichroism in localized plasmon imaging [384,385]. Altogether, it is interesting to note that chirality in matter can be probed by light via the spin degree of freedom, and by electrons via the orbital degree of freedom, but not vice versa [373]. As for their optical counterpart, electron beams that carry OAM can be produced by means of passive devices that directly modify their wave structure, such as spiral phase plates [369], along with amplitude [370] and phase holograms [386,387]. With holographic masks, it has been proven that especially large OAM can be efficiently imparted to the electron wave functions $(200ℏ)$ [388]). The electron's charge also allows obtaining a vortex by other methods, as with magnetic needles [389], programmable electrostatic displays [390], and tunable electrostatic phase devices [391]. In Fig. 4.3 we list some of the conceived methods to create OAM-carrying electron beams. Panel a portrays a spiral phase plate of order $m$. An electron with a sufficiently high transverse coherence acquires a phase ranging smoothly from 0 to $2πm$, due to the interaction with the atomic potential of the homogeneous material. The phase plate has fixed vorticity, and the vortex beam quality is typically limited by the smoothness and thickness precision of the fabricated plate. In Fig. 4.3b, a diffraction grating with a $m_0$-order edge dislocation is depicted. The diffracted orders carry a nonzero OAM. Despite the complexity in effectively collecting high diffraction orders, a dislocation of order $m_0$ creates $m = |m_0|$ vortices in the first diffraction orders, and $m = Nm_0$ in the $N^{th}$ diffraction order, hence mitigating the problem. In panel c, instead, a ‘magnetic monopole’ effective field configuration is created by a long, thin magnetic needle. By traversing the region around the monopole, an electron plane wave is transformed into an electron vortex of vorticity $m = α_m$, where $α_m$ is the magnetic flux strength, which should be finely tuned.

All the experimental implementations realized so far have been limited only to continuous wave vortex electron beams, restricting the range of possible applications mainly to the investigation of ground-state processes, whereas a huge amount of information resides in the exploration of the non-equilibrium dynamics. Static methods to impart a vortex phase distribution to the electron wave might of course be in principle used with pulsed electrons as well. The extremely high transverse beam coherence required for such methods to be effective, would terribly limit the throughput of the OAM-imprinting stage to a level that might be very challenging to measure experimentally. As a signature of fervid scientific discussions, it has

---

$|N| = 0,1,3,5…$
been recently proposed to transfer OAM from light beams to electron pulses via a Kapitza-Dirac interaction [392], or from plasmons via inelastic scattering [393]. Interestingly, nonzero photoelectrons’ OAMs were discussed to be possible in the photoemission from materials with nontrivial Berry curvature of the spin wave function [394].

### 4.2 Photonic-based OAM transfer: ultrafast electron vortices

Here, we experimentally show that ultrafast vorticity can be imparted to charged particles by the interaction with strong local electromagnetic fields sustained by collective electronic modes. This is achieved by having ultrashort single-electron wavepackets interacting with an optically-excited femtosecond chiral plasmonic near field. This interaction induces an azimuthally varying phase shift on the electron’s wave function, as mapped via ultrafast transmission electron microscopy. With respect to static approaches using passive phase masks, this method offers a higher degree of scalability to small length scales and a highly efficient dynamic phase control, inherited from the ability to manipulate the ultrafast plasmonic field. We demonstrate such level of phase manipulation using a sequence of two phase-locked light pulses to deftly control the properties of the vortex beam by delaying the pulses with attosecond precision. Our experimental results are described by means of a general theoretical framework that can be applied also to other charged particles, and thus potentially to other matter waves, such as proton beams. The ability to add OAM onto the latter could have fundamental implications on open questions in hadronic physics, where OAM-carrying protons could be used to address the origin of their spin (proton spin puzzle) [395].
4.2.1 Spin-to-orbital angular momentum conversion

Several recent studies have shown that a strong longitudinal phase modulation of the electron wave function can be achieved by the interaction with intense optical fields [141, 228, 253]. Given that OAM impartation relies on the modulation of an electron’s transverse phase profile, a crucial aspect for the experimental realization is the ability to synthesize an optical field with a well-defined chirality that would extend over the transverse plane and be efficiently confined on the length scale defined by the electron coherence (on the order of $\lesssim 1 \, \mu \text{m}$ for fs electron pulses). The usually adopted configurations are however not suitable for this task since the spin of the photon cannot be directly mapped into the OAM of the electron in a simple electron-photon interaction process, such as in inverse transition radiation. To fulfill these requirements the interaction needs to rely on the interruption of light propagation by a scattering object, or for example be mediated by a spatially-confined OAM-carrying optical field. This condition can be generated by the excitation of chiral SPPs [396–401], which relies on the SAM-to-OAM conversion in non-paraxial scattering and is a clear manifestation of the strong spin-orbit coupling of light when confined to subwavelength scales [396, 398]. When a circularly-polarized light beam encounters a properly designed nanoscale cavity, it is able to scatter into in-plane SPPs with a nonzero topological charge and helical phase distribution [396]. For a cylindrically-symmetric structure, the conservation of the total angular momentum quantum number restricts the plasmon OAM to be only $+\hbar$ or $-\hbar$ according to the helicity of the incident light plane-wave. Arbitrarily large values of plasmon OAM are instead possible by using incident light with high vorticity (e.g., Bessel beams), or clever nanostructuring [400].

We generate a chiral plasmonic field by illuminating a nanofabricated hole in an Ag-film deposited on a $\text{Si}_3\text{N}_4$ membrane (diameter $\sim 0.8 \, \mu \text{m}$) with circularly ($\sigma = \pm \hbar$ on average per photon) or elliptically ($0 < \sigma < \hbar$ on average per photon) polarized light carrying energy of $\hbar \omega = 1.57 \, \text{eV}$ on average per photon, see Fig. 4.4a. The employed light field amplitudes were of approximately $8 - 10 \cdot 10^7 \, \text{V/m}$. Surface-plasmon polaritons (SPPs) are generated at the hole edge and radially propagate away within the Ag-$\text{Si}_3\text{N}_4$ interface with a phase distribution that can be directly mapped by means of the nonlocal holographic method described in Chap. 3, in which the electron wavepacket coherently interacts with both the semi-infinite and the polaritonic field. With such method, the position-dependent interference between the far-field reference and the plasmonic signal field gives rise to a spatially oscillating modulation of the electron wave function that can be imaged in real space, Fig. 4.4b. This interference mechanism allows us to directly access the phase distribution of the plasmon field itself. This is experimentally obtained by energy-filtered imaging, by selecting either the EEG signal only, or observing the depletion of the elastic signal. For both cases we refer as always as to inelastically-scattered maps, because the information comes from the absorption and emission of electromagnetic quanta. The holograms in this section are all acquired for normal light incidence, in order to avoid holographic Doppler effects (as in Fig. 3.18). A typical EELS profile acquired in the region including and just surrounding the nanohole is
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Figure 4.4 – Generation and detection of chiral SPPs. a: Experimental geometry and detection scheme. b: Holographic approach to image the propagating SPPs. c: SEM micrograph of the nanohole. d: Experimental holographic image, for \( \alpha = \delta \) and elliptical light polarization. e: Corresponding calculated inelastic electron map with the same experimental parameter, using the semi-analytical theory developed in the text. f: Simulated phase map of \( \mathbf{E}_z(x, y) \), from finite-difference-time-domain (FDTD) modeling. Scale bars are 2 \( \mu \)m in panels d-f, and 500 nm in panel c.

visible in Fig. 4.5. The spectrum is acquired with \( \approx 1.1 \) eV ZLP, at \( \alpha = \alpha_C \), to record only the contribution from the localized field. By the comparison with the EEL spectrum in absence of temporal coincidence between electrons and light, Fig. 4.5b, we also confirm that the near field excited by the electron probe itself is negligible, below our spectral sensitivity. From the background-to-ZLP ratio, we can estimate that the plasmonic field triggered by the swift electrons is at best \(< 1\%\) of what excited by the highly-populated light pulses (> \(10^{30} \) cm\(^{-2}\) s\(^{-1}\) instantaneous photon flux). The inelastically-scattered map measured for an elliptically polarized optical illumination when electron and light wavepackets are in temporal coincidence, is shown in Fig. 4.4d and displays the characteristic spiral phase pattern of a chiral SPP. This pattern is in agreement with the FDTD simulations shown in Fig. 4.4f, which take as input parameter the realistic experimental conditions (laser spotsize, elliptical polarization, etc.). There, the simulated phase profile of the electric field along the \( z \)-axis exhibits a spiral distribution that closely resembles the experimental image. Moreover, the simulations clearly show that the SPP field displays in the center of the hole a phase singularity of topological...
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Figure 4.5 – a: Typical electron energy spectrum of the near field around the hole. $a = a_C$. b: The spectrum of panel a is plotted together with the spectrum in absence of temporal coincidence between light and electrons, $t < t_0$.

charge $m = 1$. This suggests that a $2\pi$ phase shift can be imprinted onto the electron’s wave function by the interaction with such field, provided that the electron wave function coherently encloses the hole upon propagating through the device.

Further insights can be obtained through a semi-analytical theory. Upon propagation through the plasmon-supporting structure, the incident electron wave function $\psi_{\text{inc}}(R, \phi, z, t)$ gains inelastically scattered components:

$$\psi_{\ell}(R, \phi, z, t) = \psi_{\text{inc}}(R, \phi, z, t) J_{\ell}(2|\beta|) e^{i\ell \text{arg}(-\beta) + i\ell \omega(z/v_0 - t)}$$  \hspace{1cm} (4.1)

labelled by the integer $\ell$, which corresponds to the number of plasmon-polaritons absorbed or emitted by a single electron, as seen in Chap. 2. Here, $R$ and $\phi$ are the transverse cylindrical coordinates centered at the hole (radial distance and azimuthal angle, respectively), $v_0$ is the electron velocity, and $J_{\ell}$ is the $\ell$th-order Bessel function of the first kind. All of these scattered components are fully described in terms of the function $\beta(R, \phi)$, which captures the interaction of the electron with the light and SPP fields, and in this case can be written as:

$$\beta(R, \phi) \approx \theta(R - R_{\text{hole}}) \left[ A + B \left[ \cos \alpha_{\text{ph}} \cos \phi + \sin \alpha_{\text{ph}} e^{i\delta_{\text{ph}} \sin \phi} \frac{1}{\sqrt{k_{\text{SPP}} R}} \right] e^{i k_{\text{SPP}} R} \right].$$  \hspace{1cm} (4.2)

The angles $\alpha_{\text{ph}}$ and $\delta_{\text{ph}}$ are the light beam polarization angles (azimuthal and polar, respectively), in the spherical coordinate system centered on the hole. $k_{\text{SPP}}$ is the SPP wavevector, $R_{\text{hole}}$ the hole radius, and the Heaviside function $\theta(R - R_{\text{hole}})$ is introduced because we aim at describing the interaction with the SPP in the film, not the localized near-field inside the hole, which we calculate via FDTD modeling. The light polarization, in general elliptical, reduces to linear when $\alpha_{\text{ph}}$ is a multiple of $\pi/2$, and in particular it lies in the plane defined by the electron and light linear momenta when $\alpha_{\text{ph}} = 0$. The coefficient $A$ and $B$ are independent on the position, are directly proportional to the incident field $E_0$, and are obtained by integrating the field along the electron trajectory. The first term, $A$, represents the interaction of the electrons with the semi-infinite light field (reference), and depends on the light polarization angles as well, while the second term, $B$, accounts for the contribution of the SPP field radiated out of the circular NC. This last SPP contribution is divided by $\sqrt{R}$ to describe the propagation of the
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Figure 4.6 – Calculated phase of the interaction strength, \( \arg \beta \), as a function of the azimuthal angle \( \phi \).

\( \text{a: For } A = 0 (\alpha = \alpha_C, \text{ideal mirror}), B \neq 0. \text{ b: For } A \neq 0 (\alpha = \delta, \text{ideal mirror}), B \neq 0. \)

’spherical’ wave in two dimensions. To simplify Eq. 4.2, we can write \( \beta \sim A + B \exp(i k_{\text{SPP}} R) \). Direct comparison between theory and experiment can be obtained for the real-space intensity distribution

\[
I_{\text{inelastic}}(R, \phi) = \sum_{|\ell|=1}^{\infty} |\psi_\ell|^2,
\]

(4.3)

which nicely reproduces the experimental data. To quantitatively reproduce the experimental map, in Fig. 4.4e we took into account the large ZLP linewidth, and considered the depletion of that peak. A detailed discussion is presented in Sec. 4.3.1.

For any fixed \( R > 0 \), the inelastic electrons absorbing or emitting chiral plasmon-polaritons in the film pick a phase that varies of \( 2\pi \) as a function of the azimuthal angle \( \phi \). This can be appreciated also by plotting the phase of the interaction strength parameter \( \beta \), \( \arg \beta \) which enters in the free-electron wave function after the interaction, see Eq. 4.1. In Fig. 4.6 we show it for two cases. In panel a, \( |\beta| \) is represented for a perfect mirror, circular polarization, and \( \alpha = \alpha_C \), resulting in a vanishing contribution of the inverse transition radiation, \( A = 0 \). \( \delta \) here is always \( \sim 4.5^\circ \). In panel b, the same quantity is represented for normal light incidence \( \alpha = \delta \), hence \( A \neq 0 \), which corresponds to the case in which the holographic imaging is performed. We observe that \( \arg \beta \) evolves nearly linearly with \( \phi \), that is \( \arg \beta \propto \phi \). Since the electron wave function \( \psi_\ell \) is proportional to \( \exp(i \ell \arg(-\beta)) \propto \exp(i \ell \phi) \), then we can conclude that the plasmonic field at a given radius \( R > 0 \) acts as a phase plate of variable order \( m\ell \), with \( m = \pm 1 \), and \( \ell = 0, \pm 1, \pm 2, \ldots \). With reference to Fig. 4.4f, outside the hole the propagating plasmon shows obvious \( 2\pi \) phase rotations with the SPP wavelength in the radial direction. However, inside the hole the field is a homogeneous phase plate of order \( |m| = 1 \). This means that if an electron plane wave interacts with this plasmonic phase plate and one selects only the inelastic electrons in the \( \ell \)th photon order, one would get an electron OAM beam with vorticity of order \( \ell \).

This one-to-one correspondence between the complex optical field of the SPP and the transverse distribution of the electron wave function is further evidenced in Fig. 4.7 by comparing experiments and FDTD simulations for both circularly-polarized and linearly-polarized light.
illuminati. In Fig. 4.7a and e we show the experimentally-measured spatial distribution of the inelastically-scattered electrons inside the hole after subtraction of the corresponding energy-filtered map without laser excitation.⁷ The resulting images, obtained for both polarization states, directly correlate with the simulated spatial distribution of the modulus of β reported in Fig. 4.7b and f. A zero-field region with cylindrical or mirror symmetry is visible inside the hole when circularly- or linearly-polarized light is used, respectively. For circular polarization, indeed, a chiral near field is generated inside the hole, and its intensity is radially symmetric and vanishes in the center of the hole, where the phase of the electric field is undefined. When the hole is excited by linear polarization, a dipolar field is created in the hole, and the intensity distribution features two lobes. The electric field in the two lobes oscillates in antiphase, meaning that a constant phase offset of π is present. The horizontal line perpendicular to the light polarization in the <xy> plane is a nodal line, i.e. it has zero intensity.

The spatially oscillating pattern measured outside the hole for the two polarizations (Fig. 4.7c and g is a direct representation of the spatial distribution of the phase of β within the <xy> plane, as visible in the FDTD simulations in Fig. 4.7d and h. Again, we observe that for circular polarization we have a spiral pattern, with a smooth rotation of the phase as a function of φ. For linear polarization both experimental and simulated maps give semicircular wavefronts dephased by π in the top and bottom part of the image. A nodal line bisects the maps along

---

⁷See also Sec. 4.3.1.
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Figure 4.8 – a: FDTD simulation of \( \text{Re} \{ E_z(R, \phi_0, z) \} \), for circular polarization. Scale bars 2 \( \mu \)m horizontal, and 1 \( \mu \)m vertical. b: Profile \( |\beta(R)| \), obtained by integrating panel a in Eq. 4.5.

the horizontal axis. A trained eye can see in Fig. 4.7g a tiny deviation from the pure dipolar picture, which is due to a remaining ellipticity of the light polarization, measured to be anyway \( \lesssim 2\% \).

The simulated maps Fig. 4.7b and f are obtained by first solving with a commercial code, ref. [402], the Maxwell equations on a 3D mesh extending 45 \( \times \) 45 \( \mu \)m\(^2\) in the plane, and \( \pm 2 \mu \)m along the \( z \) axis. In Fig. 4.8a we report the real part of the electric field along \( z \), as a function of the radial \( R \) and vertical \( z \) coordinate, \( \text{Re} \{ E_z(R, \phi_0, z) \} \), for circularly-polarized light excitation.\(^8\) The electric field is maximum at the edge of the hole and decays away from it. Actually, the total field can be written in the following form, which highlights the dependence on \( \phi \) solely through a phase factor, thus defining a vortex field:

\[
\Phi(R, \phi, z) = \left( E_R(R, z) \hat{R} + E_{\phi}(R, z) \hat{\phi} + E_z(R, z) \hat{z} \right) e^{im\phi},
\]

with \( m = \pm 1 \). The value of \( \beta \) can be directly estimated by utilizing its definition, Eq. 2.7:

\[
\beta(R, \phi) = \frac{q_e}{\hbar \omega} \int_{-\infty}^{\infty} E_z(R, \phi, z) e^{-i\omega z v_0} dz,
\]

and hence the \( |\beta| \) maps Fig. 4.7b and f, and the arg\( \beta \) maps Fig. 4.7d and h. A profile of \( \beta \) plotted as a function of \( R \) is shown in Fig. 4.8b. The modulation of the electron wave function after the interaction is dominated by the coupling to the optical near field at the hole.

Because the population of the photon orders \( \ell \) is strongly defined by the interaction strength \( \beta \), the spatial distribution of the scattered electrons can be significantly modulated by the photon order \( \ell \). This can be seen in the space-energy maps shown in Fig. 4.9a and b for circular and linear polarizations, respectively. It is important to remind that these maps are integrated in one dimension, the horizontal in Fig. 4.7, over a distance of \( \approx 1 \mu \)m, slightly larger than the hole, and therefore the spatial coordinate is integrated in \( R \). Once recalled that the electrons away from the hole are blocked at \( \sim 90\% \) in this specimen, if we name \( x \) and \( y \) the horizontal

\(^8\)This result does not depend on the choice of \( \phi_0 \).
4.2.2 Transverse momentum maps of vortex beams

As noted before, the hole region for circular or partially-circular light polarization behaves as a vortex phase plate for electrons: for $0 < R < R_{\text{hole}}$ the phase of $\beta$ does not depend on $R$, but just linearly on $\phi$. This linear dependence translates into an overall phase factor $\exp\{\pm i\ell\phi\}$ in the wave function $\psi_\ell$, which therefore carries an OAM of $\pm \ell \hbar$, as illustrated in the schematics of Fig. 4.10a. On a fundamental level, the transfer of the above phase profile relies on the impinging light field creating a chiral near field distribution with OAM of $\pm m \hbar$. In our case $|m|$ is equal to 1 due to the axial symmetry of the circular hole and to the $\pm \hbar$ units of the SAM carried by the circularly polarized Gaussian beam illuminating it. In a general case, the exchange of $\ell$ plasmons with the electron would thereafter result in a net transfer of $\ell m \hbar$ units of OAM. The use of non-axially-symmetric structures sustaining chiral SPPs with arbitrarily

---

Figure 4.9 – Photon order distribution inside the hole. a,b: Bow-tie looking SREELS diagrams measured in the hole region for circular (a) and linear (b) polarization. On the sides, the spatial profile of the $+5^{\text{th}}$ photon order (dashed white line in the maps). The spatial dimension corresponds to the vertical direction $y$ in Fig. 4.7, and the images are integrated in the other direction on a similar field of view.

and vertical axes in Fig. 4.7, the EELS in Fig. 4.9 is obtained as

$$\text{EELS}(y) = \int_{X(y)}^{X'(y)} \text{EELS}(x,y)dx, \text{ where } X(y) = \sqrt{R_{\text{hole}}^2 - y^2}.$$  \hspace{1cm} (4.6)

This explains why the linear polarization case gives a neater picture.\(^9\) We observe clearly that the low photon orders are confined around the center of the hole, while the high $\ell$ s are backed against the hole edges. A thorough analysis can be found in Sec. 4.3.1, Fig. 4.21.
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Figure 4.10 – Detection of the ultrafast electron vortex beam in momentum space. a: Conceptual sketch of the experiment. The transverse momentum distribution is visualized in HDD mode. b–d: Experimentally measured momentum patterns before the laser illumination (b), in presence of circularly-polarized light (c), and linearly-polarized light (d). e–g: Calculated distributions before the creation of the near field (e), and for circular (f) and linear (g) polarization. Scale bars are all 4 µm. h–j: Vertical (V) and horizontal (H) profiles across the central part of the far-field images shown in panels b–d (experiments) and e–g (theory).

large values of $m$, such as spiral plasmonic lenses [396, 403, 404]), is considered a promising route to create high-OAM vortex electron beams. With our plasmonic phase plate, even if $|m| = 1$, the maximum exchanged OAM can still be high, since the highest occupied sideband order scales linearly with the electric field intensity. In practical cases, $|\ell|$ can be easily 10 – 20. Because of the linearity of the interaction, our approach works at any value of the incident light intensity, and thus it is intrinsically robust with respect to the external parameters. Naturally, the efficiency of the process will be different according to the extent of the photoexcitation.

To further verify the OAM transfer, it is crucial to monitor the far-field intensity profile of the electron beam in the transversal-momentum space $< k_x, k_y >$, and determine the changes produced by the of illumination of the nanohole. This is shown in Fig. 4.10c and i for a circularly polarized light beam in combination with a $\alpha = \alpha_C$ tilt to exclude the inverse transition radiation effect. Comparison between the reciprocal-space map measured under these conditions (Fig. 4.10c and i) and that acquired before optical illumination (Fig. 4.10b and e) reveals the characteristic destructive interference region at the electron beam center, which
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attests the presence of a phase singularity in its transverse phase profile. We attribute the origin of this behavior to the chiral near field created at the hole, which dominates the coupling with the electron wavepacket and imprints on it a $2\pi \ell$ phase shift as inherited by the circularly-polarized optical illumination. To confirm that the reciprocal-space distribution of the electron beam is indeed determined by the phase profile of the optical field at the hole, we have performed additional experiments using a linearly-polarized light beam. This is shown in Fig. 4.10d and j, where a characteristic 2-lobed electron beam [405] is formed as a result of the uniform $\pi$ phase shift generated across the hole, see Fig. 4.7e and f. Within this scenario, the momentum-resolved electron wave function $\psi_\ell(k_x, k_y)$ can be calculated as the Fourier transform of the real-space wave function $\psi_\ell(R, \phi)$:

$$
\psi_\ell(k_x, k_y) = \int_{-\pi}^{\pi} d\phi \int_{0}^{+\infty} R dR e^{-i k_{\perp} \cdot R} \psi_\ell(R, \phi),
$$

(4.7)

where $k_{\perp} = (k_x, k_y)$. Here, $\psi_\ell(R, \phi)$ is given by Eq. 4.1, where the incident wave function $\psi_{\text{inc}}(R, \phi)$ has a lateral extension determined by the electron transverse coherence ($\sim 0.7 - 1 \mu m$), and the interaction strength $\beta$ originated at the hole is extracted from FDTD simulations where the actual spatial distribution of the near field is considered, see Fig. 4.8b. The total Fourier-plane intensity is then obtained as:

$$
I_F(k_x, k_y) = \sum_{|\ell| = 0}^{+\infty} |\psi_\ell(k_x, k_y)|^2,
$$

(4.8)

that is, an incoherent sum of all the $\ell$ contributions. In the case $t < t_0$, a $\beta = 0$ has been chosen to mimic the absence of optical illumination. The calculated maps, where a small momentum broadening is also included to take into account the experimental resolution, are shown in Fig. 4.10e-g and correctly reproduce the doughnut-shaped and the 2-lobed probability distribution observed in the experiment as induced by the chiral and dipolar transverse phase modulation, respectively.

Our experimental and theoretical results agree as well with standard electron vortex beam calculations. In that case, the effect of the chiral near field on the electron wave function is simulated by the interaction of a plane wave with a spatially-confined spiral phase plate of order $\ell$, whose extension is determined by the hole diameter, see Fig. 4.11. The STEM CELL software tool [406] has been used for the simulations. The far-field amplitude of the momentum-resolved electron wave function $\psi_\ell(k_x, k_y)$ is the Fourier transform of the spiral phase plate, which is basically a top-hat function with a corkscrew phase factor $\exp\{\pm i \ell \phi\}$. The result is a hypergeometric Gaussian beam sampled in the far field. The total reciprocal-space intensity is obtained as $I(k_x, k_y) = \sum_{|\ell| = 0}^{+\infty} w_\ell |\psi_\ell(k_x, k_y)|^2$, where the weights $w_\ell$ are extracted from the experimental spectrum Fig. 4.5a on the hole. We see, Fig. 4.11c and d that the assumption of the near field acting as a nanoscopic spiral phase plate of order $\ell m$, $|m| = 1$ reproduces the experimental findings.

The experiments highlighted in Fig. 4.10 were performed in HDD mode on the retractable CCD detector before the GIF spectrometer. As a result, they were not filtered in energy. The figures shown are the sum of ~ 6 h acquisition at 1 MHz repetition rate, with 450 fs-long pulses,
Figure 4.11 – Electron vortex beam calculations. a: Reciprocal-space intensity distribution of a plane wave. b: Spatially-confined phase singularity of order $\ell = 1$, with diameter $R_{\text{hole}} = 400$ nm. c: Reciprocal-space intensity map for a beam passing through the phase singularity as in b. An incoherent sum over $\ell$ according to the spectrum Fig. 4.5a is done to obtain the final map. d: Line profiles across the central part of panels a and c. Scale bars are 4 $\mu$m in a and c, and 400 nm in b.

and 3 mJ/cm$^2$ fluence. The single images are sequentially acquired before time-zero and in light-electron temporal coincidence for the two light polarizations. Long-term electron beam drifts in the TEM column are corrected by realigning the individual images before summing them together. A typical full-field HDD image is shown in Fig. 4.12. The alignment is carried out on the external ring, whose electrons are not in temporal coincidence with the near field (see Sec. 1.3.2), and therefore constitute an ideal reference –unaffected by photoinduced effects.

We observe that the far-field distribution has a visible dip in intensity, but such dip does not go to zero as in the ideal vortex case. This is caused to some extent by an experimental broadening (mainly due to the partial electron transverse coherence), but is chiefly due a remaining contribution of electrons not interacting with the plasmonic phase plate in the hole. We analyze here the various contributions to the experimental signal in the reciprocal-space plane.

In general, we can consider as OAM-carrying signal the detector counts coming from the electrons passing through the hole and populating a photon order $\ell \neq 0$, while electrons remaining with $\ell = 0$ are considered background, as well as all the electrons passing through the surrounding film and that reach the detector at $k \approx 0$. In order to minimize this last contribution, we placed a micrometer circular aperture just below the specimen plane (objective aperture). The aperture has a nominal $\approx 20 \mu$m physical diameter, and we calibrated it to select a $15 \pm 1 \mu$m diameter from the specimen in HDD mode with 80 m camera length, therefore selecting an area $A_{\text{ap}} = 15^2 \pi / 4 \mu$m$^2$. This area is however still large compared to the hole area.
A_{\text{hole}} = 0.8^2 \pi/4 \ \mu m^2. \text{ The thickness of the Ag layer for this specific experiment has also been increased to } \sim 90 \ \text{nm to assure a low transmissivity of the electrons, } T \approx 0.013 \text{ in the HDD experimental conditions.}^{10} \text{ In fact, the real-space and reciprocal-space experiments reported here have been carried out with different Ag layer thicknesses, optimized to see through the film (real space) and through the hole (reciprocal space). The fraction of electrons that scatter inelastically in the hole is measured to be } \eta_0 \approx 0.9 \pm 0.05, \text{ see Fig. 4.5a, and the probability for an electron crossing the thick region to absorb or emit an SPP is } \eta_1 \approx 0.58 \pm 0.1.^{11} \text{ By wrapping all together, we can estimate the ‘dip’-to-background ratio to be }
\frac{\eta_0 A_{\text{hole}}}{A_{\text{hole}} + T(1 - \eta_1)(A_{\text{ap}} - A_{\text{hole}})} , \tag{4.9}
\text{with all the parameters directly extracted from the experiments. In Eq. 4.9, the } (1 - \eta_1) \text{ term in the denominator has been added to discount the background from the electrons scattered at higher angles by absorbing or emitting SPPs. Indeed, the electrons that change their energy of } \ell \hbar \omega_{\text{SPP}} = \ell \hbar \omega_{\text{ph}} \text{ by interacting with the propagating SPP, also acquire a transverse momentum } \ell \hbar k_{\text{SPP}} \cos \alpha_C, \text{ in our geometry. One expects those electrons to dispose in an annular structure (}|\ell| = 1, 2 \ldots ) \text{ at high angles. In our apparatus, at 80 m camera length, they distribute over such a large detector area that the density current they produce is overshadowed by the dark noise of the detector. For our purpose here, since } k_{\text{SPP}} \cos \alpha_C \approx k_{\text{SPP}} \approx 9 \ \mu m^{-1}, \text{ and the electron direct beam is } \approx 5 \ \mu m^{-1} \text{ half width at half maximum (HWHM) wide (see Fig. 4.10h),}^{12} \text{ their contribution is negligible to the peak at } k \approx 0, \text{ where we observe the intensity dip. By inserting the values of the experimental parameters in Eq. 4.9, one gets a dip that is } = 0.33 \pm 0.12 \text{ of the total beam height, which is compatible with both our measurement and calculations in Fig. 4.10.}

---

10 Measured for our 90 nm-thick polycrystalline Ag film on 50 nm-thick amorphous Si$_3$N$_4$. While the bright-field transmissivity is 0.028, in HDD mode also most of the low-angle scattered electrons are filtered away. This contribution is particularly relevant for polycrystalline and amorphous materials, like our specimen.

11 Measured as the mean value for $2 < R [\mu m] < 5$, which should represent a good estimate of the average between $R_{\text{ph}}$ and 7.5 $\mu m$, the aperture radius.

12 The momentum space was calibrated in the very same experimental conditions by using an optical replica specimen with 463 nm periodicity. The momenta are here always calculated as $2\pi$/distance.
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4.2.3 All-optical chirality flipping

An extremely interesting feature of our approach is the ability to dynamically control the vortex beam properties. This is possible thanks to the high degree of tunability of the optical field, which allows to coherently modulate the longitudinal and transverse phase profile of the electron wave function. This is achieved by manipulating the phase distribution of the plasmonic near field with attosecond precision using a sequence of two phase-locked 55 fs light pulses with a relative delay $\Delta t$ between them varied in steps of 333 as.

We report here two experiments, illustrated schematically in Fig. 4.13. In the first we control the presence or absence of the plasmonic field, while in the second we control the sign of the topological charge associated with the vortex. Both effects result from the ability to finely tune the relative phase of the two optically-excited plasmons with the three-pulse scheme. In the first implemented configuration, we have used two elliptically-polarized light pulses with parallel major axes. The initial delay was set to $\Delta t^* = 85$ fs, longer than their intensity autocorrelation, in order to minimize the optical interference between the two pulses, which remained below a $5 \cdot 10^{-2}$ level. When varying the delay time between the two optical pulses, the observed time-dependent evolution of the plasmonic pattern is a sequence of constructive and destructive interference between the optically-generated plasmons propagating at the Ag-$\text{Si}_3\text{N}_4$ interface, Fig. 4.14-c. The result is a coherent modulation of the intensity and of the spatial periodicity of the plasmonic fringes with a temporal period given by the optical cycle of 2.67 fs (see Fig. 4.14d and e and ref. [341] for the full movie). This effect, which cannot be related to a simple time-domain optical interference within the incident light field, see also Sec. 2.2.4, can be understood as the coherent interaction between two spatially- and temporally-localized plasmon wavepackets. In other words, plasmon-plasmon interference. We note that the periodicity of the observed SPP wavelength $\lambda_{\text{SPP}}$ –which we measure by fitting
the corresponding peak of the spatial Fourier transform of the micrograph—varies within a bandwidth of ≈ 15 nm, i.e. approximately 2% of the central wavelength \( \lambda_{\text{SPP}}^0 \approx 700 \) nm. This corresponds as well to the bandwidth of the photoexciting light pulses (18 nm, i.e. ≈ 2% of bandwidth).

The analytical theory can describe well these three-pulse experiments, similarly to what done in Sec. 2.2.4, just by inserting the proper field distribution in time inside the formula for \( \beta \). The oscillations are also reproduced (here not shown). This apparent breathing of the SPP mode can be understood intuitively on the basis of spectral interference. Even when identical wave packets are separated enough along the temporal coordinate to generate negligible time-domain interference, still they interfere in the frequency domain, the total spectrum being modulated by the (low) frequency \( 1/T \), where \( T \) is the temporal separation between the two pulses (\( T = \Delta_2 - \Delta_1 \) in our case). This phenomenon, which is at the basis of frequency combs [407], causes a spectral modulation, as illustrated in Fig. 4.15a. For two phase-locked Gaussian pulses, the two-pulse spectrum has been calculated via Fourier-transform analysis for the same delays as in the experiment. The spectrum for \( \Delta_2 - \Delta_1 = 0 \) has been added as a reference; the other delays are selected to represent a full optical cycle, sampled with \( \pi/2 \) phase
4.2. Photonic-based OAM transfer: ultrafast electron vortices

Figure 4.15 – Spectral interference as a possible physical mechanism for plasmon wavelength modulation. **a**: Calculated two-pulse spectra for an increasing pulse separation. One pulse is kept at \( \Delta_1 = 0 \), and the second delayed to \( \Delta_2 = \Delta^* \approx 90 \) fs. From that value, it is further delayed in fractions of the optical carrier cycle. The orange curve is added as spectral reference, and corresponds to the single pulse scenario \( (\Delta_2 = \Delta_1 = 0) \), and the two black arrows mark the 1% of the central frequency. **b**: Intensity (blue, left axis) and wavenumber (red, right axis) variations as a function of the separation between the two optical pulses, from Fig. 4.14. Dashed lines are guides to the eye, identifying the maxima of the periodic modulations, which are orthogonal \( (\pi/2 \) phase shift).

steps. One can observe that the spectral intensity follows cosine-like oscillatory changes, while the spectral asymmetry has a sine-like behavior, i.e. it is phase offset by \( \pi/2 \). This argument suggests that the coherent modulations in intensity and fringe periodicity ought to be shifted by a \( \pi/2 \) phase. Fig. 4.15b confirms this suggestion, within the experimental resolution of the analysis.

In a second configuration, the elliptical polarization of the two light pulses is arranged such that their major axes are perpendicular to each other. The two pulses are here forced to interfere optically \( (\Delta t \approx 0) \): in this way, we effectively have a dynamic handle on the helicity of the phase singularity created at the center of the nanofabricated hole. Few frames are shown in Fig. 4.16a-c, while the full movie can be found in ref. [341]. The handedness of the spiral plasmonic phase distribution is observed to switch from clockwise to counter-clockwise within each optical cycle when varying \( \Delta t \). The observed periodic modulation of the helicity of the plasmonic pattern is reported in Fig. 4.16f, and portrays the ability to control with high precision the sign of the topological charge of the electron vortex beam created by electron-plasmon interaction just by changing of an attosecond delay one of the two pulses. The analytical model can also well describe this phenomenon, as one can appreciate from Fig. 4.17, where the handedness of the spiral switches from counter-clockwise (panel b) to clockwise (panel f) within half of the optical cycle, \( \sim 1.33 \) fs. At a quarter optical cycle, Fig. 4.17d, the light has an overall linear polarization, and the plasmonic field arranges accordingly, with two lobes.
4.2.4 Conclusions on charged particle vortices

With respect to commonly adopted methods using passive phase masks to produce electron vortex beams, our approach is intrinsically scalable to smaller length scales in the subwavelength regime. For example, for our excitation parameters, FDTD simulations suggest that a 200 nm diameter hole would have been preferable to the 800 nm hole employed here. By selecting proper materials and shorter excitation wavelengths, the optimal hole size can be made even smaller. This may be of paramount importance in situations where only a partial transverse coherence of the beam can be achieved (such as in the case of ultrashort electron pulses). This is even more crucial when our laser-based method for transferring OAM is extended to pulsed beams of heavier elementary and composite charged particles, as ions, where the constraint on the lateral coherence becomes stricter and limited to less than few tens of nanometers. In particular, OAM impartment in composite particles could be of interest for analyzing their internal structure [408].

In ref. [141] we propose that our photonic approach to transfer OAM to charged particles by means of inelastic interaction could be considered as a candidate method to create proton vortex beams. By shaping the proton wave function in a manner similar to that demonstrated here for electrons, the proton can acquire OAM-dependent density functions that will reflect its internal properties on the transverse spatial distribution. Recently, increasing efforts have been devoted to gaining an understanding of the proton spin in terms of its constituent particles [395], which is considered to remain one of the most important unanswered problems in hadronic physics. Concisely, the proton spin puzzle, or crisis, deals with the experimental
observation [409] that the spin of the proton ($\pm \frac{\hbar}{2}$) is only partially constituted by the sum of its three quark spins ($\pm \frac{\hbar}{2}$ each). The observation implied that a considerable orbital contribution should come from the partons (quarks and gluons) spinning inside the proton.

Common experiments investigating the proton spin use energetic linearly-spin polarized muon beams hitting dense spin-polarized targets [410]. The perspective of adding OAM to the proton, in conjunction with relativistic spin-orbit effects in matter waves, could be of potential use to these studies [372, 411]. A possible study one could envisage involves measurements of the magnetic dipole moment for OAM-carrying protons. As detailed in ref. [341], the magnetic moment of a proton with OAM of order $\ell$ can deviate from the $\ell \mu_N$ value typical of a point-like

Figure 4.18 – Simulations of $|\beta|$ as a function of the hole diameter for illumination at 1.57 eV as in the experiments, with 40 nm Ag-layer thickness.
particle with nuclear magneton $\mu_N$ in presence of a strong overlap between the transverse component of the proton wave function and the spinning partons. Several schemes could be used to measure such a quantity, including a Stern-Gerlach-like approach [412] or devices that couple the OAM of a charged particle with its spin [413, 414]. The latter would be extremely valuable for probing the proton internal spin dynamics by means of OAM impartment, which could give insights into the role played by the OAM of its inner constituents in the determination of its total spin.

### 4.3 Further considerations on PINEM imaging

#### 4.3.1 Comments about imaging near fields

In Chap. 3 and Chap. 4 I mentioned that the majority of the PINEM images were not acquired with the EEG counts only, but rather measuring the depletion of the ZLP. The motivation is plainly technical: it allows in many practical situations to collect a larger signal per unit of time, overcoming the CCD dark noise (see Sec. 1.5).

In fact, if a narrow ($\lesssim 1.1$ eV) ZLP is employed, the average beam current has to be kept very low (~single- or few-electron(s) regime), and the EEG is even lower, especially if we consider that in order to discard the ZLP tails, the energy cutoff has to be placed at $\gtrsim 2$ eV, de facto rejecting the $\ell = 1$ photon order, usually the most intense. This is the sole configuration that allows for the shortest electron pulses. However, in most cases having the shortest electron pulses is not required, either because only the ‘static’ field configuration\(^\text{13}\) has to be imaged, or because the high temporal resolution is realized by the effective ‘gating’ in three-pulse experiments. EEG imaging –on the other side– can be performed also with a broader ZLP peak, for which electron chirp effects become more relevant, and pulses longer. In such a scenario, the EEG cutoff energy has to be increased, to reject the higher ZLP tails; nonetheless, its SNR outperforms that of the narrow-ZLP case. When the electron energy distribution is made larger than $\sim 5$ eV, the electron spectrum develops a structure with two horns. In that case, the temporal PINEM cross-correlation (i.e how the electron spectrum evolves as a function of the pump-probe delay), shows a $\sim$linearly chirped depletion of the $\sim 7$ eV-broad ZLP; the light pulse is kept short ($\sim 55$ fs), while the electron pulse envelope is $\sim 600$ fs. The depletion of the ZLP follows the electron chirp, and is symmetric only at $t_0$, where the photon pulse overlaps in time with the center of the electron pulse.

If we select in EFTEM a $\sim 4 \sim 5$ eV window at the center of a $\sim 6 \sim 8$ eV ZLP, at $t_0$, we can record images with two advantages:\(^\text{14}\)

- A large, robust signal,

\(^{13}\)Here ‘static’ is often < 1 ps, depending on the temporal duration of the pump excitation field.

\(^{14}\)The term ‘Anti-PINEM’ has been coined by G. M. Vanacore and I. Madan after developing this EFTEM variant as a reaction to the frustration arisen by the poorness of EEG imaging for the low-contrast system they were studying. They expressed the desire to have the name ‘Anti-PINEM’ mentioned in this dissertation: here it is.
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Figure 4.19 – Experimental procedure for ZLP-depletion PINEM imaging, utilized in Fig. 4.7a. a, b: EFTEM micrographs acquired before (a) and in coincidence (b) to the photon pulse. c: Electron spectra relative to a (blue curve) and b (red curve). The shaded area represents the energy window selected in EFTEM mode. d: The difference a − b gives the map of the near field intensity, Fig. 4.7a. $\alpha = \delta, \vartheta = 0^\circ$; scale bars are 500 nm long.

- The simultaneous visualization of the structural contrast.

The robustness is meant here with respect to small beam shifts in the spectrometer and to the long-term photoemission efficiency drop for long-acquisition measurements. The increase of counts compared to a ∼ 1.1 eV ZLP is here of a factor ∼ 100 – 300. Besides that, one should add an extra factor 2 in the signal improvement, which accounts for the gain and loss sideband contribution. The visualization of the structural contrast is useful for a precise signal interpretation and for successfully running image re-alignment algorithms that could compensate drifts of the electron beam in the TEM column in long-acquisition measurements. One can visualize the background-free plasmonic field by simply subtracting the PINEM micrograph at $t_0$ from the micrograph at $t < t_0$, i.e. the bright field image of the specimen. For instance, we used this method for the visualization of the near field around the nanohole in Fig. 4.7a and e. We summarize it in Fig. 4.19, for the circular polarization case.

Several PINEM micrographs with different acquisition parameters are gathered in Fig. 4.20. The system imaged includes a VO$_2$ NW sticking in part on a Si$_3$N$_4$ membrane, and protruding with one end in vacuum. The Si edge of the TEM grid is visible on the left. A strong near field is photoexcited at the surface of the thick NW, as well as at the Si$_3$N$_4$ and Si edges. No propagating SPP is here present, since the excitation energy is above the plasmon frequency, see the radiative plasmon-polariton branch in Fig. 3.1. In Fig. 4.20a almost no contrast is visible because the EFTEM window is placed half on the ZLP and half outside, so that the PINEM contrast almost perfectly cancels out.\(^\dagger\) Fig. 4.20c corresponds to the background-free

\(^\dagger\) A feeble shadow due to ZLP depletion can be seen around the NW, though.
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Figure 4.20 – PINEM imaging for different parameters. The system comprises a VO$_2$ NW at room temperature lying partially on a Si$_3$N$_4$ membrane, and partially jutting out in vacuum. The edge of the Si substrate is as well visible in the field of view. Light polarization is along the short NW axis, $\hbar \omega = 1.57 \text{ eV}$, and fluence $\approx 0.8 \text{ mJ/cm}^2$. The ZLP is set to 8.5 eV FWHM, $w$ indicates the EFTEM slit width, in eV, $c$ the center position of such slit. a-f: Micrographs for the parameters shown in each panel. g: Same parameters as f, but without laser excitation. h: Same as g, for different $w$ and $c$ parameters. i: Micrograph acquired with the DC stream of thermionic electrons. Scale bars 2 $\mu$m. The elliptical shape of the electron beam in panels a-h was obtained by tuning the condenser stigmators.

PINEM, with EEG counts only, while panel b is an intermediate situation, where the contrast gives $a \approx 35\%$ larger decay length than panel c. Fig. 4.20d-f are acquired selecting the loss-side of the spectrum. The vacuum and Si$_3$N$_4$ regions are promptly distinguishable. By displacing the EFTEM window far away from the ZLP, a strongly localized contrast is obtained. In the loss side, the nearly-monochromatic laser-stimulated effect coexists with the broadband spontaneous plasmon emission effect. Indeed, Fig. 4.20f is a sum of both contributions, which can be disentangled by acquiring a micrograph in absence of light excitation, which is the same for photoelectron and thermionic sources (Fig. 4.20g-i).

The example of the nanohole as used for the electron vortex generation exemplifies also well some limits of PINEM imaging as it has been carried out so far. The choice of selecting the EEG or the depletion of the ZLP or any other large energy window is somehow arbitrary. Multilevel
Rabi oscillations, as visible for example in Fig. 2.4, make the spectrum greatly depending on the real space position, in a nontrivial way. Because of such oscillations, the occupation of the different photon orders is non-monotonic as a function of the field intensity; so, not only the obtained intensity profiles cannot be directly considered to quantitatively reproduce the field intensity profile, but –rigorously– not even the qualitative agreement is in general always assured. This remark is valid also for conventional (EEG only) PINEM, as illustrated in Fig. 2.12d for the ideal mirror case. In practical terms, what happens often is an effective ‘saturation’ of the inelastic signal, as for example in Fig. 2.12b, which causes a severe compression of the inelastic signal dynamic range. Above the ‘saturation’ threshold, the PINEM contrast is roughly the same whatever the field intensity. For this reason, the evaluation of the PINEM intensity profiles in real space should be performed with caution. For instance, the direct extraction of the spatial decay length of a plasmonic field around a nanostructure from PINEM EEG data would be prone to overestimate the true decay length. Similarly, the intensity profile of the spiral SPP wavefronts in Fig. 4.16 are not expected to be sinusoidal. This is especially visible when the contrast periodicity increases due to holographic Doppler (see Sec. 3.2.3, and specifically Fig. 3.18e-g, remembering that what is plotted there is the ZLP-depletion contrast). It should be said that oftentimes the interest resides in the presence or absence of certain features, in the symmetry of the fields [142, 341], in their evolution [143, 213], or in their periodicity [143, 340]. However, it has some value to investigate if a quantitative measure of the field in PINEM is possible beyond the weak-field limit.\footnote{Namely, when only $|\ell| \lesssim 2 \sim 3$ photon orders are populated, for coupling strengths lower than the first zero of $\phi_0$. In this perturbative limit, PINEM competes with spontaneous emission, and gain/loss asymmetries may become visible [75]. It is a promising research line; since it does not require a high photon flux, it could make use of ns pump-probe pulses, with the probe pulses either pulsed or chopped in post selection, as proposed in Sec. 1.5.1.}

A route to overcome this issue is by systematically comparing experimental results and theoretical predictions. Once the best agreement is found, one can extract from the calculations the distribution of $|\beta(x, y)|$, hence the field intensity map. Still, this method may lead to some level of uncertainty for complex geometries, where the 3D simulation of the fields is demanding. Another possibility, adopted by A. Feist et al. [222], consists in having a small probe ($\lesssim 10 \sim 20$ nm) in STEM mode and record a spectrum at each point of the scan in $<xy>$. The correspondence between spectrum and $|\beta|$ is known, see Fig. 2.3c, and therefore the intensity map is retrieved. When the specimen geometry allows it, the SREELS maps can give analogue information. In Fig. 4.9b we appreciate a sizable variation of sideband population as a function of the spatial coordinate, despite the effect is partly hindered by the average in Eq. 4.6. Although with a spatial resolution not allowing to observe Rabi oscillations, it reproduces in a single snapshot the envelope of the spectral evolution as a function of the near field, likewise in Fig. 2.8b we did for inverse transition radiation. Fig. 4.21a shows few selected loss spectra for different values of the spatial coordinate $y$, evidencing the high-$\ell$ population for $y \approx R_{\text{hole}}$. The spatial intensity profiles inside the hole for linear polarization, extracted always from the space-energy bow-tie maps (see Fig. 4.9b), are plotted in Fig. 4.21b, highlighting also a large dependence on the selected photon orders. In Fig. 4.22 the analogue of Fig. 4.21b for
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Figure 4.21 – Dependence of the spectral modulations inside the nanohole, from SREELS space-energy mapping for linear polarization (see Fig. 4.9b). a: Representative EEL profiles averaged over different ranges $S$ along the spatial coordinate $y$ orthogonal to the light in-plane polarization vector. They are all integrated in the other spatial direction, $x$. b: Representative energy-filtered spatial profiles across the hole for different energy windows. The spatial coordinate is $y$, and the spectral density is integrated along $x$. The dashed vertical lines mark approximately the hole region.

the large ZLP case ($\approx 9.5$ eV) is shown, together with the bow-tie space-energy map. Selected spatial profiles for variable energy windows are displayed, together with the ZLP-depletion signal (pink curve), which is obtained as the profile of a 6 eV-large window subtracted to the profile for the whole spectrum (black dashed curve). As we see, the ZLP-depletion PINEM profile is significantly smoothed out. Apart from the contribution discussed above, when the ZLP is larger than the photon energy, the measured counts in the selected energy window (say, $\sim 4$ eV) are a combination of the depleted $\ell = 0$ order in the center of the ZLP and the populated $|\ell| = 1$ and 2 orders of the tails. Albeit the depletion effect is stronger, it is tempered by the second phenomenon, and the resulting contrast is decreased. We experimentally optimized the energy window extension and ZLP width to maximize the signal, and found as good values $4 - 5$ eV for the window, and $7 - 8$ eV for the ZLP.

In Fig. 4.23 we simulated the ZLP-depletion images by taking the spectra given by the semi-analytical theory for the propagating SPP, and selecting only the counts of the energy windows, after having convoluted the spectra with the experimental ZLP. With reference to Eq. 4.2, fitting parameters $|B|^2 \approx 2.5$ and $\arg B \approx -107^\circ$ were used to best match the intensity and phase of the chiral plasmon polariton. As expected, the three images, corresponding to energy windows of 1, 4, and 7.2 eV, show the same pattern, spatial periodicity, phase distribution, and chirality. The essential difference is just a change in the peak-to-valley contrast: largest for 1 eV, and decreasing for broader energy windows. The central panel, Fig. 4.23b, is what best corresponds to the experimental micrograph, Fig. 4.4d, and indeed comes from the same energy window selected in the experiments, $\sim 4$ eV. The theoretical map in Fig. 4.4e is taken with the same parameters, while the maps in Fig. 4.17 are simply obtained as depletion maps of the $\ell = 0$ order.
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To summarize, PINEM imaging is in general not an ideal technique to quantitatively extract the field distributions in space. A scanning probe in focused beam mode, comparison with simulations, and space-energy mapping in parallel beam mode are ways to overcome the problem. To select a $\hbar \omega$ energy window in parallel beam mode and acquire different micrographs with the energy window centered around $\ell \hbar \omega$ has been proved impractical for infrared photons, but may be experimentally doable at visible frequencies. The method used in the majority of this thesis, based on the depletion of the ZLP presents some practical advantages, and produces qualitatively the ‘negative’ of the conventional EEG PINEM.

4.3.2 Mapping infrared resonances by infrared light with tunable wavelength

We employed the imaging method just described to capture the Fabry-Perot modes in Ag NWs at sub-eV energy. In Fig. 4.24 we report again on the imaging method, analogously to Fig. 4.19. Panel a well shows the advantage in using the depletion signal (blue-shaded area) instead of the EEG signal of, say, EEG $> +5$ eV. A precise map of the lobes of the Fabry-Perot mode of order $p = 16$ is visible in the difference image, Fig. 4.24d. For this experiment we employed NIR laser pulses with photon energy ranging from 0.8 to 1.1 eV, in large part smaller even than the narrow $\sim 1$ eV ZLP. It is therefore hard to extract any ultrafast spectral information at these energies in EELS mode; by following the plasmonic response of the system at different excitation wavelengths, the Fabry-Perot resonances can be however mapped, with the laser linewidth resolution, 20 meV in our experiment. This value is not only much smaller than the ZLP, but also of our GIF spectrometer resolution (50 meV).
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Figure 4.23 – Simulated PINEM micrographs as a function of the selected energy window in ZLP-depletion imaging. a–c: Selected energy window of 1 eV (a), 4 eV (b), and 7.2 eV (c), for the same ZLP width of 8 eV. Scale bars 2 µm.

Figure 4.24 – Imaging method for the plasmonic Fabry-Perot modes in a NW. a: EEL spectrum before and at pump-probe coincidence. Shaded in blue/red the regions in which the spectral density decreases/increases at $t = t_0$. The semi-transparent orange-shaded central area was selected in EFTEM. b: EFTEM micrograph for $t < t_0$. c: Same, for $t = t_0$. d: Difference c – b. Scale bars 500 nm.

We dealt with Fabry-Perot resonances in Chap. 2 and Chap. 3, for SPPs propagating between two parallel sources. In Fig. 3.9 we also saw a Fabry-Perot resonance in a long nanocavity. For Babinet’s principle, a nanowire, i.e. the complementary structure, is predicted to have the same properties, up to a $\pi$ phase factor. So, a long NW can act as a resonator, and the SPP mode spiraling along its long axis can create a standing wave, if the optical length is a half integer of the SPP wavelength, that is

$$L_{SPP} = \frac{p \lambda_{SPP}}{2},$$

for ideal end-cavity mirrors. We can also in first approximation consider $L_{SPP}$ as the physical NW length $L$. Such resonances have been studied in TEM [209, 274, 415] and UEM [119, 142], with great details at 1.55 eV by L. Piazza, T. Lummen et al. in ref. [142]. The resonance wave-
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Figure 4.25 – Laser-assisted laser spectroscopy. a: PINEM micrographs for excitation energies around $\hbar \omega = 827$ meV, for the $p = 13$ resonance. Scale bars 500 nm. b: Corresponding (real part of the) Fourier transforms along the NW long axis. The spatial frequency adopts the $2\pi$/distance convention. c: Integral of the Fourier intensity peaks in b in the region limited by the red dashed arrows, corresponding to $p = 13$.

length varies for different wire lengths. The approach in ref. [142] has been to find a wire with the optimal Fabry-Perot mode at 1.55 eV. In a slightly different approach, here we select a wire, any long wire, and tune the laser frequency to match one of its Fabry-Perot modes. In Fig. 4.25a we can appreciate how the strength of the mode increases when approaching the $p = 13$ resonance peak, and diminishes after. The 130 nm diameter and $\sim 7.8 \mu m$ long wire has been placed on a Si$_3$N$_4$ TEM membrane. Since we desired to image only the standing wave pattern, the inverse transition radiation contribution has been minimized. The tunable NIR light comes from the signal of a two-stage OPA, as described in Sec. 1.3.1, and the incidence fluence ($\sim 5$ mJ/cm$^2$) was equal for all photon energies.$^{17}$ The laser spotsize, $\sim 40 - 50 \mu m$ FWHM diameter, is much larger than the field of view, and the polarization was set parallel to the wire, to efficiently excite the SPP mode along its long axis. Since the length of the NW is shorter than the SPP decay length, we can consider the field as composed by two counter-propagating SPPs, creating a standing wave pattern with periodicity $\lambda_{SPP}/2$.

The NW in Fig. 4.24 was chosen to be straight to facilitate the quantitative analysis of the lobes’ distribution, but curved and bent NWs show as well good resonances [274], as confirmed for

$^{17}$Attention had to be placed in having all the wavelengths focused to the same spotsize. This fact is in general untrue, since the minimum beam waist for a fixed focusing system scales linearly with the wavelength $\lambda$. For that reason, at each wavelength the laser spotsize was measured by means of a beam profiler in the focus, and --in case of noticeable changes-- the incident power modified to reach the same fluence.
example by Fig. 4.26. There, we compare the bright field ($t < t_0$) and PINEM micrographs for a thin curved NW and a thick NW with a bump. In both cases, a clear Fabry-Perot resonance is visible. The optical excitation of curved wires may be more delicate than with electrons [274], since the two wire extrema should be oriented in the same direction for the mode to be excited efficiently by light. The tunability of the light polarization, conversely, gives an extra handle in the choice of the cavity mode; in Fig. 4.26d, for example we show an antisymmetric lobe distribution [142] photoexcited by an in-plane component of the electric field, oriented at $\approx 40^\circ$ with respect to the NW long axis.

The order of the resonance is simply obtained by counting the number of nodes along the wire, see Eq. 4.10. To quantitatively analyze the resonance, the PINEM signal distribution in Fig. 4.25a is taken, summed along the short NW axis, and Fourier transformed, Fig. 4.25b. In the wavevector space, a peak relative to the Fabry-Perot mode is present at the corresponding spatial frequency, as always calculated as $2\pi/distance$. The area of such peak can be taken as a parameter to map the resonance. The result of how it varies with the excitation energy is displayed in Fig. 4.25c, together with a Gaussian fit with $\sim 20$ meV FWHM. If the excitation energy is tuned further away from the $p = 13$ resonance, other resonances can be excited. In Fig. 4.27 this is shown for $p = 13, 14, 15,$ and $16$, together with Gaussian fits of the Fabry-Perot resonance linewidth. Both even and odd modes are excited optically in the geometry of this experiment ($\alpha \neq \delta$), because of the skew angle of the long wire relative to the laser momentum [416]. Differently, for normal incidence ($\alpha = \delta$), only odd modes could be excited in a 1D resonator [142]. The 4 resonances we observe in our photon energy range have a linewidth which is just slightly larger than the $20 – 25$ meV excitation bandwidth, and therefore the natural resonance linewidth cannot be estimated very precisely. We extract a value $\lesssim 40$ meV, which is compatible with a resonance lifetime $\gtrsim 100$ fs, which is as well the laser pulse FWHM duration. From time-domain PINEM EELS data with narrow ZLP, with temporal resolution
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Figure 4.27 – Laser-assisted mapping of multiple resonances. The normalized plasmon resonance for modes with order \( p = 13–16 \) obtained upon scanning the laser energy between 0.8 eV (1550 nm) and 1.08 eV (1150 nm), with the same method as in Fig. 4.25. Error bars are estimates of the laser bandwidth, not uncertainties on the central photon energy, which is known more accurately.

250 fs, we also tentatively estimate a \( \sim 100 \) fs resonance lifetime.\(^{18}\)

Regarding the spectral position of the resonances, from Eq. 4.10 we directly derive that all the Fabry-Perot resonances are evenly spaced along the energy axis, in first approximation,\(^{19}\) and that \( \Delta E = (\hbar c \pi) / L \). For the \( \approx 7.8 \mu m \) NW used in Fig. 4.27 we find \( \Delta E_{\text{th}} \approx 80 \) meV. The average energy spacing in Fig. 4.27 is \( \Delta E_{\text{exp}} = 90 \pm 10 \) meV. Moreover, from the position and order of the resonance peaks we can directly extract the SPP energy-momentum dispersion. For all the 4 points along the dispersion curve we find a refractive index \( n_{\text{SPP}} = 1.18 \pm 0.05 \).

Albeit we applied this method to map known plasmonic resonances in simple geometries, the concept of the experiment can be applied to numerous disparate low-energy collective modes in condensed matter physics that can be selectively excited by tunable light pulses [417]. For instance, it could be used to study graphene plasmons with long lifetime, and sharp linewidth [418, 419]. If energy-filtering is necessary to extract the signal, as in our case here, it would be hard to perform a measurement relative to an excitation that is at very low energy (say, \( \lesssim 10 \) THz light), because in that case the spectra would not be discernible enough for the EFTEM to create a differential signal. However, an unprecedented spectroscopic precision may be achieved in mapping hundreds-meV modes with combined spatial resolution. We therefore successfully decoupled the experimental energy resolution from the electron energy spread, allowing in principle to probe modes with few meV resolution, even with \( \sim 10 \) eV electron probes. Tremendous recent improvements in static STEM [34, 197, 420] brought the world best resolution to \( \lesssim 5 \) meV [34]. Still, that value in pulsed instruments is

\(^{18}\)The data fit reliably says that the lifetime is significantly shorter than 250 fs. Conservatively, this sets a \( \gtrsim 20 \) meV constraint in the mode linewidth.

\(^{19}\)This approximation here is partially justified because at energies \( < 1 \) eV the SPP dispersion is reasonably close to the light line, similarly to Fig. 3.6 at the Ag-vacuum interface, but for a NW geometry.
in general worsened by $\sim 2$ orders of magnitude, and often more\textsuperscript{20}. Despite being applicable to a specific subset of physical systems, our method can for those systems compete with the best static TEM resolution. Since the resolution is inherited from light, a natural trade-off is present between energy and time resolution. An energy resolution down to 1 meV is possible for $\sim 4$ ps long pulses, and $\mu$eV resolution for longer pulses.\textsuperscript{21} However, that constraint is truly fundamental for the laser pulse, but not for the technique itself, which can circumvent the apparent limit by using a third pulse.

In an ideal three-pulse experiment, a short light pulse is used as pump, a long, tunable light pulse with narrow bandwidth acts as spectroscopic gate, and the short electron pulse constitutes the probe. The pump pulse has to be set to minimize PINEM, so that it does not affect the measured response of the probe. Spectroscopic gate and probe are here imagined to be with their peaks in temporal coincidence. By changing the arrival time of the pump pulse, the evolution of the system can be mapped, by scanning in wavelength the gate pulse at each pump-probe delay, hence obtaining a reconstruction of the low-energy excitation mode. The dynamics photoinduced by the pump would manifest for example in a modification of the mode linewidth, as a shift, a broadening, or a hybridization. With such extension of the method reported here, one could benefit from a phenomenal sub-meV resolution still maintaining simultaneously the highest UEM resolution, in our case $\sim 250$ fs.\textsuperscript{22}

4.3.3 Final statement: the TEM of the future

This idea to fully move the role of defining the energy resolution from the electron to the light excitation is analogue to the idea to transfer the temporal resolution from the electron pulse to the optical pulse in the three-pulse holography. Only partly sideways, the photonics-based method to imprint arbitrary phase profiles to the electron wave function has roots in the same context of ideas.

Intimately, the advent of ultrafast electron microscopy was motivated by the superior spatial resolution of electrons, and was developed despite photon-based techniques could easily outperform UEM in the temporal and spectroscopic domains. The works presented here give few tools that could contribute to the premises for a gedanken-TEM in which the spatial resolution is determined by the electrons, the temporal and energetic by light, and electron states are prepared and manipulated by intense optical pulses before and/or after the interaction with the specimen.

\textsuperscript{20}The best values are $\sim 0.24$, $\sim 0.7$, and $\sim 1.1$ eV for GaAs, Schottky tungsten, and LaB$_6$ single-photon photomission, respectively. See Chap. 1 for details.

\textsuperscript{21}With our current fs laser system, we demonstrated a bandwidth as narrow as 4 meV at 790 nm, corresponding potentially to $\sim 2.1$ meV at 1500 nm. The experiments here reported were performed at $\sim 37$ meV bandwidth of the fundamental, i.e. about 20 meV at 1500 nm, value confirmed by measuring the spectrum of the SHG signal at 750 nm with a commercial spectrometer.

\textsuperscript{22}The simplest proof-of-principle test one could perform is for example still on a high-quality (i.e. high Q-factor) nanowire resonator. The high-temperature jump ensuing from the pump excitation induces a modification in the metal permittivity function $\epsilon(\omega)$, which determines the SPP dispersion, hence shifting the resonance peak.
In-situ and time-resolved electron microscopies on skyrmions constitute the focus of this chapter. After an introduction on magnetic imaging in a TEM, I will discuss about the first experimental realization of laser-induced manipulation of skyrmions, in a thin lamella of a chiral magnet, FeGe. Part of the results presented here are based on ref. [144] “Laser-induced skyrmion writing and erasing in an ultrafast cryo-Lorentz transmission electron microscope”, Phys. Rev. Lett. 120 (11), 117201 (2018).

Spin ordering in solid state materials is one of the most studied branch in condensed matter physics, because of its fascinating physics and applications. The domain of spintronics [421] widely developed after the milestone discovery, about 30 years ago, of a giant magnetoresistance (GMR) effect [422, 423] in multilayers of alternating ferromagnets and non-ferromagnets. GMR was swiftly incorporated into everyday technologies, such as hard disks and magnetoresistive random access memory (MRAM). Its success story serves as inspiration for scientists in fundamental and applied physics, even outside the magnetism community. Little more than 10 years ago, another noteworthy discovery path started off thanks to A. Bogdanov and co-workers, who predicted the existence of ground-state skyrmionic arrangements of spins in systems lacking space inversion symmetry [424]. The first experimental proof of magnetic skyrmions followed [425], and many others shortly after, initiating the domain of skyrmionics. Skyrmions are nanometric swirling spin textures characterized by a topological charge; they were quickly envisioned to be possible carriers of futuristic spintronics devices, in particular for digital memory storage.

Time has passed since then, the skyrmion research field steadily grew, and numerous advances were demonstrated; however, no palpable application has come out yet, as a result of the many physical and engineering problems related to stability, transport, miniaturization, and reproducibility of the skyrmion phenomenology. Albeit the arduousness to bridge fundamental research and market technology, the idea to exploit these topologically-protected spin twists in devices in not purely chimeric, although it will still have to pass through the frequently erratic process of scientific advancement. While in this dissertation I do not discuss
any practical skyrmionic device, the possibility to have optical manipulation of skyrmions is investigated. A simple optical write/erase scheme is presented for the first time. Laser pulses are used to dramatically accelerate the thermodynamic evolution of the system, determining the appearance and disappearance of magnetic phases. This exemplifies the major role played by the complex interplay between topological stability and thermodynamics in the nucleation and stability of skyrmions in matter [426].

5.1 Magnetic imaging with high-energy electrons

A detailed study of skyrmions at the nanoscale does require appropriate probes that can visualize the skyrmion particles individually in real space. Many powerful magnetic techniques [427], such as neutron scattering, vibrating sample magnetometry, GHz spectroscopy, and superconducting quantum interference device (SQUID) provide with spatially-averaged magnetization information. Nanometric real-space imaging can be performed by means of magnetic force microscopy (MFM), spin-polarized scanning tunneling microscopy (STM), STXM, X-ray holography, scanning electron microscopy with polarization analysis (SEMPA) [428, 429], spin-polarized low-energy electron microscopy (SPLEEM) [430], magnetic microscopy using nitrogen vacancy (NV) centers in diamond, and to a lower extent by MOKE microscopy. Also, emerging techniques include scanning SQUID-on-tip magnetometry, and microfocus Brillouin light scattering (BLS). In this panorama, high-energy electrons stand out as a versatile probe with atomic resolution, magnetic sensitivity, and fast acquisition. Furthermore, they are used in table-top instruments, not requiring large and expensive infrastructures. Their versatility is manifested in the ability to perform magnetic imaging, magnetic diffraction, holography, and magnetic core-loss spectroscopy [145, 427, 431, 432].

The most used technique to probe magnetism with electrons is undoubtedly Lorentz transmission electron microscopy (LTEM) [433, 434] in Fresnel (defocused) configuration. The contrast mechanism is however rather general to all elastic techniques, and is a purely coherent scattering process: an electron wave propagating along $\hat{z}$ accumulates a phase

$$\phi(r) = \frac{q e}{h} \left[ \frac{1}{v_0} \int_{-\infty}^{z} V(x, y, z') dz' - \int_{-\infty}^{z} A(x, y, z') \cdot \hat{z} dz' \right]$$

in presence of a four-potential $(V / v_0, A)$. The expression in Eq. 5.1 represents the well known Aharonov-Bohm phase [46, 47], and it has very general validity. For instance, through the electrostatic term it describes the action of the elastic phase plate to create vortex electron beams [369, 370], and through the vector potential the 'magnetic monopole' method to twist the electron phase profile [389], as we saw in Sec. 4.1. The measurable quantities in an electron microscope are the phase differences as a function of $(x, y)$. Since for magnetic imaging we are not interested in the electrostatic term $V(r)$, we can consider its corresponding phase term constant throughout the specimen, therefore not contributing to any phase difference along closed paths encompassing the whole specimen thickness. As usual, we place the detector at
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$\psi = f(x,y) e^{ikz}$

$\psi = \psi_{inc} e^{i\phi(x,y)}$

$\Delta \phi_{1\to 2} = \frac{q_e}{\hbar} \oint_{Path} \mathbf{A}(x,y,z) \cdot d\mathbf{r} = \frac{q_e}{\hbar} \iint_{Area} \nabla \times \mathbf{A}(x,y,z) \cdot d\mathbf{S} = \frac{q_e}{\hbar} \iint_{Area} \mathbf{B}(x,y,z) \cdot d\mathbf{S} = \frac{q_e}{\hbar} \Phi_B,$

where $\Phi_B$ is the magnetic flux, and the sign of the phase difference depends on the running sense in the contour integral. As illustrated in Fig. 5.1, the area of the surface integral is considered to be in the $<xz>$ plane, and for any generic couple of points 1 and 2, the $z$ axis always lies in the area. For this reason, what gives the phase shift $\Delta \phi_{1\to 2}$ is the component of the magnetic field perpendicular to the electron propagation direction, i.e. in the specimen plane ($<xy>$). This peculiarity of Lorentz microscopy comes classically from its eponymous force $\mathbf{F} = -q_e \mathbf{v}_0 \times \mathbf{B}$. The integral surface in Eq. 5.4 goes in principle from the electron source to the detector, passing through the points 1 and 2 of the specimen; in practice, the only region where there is a nonzero magnetic flux is at the specimen and eventually its close surroundings, to account for stray fields.

If we now consider the ‘trivial’ Aharonov-Bohm scenario, in which electrons probe locally a magnetization field (see Fig. 5.1) the phase shift can be calculated as

$\Delta \phi_{1\to 2} = \frac{q_e}{\hbar} \int_{z_1}^{z_2} dz \int_{x_1}^{x_2} B_y(x) dx = \frac{q_e}{\hbar} \int_{x_1}^{x_2} B_y(x) dx.$

Figure 5.1 – Aharonov-Bohm phase shift in Lorentz microscopy: scheme of the specimen.
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In the last step, we considered that the magnetic field is uniform along $\hat{z}$ within the specimen, which has a constant thickness $t$. Similarly, if $y_1 \neq y_2$, another phase $(-q_e t/\hbar) \int_{y_1}^{y_2} B_z(y) dy$ should be added. It follows that a ferromagnetic domain behaves as a pure phase object to the electron wave, and that magnetic imaging is a phase contrast microscopy. Notably, magnetic phase shift through domain walls is typically much stronger than electrostatic shifts [145].

5.1.1 Lorentz-Fresnel microscopy

The position-dependent geometric phases accumulated by the specimen contain the magnetic information about the specimen. But how to extract this information? Detectors are sensitive only to the amplitude of signals, not to their phase, while here a phase-sensitive measurement is needed. The perhaps most direct way to extract such phase is by means of homodyne detection, for example holography, which is usually performed with an electrostatic biprism, as discussed in Sec. 3.2.1.

Nevertheless, the most common approach, LTEM, consists in mixing the phases coming from different $(x, y)$ directly on the detector, by defocusing the image, without interference with an independent reference field. This fact determines a partial loss of information, which can however be regained by acquiring 3 micrographs and carrying out a transport-of-intensity equation (TIE) analysis. In the defocused image, the electron probability amplitudes from different $(x, y)$ have a certain spatial overlap, and sum up coherently. Constructive and destructive interference regions determine a visible contrast, which is strong for positions around which a large in-plane magnetization change is present, i.e. around domain walls.

Despite we introduced the geometric phase formalism, a purely classical description allows frequently to describe the contrast and the technique satisfactorily. In a (semi)classical scenario, the high-energy electron is deflected by the magnetization in the specimen, as described by the Lorentz force:

$$\mathbf{F}_L = -q_e \mathbf{v} \times \mathbf{B} = q_e v_0 \mathbf{B} \times \hat{z}. \quad (5.6)$$

While crossing the sample, they accumulate a deflection angle $\beta(x, y, z)$, which away from this interaction region is

$$\beta_L(x, y) = \frac{q_e \lambda}{\hbar} \int_{-\infty}^{\infty} B_\perp(x, y, z) dz, \quad (5.7)$$

with $\hbar = 2\pi\hbar$, $\lambda$ the electron wavelength, and $B_\perp$ the in-plane component of the magnetic induction. Eq. 5.7 follows directly from Eq. 5.6, with the small-angle approximation $\tan \beta_L \approx \beta_L$, and utilizing de Brogile’s $p = h/\lambda$, see Sec. 1.1.1. Once again, by considering a homogeneous magnetization $B$, we reduce to the deflection angle formula

$$\beta_L = \frac{q_e \lambda B t}{\hbar}.$$
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The same result can be derived readily from the quantum treatment, considering the Aharonov-Bohm phase Eq. 5.5 for uniform magnetization \( B_y = B \):

\[
\beta_L = \left| \frac{\Delta \phi_{1 \rightarrow 2}}{2\pi} \frac{\lambda}{\Delta_{1 \rightarrow 2}} \right| = \frac{q_e \lambda B t}{\hbar} .
\] (5.9)

The length \( \Delta_{1 \rightarrow 2} \) represents the distance between points 1 and 2 in the plane (in Eq. 5.5 \( \Delta_{1 \rightarrow 2} = x_2 - x_1 \)). In this simple case, the quantum description hence reduces to the classical picture, and Eq. 5.9 shows their equivalence.

The deflection angle \( \beta_L \) is quite small: if we consider for instance a saturation magnetization \( B = B_S = 0.5 \) T, \( t = 50 \) nm, and 200 keV electrons, \( \beta_L \) is as small as \( 1.5 \cdot 10^{-5} \) rad, which is about 3 orders of magnitude smaller than Bragg angles for scattering from an atomic crystal.\(^1\)

The angular distribution of the inelastically scattered electron, instead, continuously spans through similar deflection angles, hence causing a potential loss of contrast, which prevents the use of thick specimens.

The contrast origin in Lorentz-Fresnel microscopy is illustrated schematically in Fig. 5.2a. As shown there, when a simple 180° domain wall is present, the electrons traversing the specimen in opposite domains are deflected in opposite directions. When the specimen is imaged in focus (for example by bright field imaging), no magnetic contrast is visible, because –in absence of aberrations– each \((x, y)\) point at the specimen is mapped onto a \((x', y')\) point at the detector, and no beam interference can take place. When the image is defocused by a distance \( \Delta \) along \( \hat{z} \), the beams coming from different regions of the specimen are mixed, and –for coherent electron waves– dark and bright interference fringes form. Dark and bright fringes correspond to locally diverging and converging beams. It follows that the contrast inverts when \( \Delta \) changes sign. In a purely classical scenario, we may expect a substantial symmetry between dark and bright fringes. In reality (see Fig. 5.2b), bright (convergent) beams create a larger differential contrast, and can show in principle oscillations as well, as Fresnel fringes do.

\(^1\)Being on such a different angular deflection scale, Bragg and Lorentz deflected electrons do not overlap in the back-focal plane. Actually, each Bragg spot is decorated by the Lorentz spots.
Intuitively, the contrast is enhanced at higher defoci, and for a given defocus, narrow domain walls generate a higher contrast, while delocalized spin rotations are harder to be imaged. For small defoci, the intensity can be described by the following expression:

\[
I_\Delta(x, y) = 1 - \Delta \frac{q_e \mu_0 \lambda t}{\hbar} \left[ \nabla \times \mathbf{M}(x, y) \right] \cdot \hat{z}.
\] (5.10)

The derivation of this equation can be found in refs. [435, 436], and \(\mu_0\) here is the vacuum permeability. The meaning of Eq. 5.10 is simple and immediate, stating that the contrast is directly proportional to the defocus value and to the projection of the curl of the magnetization along \(\hat{z}\), which confirms the observation that large in-plane spin curvatures give the highest contrast.

What described so far is sufficient for the correct interpretation of the data shown in the next sections, all based on Lorentz-Fresnel microscopy. However, it is worth mentioning that quantitative information from Fresnel micrographs can be retrieved via TIE analysis [437, 438]. The phase information is extracted by solving the partial differential equation

\[
\nabla \cdot \left[ I_0(x, y) \nabla \phi(x, y) \right] = -\frac{2\pi}{\lambda} \partial_z I(x, y), \tag{5.11}
\]

which describes the variation in phase contrast as a function of defocus, and is also truly valid only in the small \(\Delta\) limit. In practice, the derivative in the right side of Eq. 5.11 is evaluated numerically by acquiring images at 3 different defoci: \(\Delta, 0,\) and \(-\Delta\). A phase map is obtained from the TIEs, and if the contrast is magnetic, a quantitative phase and amplitude characterization of the in-plane magnetization is obtained.\(^3\)

Another operating mode in Lorentz microscopy is the Focault mode, which relies in blocking one or several Lorentz-scattered beams, altering in such a way the brightness level of different domains. In other words, it is the magnetic analogue to Bragg’s dark field microscopy. In the back-focal plane of a TEM\(^4\), the scattered beams are separated in space; with reference to Fig. 5.2, if in the back-focal plane the beams deflected to the left (from the pastel yellow region) are stopped, only the beam deflected to the right (lavender blue region) reaches the detector, brightening up that area (see the dashed red profile). Therefore, while Fresnel imaging allows to visualize domain walls, Focault mode images directly the domains. Moreover, coherent Foucault mode allows to directly access to the phase information, similarly to holography [439].

Importantly, the desire to probe magnetism in a TEM encounters a serious practical problem: the high magnification in a microscope is reached by immersing the specimen in the field of a strong lens, the objective lens, see Sec. 1.1.2. Since magnetic lenses are used, it means that a perpendicular magnetic field permeates the space surrounding the specimen, and it is

---

\(^2\)For example by repeating the experiment with flipped specimen, and subtract away the electrostatic information, or by operating at different acceleration voltage.

\(^3\)The only experimental parameters needed are \(r, \lambda,\) and \(\Delta.\)

\(^4\)See Sec. 1.1.2 for TEM diagrams and details.
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typically 1 – 2 T in standard imaging conditions. This high field value causes the polarization of spins in the out-of-plane axis, preventing to image in-plane magnetic domains. Ideally, one would aspire to have an instrument that is able to perform high-magnification imaging in a magnetic-free environment, and eventually to use a magnetic field in situ as external parameter to enable the sampling of the magnetization pattern throughout the magnetic phase diagram and hysteresis loop. This condition is realized in modern microscopes by switching off the objective lens, and employing as imaging lens a specifically-designed Lorentz lens, situated below the specimen plane, and whose field lines do not cross the specimen area. This is the case for example of the Titan Themis FEG microscope (ThermoFisher Scientific, formerly FEI), which we used for instance to acquire Néel skyrmions data (not shown in the thesis). The UEM used in all other sections of this dissertation, has also an imaging lens below the specimen plane, called objective minilens. Its design is less specific for magnetic imaging, and its maximum magnification is $6000 \times$ (‘low magnification mode’), although combining it with the magnification properties of the GIF spectrometer, a magnification higher than $60000 \times$ can be reached. Moreover, this lens configuration does not allow for a magnetic-free environment, the minimum remnant magnetic field at the specimen position being approximately 170 G. The external magnetic field acts always along the $\hat{z}$ axis, and in our UEM it can have currently only one polarity.\footnote{In Titan Themis, for instance, it can switch sign –reason for which a full lens degaussing is possible. By the time of the discussion this thesis, we updated our UEM apparatus to allow for polarity reversal, but no experimental characterization is available yet.} An in-plane external magnetic field component can be generally applied to the sample by tilting the specimen, keeping in mind that this procedure diminishes the out-of-plane field component and that it changes the projection on the $\hat{z}$ axis of the magnetization curl, hence possibly modifying the contrast. Since many materials have intriguing magnetic phases below room temperature, it is common for Lorentz microscopists to work with low-temperature sample holders. The most used low-T holder concepts use either $N_2$ or He as refrigerant. In the work reported here, we made use of a liquid nitrogen sample holder (Gatan Inc, single tilt model 613)), which covers the range from $\sim 78$ to $328$ K, in combination with a local heating circuit. The holder is designed to assure high stability, with minimum sample drift, and it operates with a small liquid $N_2$ reservoir with no need for transfer lines that couples it to external sources of mechanical vibrations. For some experiments, we also employed a liquid He holder (Gatan, ULTST single tilt), which reaches down to $\approx 4.5$ K. The holder can work either in flowing mode, with the holder connected to the dewar by a transfer line, or isolated, for a maximum time $\sim 40$ min., after which its reservoir needs to be recharged again. We refer sometimes to the low-temperature magnetic microscopy as to cryo-LTEM, despite cryoEM is by other authors used only to refer to biological imaging in vitreous water [184].

Extensive static LTEM characterization of numerous specimens has been carried out during the preparation of the dissertation, comprising ferro- and ferri-magnetic domains and vortices in lamellae, nanostructures, and thin films, Bloch and Neél skyrmions in different systems...
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Figure 5.3 – Example of through-focus Fresnel-LTEM series. a: Overfocus b: In-focus. c: Underfocus. The specimen is a ferrimagnetic lamella of Fe$_3$O$_4$, imaged at room temperature. The main magnetic feature is a vortex state (360° wall), and 4 domains with 90° domain walls between each other. The dark lines that do not turn bright upon defocus inversion are bent contours, and their origin is structural, not magnetic. Scale bar approximately 500 nm.

(FeGe, Cu$_2$OSeO$_3$, CoZnMn, and PtCo stacked multilayers), and superconducting vortices in MgB$_2$.

In Fig. 5.3 I report an example of magnetic domain wall configuration probed by Lorentz. The magnetic configuration is dominated by a vortex state, and it is imaged in overfocus, in-focus, and underfocus conditions.

5.1.2 Time-resolved Lorentz microscopy

Time-resolved Lorentz microscopies can be catalogued belonging to two categories: camera-rate and stroboscopic. As discussed in Sec. 1.4 and Sec. 1.5, camera-rate LTEM is possible but limited to the ms temporal range [149–151]. The realization of Lorentz microscopy in stroboscopic mode has been proven for large domain walls in a strongly magnetized NiTi film [152], with nanosecond pulses, and extended to the picosecond timescale by Schliep et al. [153]. While redacting this thesis, sub-ps Lorentz imaging has been reported as well, addressing the ultrafast demagnetization of thin permalloy disks [440]. Since Lorentz contrast is a pure phase contrast, the transverse coherence of the electron beam can set the limit to the achievable spatial resolution. Skyrmions and helical structures –in particular– present a significant experimental challenge, and their time-resolved LTEM investigation has been remained elusive so far.

Here we report on both sub-ps, ps, and ns LTEM imaging on different structures. A ns stroboscopic system has been designed and implemented with the specific goal to target skyrmion imaging (see Sec. 1.4 for the full motivation and details). Details on skyrmion imaging are left to Sec. 5.2 and Sec. 5.3.

---

6 Single-shot magnetic imaging has never been reported so far –because of the high-coherence requirements.

7 Although the resolution limits in LTEM come from different factors, like delocalization contrast. Highly defocused images cannot in general have very high magnifications, and even in the best state-of-the-art instruments, Lorentz lenses are not corrected for spherical aberrations. Recent exception is ref. [441], where atomic and $2–3$ nm resolution were reached at nearly in focus and 10 $\mu$m defocus, respectively, in aberration-corrected LTEM.
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In Fig. 5.4 a diagram with the important parameters for tr-LTEM imaging is displayed. Together with the defocus value \( \Delta \), the magnification, and the specimen magnetization and texture, it is shown the external magnetic field, which decomposes into \( B^\perp_{\text{ext}} \) and \( B^\parallel_{\text{ext}} \) when the specimen is tilted by an angle \( \theta = \arctan \left( \frac{B^\parallel_{\text{ext}}}{B^\perp_{\text{ext}}} \right) \). For the imaging to be possible, the electron beam should have a high transverse coherence \( \xi \), which in field-of-view TEM corresponds to a high parallelness of the electron beam, typically achieved by using high spotsize parameters, small condenser apertures, and by spreading the electron beam on the specimen plane with the last condenser lens. The temporal duration of the electron pulses, \( \Delta_\varepsilon \) is included because it influences \( \xi \) in the space-charge regime.

---

Figure 5.4 – Scheme for time-resolved LTEM. See text for the explanation of the symbols.

Figure 5.5 – Example of sub-ps and ps Fresnel-LTEM images. Both micrographs probe the same magnetic configuration as in Fig. 5.3. a: For photoelectrons at minimum Wehnelt voltage (see Sec. 1.1.2 and Sec. 1.3), assuring a \( \lesssim 1 \) ps pulsed beam. b: Same, for ‘saturation’ bias, with the pulses several ps long.

---

In Fig. 5.4 a diagram with the important parameters for tr-LTEM imaging is displayed. Together with the defocus value \( \Delta \), the magnification, and the specimen magnetization and texture, it is shown the external magnetic field, which decomposes into \( B^\perp_{\text{ext}} \) and \( B^\parallel_{\text{ext}} \) when the specimen is tilted by an angle \( \theta = \arctan \left( \frac{B^\parallel_{\text{ext}}}{B^\perp_{\text{ext}}} \right) \). For the imaging to be possible, the electron beam should have a high transverse coherence \( \xi \), which in field-of-view TEM corresponds to a high parallelness of the electron beam, typically achieved by using high spotsize parameters, small condenser apertures, and by spreading the electron beam on the specimen plane with the last condenser lens. The temporal duration of the electron pulses, \( \Delta_\varepsilon \) is included because it influences \( \xi \) in the space-charge regime.
Figure 5.6 – Small-angle magnetic electron diffraction from a skyrmion lattice. a: Diffraction pattern, in HDD with 80 m camera length. Scale bar roughly 100 μm⁻¹. b: Corresponding real-space LTEM micrograph. Scale bar 500 nm. Both reciprocal and real space images are acquired with the thermionic source. The specimen is a FeGe lamella in its skyrmion phase.

5.1.3 Other imaging methods

In TEM and STEM, diverse magnetic imaging methods other than LTEM are possible. We already mentioned electron holography, which is extremely sensitive to Aharonov-Bohm phases, and has been used to image complex domains, superconducting vortices, Bloch skyrmions and other helical spin structures [47, 322–325, 442]. Similar phase information can be acquired by differential phase contrast (DPC) in STEM mode. Differential phase contrast (DPC) [443, 444] measures the deflection of a focused electron cone in a quadrant detector. The scan on the surface is performed in such a way to maintain the cone always at the center of the detector; only the in-plane magnetization deviates the electron trajectories. These deviations are considered, and the image is readily reconstructed. The DPC method can reach sub-nm resolution [445], and has been used for skyrmion imaging [446, 447] as well.

Other imaging methods include electron energy-loss magnetic chiral dichroism (EMCD) [378], and the use of electron vortex beams [376], as discussed in Sec. 4.1. Notably, EMCD recently allowed to perform atomically-resolved magnetic imaging [51]. Although it is not properly a real-space method, small-angle electron diffraction [448–453], which is performed in HDD mode, can be an insightful technique, and may present some advantages in stroboscopic experiments. The idea of the technique relies on the detection of the magnetic-deflected beams in reciprocal space. Since the deflection angles β_L are minute, small-angle magnetic electron diffraction requires high collimation of the incident beam and high spatial dispersion of the scattered beam at the detector, which from few meters to hundreds meters [452], depending on the periodicity of the structure. Albeit being seldom used,
the power of this technique becomes explicit for magnetically periodic systems, especially in case of short-period modulations, such as in spin-density waves systems. Interestingly, skyrmions do arrange in periodic 2D lattices in chiral magnets, and therefore skyrmion small-angle electron diffraction has to be possible. In Fig. 5.6a we report such an HDD pattern taken from a FeGe lamella. We observe a 6-fold symmetry pattern, plus a streaking line which is caused by the diffraction from the geometrical edges of the small lamella. To the best of my knowledge, no previous small-angle electron diffraction pattern of a skyrmion crystal has been reported before. The corresponding LTEM image is displayed in Fig. 5.6b, showing a regular, single-domain lattice (with only minor orientational changes across the area, which are responsible for the angular width of the diffraction spots in Fig. 5.6). The Fourier transform of the real-space image (not shown) resembles the diffraction pattern. The diffraction pattern gives directly the symmetry of the spin texture, and the lattice constant. Furthermore, different crystal phases can be distinguished easily, namely single-crystal, polycrystalline, helical, mixed helical-skyrmion, and liquid. Moreover, the intensity of the diffraction spots returns a measure of the magnetization strength associated to the given periodicity. The information of the magnetic diffraction pattern is in this case equivalent to the Fourier transform of the real-space image, and it is therefore qualitatively similar to small-angle neutron scattering information. However, there are cases in which to work in reciprocal space can give significant benefits. Firstly, if the periodicity of the magnetic objects is smaller than the point resolution limit of LTEM (in general, ∼ 5 – 10 nm). Secondly, in presence of strong fluctuations that make the system evolve faster than the real-space imaging acquisition rate. This second case may correspond for example to stroboscopic imaging of a skyrmion lattice annihilation. Experimentally, we observed that laser pulses can generate a plethora of “irreversible” effects in some skyrmion-hosting materials, meaning that the real-space configuration after the external stimulus has changed. A systematic study of the time scale of such processes cannot be studied by LTEM, since after million pulses of different spin configurations the contrast is completely washed out. Nevertheless, by means of small-angle electron scattering, it is in principle possible to follow the dynamics.9

5.2 Spin twists and their zoology

Magnetic skyrmions are spin curvatures in real space with nontrivial topology. They exist as ground states in many physical systems, ranging from ferro- or ferrimagnets lacking spatial inversion symmetry, to ferromagnetic surfaces, and antiferromagnetically-coupled layers. More in general, skyrmions are stable particle-like field configurations in nonlinear continuous field models [424], and can exist in quite a few physical systems, from liquid crystals to cosmological scales. However, they exist in these scales as nonequilibrium phases, unlike in magnetic systems, where skyrmions can spontaneously appear as ground-state configurations. I will only present here a succinct overview on magnetic skyrmions: since they are such a

9Of course, the diffraction spot would show a ring, with or without features, depending on how isoprobable are all the real-space patterns that are created after each pulse. Even for a featureless ring, the annihilation/creation timescale is extracted from the ring intensity as a function of time.
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Figure 5.7 – Illustration of the skyrmion topology. The top 3D spheres are 3D vector representations of the spin configurations of Néel-like (left) and Bloch-like (right) skyrmions. The actual skyrmion configurations are the 2D projections at the bottom. Néel-type on the left, and Bloch-type on the right. \( R \) are rotation operators, \( P \) the stereographic projection, which maps the south pole into the center of the skyrmion, and the north pole into its periphery. \( P \) is a smooth and bijective function. Figure adopted from ref. [462].

popular research topic today, there are many excellent up-to-date reviews and books, as for example ref. [454], and [455–457]. Also, a very condensed introduction is repeated at the beginning of Sec. 5.3, focused more on the sub-field we were interested regarding the optical manipulation of these magnetic states.

History

It is hard to imagine if T. Skyrme could have thought that compact, swirling magnetic walls would have been named after him about 50 years since the publication of his nonlinear model to explain the stability of baryonic matter within a continuous field theory approach [458]. The idea to have skyrmionic states in magnetic crystals is usually credited to A. Bogdanov and co-workers, who already in 1989 predicted skyrmionic excitations in spin systems with broken inversion symmetry [459–461]. The spontaneous emergence of skyrmionic states focused initially on non-centrosymmetric materials with strong spin-orbit interaction, which leads to an antisymmetric term in the magnetic Hamiltonian that favors perpendicular spin configurations: the Dzyaloshinskii-Moriya interaction (DMI).

Spin twistology

The first classification usually done in skyrmionics consists in the separation between Néel and Bloch skyrmions. Bloch skyrmions are characterized by a 360° Bloch wall, with an in-plane rotating magnetization vector, while Néel skyrmions have an out-of-plane swirling magnetization wall. The two types are otherwise topologically equivalent, and in some cases in thick multilayered systems, hybrid Bloch-Néel walls can even coexist, separated only along
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the ‘columnar’ axis [463,464].

In Fig. 5.7 a textbook illustration [462] of the topological equivalence between Néel and Bloch skyrmions in reported. A 3D hedgehog sphere (top-left, winding number 1) is mapped into a 2D Néel skyrmion (bottom-left) via the stereographic projection $P$. Once the hedgehog sphere is ‘combed’ (i.e. a rotation $R$ is applied to the the 3D vector field), a configuration with equal topology but different spin distribution is found (top-right). The stereographic projection of such configuration gives rise to a 2D Bloch skyrmion (bottom-right), which can also be obtained by a rotation of the 2D Néel skyrmion. With this illustration it is simple to observe that it is impossible to continuously tilt the spins in the 3D sphere to get them all parallel (ferromagnetic state = topological triviality).

Given a continuous magnetization distribution $\mathbf{M}(x, y) = M(x, y)\mathbf{n}(x, y)$, where $\mathbf{n}$ is a unitary vector, the topological charge of a skyrmion (called also winding number or skyrmion number) is defined as [455]:

$$Q = \frac{1}{4\pi} \iint \mathbf{n} \cdot \frac{\partial \mathbf{n}}{\partial x} \times \frac{\partial \mathbf{n}}{\partial y} \, dxdy. \quad (5.12)$$

This topological charge, which is always $|Q| = 1$ in this thesis, indicates how many times the spin vector wraps the 3D sphere as in Fig. 5.7.

Examples of LTEM images for Bloch and Néel skyrmions are reported in Fig. 5.8, for two different compounds. The LTEM signature of Bloch skyrmions (Fig. 5.8a) is the presence of bright or dark disks of contrast. The size of the disks depends on the defocus value (and transverse coherence of the electron beam). In a skyrmion lattice, however, the important parameter is the skyrmion lattice constant, which does not depend on the size of the bright or dark disks, but truly reproduces the real distance between skyrmions in the material. The Bloch skyrmion image is obtained with the specimen perpendicular to the electron illumination. In such a way, the LTEM contrast, Eq. 5.10, is maximized, since the curl of a Bloch skyrmion magnetization lies in the out-of-plane direction. For Néel skyrmions –instead– the curl of the magnetization lies in the specimen plane, and therefore no contrast is visible for perpendicular illumination. The micrograph in Fig. 5.8b (Néel skyrmions in a Pt-Co multilayer), is obtained with the specimen rotated by 30°, so that a nonzero projection of $\nabla \times \mathbf{M}(x, y, z)$ would be along $\hat{z}$. The resulting contrast is constituted by a pair of bright and dark lobes, separated along the tilt axis direction. When the tilt is inverted, the contrast inverts from dark to bright and vice versa.

While I carried out measurements on both Bloch and Néel skyrmions, in the following I will focus on Bloch skyrmions only, and in particular in FeGe, which can be considered as a prototypical metallic chiral magnet, with nearly-room temperature Curie temperature. Another substantial difference one should mention is traced between proper bulk samples [425] and thin (though monocrystalline) samples [147]. Indeed, when the thickness of the specimen is smaller than the wavelength associated with the inverse of the wave vector in the conical state, skyrmions can be stabilized in a wider area of the phase diagram. This is the general case for
Figure 5.8 – Bloch and Néel skyrmion imaging in LTEM. a: Bloch skyrmion lattice (SkL) in FeGe, with specimen tilt 0°. Here $T = 200$ K, and $B \approx 500$ G. b: Néel domain walls and compact skyrmions in a Pt-Co multilayered structure. The specimen tilt is 30°, $T = 296$ K (RT), and $B = 0$ G after having created the skyrmions at $B \approx 1100$ G.

most of the TEM specimens, including FeGe [465].

5.3 Supercooled metastable Bloch skyrmions in FeGe: laser-driven creation

The creation, annihilation and motion of skyrmions in topological magnets\(^{10}\) offer interesting perspectives for spintronics and data storage devices [455, 466]. While the former requires a simple and energy efficient way of manipulating the magnetic states, the latter aims at a fast and reliable way of writing/erasing and reading of individual skyrmions or skyrmion lattice segments in a confined volume. Furthermore, the study of the dynamics of the topological charge emergence introduces the concept of time into the physics of topological matter. Therefore, investigating the speed limit of skyrmion creation and annihilation is paramount for both fundamental and applied perspectives.

In general, the rate of skyrmions appearance as well as their persistence range in the host material’s phase diagram depend on the balance between thermodynamic and topological stability [426]. Significant advances have been achieved in the control and manipulation of skyrmions in various hosting systems, ranging from insulating [467–471] to metallic [425, 465, 472–474], bulk and nanostructured helimagnets, to ultrathin heavy metals/ferromagnetic multilayered amorphous or polycrystalline films [475–478]. To date, two approaches compatible with current technology have been demonstrated: the application of an electric field, which leads to the skyrmion lattice rotation in insulating $\text{Cu}_2\text{OSeO}_3$ [467, 470], and spin-transfer torque induced skyrmion motion at ultralow current flow in metallic systems [472–474, 476, 479, 480].

As interesting alternatives, it has been shown that nanosecond magnetic field pulses can lead to the appearance and precession of skyrmions and skyrmion lattice segments [469, 477, 481], and it was demonstrated that collective modes of the skyrmion lattice were successfully in-

\(^{10}\)We refer here generically to magnetic systems hosting topologically-protected spin structures.
duced by femtosecond (fs) laser pulses via the inverse Faraday effect, in simple words providing an effective magnetic field ultrashort pulse [469]. However, all of these observations were obtained via ensemble measurements and, to date, no spatially-resolved information on the dynamical response of skyrmions to time-varying stimuli and their intrinsic creation and annihilation speed is available. Such an information, besides addressing the fundamental question of how fast skyrmions can be created, is of pivotal importance for understanding the role of defects, edges and nanostructuring on the control of skyrmions. Furthermore, the creation or annihilation of skyrmions solely by optical pulses has remained elusive so far and would provide a unique handle in magneto-optical devices.

In a recent body of work, magnetic bubbles\textsuperscript{11} were photogenerated in thin-films of ferrimagnetic rare earth-Fe-Co alloys [483–486]. Such magnetic textures are stabilized by uniaxial anisotropies and dipole-dipole interaction. The mechanism for their creation is based on the transient local heating above the Curie temperature [484, 487, 488] induced by a circularly polarized fs laser pulse [483–485]. Upon relaxation, the switched region defines the core of the magnetic bubble, and its size ($\approx 0.3 \, \mu m$ or larger [485]) and shape are determined by the beam profile and intensity. Skyrmions in chiral magnets are fundamentally different from the magnetic bubbles. They are stabilized by the competition between the magnetic exchange and the DMI, and present a continuously whirling distribution of spins with a fixed chirality [455], determined solely by the crystal structure chirality. Such a spatial texture can be dramatically confined (down to few nm), and is intrinsically determined by the properties of the host material.

In the following, I report the generation and dynamical evolution of skyrmions in the prototypical itinerant chiral magnet FeGe, initiated by laser-induced heat pulses. Contrary to the previously reported mechanisms [367, 368, 485, 488],\textsuperscript{12} our approach allows the creation of skyrmions without transiently reaching the paramagnetic state. Moreover, their size is independent on the laser beam diameter and fluence. These experiments provide an example of the optically driven edge-injection of topological charges.

To determine the time needed for skyrmions to be created or erased by laser pulses, we performed a combination of in-situ cryo-LTEM and nanosecond pump-probe cryo-LTEM (Fig. 5.10a). The in-situ cryo-LTEM are performed in Fresnel configuration at camera-rate temporal resolution (ms) using the continuous wave electron beam generated thermo-ionically, upon in-situ pulsed optical excitation of the specimen with tunable fs source (see Sec. 1.3).

\textsuperscript{11}Magnetic bubbles [457, 482] are spin textures with a uniformly magnetized core separated from the oppositely magnetized surrounding by a domain wall. They are usually topologically trivial but can as well have non-trivial topological charges (chiral bubbles), as skyrmions. Unlike skyrmions, whose topological charge is defined by the sign of the DMI, the topological charge of magnetic bubbles is not uniquely given by the material properties, although the magnetization textures can be engineered by nano-fabrication, for example tuning the dipole-dipole interaction via changes of a thin film thickness.

\textsuperscript{12}So far, experimental and theoretical efforts approached the problem by modeling a strongly localized heat excitation that locally favors spin flips, which during the cooling down rearrange in a skyrmion configuration.
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Figure 5.9 – Static LTEM characterization of the FeGe lamella. 

- **a**: Bright field (BF) image (in focus): structural contrast.
- **b**: LTEM micrograph in the paramagnetic state, $T > T_C$: no magnetic contrast.
- **c**: LTEM micrograph for nearly-zero-field slow cooling to $T < T_C$. 
- **d**: Same, for slow high-field-cooling at ~ 500 G, $T < T_C$. The sample becomes thicker in the bottom part, and is there connected to a Cu ‘Omniprobe’ TEM grid by a Pt contact. The scale bar in **a** is 250 nm and holds for all micrographs.

Nanosecond time-resolved stroboscopic experiments were carried out in pump-probe mode, as explained in details in Sec. 1.4, and sketched again here in Fig. 5.10a. The laser spot size was kept at least 30 times larger than the sample lateral dimension providing homogeneous illumination conditions.

The 60 nm thick FeGe sample was prepared by Ga ions FIB milling from a bulk FeGe crystal, employing a FEI 600 Nanolab dual beam system. The lamella thickness was estimated in situ from the percentage of inelastically scattered electrons, and the crystallinity of the specimen checked also in situ by selected-area electron diffraction (SAED). The sample was inserted in a liquid nitrogen cryogenic holder, and the external perpendicular magnetic field was controlled by variable objective lens excitation. The phase diagram of our nano-slab was determined by performing cryo-LTEM experiments at different temperatures and under different applied magnetic fields. A phase diagram sketch based on these experiments is depicted in Fig. 5.10b. The typical contrast for the different phases is displayed in Fig. 5.9, from a static characterization. Fig. 5.9a refers to a bright field (BF) image, outlining the shape and structural contrast. The central-left and bottom part of the specimen is a single crystal, while the top-right strip is polycrystalline, and does not show long-range ordered spin arrangements. Fig. 5.9b represents the paramagnetic phase probed by cryo-LTEM, and displaying no contrast but the Fresnel fringes at the edges of the specimen. The imaging defocus length has been set here to $\approx 380 \ \mu m$, and is roughly valid ($\pm 25\%$) for all the LTEM micrographs of the section. When cooled down below the Curie temperature, $T_C \approx 278 \ K$, in the minimum magnetic field

---

13In most of the conditions, actually, it does not show any visible magnetic contrast in LTEM. However, at low temperatures the system can be supercooled in such a way to show tiny (\(< 50 \ nm\)) spots of magnetic origin that appear very pinned and do not arrange in a lattice. The mechanism for the creation may be similar to ref. [489].
achievable in our setup, 170 G, the material transforms to the helical phase, which is visible in LTEM as stripes [490], see Fig. 5.9c. This state is reached upon slow (~ K/s) cooling.\(^{14}\) Finally, Fig. 5.9d shows a well-ordered SkL obtained by field cooling the specimen at ~ 500 G.

The photocreation experiment has been designed following the c→d→e→f path in the phase diagram (Fig. 5.10b). Panels c and d are roughly equivalent to Fig. 5.9b and c. When at low temperature (200 K) the perpendicular external field is increased to 400 G, the conical phase—which contrast is indistinguishable from the field-polarized state in LTEM—is expected to be found based on previous experiments on wedged samples [491] and theoretical considerations [492]. In our sample, we observe either a coexistence of conical and helical phase (as in Fig. 5.10e), or the skyrmion phase, depending on the path followed in the phase diagram. The SkL is the thermodynamic ground state in the narrow region of phase space visible in Fig. 5.10b, above a characteristic field-dependent temperature \(T_{\text{SkL}}\), irrespective of the initial magnetic texture, and, once formed, was observed to persist upon field cooling down to the

\(^{14}\)We did not observe and do not expect a dependence on the cooling rate for helical state near \(T_C\).
Figure 5.11 – Selected frames from the single shot photocreation. The full video can be seen in ref. [144]. N is the cumulative number of laser pulses shined, t the laboratory time. The frames are acquired sequentially. We see that the magnetization pattern is stable until a laser pulse is shined to the specimen. The transient evolution is not resolved by the slow camera-rate experiment, but after the creation, the pattern is again stable. Each frame is integrated for 0.5 s, with $T = 213$ K and $B = 700$ G.

lowest temperature that we could reach in our setup, 100 K. Skyrmions are therefore created as the ground state in the blue-colored area in Fig. 5.10b, comprised between $T_{SKL}$ and $T_C$, where both temperatures depend on the applied magnetic field. In other words, the magnetic state of the sample in the “Mixed phase” region of the phase diagram strongly depends on the field-dependent cooling and heating history, and on the previous magnetic field cycles at low temperature, highlighting the hysteretic nature of the magnetic phases in FeGe. The investigation of the complex history-dependent phases in chiral magnets is actually an active research field in itself [426, 489, 493–498].

To be clear, Fig. 5.10b is the warming phase diagram, and is tediously measured as follows: the sample is nearly-zero-field cooled to a set temperature $T \sim 200$ K, then the magnetic field increased to a value $B_{ext}$, and the specimen slowly heated, while keeping track of its magnetic phase. Once above the Curie point, the spin system resets its memory, and the experiment is repeated, with a new $B_{ext}$.\textsuperscript{15}

The initial state for the photocreation experiments was hence prepared via the c$\rightarrow$d$\rightarrow$e path depicted in Fig. 5.10b, so that the sample was predominantly in the conical/helical phase (Fig. 5.10e), with no skyrmion present.

From this region of the phase diagram, upon the in-situ application of laser pulses, it is possible to write skyrmions in the material, see Fig. 5.10f. The fs single pulse experiments were conducted employing a mechanical shutter chopping a 20 Hz repetition rate beam. In

\textsuperscript{15}This procedure has been carried out for fields $\lesssim 1800$ G, see for instance Fig. 5.14b; for higher fields the contrast becomes less clear (in absence of re-alignment), and the phase diagram interpolated up to where the specimen enters unmistakably into the field-polarized phase for $B_{ext} \gtrsim 3600$ G.
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ref. [144] the full camera-rate movies for the sequential laser-induced skyrmion creation are available; here we report a selected frame choice (Fig. 5.11 and Fig. 5.12), representing the evolution of the magnetization pattern. In Fig. 5.11 it is shown that the magnetization state is influenced solely by the pulse excitation, and does not evolve further, after a transient time, which for now we can only say is shorter than ~ 100 ms.16 In Fig. 5.12 the gradual filling of the lamella with skyrmions in displayed. We see that each laser pulse adds on average some new skyrmions to the lamella. The skyrmions are always created at the edges, and the contrast gradually migrates toward the inner specimen region. This effective phase boundary movement progresses mostly by breaking helices into merons and again to break the helical segment to create skyrmions. Skyrmions at the phase boundary display often irregular shapes, and their arrangement incorporates a high density of crystallographic defects, typically 5-7 dislocations. The creation at each pulse is stochastic, not deterministic, and it is interesting to note that the fluctuations in the magnetic contrast are likely to be present near the phase boundary, but not at the inner part of the SkL phase, where skyrmions tend to form a more regular lattice, and result mostly unaltered by the following laser pulses.

Skyrmions can then be fully erased by walking into the helical or field polarized phases and back, just by increasing or decreasing the external magnetic field, at constant temperature. Remarkably, large skyrmion lattice segments can be also erased by high fluence optical pulses, see Fig. 5.13 and discussion at the end of this section. We found that starting from 233 K, in a magnetic field of 400 G, a single 1.57 eV, 60 fs optical pulse of as little as 2 mJ/cm² is necessary to create a cluster of 10 to 14 skyrmions. Given the typical skyrmion diameter of 70 nm, and the knowledge of FeGe optical absorption, a rough estimate of the optical energy expense is 1 · 10⁻¹⁴ J/skyrmion, offering interesting perspectives for energy efficient data storage [499, 500].

The optical energy expense to create a skyrmion was deduced from the absorbed optical fluence and the knowledge of the spot size of 80 µm and the average area occupied by a skyrmion (approximately 1400 nm²).

To determine the mechanism for the light-induced skyrmion writing, we measured a fluence-dependence series and identified the energy per pulse necessary to create skyrmions starting from the different positions in the phase diagram, indicated by open circles in Fig. 5.14a. The experiments have been carried out with a 20 Hz pulse train, in order to suppress CW heating effects. We estimated the threshold value by observing the magnetic pattern and gradually increasing the laser illumination fluence.

The critical fluence is taken as the value to create well defined skyrmions, and its error bar (approximately 18%) is estimated by repeating the same experiment three times. The distribution of threshold values obtained for the different sample conditions is plotted as a color map in Fig. 5.14a. The threshold values are expressed in eV/Fe site, which is calculated from the

---

16 The temporal resolution in this experiment is 500 ms, limited by the detector acquisition time, but it is better than ~ 100 ms for camera visualization, without data saving.
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Figure 5.12 – Progressive filling of the specimen by single-pulse SkL photocreation. The images are selected frames from the full movie that can be found in ref. [144]. Each frame was acquired after the sample being illuminated by the number of pulses indicated in each panel. The frames were acquired sequentially, with the mechanical shutter for the laser synchronized with the acquisition camera. Each frame is integrated for 0.5 s, with $T = 213$ K and $B = 700$ G.

measured incident threshold laser fluence, knowing the penetration depth and reflectivity of FeGe from ref. [501], which are about 23 nm and 57%, respectively. In the graph of Fig. 5.14a, we also plot both the warming (red dots) and cooling (dashed red line) skyrmion stability regions of the material measured in absence of any photoexcitation. Above $T_{\text{SkL} \uparrow}$ the skyrmion lattice forms thermally without external stimuli.

As visible, at lower temperatures a larger energy is required to create skyrmions, suggesting that the light-induced temperature rise in the material is responsible for their appearance. To test this hypothesis, we calculated the optical energy needed to cross $T_{\text{SkL} \uparrow}$ as a function of the starting temperature for both the top and bottom surfaces of the sample. Two temperature evolution models were used. For the sub-10 ns dynamics, we used the two-temperature model (2TM) by Allen [502]. The thermal constants were taken from ref. [503] while the electron-phonon relaxation constant was estimated from ref. [502]. On the longer time scales, we have solved the one-dimensional heat diffusion equation on a length-scale of 40 times the sample size (real size of 500 nm was used). Having the laser spot much larger than the sample size, it was modeled by a homogeneous 20 ns long heat source. The Wiedemann-Franz law was used to estimate the heat conductivity from electrical transport data [504]. The quench rate was estimated from this solution at $T_{C}$, and it is of the order of $K/\mu s$.

The laser pulse energy needed to exceed $T_{\text{SkL} \uparrow}$ for top and bottom surfaces are represented as solid red and blue lines in Fig. 5.14b, respectively. The measured absorbed laser energy threshold values as a function of the starting temperature for a magnetic field of $B = 750$ G and $B = 1040$ G are also displayed as red and green symbols, respectively. The experimental laser energy absorbed by the sample required to create skyrmions largely exceeds the theoretical value for the top surface and lies somewhat below the value for the bottom surface, suggest-
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Figure 5.13 – SkL optical annihilation by higher-fluence pulses. 

a: Initial state, at 213 K and 950 G: the magnetization pattern is helical.
b: Same, after photoexcitation with a train of pulses with \( \mathcal{F} \approx \mathcal{F}_{\text{th}} \), where \( \mathcal{F}_{\text{th}} \) is the threshold fluence: skyrmions have been created in the majority of the field of view, and the more pulses one applies, the larger the area covered by skyrmions.
c: The configuration in b is excited by a single pulse with higher fluence, \( \mathcal{F} \geq 2.5 \mathcal{F}_{\text{th}} \): most of the specimen regains the original helical magnetization, and only few skyrmions survive in the top-left corner, independently on the number of subsequent pulses applied to the system. Scale bar 250 nm.

The fact that sufficiently thick portions of the slab surpass the critical temperature to induce the skyrmions formation. Importantly, the electronic and lattice temperatures follow a different dynamical evolution upon excitation by fast laser pulses. The light predominantly couples to the electronic subsystem resulting in a transient increase of the electronic temperature. The equilibration of the electronic and structural subsystems is mediated by the electron-phonon coupling and can be described by the mentioned 2TM \cite{502}. Typically, the shorter the light pulses, the higher the electronic temperature, and the larger its difference to the lattice temperature at the early stage of the dynamics. Such a behavior is depicted in Fig. 5.15a, where the temporal evolution of the electronic and lattice temperature was obtained via the 2TM as a function of pulse duration.

To disentangle the role of these two subsystems, we performed a series of skyrmions photocreation threshold measurements as a function of the pulse duration, shown in Fig. 5.15b. It is evident that the threshold is independent of the laser pulse duration, suggesting that the photoinduced electronic temperature jump does not play a role in the formation of the skyrmions. To corroborate this idea, we show the photo-induced electronic and lattice temperature jump for different laser pulse durations above and below the threshold for photo-generating skyrmions, Fig. 5.15 and d. When only the electronic temperature far exceeds the critical value \( T_{\text{SkL}}^\uparrow \), no effect is observed on the magnetic pattern; conversely, if the lattice temperature is above \( T_{\text{SkL}}^\uparrow \), skyrmions are observed in the sample.

Moreover, the threshold for the photo-generation of skyrmions is also independent on the photon energy between 0.8 and 1.57 eV (see Fig. 5.16). This is expected for a thermally-induced phenomenon considering the rather featureless optical conductivity of FeGe in such an energy range \cite{501}.

The fact that a very large electronic temperature does not result in observable changes of
Figure 5.14 – Skyrmion photocreation phase diagram. a: The color map encodes the skyrmion photocreation energy threshold as a function of temperature and magnetic field. 60 fs long, linearly polarized 1.57 eV pulses were used. For comparison, the temperature at which skyrmions form upon field-warming ($T_{SkL\uparrow}$) and the critical temperature for the skyrmion to paramagnetic transition ($T_C$) were measured experimentally and are shown as full symbols. The region of stability of the skyrmions after field cooling is enclosed between the straight red dashed lines $T_{SkL\downarrow}$.

b: Temperature dependence of the threshold at selected magnetic fields. For comparison, the fluence values required to warm-up the lattice to $T_{SkL\uparrow}$ at the front (top) and back (bottom) surfaces of the sample are shown in red and blue respectively, for $T_{SkL\uparrow} = 243$ K.

the system’s magnetization, together with the insensitivity of the threshold to the driving pulses duration and wavelength, implies that the mechanism for creating skyrmions is a slow process. In the single-pulse writing experiments, the phase diagram during the excitation is the warming phase diagram, while shortly after the excitation (~ 100 ns) it switches into the cooling phase diagram, see Fig. 5.17 violet arrow, following an evolution similar to supercooling [494, 505]. The sudden quench of thermal fluctuations (~ K/µs) that takes place after the initial temperature jump freezes skyrmions in regions of the phase diagram where they were not present before the arrival of the laser pulse. This is consistent with previous reports showing that fast cooling rates, in the range of K/s, can homogeneously freeze-in skyrmions in different regions of the phase diagram [495]. Importantly, in our case the skyrmion creation occurs in the limited region of the sample either close to an edge or at the interface between magnetic phases, whilst the majority of the sample conserves its magnetic state (see Fig. 5.12). This is different from the slower equilibrium-cooling experiments when most of the sample converts into the skyrmion lattice, and showcases the role of the cooling rate in tipping the balance between topological protection and thermal fluctuations. In fact, the emergence of the skyrmions is expected to happen at the edges of the sample where such a balance is altered by the breaking of topological protection. This has been experimentally observed upon magnetic field variation [506] and rationalized theoretically for the pulsed suppression of the magnetization [507].

To test the reaction speed of the sample’s magnetization to a sudden temperature jump, we
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Figure 5.15 – Electron and lattice temperature evolution. a: Two-temperature model calculation of the electronic and lattice temperature evolution for three pulse durations, 100 fs, 1 ps, and 10 ps at the top surface of the sample (solid and dashed for electronic and lattice temperatures, respectively). b: Absorbed energy threshold for photocreation of skyrmions as a function of pulse duration. c,d: Peak variation of the depth-averaged electronic and lattice temperatures as a function of pulse duration at one half and just above the threshold fluence values. Red and blue dashed lines indicate the temperature variation required for thermal creation of skyrmions and critical temperature $T_C$ upon field-warming. The insets show the cryo-LTEM images taken upon photoexcitation of the sample at 233 K and 400 G with 1.57 eV, 60 fs laser pulses.

performed a ns pump-probe experiment in proximity of the skyrmion to paramagnetic phase transition, Fig. 5.17 mustard yellow arrow. A 20 kHz train of 25 ns, 2.33 eV laser pulses with variable fluence was used to perturb the skyrmion lattice close to the critical temperature $T_C$. The evolution of the skyrmion lattice was monitored via a synchronized train of 30 ns-electron pulses, and the time delay was varied electronically, as sketched in Fig. 5.10a. We have chosen to study stroboscopically this transition because it is fully reversible when crossed at the slow rate of $< K/s$, both heating and cooling, and does not involve any metastable state (see Fig. 5.18). The FeGe slab was kept at 257 K and 950 G.\[^{17}\]

\[^{17}\]We investigated here a different region of the same sample, with a large SkL area that could facilitate the analysis.
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A portion of a typical Lorentz micrograph of the skyrmion lattice recorded with photoelectrons is depicted in Fig. 5.19a, together with its spatial Fourier Transform Fig. 5.19b. The temporal evolution of the skyrmion lattice constant, orientation angle, and magnetization strength for two fluences (approximately 1.5 and 5 mJ/cm$^2$) are plotted in Fig. 5.19c top and bottom panels, respectively. We found no significant modification to either the skyrmion lattice constant or its orientation angle. As the skyrmion lattice constant is given by the ratio between the DMI $D$ and the exchange constant $J$ ($d = 4\pi J/|D|$), and the two are independent physical quantities, it is reasonable to conclude that neither $D$ nor $J$ are affected by the laser pulses on the ns time scale. Contrary, the intensity of the magnetic contrast, estimated as the intensity of the magnetic Bragg peak obtained by Fourier transforming the real-space image, is found to decrease by 6 and 49 percent for 1.5 mJ/cm$^2$ and 5 mJ/cm$^2$ fluence, respectively. The time scale for the recovery of the magnetization depends on the fluence and reaches $\sim 9$ $\mu$s for the strongest photoexcitation tested (5 mJ/cm$^2$), confirming the idea that the magnetization dynamics is governed by the heat diffusion. These pump-probe data were fitted with a finite error-function rise-time exponential relaxation function. While the heat diffusion fit is more appropriate, it is not feasible to analytically solve the equation accounting for the actual shape of the sample and the heat sink. The exponential fit gives a reliable estimate of the initial remagnetization time scale.

We can now further understand the writing process. After the photon absorption, the energy is transferred to the lattice on the few-ps time scale. The consequent excitation of magnetic fluctuations favors the skyrmion creation at the sample edges and magnetic phase boundaries as long as $T > T_{\text{SkL}}$. After $\sim 1$ $\mu$s, the system supercools down into the region of the phase diagram ($T < T_{\text{SkL}}$) where magnetization does not further evolve. Since we only observe the formation of up to 14 skyrmions with each pulse and the optically written skyrmion lattice is highly disordered (compare Fig. 5.10f and Fig. 5.9d or Fig. 5.19a), we can claim that few $\mu$s are not sufficient for establishing long-range skyrmionic order, and skyrmions are formed as individual self-assembling entities.
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In the laser-induced skyrmion creation experiment the system can be considered in first approximation to switch from field-warming to field-cooling diagram. The skyrmion creation probability depends on the time $t$ spent by the system such that $T_{SkL} < T(t) < T_C$. For the laser-induced skyrmion erasing, $\max T(t) > T_C$, which causes sample demagnetization before the field cooling brings the system at low temperature. For the pump-probe experiments of Fig. 5.19 the system’s base temperature is between $T_{SkL}$ and $T_C$, and lasers induce a (partial) transient demagnetization.

To corroborate this idea, see Fig. 5.17 dashed green arrow, we also performed an experiment where a single high-fluence pulse was applied to the sample in which the skyrmion lattice was already photoinduced (Fig. 5.13b). The system is first prepared as in the photocreation experiments via near-zero-field cooling and subsequent field excitation (Fig. 5.13a). When the excitation fluence is set to $\approx 2F_{th}$, the pulses induce skyrmion creation, and any extra pulse increases on average the number of skyrmions observed in the lamella (Fig. 5.13b), analogously to Fig. 5.12. From this configuration, if a single laser pulse with higher fluence ($> 2.5F_{th}$) is applied, the skyrmions in the specimen are largely erased. At this photoexcitation level, the sample transient temperature exceeds $T_C$, resulting in its complete demagnetization. As a consequence, the whole skyrmion lattice transiently disappears, and only few skyrmions reform during cooling close to the edge of the specimen, see Fig. 5.13c. Importantly, the
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Figure 5.19 – Nanosecond pump-probe LTEM on skyrmions. **a:** Portion of the skyrmion lattice micrograph recorded with 25 ns photoelectron pulses. Scale bar is 250 nm. **b:** Spatial Fourier transform of the Lorentz micrograph, highlighting the SkL 6-fold symmetry. **c:** Pump-probe temporal dynamics of the skyrmion lattice parameters: skyrmion-skyrmion distance ($d/d_0$, with $d_0$ the distance at equilibrium, green symbols – left axis), orientation angle (red symbols – right axis) and magnetization strength ($I/I_0$, where $I_0$ is the magnetic Bragg peak intensity at equilibrium, blue symbols – left axis) at approximately 1.5 and 5 mJ/cm$^2$ fluence, top and bottom panel respectively. The solid blue curves are fits to the magnetization strength via a finite rise-time exponential relaxation function, yielding recovery time constants of $0.75 \pm 0.3 \mu$s at 1.5 mJ/cm$^2$, and $9.3 \pm 4.4 \mu$s at 5 mJ/cm$^2$. The insets show the magnetic Bragg peak profile before the arrival of the pump pulse (black) and after 200 ns (red). The curves were obtained averaging over all six Bragg peaks after having verified that all have the same dynamics, ruling out distortions of the skyrmion lattice.

Skyrmion cluster size does not grow with the number of pulses and its position and shape differ after each individual laser pulse, confirming that each time the skyrmion formation starts from the (transient) paramagnetic state and not from a spin-ordered state.

In summary, we have shown that skyrmions can be written in a FeGe nano-slab via illumination with optical pulses of different colors and duration. Our space-time resolved observations highlighted that the light-induced formation of skyrmions takes place at the boundaries between magnetic domains and in proximity of the sample edges. The writing and erasing speed of the skyrmions was found to be governed by the cooling rate following the laser-induced temperature jump. In the present case, the speed limitation is a direct consequence of the heat diffusion rate ($K/\mu$s) in our nano-fabricated slab. A different behavior may be expected in non-metallic skyrmion hosts where the optical absorption can exhibit large energy gaps and light-induced excitations can have longer lifetimes. In such systems, also electronic effects may influence the fast dynamics of the skyrmions.
5.4 Perspectives on laser-induced and time-resolved magnetic microscopy

With the work done, we have showed ways to influence magnetism with light pulses. Based on our results, we suggest that increasing the cooling rate up to $K/\text{ps}$ by connecting the sample to a heat-bath should result in the efficient skyrmion optical erasing by strong ps pulses. Indeed, in such a way the system will spend too little time in the regions of the phase diagram where skyrmions are thermodynamically favored to be created, and possibly no skyrmion would be created during such ultrafast cooling. The writing process would still be done by long ns pulses, whose pulse duration determines the thermalization time, hence disentangling it from the heat diffusion time constant, which may always differ from sample to sample. With such method, the control of the skyrmion cluster size could be attained by varying the duration of the writing pulse.

Furthermore, the modulation of the topological landscape via nanofabrication would also allow to tune the creation/annihilation speed of the skyrmions and especially their stability against external perturbations [481, 508]. In this way, a deterministic optical creation of skyrmions may be attained—which could be the basis for the study of an all-optical write/erase prototype device.

It should also be mentioned that we discussed in the previous section the creation and annihilation of skyrmions, because it represents the neater and most relevant manipulation effect we observed in our system. However, light pulses could induce in the skyrmion-host material a plethora of irreversible effects, as lattice rotations, fluctuations between helical and skyrmion state, displacement of skyrmion clusters in a field-polarized background, et cetera. These phenomena are observed having a highly stochastic nature, and their exploitation in a controlled experiment should thoroughly designed. The ns pump-probe experiment has been performed in a condition for which the skyrmion lattice is partially demagnetized, but not completely. Based on the temperature calculations we performed (see Fig. 5.14), it is compatible with a top surface above $T_C$ and a bottom surface still nominally in the magnetically ordered state. At higher fluence, we could not follow the dynamics stroboscopically because the process is not reversible: at each pulse the skyrmion order is destroyed completely, and once the system cools down between one pulse and the following, it goes to a different magnetic state, which for instance it may be a SkL with skyrmions slightly rotated and translated with respect to before. In such a way, no real-space images can be acquired. Nevertheless, an approach based on small-angle electron diffraction may be adopted. There, a magnetically-ordered state which changes position every pulse would appear as a ring or points distributed on a ring-shaped area. As a consequence, the annihilation and creation timescales could be studied also in this regime. In particular, the two timescales can be different, for example the annihilation faster than the creation.

The laser-induced creation of skyrmions and skyrmionic textures will for sure continue with
different materials, also trying to exploit other mechanisms for the creation. For example, new experimental and theoretical studies were reported very recently, addressing the creation of large homochiral Néel bubbles and bubble lattices [509] with a laser-driven heat pulse, similarly to our work, and of isolated skyrmions in antiferromagnetic insulators [510], by inverse Faraday effect. It would be valuable to exploit the high electron temperature to complete the photoinduced creation of skyrmions on the ultrafast timescale (few ps), possibly induced by high fluctuations near $T_C$, analogously to the ultrafast creation of ferromagnetic vortices [505]. Still, our results pose some questions on the role of time scales in these processes and how fast they can be.

Furthermore, our observations on the stochasticity of the process are widely applicable and again can determine a serious limitation in the applications. While one may increase the writing reproducibility by inserting pinning sites and defects in general (which is particularly easy for interfacial skyrmions), it would come at the cost of reducing the skyrmion transport properties, which are desired for spintronics applications [466].

As hinted from Fig. 5.8b, we also carried out further experiments on a stacked Pt-Co multilayer with interfacial DMI. This system hosts Néel skyrmions [511, 512] at room temperature, having a diameter $\sim$ 120 nm, and that can be imaged by LTEM in a tilted geometry [148, 513, 514], see Eq. 5.10 and Fig. 5.8b. Our preliminary laser-excitation experiments show that it is indeed possible to trigger the appearance of skyrmions and other labyrinth domains by using ultrafast laser pulses, although a high degree of pinning and stochasticity was present for our thin multilayer.
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## Publications and conferences

**Peer-reviewed publications**


*: Equally contributing authors.

**Articles in preparation**


F. Pennacchio, G.M. Vanacore, G. Berruto, […] and F. Carbone. The Verwey transition in magnetite studied by ultrafast electron crystallography, *in preparation*, 2019.†


†: Tentative title and partial author list.

**Seminars (selection)**

*Contributed talk* at the APS March meeting, Boston, US, March 2019.

*Contributed talk* at the DPG spring meeting, Berlin, DE, March 2018.


*Invited lecture* (on behalf of F. Carbone/I. Madan) at the ‘New trends in chiral magnetism’ Summer School, Lausanne, CH, August 2018.

*Invited talk* at the Superstripes conference, Ischia, IT, July 2019.

*Invited talk* at the yearly symposium of the interdisciplinary center of electron microscopy (CIME), Lausanne, CH, February 2018.

225
Invited talk at the accelerator group, Department of Physics, University of California Los Angeles (UCLA), Los Angeles, US, March 2019.

Invited talk at the ‘POB’ seminar of the EPFL Photonics Chapter, Lausanne, CH, March 2018.

Posters (selection)

‘New Trends in Chiral Magnetism’ Summer School, Lausanne, CH, August 2018.


Other conferences attended (selection)

‘Electronic States and Phases Induced by Electric or Optical Impacts’ (IMPACT2016) Summer School, Cargèse, FR, August 2016.

‘Imaging with Femtosecond Electron and X-ray pulses’ (IFEXS) workshop, Trieste, IT, February 2016.


Teaching

Teaching assistant for courses

• Physique du solide I (Solid State Physics I), 3rd year B.Sc. physics, EPFL.
  Lecturers: Fabrizio Carbone, Marina Pivetta.
  Language: French.
  Topics: Free electrons, Drude, Sommerfeld, Bloch, crystal structure.

• Physique du solide I (Solid State Physics I), 3rd year B.Sc. physics, EPFL.
  Lecturers: Henrik Rønnow.
  Language: French.
  Topics: Free electrons, Drude, Sommerfeld, Bloch, crystal structure.

• Solid State Physics II, 3rd year B.Sc. physics, EPFL.
  Lecturers: Oleg Yazyev.
  Language: English.
  Topics: Tight-binding, transport, magnetism, phonons, superconductivity.
Organization tasks

Risk assessment and management, hazard reduction, and promotion of safety culture and procedures within the group, working in collaboration with the Safety Department.

Promotion, management, and training organizer of the running team of the Faculty of Basic Sciences, EPFL, with up to ∼70 runners.

Awards and distinctions

• 2018 ‘Outstanding teaching assistant’ prize by the Doctoral School in Physics, EPFL.
• 2012–2014 ‘Luciano Fonda’ scholarship, founded by Sincrotrone Trieste (Trieste’s synchrotron and free electron laser).
  2 years full M.Sc. scholarship for excellent students in condensed matter and synchrotron-related areas, Trieste.
• 2013/2014 student mobility ‘Erasmus’ 6-months scholarship, Madrid.
• 2011/2012 ‘G. Brautti’ prize, awarded in September 2013.
  Intended to award one excellent B.Sc. physics student from the university of Bari, Lecce, or Trieste.
• 2009–2012 ‘Luciano Fonda’ scholarship, founded by Collegio per le Scienze ‘L. Fonda’.
  3 years full B.Sc. scholarship for excellent students in physics, Trieste.

Languages


Other interests

Sport: track and field, middle-distance and long-distance running.
Outdoor activities: hiking, mountaineering, some ski.
Music: studied clarinet, mostly classical. 5th year exam at the Conservatory of Genova ‘N. Paganini’, IT, 2008. [Diploma 7 years total.]