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We describe a nonempirical procedure for achieving accurate band gaps of extended systems through the
insertion of suitably defined potential probes. By enforcing Koopmans’ condition on the resulting localized
electronic states, we determine the optimal fraction of Fock exchange to be used in the adopted hybrid functional.
As potential probes, we consider point defects, the hydrogen interstitial, and various adjustable potentials that
allow us to vary the energy level of the localized state in the band gap. By monitoring the delocalized screening
charge, we achieve a measure of the degree of hybridization with the band states, which can be used to improve
the band-gap estimate. Application of this methodology to AlP, C, and MgO yields band gaps differing by less
than 0.2 eV from experiment.
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Density functional theory (DFT) in the semilocal
approximation has grown into a standard method for
electronic-structure calculations [1,2]. Nevertheless, semilo-
cal functionals suffer from important deficiencies. In partic-
ular, the prediction of band gaps remains unsatisfactory [3].
One of the main reasons for this deficiency is the spurious
self-interaction of the electron [4], which can more generally
be related to the many-body self-interaction error [5,6]. This
concept is based on the fact that the total energy of the exact
exchange-correlation functional is a linear function of the
number of electrons between integer values [5]. Combining
this condition and Janak’s theorem [7], one can conclude that
a single-particle level should not change upon its occupa-
tion. This property is also known as generalized Koopmans’
theorem [5].

In practice, it turned out that most of the commonly used
electronic-structure methods do not fulfill Koopmans’ condi-
tion [8]. In order to overcome this deficiency, considerable
efforts have been devoted to enforce the piecewise linearity
in approximate density functionals [8–21]. In particular, this
has led to an improved description of band gaps, ionization
potentials, and excited-state spectra of finite systems [8–10].
The application of the same concept to extended systems
has proved more challenging because the developed schemes
generally rely on localized states, whereas the band edges
of solids are usually delocalized. To incorporate this aspect,
various schemes have been proposed, for instance, through
maximally localized Wannier functions [10–13], on-site po-
tentials [14] or the analysis of defect states in the frameworks
of DFT + U [15,16] and hybrid functionals [16–21].

Recently, several nonempirical procedures to fix the un-
determined parameters in hybrid functionals have been in-
troduced, either through Koopmans’ condition [16–21] or by
accounting for the dielectric response of the material [22–29].
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While different in their implementation, these two approaches
show a close relationship for alkali-halide compounds [17],
but a more general connection remains to be demonstrated.
In particular, Koopmans’ condition applied to defect states
and interstitial hydrogen probes has been successful in accu-
rately describing band gaps [17,19,21] and polaronic states
[17,18,20,30,31]. However, open questions concerning the
use of defects within this procedure still remain, such as the
dependence of the estimated band gap on the selected defect,
the relation to the defect energy level in the band gap, and
the implications thereof for the identification of the optimal
defect.

In this Rapid Communication, we introduce adjustable po-
tential probes for determining band gaps of extended systems
in a nonempirical fashion through the use of Koopmans’
condition and a hybrid functional formulation. This allows
us to study the band-gap prediction as the defect level varies
within the band gap. In particular, we examine the relation be-
tween the estimated band gaps and the hybridization with the
band-edge states, which we describe through the delocalized
screening charge in the simulation cell. We apply the proposed
scheme to aluminum phosphide (AlP), diamond (C), and
magnesium oxide (MgO), which cover a large range of band
gaps and show both covalent and ionic bonding character. The
accuracy of the band-gap estimate corresponding to the lowest
degree of hybridization is assessed and compared to that
achieved with point defects or with the interstitial hydrogen
probe.

To determine a hybrid functional that satisfies Koopmans’
condition for a specific material, we use the construction
scheme illustrated in Fig. 1(a) [17]. We consider the PBE0(α)
family of functionals, which contains a single parameter α

representing the fraction of incorporated Fock exchange [32]
and reverts to the semilocal Perdew-Burke-Ernzerhof (PBE)
functional [2] for α = 0. Then, upon the insertion of a poten-
tial probe in the material, we study the single-particle energy
level of the induced localized state as a function of α. We carry
out calculations in two charge configurations, in which the
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FIG. 1. (a) Occupied and unoccupied single-particle energy lev-
els of a potential probe P as a function of the mixing parameter
α used in the PBE0(α) functional. The point of intersection corre-
sponds to the enforcing of Koopmans’ condition. The band edges
vs α are also shown. The dashed vertical line indicates the resulting
band-gap estimate. (b) Defect energy eigenvalue of the local and the
lonlocal potential probe in C as a function of the internal parameters
σ and D, respectively. The energy eigenvalue of the neutral hydrogen
interstitial Hi

0 is also indicated. The defect eigenvalues and the
band-edge levels are obtained with the functional PBE0(αopt), which
reproduces the experimental reference for the band gap (see text).

localized state is either occupied or unoccupied. These levels
generally evolve linearly with the mixing parameter α and
their point of intersection indicates that Koopmans’ condition
is fulfilled. The corresponding mixing parameter is denoted
αK and is used to obtain an estimate of the band gap with the
PBE0(α) functional, in which the mixing parameter α is set
to αK.

Rather than relying on immutable physical defects, we aim
at controlling the energy level of a localized electron state
in the band gap. For this purpose, we consider parameter-
dependent potentials that correspond to generalizations of
the standard Coulomb potential of the hydrogen atom. These
flexible potential probes are achieved by suitably modifying
local or nonlocal pseudopotentials of hydrogen. As a first type
of potential probe, we take the local potential

Vloc(r) = −1

r
erf

(
r√
2σ

)
, (1)

which corresponds to the solution of the Poisson equation for
a Gaussian charge distribution of width σ . For a vanishing
σ , the local potential coincides with the standard Coulomb
potential VC(r) = −1/r. The use of a finite width leads to
the transformation of the central divergence into a finite
global minimum. The asymptotic r−1 behavior is ensured
irrespective of the value of σ . For increasing σ , the energy
level associated with the local potential Vloc shifts upwards
and is accompanied by an electronic state of larger extent.
The parameter dependence is found to be almost linear when
the defect level lies close to the middle of the band gap, as
shown in Fig. 1(b). Upon varying σ , it is possible to position
the energy level between the neutral hydrogen level and the
conduction-band edge of the host material.

The second type of parametrized potentials that we take
under consideration in this work are nonlocal. We define such

TABLE I. Experimental lattice constants aExpt.
lat used in this work

together with calculated and experimental values for the high-
frequency dielectric constant ε∞. Experimental data are taken from
Ref. [33].

ε∞

aExpt.
lat (Å) Expt. PBE PBE0(0.25)

AlP 5.464 7.50 7.87 6.93
C 3.567 5.71 5.62 5.39
MgO 4.216 2.94 3.05 2.81

potentials as

Vnonloc = Ṽloc(r) + D|β〉〈β|, (2)

where Ṽloc(r) is a local Coloumb-like potential, D is a control-
lable parameter, and |β〉 is a projector on a localized orbital
of s symmetry. For a specific value of D (D = −12.5 Ry), the
potential probe Vnonloc corresponds to a viable pseudopotential
for hydrogen and the eigenvalue describes that of the hydro-
gen interstitial, as can be seen in Fig. 1(b). The parameter D is
then varied to continuously displace the energy level of the
nonlocal potential probe either to higher or lower energies
compared to the neutral hydrogen level. The energy level is
found to shift monotonically with D. The use of these two
types of adjustable potential probes allow us to generalize the
hydrogen probe concept providing an instrument to tune the
associated defect level to a desired energy.

In this Rapid Communication, we consider three materials,
namely AlP, C, and MgO. We use experimental lattice con-
stants as given in Table I throughout this study. All calcula-
tions are performed with the QUANTUM ESPRESSO code [34].
Norm-conserving pseudopotentials are used to describe core-
valence interactions [35,36]. The point defects are modeled
within a 64-atom supercell together with a 2 × 2 × 2 Brillouin
zone sampling. We use energy cutoffs of 50, 80, and 100 Ry
for AlP, C, and MgO, respectively, by which the total-energy
convergence is assured within 1 meV/atom. Upon the cre-
ation of the defect, the electronic structure is calculated fully
self-consistently with no structural relaxations allowed. This
implies that the long-range screening is entirely described by
the high-frequency dielectric constant ε∞. We account for
the spurious interactions with image charges arising from the
periodic boundary conditions through state-of-the-art finite-
size corrections to the single-particle energy levels [37]. To
assure the overall consistency, the corrections are system-
atically performed with a dielectric constant corresponding
to the mixing parameter α used in the electronic-structure
calculation. Therefore, we separately calculate ε∞ with the
PBE0(α) functional through applying a sawtooth potential to
a 1 × 1 × 8 supercell [38,39]. The values of ε∞ calculated
with the PBE and PBE0(0.25) functionals are given in Table I.
Generally, the dependence of the calculated dielectric constant
on the hybrid functional is weak and a good agreement with
experimental counterparts is achieved. We verify that the
adopted parameters give defect charge distributions localized
at the defect site.

It is important to set the references for the band gaps
against which we benchmark our calculations. For AlP, C,
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FIG. 2. Band edges and defect energies at the points of intersection displayed vs mixing parameter α, as obtained with the PBE0(α)
functional for various potential probes in AlP, C, and MgO. The results for the parametrized local and nonlocal potentials are indicated by
red squares and red diamonds, respectively. Additionally, labeled defects comprise PAl in AlP, NC in C, and VO in MgO, together with two
different charge transition levels for the hydrogen interstitial Hi. X∗ refers to the potential probe with the smallest degree of hybridization
δ. The indicated band gaps correspond to those obtained with the PBE0(α) functional. The vertical green lines correspond to experimental
references (see text).

and MgO, we take experimental band gaps EExpt.
g of 2.50

[40], 5.48 [40], and 7.97 eV [33], respectively. These values
correspond to fundamental electronic gaps. To ensure a proper
comparison between theory and experiment, we add to the
experimental band gaps renormalizations due to phonons, i.e.,
0.02 eV for AlP, 0.37 eV for C, and 0.53 eV for MgO, where
the former two estimates are based on experimental data [40]
and the latter corresponds to a theoretical value [41] and
includes the effect of lattice polarization [42]. Further effects
such as spin-orbit coupling are neglected. We estimate that the
experimental references obtained in this way are subject to a
global uncertainty of 0.1 eV.

For various point defects, the hydrogen interstitial, and the
two types of adjustable potential probes, we determine the
points of intersections following the procedure illustrated in
Fig. 1. As defect levels, we consider the (+/0) level for the
PAl antisite in AlP, the substitutional NC in C, and the oxygen
vacancy VO in MgO. For the hydrogen interstitial, which
is inserted at the center of the largest void, we take under
consideration both the (+/0) and (0/−) charge transitions.
As far as both the local and nonlocal potential probes are
concerned, we position their centers at the same location
as that of the hydrogen interstitial. We focus on the (+/0)
transition and use parameters for which the defect levels
sample the band gap. The results are given in Fig. 2. The
mixing parameters αK satisfying Koopmans’ condition for the
various defects and probes fall in a narrow range for each
of the three considered materials, supporting the robustness
of the proposed scheme. In particular, the derived αK values
achieved with the two types of adjustable potential probes
almost coincide when the associated energy level is the same,
and this holds to some extent also for the other defects. More
generally, the adjustable potential probes allow us to visualize
trends resulting from the continuous variation of the defect
energy level in the band gap. We detect a systematic tendency
of deviating from the ideal vertical line for defect energies
close to the band edges. This deviation is especially evident

in the vicinity of the valence band of MgO [cf. Fig. 2]. For
each value of α, Fig. 2 also provides the band gap achieved
with the PBE0(α) functional. We note that the band gaps
corresponding to αK values resulting from defect levels close
to the middle of the band gap fall within about 0.2 eV from the
experimental reference (cf. Fig. 2), consistent with previous
observations [17]. However, the behavior close to the band
edges leads to a deterioration of this agreement.

It is natural to assign the deviations observed for defect
levels falling in the vicinity of the band edges to the hybridiza-
tion of the defect state with the delocalized band-edge states.
To verify this connection, we adopt a criterion for describing
the degree of hybridization on the basis of the delocalized
screening charge, as proposed in Ref. [43]. Indeed, the po-
larization charge that screens a charged defect is drawn in a
uniform way from the periodically repeated simulation cell
[15,43]. Far from the defect, this gives an average charge
density of (1 − 1/ε)q/�, where ε is the dielectric constant,
q the total defect charge, and � the volume of the supercell.
In the presence of hybridization, the observed charge density
is found to deviate from this reference value [43]. We define
the degree of hybridization δ through this deviation, as shown
in Fig. 3(a). We use a Gaussian broadening with a width of 1 Å
to smoothen the defect charge density prior to the evaluation
of δ.

To demonstrate its direct connection with the deviations
in Fig. 2, we evaluate the degree of hybridization δ for all
considered defects versus the corresponding defect energy
level within the band gap. The calculated values in the case
of MgO are shown in Fig. 3(b). We observe that the lowest
degree of hybridization is found for defect states in the mid-
dle of the band gap. The hybridization increases noticeably
when the defect level is located in the vicinity of either the
valence or the conduction band. Considering both local and
nonlocal potential probes, we identify the highlighted defect
X∗ yielding the minimal degree of hybridization. For the
three considered materials, the energy level of X∗ is found

201114-3



BISCHOFF, RESHETNYAK, AND PASQUARELLO PHYSICAL REVIEW B 99, 201114(R) (2019)

FIG. 3. (a) Schematic view of the degree of hybridization δ

defined in this work as the deviation of the smoothened defect charge
density from the delocalized screening charge density (horizontal
dashed line) at a large distance from the defect site. (b) Degree of
hybridization for various potential probes in MgO as a function of
the defect energy level. The results for the parametrized local and
nonlocal potentials are indicated by red squares and red diamonds,
respectively. The indicated band-edge energies correspond to the
functional PBE0(αopt), which reproduces the experimental reference
for the band gap (see text).

to lie close to the middle of the band gap (cf. Fig. 2). The
corresponding mixing parameter αK then gives an accurate
description of the band gap. Given the smooth dependence
of the defect level on the internal parameters of the potential
probes (cf. Fig. 1), the present scheme is suitable to be
used in an automated minimization process. We note that the
hybridization between band-edge and defect states depends
critically on the host material. In particular, we observe in
MgO a strong interaction with the valence band, which shows
a high density of states due to the localized nature of the O
2p states [44]. Such a dramatic behavior is seen neither for
AlP nor for diamond. These results allow us to understand
the dependence of the mixing parameter αK on the considered
defect and to improve our selection criteria for identifying the
most suitable defect states.

In Table II, we give the band gaps of AlP, C, and MgO
obtained from the (+/0) defect level of the potential probe X∗
showing the minimal degree of hybridization, in comparison
with those obtained from the (+/0) and (0/−) charge transi-
tions of the hydrogen interstitial Hi. All hybrid functionals that

TABLE II. Band gaps (in eV) of AlP, C, and MgO obtained
with the PBE0(αK) functional, in which the mixing parameter is set
through enforcing Koopmans’ condition for the two different charge
transition levels of the hydrogen interstitial, Hi(+/0) and Hi(0/−),
as well as for the potential probe X∗(+/0) showing the minimal
degree of hybridization. The corresponding mixing parameters αK

are given in parentheses. The mean absolute errors (MAEs) are
determined with respect to the experimental references (Expt. in last
column). These correspond to fundamental band gaps corrected for
phonon renormalization.

Hi(+/0) Hi(0/−) X∗(+/0) Expt.

AlP 2.30 (0.13) 2.30 (0.13) 2.40 (0.15) 2.52
C 5.90 (0.21) 5.71 (0.19) 5.93 (0.22) 5.85
MgO 8.35 (0.36) 8.61 (0.38) 8.48 (0.37) 8.50
MAE 0.14 0.16 0.07

result from these nonempirical constructions give band gaps in
good agreement with experimental references (Table II). The
mean absolute errors are within 0.20 eV, which is compara-
ble to other state-of-the-art methods for band-gap evaluation
[27–29,45,46]. Noticeably, the MAE of the potential probe
X∗ is lower than those for Hi, indicating that minimizing
the degree of hybridization generally improves the band-
gap estimate. This property is particularly valuable when the
natural defect levels associated with Hi lie close to the band
edges or even outside the band gap. More generally, these
results validate a rational procedure for identifying a suitable
localized state for band-gap evaluation through the fulfillment
of Koopmans’ condition. In view of the results in Ref. [21],
we expect that such a procedure should also be applicable to
systems of lower dimensions.

In this Rapid Communication, we present two types of
adjustable potential probes for band-gap evaluations through
application of Koopmans’ condition. Through the use of these
potential probes, the hybridization with the band-edge states
can be minimized to yield band gaps within 0.2 eV or lower
from experimental values. The dependence on the parameters
of the potential probes is smooth and thus suitable to be im-
plemented in an automated minimization process. The present
results provide guidelines for the selection of suitable poten-
tial probes even when natural defect states cannot be used,
thereby enlarging the application scope of the methodology
based on the enforcement of Koopmans’ condition. This is an
important step towards establishing the present technique as
a serious alternative with respect to many-body perturbation
theory schemes and dielectric-dependent hybrid functionals
for robust and accurate band-gap predictions.

This work is supported by the Swiss National Science
Foundation (SNSF) under Grant No. 200020-172524. The
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EPFL.
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