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Abstract

This paper is a study on the use of Machine Learning and Deep Learning to determine the similarity between different musics. The first part introduces the framework used and some concepts of Deep Learning that will be used in the algorithms. The second part talks about the problem caused by the topic and how the models should be to be efficient. The third part describes the algorithms used for trying to solve this problem. The fourth part is the analysis and testing of the model, followed by the conclusion to be drawn from them.
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1. Introduction

We are currently at a time overflowed with music. Never before in history did we have so many musics easily accessible for us to listen. Take for example spotify: on only one application there are already tens of millions of songs available. If we were to listen to the first ten seconds of every of those musics, we would spend years not doing anything else. And more than the number, there is the diversity of musics: like gospel or symphony, to newer ones, like rap and rock. From subgenres that create splits, the way metal was split into a multitude of different styles, to the fusion of different genres that create convergence, like the creation of the county rock. In a world of such size and complexity, a question begins to emerge: what to listen to?

Historically, the first method used for advising music to people (whose field of research is called recommendation system) was content agnostic, meaning that the content of the music was not taken into account when doing the model, and is only based on what the users like or listen to. An example of this is the use by Spotify of collaborative filtering[1]. Those methods have advantages, it is a model that answers the problem of recommendation systems and it is way less complex that deep neural network solution, but it also has very big flows: because the method needs to know what people listen to before recommending them to the users, the musics that are not well-known or that are new have difficulties being put forward. By corollary, the musics that are often listen to, are more associated to other musics, so are more recommended, which creates a risk that the system proposes only popular songs. In a word, those model tend overfit on the dataset given.

Since then, there have been multiple recommendation systems developed using the content of the music to train and the result of the old models as labels[2]. But on this project, yet another method will be implemented: we will consider the problem of recommendation system for songs as a search engine that, given a music, returns the most similar musics in a given dataset. With this method, and given that the dataset used is not too biased, we would prevent the usual flaws of those models because the metadata of the music, or the people listening to it, would not influence which music is put forward. And even if it were to happen (for example because of the dataset used for the training), with a good similarity function, we would have a comparison of every songs, so we could get songs that are both similar enough so that it is a good suggestion, and different enough so that it gives unaccustomed results.

The aim of that project is to construct such a model, using machine learning and deep learning, to show that this similarity approach of the recommendation system for musics (and maybe also in a broader sense) is promising in this field. This deep...
model will also be compared to non-learning models of similarity to show that neural networks could be an improvement in the field of Music Information Retrieval (MIR).

2. Overview

2.1. Background

2.1.1. Machine Learning

Machine Learning is a method that, given a function (called loss function) and a dataset, creates a model that optimize the function (we call it training) on the dataset in a way that this precision can be generalized to equivalent dataset. There are two reasons that a model can be bad : either it was not able to learn from the dataset on which it was trained on and it is called underfitting or while learning it was too tailored to the training dataset in a way that the model can not be generalized, it is called overfitting. The algorithm used for the model has what is called hyperparameters, they are parameters that creates the model, and so they can not be optimized directly by machine learning [3, 4, 5, 6].

To find the best model, a dataset must be split into three parts : the training dataset that it used by the model to train, the validation dataset that is used to evaluate how the model do on another dataset to prevent it from overfitting the training dataset, and the test dataset that is used to test a final model independently of the datasets use for training it. While making the model, datasets were split into : 50% for the training set, 25% for the evaluation set and 25% for the test set.

Neural network is a machine learning algorithm whose structure mimics a (very simplified) brain. It represented in three parts : the input layer where the input dataset is fed, the output layer which is the result of the network, and the hidden layer that are responsible for the changes between the input and output layer and which contains the variable to train. If a neural network has more than one hidden layer, it is called a deep learning neural network [7, 8, 9, 10].

In the example, the hidden layers are fully connected layers, because all the neurons of the hidden layers are connected to all the neurons of the layer before. If we consider the input of the full layer as a vector $x$, the output of the full layer is $\sigma(Ax + b)$ where $A$ is a matrix, b a vector that can both be trained and $\sigma$ is a function called activation function. A popular $\sigma$ is the function ReLU (Rectified Linear Unit): $f(x) = \max(x, 0)$.

The reason why deep learning is used here is because it has already been use in multiple other field (like natural language processing, computer vision, audio recognition, speech recognition, etc.) with good results, and this project try to apply it to just another new domain [11, 12, 13, 14, 15].

2.1.2. Recurrent Neural Network

Recurrent Neural Network is a network that, when making a decision, takes into account both the current input and the past inputs. In other terms RNN are networks with memory. RNN needs its input to be a temporal sequence, and it will calculate the output in a causal order. Meaning that, for an input $x$, if $a < b$ then the output of the RNN of $x[a]$ will be calculated before the one of $x[b]$ and the memory of $x[a]$ will influence $x[b]$ but not the other way around. A Neural Network where no such thing happens is called a feed-forward neural network.

In the models, a special RNN called LSTM (Long-Short Term Memory) will be used. As its name implies, it is an RNN that can efficiently store information on both short term and long term. It makes it one of the best RNN there is. Here is a little break down of how it works:

Where $c_t$ is the cell that keeps track of the dependency, $i_t$ is the input gate that controls the extent to which a new value
flows into the cell, $f_i$ is the forget gate that controls the extent to which a value remains in the cell and $o_i$ is the output gate that controls the extent to which the value in the cell is used to compute the output activation of the LSTM unit. $x$ are elements wise multiplications and $\int$ is the sigmoid function ($f(x) = \frac{e^x}{1+e^x}$).

For the details and equations of both network see [17].

Those methods has some disadvantage, in particular how slow it is, as it can not parallelize operation because the calculation must be done in causal order, and it is hard to adapt the network itself. But the important advantage here, that will be used later, is the ability for the RNN to creates memory vectors, i.e. a vector that represents the past information.

### 2.1.3. Convolution Neural Network

Above, the concept of fully connected layers, a layer where every element of the input is linked to every elements of the output, was presented. The Convolution Neural Network (or CNN) is a counter example of such layer. CNN is a model where a specific operation is applied repeatedly over subsets of the input, and can be split into two parts:

The convolution : taken a matrix of size $m \times n$, called filter, that will be fitted by the model:

$$F = \begin{pmatrix}
    f_{1,1} & f_{1,2} & \cdots & f_{1,n} \\
    f_{2,1} & f_{2,2} & \cdots & f_{2,n} \\
    \vdots & \vdots & \ddots & \vdots \\
    f_{m,1} & f_{m,2} & \cdots & f_{m,n}
\end{pmatrix},$$

and a stride which is the distance between two successive operations, we have:

$$y_{a,b} = \sum (X_{a+x; b+y} \circ filter) = \sum_{i=0}^{m} \sum_{j=0}^{n} x_{a+x+i;b+y+j} \circ f_{i,j}$$

where $X$ is the input, $Y$ is the output, $\max$ is a function that return the maximum value between the elements of a matrix, $sx$ and $sy$ are the strides along the lines and the columns and $px$ and $py$ are the number of lines and columns of the submatrixes to apply the function to.

As an example with pooling size 2X2, strides 2X2 and with padding of 0s used when needed. The red output is the result of the pooling of the red input, idem for the green one.

Very often after a convolution network, a pooling layer is added. It is a function that takes a submatrix and extract one number from it. Like the convolution it also has strides between the operation. The hyperparameters of this layer is the strides and the size of the submatrixes. The most used one are max pooling and average pooling, so, with as an example max pooling, the equation of the output is:

$$y_{a,b} = \max (X_{a+x; b+y} + px; b+y+py)$$

CNN allows to reduce the input into one easier to process without loosing too much information, and it proved its potential on other problem, the most notable being computer vision. Also, specifically for this problem, CNN does not need to have inputs with a fixed size, which is a good thing because the sizes of songs to analyze are very variable.

### 2.2. Framework Architecture

The framework used for creating the models is the tf.estimator framework, and is schematized in Figure 6.

The DATA entry is the dataset fed to the model, it then passes through the input function into the estimator that feeds it to the model with one of the three state : TRAIN, EVALUATE and PREDICT.

There are two things that can be customized by the creator of the model:
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The input function, input_fn, a method that takes the input and transform it into tensors or datasets, so that it can be fed to the models. It must returns both the features and the labels.

The model function, or model_fn, that takes the features, the labels, the hyperparameters and the current state, and that returns the element asked from the state.

If the state is TRAIN, the model must return an optimizer from the loss of the model. If it is EVALUATE, the model must return the loss and some evaluation measures deemed pertinent for evaluating the model. The evaluating measures returned depends on the type of loss chosen, see section 3.3 for the details. Those two states can be run alternatively to train the model while keeping an eye on how the learning is going.

If the state is PREDICT, the model can not take the labels, and must predict one of its specific element. Here, because of how similarity, loss and metrics are defined, the prediction to return is the embedding of the music, i.e. vectors representing the musics such that similar musics are equivalent to similar embeddings.

The interest of this framework is : it allows a clean code, especially for the train/evaluation part, it also allows to have graphical representation of the training with tensorboard, it includes the early stopping (method that consist in stopping the training when it stops to improve the accuracy of the model) and it allows us to do the training, testing and evaluating on the same model.

![Figure 6: Schema of tf.estimator. (Source: towardsdatascience.com)](image)

3. Model and Problem Statement

3.1. Music Similarity

3.1.1. Problems

The first part to take into account for this project is the question of: what are two similar musics? Indeed, if several peoples are asked what they consider to be similar musics, their answer will not be unanimous. Some might put more importance on the lyrics, some on the melody or the rhythm, some will go to a more personal definition saying that two songs alike are two songs they like or two songs they dislike, and if we go to more artistic people we could get more abstract answer like the feeling of a song. That question is not as much a philosophical problem to be given to the humanities to ponder and more of the question of what will be used as a dataset to create the models. This section will be dedicated to giving the answers used for this project and those rejected. Section 6.2.2 proposes further datasets that could be used in the future.

**Problem 1 (Definition of Similarity).** Similarity does not have a mathematical definition and can have multiple interpretation.

Incidentally, that difference of similarity raises the question of what is a good similar model : does it have to be able to be trained on those multiple definition or do we have to choose one and tailor the model to it ? In this project the general approach was used, because there is not yet a method, available to the lab, to determine what is a good recommendation system. A way to test them would be either to ask people which is better (with survey or with the help of an audio streaming) or to ask some social science labs what would be the best options.

**Problem 2 (Multiple Similarity).** Because Similarity does not have one definition, the model should be able to be fit on multiple labels.

3.1.2. Solutions Used

**First approach.** The first approach to determine the similarity between the music is the genre, i.e. if a music is rock or if it is metal ... With this end goal, a music is considered similar to another if they share the same genre. The big advantage of this approach is that there is plenty of datasets used to train the models. The drawbacks are that it is very similar to just creating genre classification embeddings and that it is a simplistic task that would normally not require such complex methods to achieve. It is why this method is only used to test the models once they are finished, to see how they fare on this simple comparison, but not to train them.

It must be noted that even if we use genre for this approach, classical genre classification methods cannot be used because the model that is being created must be generalizable to other similarity frameworks whose labels are continuous or have too many categories to be clustered.

**Second approach.** The second approach is to compare the metadata of the music like the author or the album it is in. The big advantage of this method is that it can be done on most datasets of music. The problem is that to train some sort of recommendation system with such datasets would only give similar authors, which is not an improvement on the old ones.

**Third approach.** The third approach is to have details on the music and use how many details two musics have in common as a similarity metrics. Such details could be the genre of music, the number of singers, the instruments. An example for the details that can be found is the dataset magnatune detailed in section 5.1.1. This method gives a quite general approach of the definition of similarity and that is why, even if the multitude of possible differences makes it a little complex, it is the main definition used for the training.

But there is a question : how precise is this metric ? Is a jazz song with one singer as close as a rock song with one singer
than it is of a jazz song with two singers? It raises the question of the weight of the features. So to get around this problem, while using this technique, the similarity between two songs become binary with a similarity of 1 if enough characteristic of the songs are in common and 0 otherwise.

3.1.3. Recommendation Systems

With all the talk about recommendation system, it might be thought that it could be used as labels, but that method has a considerable disadvantage: it is too biased. If a model were to be trained on those labels, the principles of machine learning would make that the aforementioned model would tend to consider similar the musics advised by the recommendation system. Meaning that it would have the flaws present in the original system, like the difference of recommendation between the mainstream and niche musics, which was what this approach was supposed to avoid. (For more details on biased datasets: [18])

Also, while the recommendation systems are talked about, it is a good moment to talk why there can be no direct comparison between them and the similarity approach: they can not be compared on a recommendation framework because there is no model that could allow to test the best system (if they were, it could just be used as labels), and they can not be compared on a similarity framework because recommendations system return musics that would be liked, not similar ones and that would put it at an unfair disadvantage.

3.2. Music Comparison

Now that we saw how we can define the similarity between two musics, we should look at the challenges created by comparing musics and so what a model should overcome to be a good model.

The first and most important issue that needs to be solved is the one of the size. With a default frequency of around 44KHz and most musics being around 3 minutes long, the order of magnitude of the number of float needed to represent a music is in the millions. And this causes one big problem:

To understand it, we first need to understand one concept, the curse of dimensionality [19], that can be resumed as "after reaching a certain point, the more dimensions there is in the features space, the more the distances between 2 points becomes effectively random". For the algorithm it means that the bigger the vectors to compare at the end of the model is, the more certain it is that it will not train effectively. With effects beginning when the compared vectors’ size are in the hundreds, this means that the neural network needs to substantially reduce the size of the input.

Problem 3 (High reduction). The size of the embeddings need to be much smaller than the size of the input.

The second one is that, counter to other inputs like pictures or texts, the music’s representation has only one dimension. It is a problem for different reasons: for one, if left like this there is a lot of classical methods that are not pertinent to use, like RNN for reason that will be developed in Section 4.2. The second is that it is not possible to just reduce the music with the model because if it finishes with only one element it would not be able to represent the complexity of the similarity. This means that somewhere in the model, a dimension need to be added with a big enough size.

There are two ways to do it, the first one is to add size in the preprocessing, like in the algorithm of Section 4.2 or in the model itself, like in the algorithm of Section 4.3

Problem 4 (Dimension Need). The embeddings need to have enough dimensions to represent the complexity of the musics.

Finally, the last challenge stems from the fact that the music does not all have the same size. For example, in the FilmMusic dataset, the minimum length is 10 seconds and the maximum length is more than 3 minutes (and some other might have music even longer). This means, the algorithm should be able to analyze musics with a factor 20 between the size of the smallest and the biggest.

Problem 5 (Variable Dimension). The model should be able to analyze songs of very different sizes.

In summary, a good model needs at least to be able to reduce the size of the input but not too much while not depending too much on the size of the input.

3.3. Learning to Rank

The aim of the model is to takes into input a music, a dataset and return one, or more, similar musics. That task is similar to a search engine using Machine Learning (even if, usually, the query is smaller than the text searched). There is already an existing field for such task and it is called Learning to Rank [20], whose subject is to find the best loss function for such model. We will see in this section an introduction to this subject.

There is a case to be made that this project should be only on similarity and that there is no need to complexify it further, so this part will also show how a good Learning to Rank model will also create a better similarity model.

In Learning to Rank, there are three types of approach for the loss functions:

- The pointwise approach where the loss only look to the queried music and one compared music for each iteration. This strategy consist in reducing the problem into a regression or classification.
- The pairwise approach where the loss look to the queried music and two compared musics for each iteration and try to determine which one is the most similar to the query.
- The Listwise approach where the loss look to the queried music and a list of compared musics (more than two) for each iteration and try to find the best permutation over the list, i.e. which is the closest to a list sorted by the true similarity between the songs and the query.
Between those three approaches, one is particularly worst than the others and that is the pointwise one. One way to see it is to look at the wikipedia article which has algorithms wrote in 2019 but whose last purely pointwise method dates from 2007. There is no paper that clearly explains why that is, but it can be argued that either pointwise labels are not precise enough for the task or that comparing elements between each other allows much stronger learning. So this method will not be taken into account when making the models.

Between the two other approaches, listwise tends to give better result. The reason might be that a lot of pairwise algorithm use not the distance of similarity extracting from the labels but only which one is most similar (maybe because, using the exact value of the labels might create more bias from the dataset than just comparing them two by two). In this disposition, listwise methods would penalize errors that a pairwise ones would not find.

Example 1. As an example let’s take documents 1, 2, 3 and 4 representing their rank in a sorted similarity list. Between the two result of a search : 3124 and 1342, 1342 is the best because the first answer is the most similar and as a list it can be recognized. But as pairs, there is the same number of false pair in both search (3-1 and 3-2 in the first and 3-2 and 4-2 in the second) and it would not be differentiated pairwise even when one is better than the other.

But the pairwise has still some advantages on some situation. If it takes musics three by three (query and two musics compared) more complex method and bigger music can be trained and tested compared to the size needed for the numbers of music needed with the listwise approach. That is why an option to use pairwise learning will be available on the final model. Also, as a metric, the pairwise comparison is still an interesting one to have.

Problem 6 (Ranking Algorithm). The model created should be equivalent to either:

- a model that, given a song to compared and a list of songs, should be able to order the list by similarity to the compared song. (Listwise)
- a model that given a song to compared and a pair of songs, should be able to determine the best one. (Pairwise)

So the function used as a loss for the models are:

- For the pairwise, with as input the query q, the musics $m^+$ and $m^-$ with $m^+$ being more similar to the query than $m^-$, and d a function that calculate the distance between two musics, the loss is:

$$\max(0, 1 - d(q, m^+) + d(q, m^-))$$ (2)

- For the listwise, lambdaloss [21] is used, it is an algorithm created by google with the aim of creating a loss that, the closer it gets to 0, the closer the NGCD (one of the best listwise metric, see the section 5.1.2) gets to 1 (the maximum of the NGCD).

It can be noted that not a lot of research was made on those losses, the reason is that states of the art algorithms were used and that the main subject of this project is more about similarity than learning to rank.

4. The Algorithm

This part will be about the algorithms used for the models. The aim of the algorithms is to have as input musics (raw or preprocessed) and as output embeddings of those musics. Once they are created, they can be compared between each other (here using the euclidean similarity or the cosine similarity to prevents problems from the norms of the vectors) to be fed, to the losses to be trained or to the metrics to be evaluated and tested. This way allows, once the model is done, to do the embeddings in preprocessing which makes for faster searches.

4.1. Librosa Model

The aim of this method is to create a method that do not use deep learning but that is accurate enough to be compared with models that use it. This method is called librosa, from the library used to extract all the music information retrieval (MIR) features.

The first part is to extract the data, from each music is extracted: the zero-crossing rate of the audio time series, the Constant-Q chromagram, a chroma variant "Chroma Energy Normalized" (CENS) [22], the tonal centroid features (tonnetz) [23], the chromagram from the absolute values of the Short-time Fourier transform (STFT), the Root Mean Square Error (RMSE) of the STFT, the spectral centroid of the STFT, the p’th-order spectral bandwidth of the STFT, the spectral contrast [24] of the STFT with 6 frequency bands, the roll-off frequency of the STFT, the mel-scaled spectrogram, the Mel-frequency cepstral coefficients.

For each of those features, over each dimensions were calculated the mean, median, minimum, maximum, standard deviation, skewness (a measure of the asymmetry of the probability distribution of a real-valued random variable about its mean) and kurtosis (fourth central moment divided by the square of the variance).

At this point, a music was reduced to a simple vectors, but it has hundreds of dimensions and because of the curse of dimensionality [19] (see section 3.2), we can not compare music directly with it. First, the number of dimension of must be reduced.

For that, a Principal component analysis (PCA) [25] is applied on the dataset of embeddings. This algorithm consists in standardizing the dataset, creating its covariance matrix and calculating the eigenvectors and eigenvalues of this covariance. For each eigenvector, its eigenvalue can be seen as representing how important it is for approximating the dataset. So taking the eigenvectors whose eigenvalues represent more than 99% of the total of the eigenvalues will create a representation precise and little enough so it can be compared. In the case of this project’s dataset, the embedding’s size can go down to less than 10 values.
As written above, this method is used as a non machine learning method. So it is also used while creating the dataset to add musics whose similarity can not be determined by such direct process in the aim of preventing the model from being only a more complex version of this algorithm, and to prove that those are not just dataset errors and that deep learning can better extract some information.

4.2. Unsupervised Recurrent Neural Network

In the first time of this project, datasets were a little lacking and so unsupervised training was tried. This approach was abandoned once bigger datasets were found because of its result and because deep models were more promising. Nonetheless, it allows the creation of general embeddings of music that could be used in other models, by example as input.

The input of the model is a chromagram extracted from the music on which was applied a Short-time Fourier transform. The idea of the chromagram is to try to extract the 12 pitches (C, C#, D, D#, E, F, F#, G, G#, A, A#, B) at every moment. This is the closest thing to pitch extraction and that is why it was used. This also means that the size of the music after the preprocessing is ? X 12, where the ? is the length of the music after being processed.

Once the preprocessing is done, a model is trained that takes a music and try to predict the next STFT vectors knowing all the ones that came before using a LSTM (see section 2.1.2 for details). The loss used is the sum of the absolute difference between an element and its prediction.

So even if the learning itself is not unsupervised, the unsupervised here come from the fact that to extract the similarities, there is no need to already have similarities between the musics.

There is two hyperparameters in this model : the learning rate and the dropout, which is few and that allows to easily get the best parameters by just testing a wide range.

Once this model is trained enough, music is fed to the model and the states and results are extracted to create the embedding. The idea is to consider the states used to predict the next elements in a LSTM, as able to extract information from the music.

Because the LSTM needs to know the length of the sequence on which it is training itself, the input was split into sections on 1000 elements. Padding is added if such splits can not be implemented directly.

Once the embedding are extracted, there are still a way to optimize the model : first, because the music was split into sections, there is, at the end, results for multiple part of the songs, so there is a need to reduce them to just one vector and that creates the first optimization : to find the best function between the mean, the maximum and the last function (only takes last result). After reducing the result, it must be determined which parts to keep between the result and the states.

4.3. Wavenet

This algorithm adapts the new algorithm wavenet [26] that is used to predict a song float by float in its mp3 format. When the project was done there was no official code with the paper nor were they description of the hyperparameters used (notably some activation functions).

Design choices. Before presenting the details, there are two variations on Convolutional Neural Network that needs to be discussed:

- Causal neural network in which the results obtained by a CNN is only influenced by elements that came before. Concretely, it means that the padding will be put at the beginning and not at the end, as it is usually done. It was used because of the prediction, so that the next element is only predicted from the element before it. But for a similarity model, this is not a big difference to classical CNN. Here is a representation of stacked Causal CNN. See Figure 8.

- A dilated convolution is a convolution in which the operation is applied over an area larger than the filter by skipping input values. Here is a representation of stacked dilated causal CNN (dilation of 1 is a classical CNN). See Figure 9.

Original Wavenet. Wavenet takes as input the raw decompressed music from the mp3 files and is based on this structure of the dilated causal neural network. It makes use of the fact that with every layer the number of elements that are linked to the output grows exponentially. Wavenet base is to use those
CNN and apply as an activation function:

\[ f_k(x) = \tanh(W_{f,k} * x) \odot \sigma(W_{g,k} * x) \]

Where \( W_{f,k} \) are the filters of the convolution of the \( k \)th layer, \( \sigma \) is the sigmoid function, \( \tanh \) is the hyperbolic tangent function, \( * \) denotes a convolution operator and \( \odot \) denotes an element-wise multiplication operator. Once a layer is done the results will create two versions: the one that will be part of the results (called skip results) and the one that will be the input of the next layers. Once all the convolutions are done, it outputs the skip results of each layer which is then pooled so that it goes back to a one dimension vector and finally process again so that it gives the next byte for the song.

A representation of the model can be found in Figure 10. Where the + element represents an element-wise addition, the \( x \) element represents an element-wise multiplication, \( \sigma \) represents the sigmoid function, \( \tanh \) the hyperbolic tangent function, ReLU a rectified linear unit layer, and the rectangles with numbers inside represent a convolution neural network with the size of its filter, by example the rectangle between the element-wise addition and multiplication represents a CNN with a filter of one column and one row.

Our Wavenet-based solution. For the use of the similarity, the loss function is not needed, also summing the results of the convolution is only useful when trying to reduce the dimension over the song to one, but, for the similarity, creating a matrix out of the different results seems more interesting. To simplify: only the idea of cascading dilated causal CNN is kept from the model. The unit of the dilated convolution with the activation function will be called a wavenet layer (Figure 11).

From the similarity also comes the need to reduce the number of elements, there are two moments where it is pertinent to do so:

- **Between the layers**: we consider the stacks of dilated CNN as one complex CNN, and we apply a pooling function between them. For taking full advantage of the structure of the model, there should not be a pooling function after each layers of wavenet but at regular interval. Because the skip connections will be concatenated at the end, the pooling function is applied on all of them even if there has been no change since its last application. A series of wavenet layers followed by a pooling function will be called a wavenet stack and is schematized in Figure 12.

- **At the end of the stacked layers**, once it was already reduced, a last reduction is applied in the form of a classical CNN and pooling so that, whatever its original size was, the song is reduced to an embedding whose size is fixed and considered fitting for the task. Some full layers can then be added to better fit the model. This model is schematized in Figure 13.

Where \( k \) is the number of wavenet layers used in the wavenet stacks, \( N \) is an arbitrary value and loss is one of the loss used by the model as defined in Section 3.3.

- **Pre-processing**: As said before, the only preprocessing used for this model is the one consisting into decompressing the mp3 files into a format that can be fed to the model. But this model is so big that it often causes memory error, especially when using the GPU. So a preprocessing method that was used was to apply a mean pooling of size 5, and try to mitigate the loss of precision by creating more complex models.

- **Hyperparameters**: So from the models, the hyperparameters are: the learning rate, the dropout, the pooling function used, the number of layers and their dilations, where
to apply the reduction between the layers and the reduction used at the end. Also, the size of the filter and evolution of dilation by layer can be changed. By example instead of a filter of size 2 and multiplying the next layer’s dilation by 2, the filter size becomes 4 and the next layer’s dilation is multiplied by 4, which keep the idea while reducing the number of layer.

5. Experiments

5.1. Experimental Settings

5.1.1. Dataset

Three datasets were used:

- The FilmMusic dataset, that was given by the supervisor. It is a random sample of music from: https://epicmusicicvsourceaudio.com/. It contains 1727 songs. The similarity used was the if the songs belong to the same album.

- The zalo_music_genre dataset that comes from: https://challenge.zalo.ai/portal/music. It contains 5158 songs. In the dataset, details were given, in annotations_final.csv, about the song, such as the instrument used, the number of singer. This was used as similarity.

- The MagnaTagATune dataset that comes from: http://mirg.city.ac.uk/codeapps/the-magnatagatune-dataset. It contains 25,860 songs. In the dataset, details were given, in annotations_final.csv, about the song, such as the instrument used, the number of singer. This was used as similarity.

Details of the similarities are discussed in Section 3.1.2. The best models from each algorithm were trained and evaluated only on one dataset before being tested. The reason for that is that, if we estimated the best hyperparameters on the three datasets, it would take thrice the time every time we tried to evaluate the hyperparameter on only one dataset and to test after if the best model obtained is generalizable to the others.

The dataset used for that is MagnaTagATune because: it has more elements that the two other, so it has fewer chances of overfitting, the songs are generally smaller so every step is quicker and because the similarity is complex, the results of this model show more if the model can extract information from the songs.

5.1.2. Evaluation Measures

**Pairwise comparison, or PC.** takes one song, one similar to the first and one which is not and test if the models find which is which.

**The Normalized Discounted Cumulative Gain.** at 1, or NDCG@1, and the NDCG@6 (6 being the length of the classical list by query). Those are one of the most classical metrics to evaluate Learning to Rank models.

Given list of true relevance sorted by the relevance calculated by the model:

\[
DCG@k = \sum_{i=1}^{k} \frac{rel_i}{\log_2(i+1)}
\]

where \(rel_i\) is the relevance of the \(i\)th element of the list. And the NDCG at will be used as a metric is:

\[
NDCG@k = \frac{DCG@k}{IDCG@k}
\]

where IDCG@K is the ideal DCG, i.e. the maximum value that can be obtained with a permutation of the list, meaning the DCG of the list sorted by their true relevance.

The metric penalizes the permutations that do not order the predictions on the true sorted relevance. The results are between 0 and 1 where 1 is the best result.

The @K is the number of sorted elements that should be taken into account. Meaning that NDCG@1 test only the first element whereas NDCG@6 tests all the list.

**The mean average precision.** or MAP, which takes into input a list of binary similarity (elements that are 1 if they are similar and 0 otherwise) sorted by the prediction of the models, and it calculates the mean over the dataset of the average of the precision of the first n element.

With:

\[
P(k) = \frac{\sum_{i=1}^{k} y_i}{k}
\]

where \(y_i\) is the relevance at position i. And the average precision is:

\[
AP = \frac{\sum_{i=1}^{n} P(i)y_i}{\sum_{i=1}^{n} y_i}
\]

The metric MAP is the mean of the AP over the whole dataset.

Because this metric asks for binary similarity, dataset that are not binary can not be tested directly and need to set a threshold that will determine if a song is similar or not. This might cause some imprecision.

5.2. Results

Here are the results of the different models. The random model represent a model where ranking is given randomly and the worst model is a model where the ranking is the worst ranking possible. They are here to compare the created models with bad ones.

**Ranking.** To test the models, for the ranking metrics: for each song, we randomly take three similar music and three non similar ones, we compare them to the original song, and we score the ranking they produce with the ranking metrics (see Section 5.1.2). For the pair metrics: for each song, we randomly take fifteen pairs of similar and non similar musics, compare the pairs to the original music and apply the pairwise comparison.

When we look at the result by dataset, we can see that as a whole the results are the best in FilmMusic, with results in MagnaTagATune being not far behind, and the worst results are
given in the zalo_music_genre dataset. This shows the complexity of every similarity definition chosen, with album similarity detection being the easiest and genre similarity detection being seemingly the hardest to determine. It is unknown exactly why the genre dataset ranks so poorly. It might be because: the complexity of genre detection was underestimated, the genre might not be a good similarity definition or the musics of the dataset are skewed in a way that prevent good similarity comparisons.

As expected, librosa, with the use of all the best MIR methods, gives very good result on most dataset, and it proves its use as a good method to compare other method with.

The RNN model’s result are bad. Most of the time it is as bad as random, and when it is not, it is not much better. It is one of the reason that this model was dropped, maybe one reason it is so bad is that the LSTM takes information on a too little length to represent the model. But even with that, the model still has potential, section 6.2.2 proposes way to improve the results from the embedding of the model or of the model itself.

Comparison with librosa. When we look to the wavenet results compared to the librosa model, the first thing we see is the impact of the dataset size on the deep learning model: in the FilmMusic results(on which the training is done on less than one thousand songs), librosa have a clear difference compared to wavenet that is not as present in the MagnaTagATune results(on which the training is done on around ten thousands songs). So the wavenet model should be judged on the MagnaTagATune dataset, where it at its best.

If we judge it that way, it is close to be as good as the librosa model, except on pairwise comparison where it has a better score. Even when the model is trained on smaller dataset, the results are comparatively better than the rnn model and the random model.

We can also notice the difference of results between the NDCG@6 and NDCG@1, where the NDCG@1 of the wavenet model is always comparatively less precise than the NDCG@6. The reason for this result is that wavenet was trained to have the best ranking over all its list and so locally, the precision of the first element is not optimized. It is a weakness of the loss function used, even if, in the long run, if the NDCG@6 keeps going up, the NDCG@1 would also go up.

Finally, the results of MagnaTagATune shows us one thing: the difference between the rankwise and pairwise metrics. Indeed, even if librosa has better scores on every ranking metrics, the wavenet is the best when it comes to pair comparisons.

Skew issues. Next, let’s see what happen when we test the machine learning algorithms on a dataset that is very skew against the librosa approach: we create a dataset that, for the rankwise metrics: for each song, get the three similar songs with the worst score and the three non similar song with the best ones. For the pairwise ranking: creates fifteen pairs where the $n^{th}$ pair contains the similar songs with the $n^{th}$ worst score and non similar song with the $n^{th}$ best one. Here are the results:

First those results confirm the complexity of each similarity definition by having the same ranking of results than the original ones.

But we also see that every created model becomes worse on this dataset. That means that those comparisons and ranking are harder to do, but we also saw that, in most parts, the wavenet model is still able to have more than average results. 

Wavenet Variations. At the end of the project new results (Figure 16) were obtained from variations on the wavenet model and allowed to get better scores overall. The main variation was the use of euclidean similarity instead of cosine similarity to compare the embeddings. The definition of the euclidean similarity between A and B is defined as:

$$d(A, B) = -\|A - B\|$$

where $\|\ast\|$ is the euclidean norm.

An other improvement was to use the fully connected layers at the end of the model to reduce the size given by the last pooling. But because it was made to late, it was only trained on the MagnaTagATune and so the only score available are on this dataset. The old wavenet model and the librosa model were added for comparison.

6. Conclusions

6.1. Summary of the Work

In this project, we presented the problem of similarity, and proposed a framework and different models that tried to solve it. In experience, we saw how good the models were doing with
one, wavenet, which managed to be almost as good as the refer-
ential model. It shows the potential of the use of deep learning 
as well as the usefulness of adapting prediction models for the 
creation of similarity algorithm.

But even when showing the potentials of those methods, one 
can ask why the model did not show better results, especially 
since one used wavenet, a state-of-the-art algorithm. As always 
in machine learning, the reason are not certain, but here are 
some guess:

- This model is not yet completely optimized: until the very 
  end, better and better results were obtained, it is likely that 
given more time the results would keep going up.
- The model was created from a music generating model, 
  this means that it was not optimized for our task and it 
  might create imprecision in the results.
- Maybe the definitions of similarity that we used do not 
  always allow good comparisons from only the content 
  of the song. It is evident in the Zalo dataset, but it might also 
  be the case, to a lesser extent, in the other ones.
- The limitation of the equipment used for the training might 
  be at fault. To be able to fit a large number of elements 
  within a reasonable timeframe, the GPU must be used. But 
  a GPU is not originally used for such task and it does not 
  have a lot of memory available for it. This is especially 
  troublesome because of the size of a music and the fact that 
  several are needed in the loss function. An example of this 
  limitation is the use of the mean pooling at the beginning 
  of the wavenet model to be able to have more complex 
  algorithm.

If those reasons are correct, it means that further improve-
ment are possible. The next section is dedicated to suggestions 
of amelioration for future work.

6.2. Discussions and Future Work

6.2.1. Datasets

Because of time and equipment of this project not every 
method was used. This part are propositions of dataset that can 
be studied or used in future project.

We have just seen that some dataset can not be used because 
they are biased. The use of recommendation system was raised 
but, in a broader way, most of the labels that can be collected 
from the logs of a music provider is biased because what the 
users listen to is also filtered by the recommendations, but that 
does not mean they are unusable. It seems that methods are be-
ing developed to train models on biased dataset like here [27]. 
So, if the lab manage to be sponsored by a platform of music 
that allow to access its log, project could be made to try to de-
bias it.

One method of dataset creation that was attempted (but drop 
because I did not have enough spaces left on my computer) was 
to use spotify’s playlists to extract similarities. Counter to most 
data extracted from music platforms, the playlists are not bias,
ing the model on even bigger dataset would give even better results.
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