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Abstract—Uncertainty levels in forecasting of renewable 
generation and demand are known to affect the amount of reserve 
required to operate the power grid with a given level of reliability. 
In this paper, we quantify the effects on the system reserve and 
reliability, due to the local dispatch of stochastic demand and 
renewable generation. The analysis is performed considering the 
model of the IEEE 39-bus system, with detailed dynamic models 
of conventional generation, wind generation, demand and an 
under-frequency load shedding mechanism. The analysis 
compares to cases: the base case, where renewable generation and 
demand power are stochastic and the power reserve is provided 
by conventional generation, against the case where the operation 
of traditionally stochastic resources is dispatched according to 
pre-established dispatch plans thanks to controlling local 
flexibility. Simulations reproduce the post-contingency dynamic 
behavior of the grid due to outages of generators. The 
contingencies are selected to trigger under frequency load 
shedding mechanisms, hence to demonstrate the different levels 
of system operation reliability for the two case studies. Simulation 
results show that dispatching traditionally stochastic generation 
scores better regarding to expected energy not served, producing 
an increase of the system reliability. 

Index Terms--Storage, Primary Frequency Control, Dispatch 

I. INTRODUCTION  
The displacement of conventional generation in favor of 

production from stochastic renewable resources leads to 
increased fast power system reserve requirements, calling for 
the support of distributed energy resources for fast regulation 
(e.g., [1], [2]). Battery energy storage systems (BESSs) are 
envisaged to play a key role in providing fast reserve thanks to 
their large ramping capabilities. Compared to conventional 
generation, BESSs are characterized by much smaller power 
rating and, therefore, should be deployed in a large number to 
support power system operations effectively. 

A major concern arising from the large-scale deployment of 
storage units is the coordination of the operation of all BESSs, 
a complex problem due to the large number of decision 
variables to handle. The works [3]-[5] describe a scheduling 
and control framework, called dispatchable feeder, to dispatch 
the power flows of distribution systems at their grid connection 
point by controlling local resources, like energy storage 
systems and flexible demand. Thanks to achieving dispatched-

by-design operation of traditionally stochastic power 
distribution grids, the dispatchable feeder's operational 
paradigm inherently reduces power system reserve 
requirements with reduced complexity because the control 
objective is local. In the rest of this paper, we will refer to this 
operational paradigm as "dispatched-by-design" operation to 
denote that active power flows of distribution systems, 
traditionally stochastic, are now deterministic and dispatched 
according to a pre-established dispatch plans.  

This paper focuses on modeling and quantifying the effects, 
at the system level, of dispatched-by-design distribution grids. 
We consider the time-domain detailed model of the IEEE 39-
bus system in a scenario with an increased proportion of 
production from renewable generation. Simulations are based 
on detailed dynamic models of conventional and renewable 
generation units, demand and an under-frequency load 
shedding (UFLS) mechanism. The performance of the 
dispatched-by-design approach is compared against the base 
case (i.e. where dispatched-by-design distribution grids are not 
implemented). 

The rest of this paper is organized as: Section II describes 
in detail all the adopted dynamic simulation models, Section III 
describes the real-time simulation results of two cases (with and 
without dispatched-by-design). Section IV concludes the paper 
by summarizing the obtained results. 

II. SIMULATION MODELS 
The study illustrated in this work relies on a detailed 

dynamic model of the IEEE 39-bus power system. It includes 
dynamic models of conventional generation, renewable 
generation, and profiles of wind generation and demand from 
measurements. This section provides all the details of the 
models. 

A. Electrical power grid 
The considered high voltage electrical grid is the 345 kV 

IEEE 39-bus benchmark power grid described in [6]. As 
known, it consists in 39 buses, 19 load buses, and 10 
generations buses. Its topology is shown in Fig. 1. We modify 
the original system to account for a larger penetration of 
renewable power by adding wind generation for a total installed 
capacity of 1.35 GW. The conventional generation mix consists 
of hydro-power and conventional thermal power plants. The 



nominal capacity of generation plants and the location of 
renewable generation is summarized in Table I. 

Figure 1.  Diagram of the IEEE 39-bus power grid considered in this work. 

TABLE I.  LIST OF GENERATOR UNITS 

Generation plant Type/ Location MVA 
G1 Thermal Plant 3000 
G2–G4, G6–G10 Hydro Plant 1000 
G5 Hydro Plant 520 
Wind Farm 1 bus 2 300 
Wind Farm 2 bus 21 150 
Wind Farm 3 bus 8 400 
Wind Farm 4 bus 11 500 

B. Conventional generation 
Each model of conventional generator consists of a dynamic 

model of the prime mover (i.e., hydro or thermal, according to 
the unit type), electric generator (i.e., synchronous machine), 
the speed governor, DC1A exciter [7] and the associated 
automatic voltage regulation (AVR). The synchronous 
machine's model is a sixth-order state-space model from the 
SimPowerSystem toolbox [8]. 

The models of the AVR and the prime mover with the 
associated speed governor are described in the following. 

1) Excitation system and AVR: We use the IEEE DC1A 
type excitation system recommended in [7]. Fig. 2 shows the 
diagram of the excitation system. The 𝑉"#$, 𝑉% and 𝑉$& signals 
are respectively the reference voltage, measured positive 
sequence voltage and initial field voltage of the generator. Here 
𝐾# = 1 . The compared signal is sent to the AVR, that is 
represented by a first-order transfer function with a saturation 
block, as shown in Fig. 2. The parameters are 𝑘" = 200, 𝑇" =
0.001 , 𝑉"/01 = 0 , and 𝑉"/23 = 12.3	 (p.u.) for steam 
generators, and 𝑘" = 200, 𝑇" = 0.02, 𝑉"/01 = 0, and 𝑉"/23 =
7.32 (p.u.) for hydro generators. 

Figure 2.  The IEEE DC1A excitation systme 

2) Steam turbine governor model: The model of the steam 
turbine is based on a complete tandem-compound steam prime 
mover, equipped with a speed governing system, four-stage 
steam turbine, and four-mass shaft. The speed governing 
system of the steam turbine is similar to what proposed in [9]. 
It consists in a speed governor, speed delay, hydraulic 
servomotor and governor-controlled valves. The speed-
governing system is shown in Fig. 3: the speed reference (SR) 
signal is set to a constant value as in this work we do not 
implement automatic generation control; the speed governor is 
represented by a gain 𝐾7  which is the reciprocal of primary 
frequency droop coefficient; the speed delay is represented by 
an integrator with time constant 𝑇89 = 0.001; the hydraulic 
servomotor is modelled with an integrator with time constant 
𝑇8: = 0.15  and 𝐶=>?#1 = 0.1  and 𝐶=@A>B# = −0.1  as 
servomotor's speed maximum and minimum limits; the speed 
of the servomotor is integrated to obtain the position, the 
maximum and minimum limits of which are 𝐶=/23 = 4.496 
and 𝐶=/01 = 0. The droop coefficient of all the conventional 
generators is 5%, i.e. 𝐾7 = 20 for all the steam turbines. 

3) Hydro turbine governor model: The model of the hydro 
power plant consists of a non-linear hydraulic turbine model 
and the associated speed-governing system, which is a 
servomotor controlled by a PID regulator. The hydraulic 
turbine model is a non-linear model from the Simulink 
SimPowerSystem library. The modeling of the hydro turbine's 
speed-governing system is based on [10]. Fig. 4 shows the 
speed governor that generates the gate opening signal for the 
hydraulic turbine. The servomotor is modelled by the first-order 
system shown in Fig. 4 where 𝐾2 = 3.33 and 𝑇2 = 0.07 are 
the gain and time constant. This model uses the electrical power 
deviation as droop reference, passing the control signal to a PID 
controller. The static gain of the governor is equal to the inverse 
of the permanent droop 𝑅?  in the feedback loop. The droop 
coefficient for all hydro power generation units is 5%. 

C. Load Profile 
The three-phase load profiles are voltage and frequency 

independent where the active and reactive components are 
inferred by time series data, obtained from a monitoring system 
based on phasor measurement units (PMUs) installed on the 21-
kV grid of the city of Lausanne, Switzerland. The resolution of 
the time series is 1 second. 

D. Wind Generation 
1) Wind farm modeling: Each wind farm is modeled as 

proposed in [11]. It is approximated by multiplying the power 
output of a detailed model of a single wind turbine to match the 
total nominal capacity of the farm. The diagram of the overall 
system in shown in Fig. 5.  

Figure 3.  Diagrm of the speed-governing system of th steam turbine 

 
 

  



Figure 4.  Model of the speed governor of hydro turbine. 

Figure 5.  Diagram of the wind farm’s model 

The model of each wind generator consists of a doubly-fed 
induction generator (DFIG) and averaged back-to-back 
converter model from [12]. The detailed aerodynamic model of 
the wind turbine is neglected as its effect is accounted already 
in the wind profiles, described in the next paragraph. The back-
to-back IGBT voltage-sourced converters (VSCs) are modelled 
by equivalent voltage sources, which generate the AC voltage 
averaged over one cycle of the switching frequency. In this 
averaged converter model, the dynamics resulting from the 
interaction between the control system and the power system is 
preserved.  

The control system of the back-to-back converter is placed 
in the DFIG's rotor circuit with the supply-side PWM converter 
connected to the stator. It uses the terminal voltage $V$, rotor 
current 𝐼" , stator current 𝐼B , inverter current 𝐼01= , DC voltage 
𝑉I@ , rotor speed 𝜔">K>"  and rotor angle to generate inverter 
voltage 𝑉01= and rotor voltage 𝑉". The inverter voltage 𝑉01= is to 
keep the the DC-link voltage level constant, and the rotor 
voltage 𝑉"  is to enable independent control of the induction 
machine active and reactive powers. 

2) Wind power profile: As for load profiles, we rely on time 
series to model wind generation. Nevertheless, whereas load 
profiles are from measurements at 1 second resolution, 
measurements of wind speed or generation at such a high 
resolution are not publicly available. Therefore, we use 
measurements at 1~minute resolution from ERCOT (Electric 
Reliability Council of Texas) [13], which are then re-sampled 
at 1 second by applying the method described in [14], 
summarized in the following for the sake of clarity. 

Let 𝑥K, 𝑡 = 1, … , 𝑇 denote a time sequence of $T$ aggregated 
wind power generation values at 1 minute resolution, in per 

unit. We define a new higher resolution sequence 𝜔KBP  for	𝑡 =
1, … , 𝑇, 𝑠 = 1, … , 60, at each bus b of the system where wind 
farms are connected. In other words 𝜔KBP , is an over sampled 
version of 𝑥K to be obtained using the following process. The  

 

Figure 6.  Wind generation profiles adopted in the simulation 

differentiated time series of 𝜔KBP , is denoted by ∆𝜔KBP  and 
computed as: 

 ∆𝜔KBP = 𝜔K,BSTP − 𝜔KBP , for	𝑡 = 1, … , 𝑇, 𝑠 = 1, … , 60.  (1) 

During each 1 minute time interval $t$, the components of 
the differentiated time series, ∆𝜔KBP , 𝑠 = 1, … , 60, are sampled 
from a Gaussian distribution 𝒩(𝜔K, 𝜎[), where 𝜔K = (𝑥KST −
𝑥K)/60  is the average slope of the original wind generation 
profile, and 𝜎[  is estimated based on the statistical 
characteristics of the aggregated wind generation profiles 
presented in [14]. Finally, the synthetic profile of wind power 
generation at 1 second resolution in per unit is: 

 𝜔KBP = 	 𝑥K + ∆𝜔KB_
PB

B_`T . (2) 

The power generation profile for an aggregated wind farm 
connected at bus b is: 

 𝑊KB
P = 	𝑊P ∙ 𝜔KBP 	. (3) 

where 𝑊P  is the forecast power of the wind farm. Fig. 6 
shows the synthetic profiles for 4 wind farms of the modified 
IEEE 39-bus system. 

E. Transmission Lines 
We adopt the ARTEMiS's distributed parameters line 

model from Opal-RT [15], which is based on the Bergeron's 
travelling wave methods used by the electromagnetic transient 
program (EMTP) [16]. The reason why we use transmission 
line propagation model is to enable repartition of the simulation 
computational loads on different cores of the RT simulator (see 
[15] for further details). 

F. Primary Frequency Control 
All generators, except for the wind turbines, are equipped 

with droop controllers to implement primary frequency 
regulation. Since the objective of this paper is to show how the 
dispatched-by-design strategy impacts on load shedding due to 
shortages of primary frequency reserve, the generators only 
implement primary frequency control. As said before, the 
regulation (droop) coefficients for all the generators are 5%. 

G. Load Shedding 
 Under Frequency Load Shedding (UFLS) relays are 

implemented to curtail loads when the system frequency falls 
below a certain level. In this paper, UFLS is implemented 
according to the ENTSOE's (European Network of 
Transmission System Operators for Electricity) 
recommendation [17]. Loads are shed proportionally to the 
frequency drop. The load shedding steps are as following:  

 

 

 



Figure 7.  Configuration of dispatched-by-design bus. 

1) from 𝑓& − 1.0 Hz to 𝑓& − 1.2 Hz to shed 5% of load, 2) from   
𝑓& − 1.2 Hz to 𝑓& − 1.4 Hz shed 15\% of load, 3) from 𝑓& − 1.4 
Hz to 𝑓& − 1.6 Hz shed 25% of load, 4) from  𝑓& − 1.6 to 𝑓& −
1.8 Hz shed 35% of load, 5) from 𝑓& − 1.8 Hz to 𝑓& − 2.0 Hz 
shed 45% of load, 6)  below  𝑓& − 2.0 Hz shed 50% of load. 

The UFLS is implemented in all the 19 aggregated loads. It 
uses PMUs to measure local frequency for the UFLS scheme 
described above. All the UFLS relays implement a 0.15~second 
delay to avoid unnecessary UFLS actions. The frequency 
threshold values for restoring the loads are: 𝑓& − 0.25 Hz for 
full load restoration, 𝑓& − 0.5 Hz for restoring 95% of the loads, 
and 𝑓& − 0.75 Hz for 85% restoring. 

H. Dispatch-by-design buses 
The dispatched-by-design paradigm achieves to dispatch 

the operation of stochastic distribution systems by leveraging 
local flexibility, as for example described in [3]. It is a two-
stage process. The first is performed the day before the 
operation and aims at defining a dispatch plan for the next 
calendar day while accounting for forecasts of the prosumption, 
their uncertainty, battery operational constraints and battery 
discharging/charging demand. The second implements real-
time control to achieve a fine tracking of the dispatch plan by 
controlling flexible resources.  

In the simulations proposed in the next Section, power 
system operations with and without dispatched-by-design are 
compared. The configuration of a dispatched-by-design bus is 
shown in Fig. 7. It consists of stochastic demand, stochastic 
wind generation (if available at that bus), and local flexibility, 
typically batteries or flexible demand, like in [5]. The 
aggregated bus injection of a dispatched-by-design bus is the 
algebraic sum of the three aforementioned components. In case 
of conventional buses (i.e., non dispatchable), the flexible 
element is not available and the associated aggregated bus 
injection is the algebraic sum of stochastic demand and wind 
generation (if available), only. The operation of the two kinds 
of buses are explained in the following. 

The operation point of the system (i.e., generators set-point 
and the amount of allocated reserve for primary frequency 
control) are assumed to be optimized considering the baseline 
trajectories, like if they are point predictions used in a unit 
commitment problem. For each case, the stochastic component 
is sampled from two cases described below. 

1) Case A—without dispatched-by-design: The wind 
power 𝜔KBP  is obtained as presented in section II-D2. The 
demand power 𝐿KBP   at a given bus b is: 

 𝐿KBP = 𝐿P ∙ 𝑙KBP , (4) 

Figure 8.  Dispatch error of the dispatchable feeder. 

where 𝐿P  is the forecasted load at bus b, and 𝑙KBP  is the load 
profile at 1 second resolution, in per unit, obtained as presented 
in section II-C. 

2) Case B—with dispatch-by-design: We assume that the 
controller We assume that the controllers of BESSs do not  

provide any frequency and voltage support, therefore, in this 
case, we neglect their dynamic response. 

We define 𝐵KBP∗ as the power injection of the battery at bus b 
that compensates for the difference between the net power 
realization (𝑊KB

P − 𝐿KBP )  and the net scheduled power (𝑊P −
𝐿P): 

 𝐵KBP∗ = 𝑊P − 𝐿P − (𝑊KB
P − 𝐿KBP ) . (5) 

However, in practical cases, the performance of dispatched-
by-design distribution systems might not be ideal, due to, e.g., 
outages of battery systems or wrong forecasts. In order to model 
potential failures of the dispatched-by-design strategy, we 
model the imperfect battery injection by adding a stochastic 
component to it: 

 𝐵KBP = 𝐵KBP∗(1 + 𝜖KB). (6) 

where 𝜖KB is sampled from the cumulative probability 
distribution (CDF) shown in Fig. 8. The CDF is estimated from 
actual statistics on the operation of the experimental 
configuration described in [3] considering 16 days of data, from 
February 6 to February 12, 2017 and from May 1 to May 9, 
2016. 

III. RESULTS 
A. Simulation Setup 

The power network and simulation models are implemented 
in MATLAB Simulink and executed on an OPAL-RT real-time 
digital simulator. The advantage is two-fold: (i) It provides a 
precise quantification of the computational requirements of the 
simulation, a key element considering the high computational 
burden due to extended size of the simulated system. (ii) It 
allows real-time control operation, which enables the test 
prototyping of multiple time-scales control strategies (e.g. 
hourly based commitment with minutes-based real-time 
optimization). 

B. Case Studies and Scenarios 
To evaluate the impact of the dispatched-by-design 

architecture we compare two cases: 

• Case A: power system without dispatched-by-design. 

• Case B: power system with dispatched-by-design. 

  



Figure 9.  Generators active power scenario S1A 

Figure 10.  Load shedding for the scenario S1A 

Figure 11.  Frequency at bus 39 for the scenario S1A and S2A 

Figure 12.  Generator active power scenario S2A 

Figure 13.  Load shedding for the scenario S2A 

Figure 14.  Load at 39 bus scenario S1A and S2A 

To have enough power outage to activate UFLS, the 
selected contingency cases require to trip two generators. We 
select G4, G5/ G4, G6 as combined outages of generators 
because, in realistic situation (e.g. generator protection mis-
operation), it is possible that the closely connected generators 
would be tripped simultaneously. Therefore, for each case, we 
consider the following two contingencies: 

• Scenario 1: simultaneous outages of G4 and G5.  

• Scenario 2: simultaneous outages of G4 and G6.  

C. Results and Discussion 
Figures 9-14 show the simulation results of Case A. At time 

300~seconds, the contingency happens. Fig. 9 and Fig. 12 show 
the corresponding active power outputs of the remaining 
connected generators under contingency 1 and contingency 2. 
All of the active power outputs increase in order to compensate 

for the power imbalance. Fig. 10 and Fig. 13 show the actual 
and expected demand of all the loads. As visible, 5% of the 
demand is shed in order to reduce the under-frequency in 
Scenario 1, while in Scenario 2 after a short time of 15% load 
shedding, it recovered to 5% load shedding. Figures 11 and 14 
show the frequency and load active power at bus 39 for both 
S1A and S2A. As illustrated in Figure 14, the drop of load is 
due to UFLS being activated in both scenarios after the 
contingencies (at 300 seconds). In S1A, the load-shedding is 
triggered 2.2 seconds after the contingency and lasts for 26.1 
seconds. In S2A, the load-shedding is triggered at 1.6 seconds 
after the contingency and lasts for 132.4 seconds. The results 
for the same two contingencies, but for the dispatched-by-
design case, are shown in figures 15-20. Statistics about the 
load shedding events are summarized in Table II. We use 3 
metrics to evaluate the impact of load shedding: maximum load 
shedding, disruption duration and total EENS. From Table II, 

    

     

   



Figure 15.  Generators active power scenario S1B 

Figure 16.  Load shedding for the scenario S1B 

Figure 17.  Frequency at bus 39 for the scenario S1B and S2B 

Figure 18.  Generator active power scenario S2B 

Figure 19.  Load shedding for the scenario S2B 

Figure 20.  Load at 39 bus scenario S1B and S2B 

we can see that: i) load shedding rate 𝑅AB , load shedding 
duration 𝑇AB , and EENS ∆𝐸  of Scenario 2 are larger than 
Scenario 1 due to the larger amount of tripped generation; ii) by 
comparing load shedding duration in Scenario 1, 𝑇AB8Tk  is 0.8 
second shorter than 𝑇AB8Tl ; iii) by comparing load shedding 
duration in Scenario 2, 𝑇AB8[k = 27.9 seconds is 78.9% shorter 
than that 𝑇AB8[l = 132.4seconds; iv) by comparing EENS in 
Scenario 1,	∆𝐸8Tl = 2.403 MWh is around 3 times larger than 
∆𝐸8Tk = 0.814 MWh; v) by comparing EENS in Scenario 2, 
∆𝐸8[l = 12.829  MWh is more than 3 times larger than 
∆𝐸8[k = 3.066 MWh. 

IV. CONSLUSION 
This work assessed how uncertainty levels in forecasts of 

demand and renewable generation affect the reliability of power 
systems during real-time operations. The study is conducted by 
considering the IEEE 39-bus system, implementing detailed 

dynamic models of conventional generation (i.e., thermal and 
hydro), wind generation, power electronics, and load shedding 
mechanisms. Models are specifically formulated to be 
implemented in a dedicated real-time digital simulator to handle 
the high computational burden of simulations. With respect to 
the original IEEE test system, an increased proportion of wind 
generation is implemented to achieve 20% of wind production 
during operations. Two case studies are considered and 
compared: nowadays situation, where aggregated nodal 
injections of distribution grids and renewable generation are 
stochastic, against the case where traditional stochastic power 
flows are dispatched. This is done by emerging the "dispatched-
by-design" paradigm from the literature, which achieves to 
dispatch stochastic resources according to pre-established 
dispatch plans by leveraging downstream flexibility. 
Simulation results show that the dispatched-by-design 
paradigm: (i) decreases the UFLS activating duration, 

    

     

   



especially for worst contingency in terms of power loss; (ii) 
reduces the EENS up to a factor 3 during contingencies, 
improving the system reliability during sudden losses of 
generation. 

TABLE II.  SIMULATIONS STATISTIC RESULTS 

  Max Load 
Shedding 

Rls 

Load 
Shedding 

Duration Tls 

EENS 
∆E 

Case A S1 
S2 

5% 
15% 

26.1 s 
132.4 s 

2.403 MWh 
12.829 MWh 

Case B S1 
S2 

5% 
15% 

25.3 s 
27.9 s 

0.814 MWh 
3.066 MWh 

REFERENCES 
[1] A. Attya, J. Dominguez-Garcia, and O. Anaya-Lara, “A review on 

frequency support provision by wind power plants: Current and future 
challenges,” Renewable and Sustainable Energy Reviews, vol. 81, pp. 
2071 – 2087, 2018. [Online]. Available:  http://www.sciencedirect.com/ 
science/article/pii/S1364032117309553 

[2] J. Tan and Y. Zhang, “Coordinated control strategy of a battery energy 
storage system to support a wind power plant providing multi-time scale 
frequency ancillary services,” IEEE Transactions on Sustainable Energy, 
vol. 8, no. 3, pp. 1140–1153, July 2017. 

[3] F. Sossan, E. Namor, R. Cherkaoui, and M. Paolone, “Achieving the 
dispatchability of distribution feeders through prosumers data driven 
forecasting and model predictive control of electrochemical storage,” 
IEEE Transactions on Sustainable Energy, vol. 7, no. 4, pp. 1762–1777, 
2016. 

[4] E. Stai, L. Reyes, F. Sossan, J.-Y. Le Boudec, and M. Paolone, 
“Dispatching stochastic heterogeneous resources accounting for grid 
losses and imperfect batteries,” IEEE Transactions on Smart Grid, vol. 
Accepted for publication, available online, 2017. 

[5] L. Fabietti, T. T. Gorecki, E. Namor, F. Sossan, M. Paolone, and C. N. 
Jones, “Enhancing the dispatchability of distribution networks through 
electric energy storage systems and flexible demand: Control 
architecture and experimental validation,” Submitted to Energy and 
Buildings, Elsevier, 2017. 

[6] G. Bills, On-line stability analysis study, RP 90-1, Oct 1970. 
[7] “Ieee recommended practice for excitation system models for power 

system stability studies,” IEEE Std 421.5-1992, pp. 1–21, 1992. 
[8] T. Marthworks, “Simpowersystems 4 â˘A¸S reference manual, the 

mathworks, inc., natick, massachusetts, 2007.” 
[9] “Dynamic models for steam and hydro turbines in power system studies,” 

IEEE Transactions on Power Apparatus and Systems, no. 6, pp. 1904–
1915, 1973. 

[10] I. working group, “Hydraulic turbine and turbine control models for 
system dynamic studies,” IEEE Transactions on Power Systems, vol. 7, 
no. 1, pp. 167–179, Feb 1992. 

[11] C. Dufour and J. Belanger, “A real-time simulator for doubly fed 
induction generator based wind turbine applications,” in 2004 IEEE 35th 
Annual Power Electronics Specialists Conference (IEEE Cat. 
No.04CH37551), vol. 5, June 2004, pp. 3597–3603 Vol.5. 

[12] R. Pena, J. C. Clare, and G. M. Asher, “Doubly fed induction generator 
using back-to-back pwm converters and its application to variable-speed 
wind-energy generation,” IEE Proceedings - Electric Power 
Applications, vol. 143, no. 3, pp. 231–241, May 1996. 

[13] G. Energy, “Analysis of wind generation impact on ercot ancillary 
services requirements.” 

[14] K. Coughlin, “Analysis of wind power and load data at multiple time 
scales,” Lawrence Berkeley National Laboratory, 2011. 

[15] R. Version, “8.1 user guide,” Opal-RT Technologies INC, 2007. 
[16] H. W. Dommel, “Digital computer solution of electromagnetic transients 

in single-and multiphase networks,” IEEE Transactions on Power 
Apparatus and Systems, vol. PAS-88, no. 4, pp. 388–399, April 1969. 

[17] ENTSO-E, “Technical background and recommendations for defence 
plans in the continental europe synchronous area,” Tech. Rep., 2010. 

 
 
 
 


