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Abstract
Detection of curvilinear structures has long been of interest due to its wide range of applica-

tions. Large amounts of imaging data could be readily used in many fields, but it is practically

not possible to analyze them manually. Hence, the need for automated delineation approaches.

In the recent years Computer Vision witnessed a paradigm shift from mathematical modelling

to data-driven methods based on Machine Learning. This led to improvements in performance

and robustness of the detection algorithms. Nonetheless, most Machine Learning methods

are general-purpose and they do not exploit the specificity of the delineation problem. In this

thesis, we present learning methods suited for this task and we apply them to various kinds of

microscopic and natural images, proving the general applicability of the presented solutions.

First, we introduce a topology loss - a new training loss term, which captures higher-level

features of curvilinear networks such as smoothness, connectivity and continuity. This is in

contrast to most Deep Learning segmentation methods that do not take into account the

geometry of the resulting prediction. In order to compute the new loss term, we extract

topology features of prediction and ground-truth using a pre-trained network, whose filters

are activated by structures at different scales and orientations. We show that this approach

yields better results in terms of conventional segmentation metrics and overall topology of the

resulting delineation.

Although segmentation of curvilinear structures provides useful information, it is not always

sufficient. In many cases, such as neuroscience and cartography, it is crucial to estimate the

network connectivity. In order to find the graph representation of the structure depicted in the

image, we propose an approach for joint segmentation and connection classification. Apart

from pixel probabilities, this approach also returns the likelihood of a proposed path being

a part of the reconstructed network. We show that segmentation and path classification are

closely related tasks and can benefit from the synergy.

The aforementioned methods rely on Machine Learning, which requires significant amounts

of annotated ground-truth data to train models. The labelling process often requires expertise,

it is costly and tiresome. To alleviate this problem, we introduce an Active Learning method

that significantly decreases the time spent on annotating images. It queries the annotator only

about the most informative examples, in this case the hypothetical paths belonging to the

structure of interest. Contrary to conventional Active Learning methods, our approach exploits
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local consistency of linear paths to pick the ones that stand out from their neighborhood.

Our final contribution is a method suited for both Active Learning and proofreading the result,

which often requires more time than the automated delineation itself. It investigates edges of

the delineation graph and determines the ones that are especially significant for the global

reconstruction by perturbing their weights. Our Active Learning and proofreading strategies

are combined with a new efficient formulation of an optimal subgraph computation and

reduce the annotation effort by up to 80%.

Keywords: COMPUTER VISION, Machine Learning, curvilinear structures, segmentation,

Active Learning.
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Zusammenfassung
Die automatisierte Erkennung von kurvilinearen Strukturen ist aufgrund ihres breiten Anwen-

dungsspektrums seit langem von Interesse. Große Datenmengen werden in vielen Bereichen

verwendet, eine manuelle Analyse ist jedoch noch nicht praxistauglich. Daher besteht ein

großer Bedarf an automatisierter Delineation. Computer Vision erlebte einen Paradigmen-

wechsel von der mathematischen Modellierung hin zum datengetriebenen Ansätzen und

Maschinellem Lernen. Dies führte zu Verbesserungen der Leistung und Robustheit der Er-

kennungsalgorithmen. Nichtsdestotrotz sind die meisten Methoden zu generell und können

daher die Besonderheit der Delineation nicht ausnutzen. In dieser Arbeit präsentiere ich spe-

ziell für diese Aufgabe ausgerichtete Lernmethoden und zeige ihre allgemeine Anwendbarkeit

an Hand von verschiedenen Arten von mikroskopischen und natürlichen Bildern.

Zunächst wird einen Topology Loss eingeführt - eine neue Metrik für überwachtes Lernen,

welcher übergeordnete Merkmale krummliniger Neuronalen Netzwerk wie Glätte, Konnekti-

vität und Kontinuität erfasst. Dies steht im Gegensatz zu den meisten existierendenn Deep

Learning-Segmentierungsmethoden, bei denen die Form der Ausgabe nicht berücksichtigt

wird. Um die neue Metrik zu berechnen, extrahieren wir Topologiemerkmale der Ausgabe

und des Referenzbildes mit einem Netzwerks. Diese Netzwerk Filter erkennen Strukturen

mit unterschiedlichen Maßstäben und Orientierungen. Dieser Ansatz liefert bessere Ergeb-

nisse in Bezug auf herkömmliche Segmentierungsmetriken und die Gesamttopologie der

Segmentierung.

Eine Segmentierung liefert zwar nützliche Informationen über die Struktur, ist jedoch nicht

immer ausreichend. In vielen Fällen is es von entscheidender Bedeutung, die Netzwerkverbin-

dungen abzuschätzen. Um die Netzwerktopographie der im Bild dargestellten zu erhalten,

schlagen wir einen Ansatz für die gemeinsame Segmentierung und Verbindungsklassifizierung

vor. Abgesehen von Pixelwahrscheinlichkeiten gibt dieser Ansatz auch die Wahrscheinlichkeit

zurück, mit welcher ein bestimmter vorgeschlagener Pfad ein Teil des Berechneten Netz-

werks ist. Wir zeigen, dass diese beiden Aufgaben eng miteinander verbunden sind und der

Algorithmus von deren Synergien profitiert.

Die beschriebenen Methoden basieren auf maschinellem Lernen, was bedeutende Mengen

an annotierten Trainingsdaten erfordert. Der Annotationsprozess erfordert häufig Fachwissen,

ist kostspielig und zeitraubend. Um dieses Problem zu lösen, führen wir eine Active-Learning-
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Methode ein, die den Zeitaufwand für das Annotieren von Bildern erheblich verringert, indem

der Annotator nur nach den informationshaltigsten Beispielen, in diesem Fall den hypothe-

tischen Pfaden, die zur interessierenden Struktur gehören, abgefragt wird. Im Gegensatz zu

herkömmlichen Methoden des Aktiven Lernens nutzt unser Ansatz die lokale Konsistenz

linearer Pfade, um diejenigen auszuwählen, welche sich aus ihrer Nachbarschaft hervorheben.

Unser letzter Beitrag ist eine Methode, die sowohl für Aktives Lernen als auch für das Korrek-

turlesen des Ergebnisses geeignet ist. Teile der Delineation werden untersucht und diejenigen

ermittelt, die für die globale Rekonstruktion von besonderer Bedeutung sind. In Kombination

mit einer neuen Formulierung optimaler Subgraphberechnung reduzieren die vorgeschlage-

nen Strategien den Annotierungsaufwand um 80%.

Schlüsselwörter: Computer Vision, Machine Learning, kurvilinearen Strukturen, Segmentie-

rung, Active Learning
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List of Figures

1.1 Curvilinear structures are widely present in nature and man-made systems.

Above we present several examples of such structures along with scale on which

they appear: (a) dislocations in crystals in Transmission Electron Microscopy

images [82] (b) neurons in mouse brain in brighfield microscopy 3D scans (c)

retinal blood vessels in fundus images [103] (d) cracks in materials [127] as well

as (e) roads [8] and (f) rivers in satellite images (courtesy of Google Maps) . . . 3

1.2 Challenges. There are multiple challenges associated with delineation. (a) Oc-

clusions: trees occluding roads in satellite images may cause discontinuities in

predictions. (b) Imaging artifacts: noise in the background and uneven staining

of the neuron sample lead to gaps in the image intensity (c) Variety of appear-

ances: rivers and roads are both curvilinear structures but we may be interested

in only one class of objects. (d) Variety of appearances: in biomedical imaging

the appearance may vary significantly depending on the subject (healthy: left vs.

diabetic: right) as well as imaging equipment. (e) Data size: most of microscopic

images are intrinsically 3D and are often impossible to be viewed and processed

at once. This cube represents one of around 1/20 000th of the whole mouse brain. 6

3.1 Segmentation of curvilinear structures. (a) Detected roads in an aerial image.

(b) Detected cell membranes in an electron microscopy (EM) image. (c) Segmen-

tation obtained after detecting neuronal membranes using [88] (d) Segmentation

obtained after detecting membranes using our method. Our approach closes

small gaps, which prevents much bigger topology mistakes. . . . . . . . . . . . . 20

3.2 Network architecture. (a) We use the U-Net for delineation purposes. During training,

both its output and the ground-truth image serve as input to a pretrained VGG network.

The loss Ltop is computed from the VGG responses. The loss Lbce is computed pixel-

wise between the prediction and the ground-truth. (b) Our model iteratively applies

the same U-Net f to produce progressive refinements of the predicted delineation. The

final loss is a weighted sum of partial losses L k computed at the end of each step. . . 22

xiii



List of Figures

3.3 The effect of mistakes on topology loss. (a) Ground truth (b)-(e) we flip 240 pixels

in each prediction, so that Lbce is the same for all of them, but as we see Ltop penalizes

more the cases with more small mistakes, which considerably change the structure of

the prediction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.4 Activations in two example VGG layers. (a) Ground-truth (top) and corresponding

prediction with errors (bottom). (b) Responses of a VGG19 channel specialized in

elongated structures. (c) Responses of a VGG19 channel specialized in small connected

components. Ltop strongly encourages responses in the former and penalizes responses

in the latter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.5 Completness and correctness (a) Matching ground truth with prediction skele-
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3.8 Membranes: Qualitative results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.9 Iterative Refinement. Prediction after 1, 2 and 3 refinement iterations. The right-most

image is the ground-truth. The red boxes highlight parts of the image where refinement

is closing gaps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.1 Curvilinear structures. (a) Axons and dendrites in a 2-photon light-microscopy

stack. (b) Road network in aerial image. . . . . . . . . . . . . . . . . . . . . . . . . 38

4.2 Delineation pipeline. Given an image, we first compute pixel probability of

belonging to the structure of interest, resulting in a tubularity map. Next, we

build a graph by finding nodes, shown as blue dots, and connecting them by

shortest paths, shown in red. This graph is overcomplete in the sense that the

true paths are expected to correspond to a subset of its edges. To eliminate the

ones that do not correspond to true linear structures, we run a classifier and

remove the low-scoring ones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.3 Two-stream architecture. Both branches share the same U-Net encoder that

takes as input the image and a binary mask representing a candidate path. The

first branch uses the U-Net decoder and skip connections to produce a tubularity

map. The second branch relies on a simpler network to yield a classification

score for the path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.4 Candidate road and neuron paths. (Top row) Road images with candidates

overlaid in yellow. (Bottom row) 2-Photon images with candidates overlaid in

white. In both cases, we treat the paths that remain with linear structures as

positive, even if they do not exactly follow the centerline. By contrast, paths that

cross from one structure to another or take shortcuts as treated as negative. . . 42
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4.5 Creating graph nodes. We skeletonize the tubularity map and find the topologi-

cally significant points, that is, the intersections and end-points shown as green

disks. We use them as nodes of our over-complete graph. As they can be far from

each other, we introduce the regular grid depicted by the dashed lines and use

its intersections with the tubularity skeleton, shown as blue disks, as additional

nodes. To prevent nodes from being too close from each other, we introduce an

exclusion zone of radius ε, which is also the radius of the green disks, in which

no additional nodes can be added. This approach guarantees that the distance

between nodes that ought to be connected is always between ε and d . . . . . . 45

4.6 Task sharing. Learning both path classification and segmentation simultane-

ously significantly boosts path classification (a) and does not harm segmentation

(b), compared to training two networks seperately. . . . . . . . . . . . . . . . . . 47
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1 Introduction

Curvilinear structures are prevalent in nature, appearing on a wide range of scales: from

neurons and blood vessels in biomedical images to cracks in materials and roads in satellite

images, some of which are shown in Fig. 1.1. Their detection has been an important task in

Computer Vision since the dawn of the field, which should not be surprising given numerous

applications such as neuron reconstruction and road network extraction. However, after 40

years of sustained research efforts, the problem remains unsolved, mostly due to the large

variety of appearances and sizes of such structures. At the same time, advances in imaging

technologies allowed obtaining unprecedented amounts of high quality data, that can be

used in a large variety of applications. However, their manual analysis is tedious and time

consuming, leading to a lot of valuable data remaining unused. To give an example, the total

size of road network in the USA alone exceeds 6.5 million killometers and it is quickly evolving

in countries such as China or India. Furthermore, neuroscientists estimate that there are

around 100 billion neurons in an average human brain, but manual annotation of microscopic

image depicting one of them may take up to several days. There is therefore a great need

for efficient and robust automated delineation methods that can quickly provide reliable

reconstructions of curvilinear structures and which can be used for further analysis.

In recent years, Computer Vision has seen a paradigm shift from mathematical modelling to

learning-based methods. In contrast to traditional methods, Machine Learning and, even more

recently, Deep Learning, makes use of the vast amounts of available data by finding common,

informative patterns. It has been successfully applied to many vision problems including

image classification [53], object detection [59, 87] and semantic segmentation [52, 88, 14].

However, it appears that conventional general-purpose Machine Learning techniques are often

not enough when applied to delineation. This is because certain characteristics of curvilinear

structures, such as smoothness, orientation and continuity, are simply ignored when designing

a new algorithm. In this thesis, we show that adapting general-purpose learning methods
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by exploiting structural information can considerably improve delineation results and help

avoid some of the common pitfalls of the traditional methods. We also describe how it can

considerably reduce annotation effort involved in obtaining ground-truth data essential for

training models, which usually is costly to obtain and involves expert knowledge. In short, our

methods enable fast analysis of various kinds of images depicting curvilinear structures with

minimal user interaction.

The problem presented in this thesis can be described as follows: given a 2D image or 3D

image stack, detect curvilinear structures and find their underlying graph representation

with minimum user interaction (including annotating training data and proofreading the

resulting reconstruction). The work presented in this thesis tackles the essential steps of

delineation algorithm, such as performing an initial segmentation, inferring the connectivity

of the detected segments, as well as obtaining ground-truth data for training and proofreading

the result.

The remainder of this chapter is structured as follows: we first discuss applications, which can

benefit from automating the delineation process. Subsequently, we name the key challenges

that one faces working with curvilinear structures and finally we present our contributions

that tackle the aforementioned problems.

1.1 Motivation

The recent advances in imaging techniques let one obtain vast amounts of data that play a

crucial role in different applications. However, in order to analyze them and draw conclusions,

one must first detect the structures of interest, which can be difficult given the typically large

amounts of data, which has to be examined. For this reason, recent years have seen an increase

in interest in automated methods, which can provide reconstructions that normally would

take days or weeks to complete manually. Below, we present several domains, where such

tools prove to be especially useful.

1.1.1 Biomedical Sciences

There are multiple examples of line-like structures in living organisms, perhaps the most

prominent ones being neurons and blood vessels.

Neuronal structures can be captured with electron microscopy (EM) as well as light microscopy

images, an example of which is shown in Fig 1.1(b). Their size varies from 4 to 100 microns in

diameter and their length is in the range of several to tens centimeters. It is estimated that the

human brain is composed of more than 100 billion neurons, which can be classified to different
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1 nm 1 µ m 0.1 mm
(a) (b) (c)

1 mm 10 m 1 km
(d) (e) (f)

Figure 1.1 – Curvilinear structures are widely present in nature and man-made systems.
Above we present several examples of such structures along with scale on which they appear:
(a) dislocations in crystals in Transmission Electron Microscopy images [82] (b) neurons in
mouse brain in brighfield microscopy 3D scans (c) retinal blood vessels in fundus images [103]
(d) cracks in materials [127] as well as (e) roads [8] and (f) rivers in satellite images (courtesy
of Google Maps)

categories depending on their morphology. This information is usually recovered through

laborious manual reconstruction, which is recognized as one of the major bottlenecks in

neuroscience research. To give a rough estimate, annotating one cell can take up to a week and

can be usually done only by an expert. Neuron’s morphology is also crucial for describing its

electrical properties, which in turn are critical for simulating networks of interacting neurons.

The importance of this topic is emphasized by the recent initiatives, whose aim is to develop

automated methods for neuron reconstruction. These include, amongst others, the DIADEM

challenge [7] and the BigNeuron project [97]. Additionally, one part of the biggest European

research project, The Human Brain Project [63], is focused on this task. Collecting a large

number of reconstructions may reveal new types of neurons, allow for better visualizations

and more accurate simulations of the complex processes taking place in the brain. Eventually,

it will be crucial for developing new computing technologies and even more importantly for
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understanding and treating brain diseases.

Another application of delineation in the biomedical sciences is detection of blood vessels.

Examples include blood vessels in the brain or in the liver, that can be imaged using magnetic

resonance imaging (MRI) or computed tomography (CT) scans, as well as retinal blood vessels

in fundus images (1.1(c)). Similarly to neurons, vessels diameter can vary significantly from

only 8µm to about 25 mm. Reconstruction of vessel networks is a necessary step in simulations

of blood flow and in diagnostics of vascular diseases. Certain pathologies (e.g. calcifications,

stenoses and diabetes) alter the morphology of blood vessels and those changes can be seen

in angiograms (certain type of X-ray images) of coronary arteries [64] or fundus images

depicting retina [44, 37]. Automatic reconstruction could enable faster diagnosis and provide

quantitative measures of severeness. Moreover, precise determination and visualization of the

vascular anatomy or pathology may be helpful during surgery planning and navigation [54, 13].

1.1.2 Remote Sensing

One of the most common man-made curvilinear structures are roads (Fig. 1.1(e)). In order

to plan the driving route efficiently in their dense network, one needs accurate maps. This is

even more true when it comes to autonomous vehicles, whose introduction seems imminent.

The rate at which infrastructure changes in the fast-growing cities around the world means

that it is getting increasingly difficult to update maps frequently enough and to verify changes.

For example, it is estimated that annotating roads within 1 km2 region takes 8 hours [65]. At

the same time it is now possible to obtain new satellite images of very high resolution almost

on a daily basis; Sentinel-1 [2] — satellites developed by the European Space Agency — capture

images of the entire Earth every 6 days. In order to make a full use of this data it is necessary

to develop automated detection methods, which would allow for much more frequent map

updates.

Increasing number of humanitarian crises sparked interest in using computer-assisted meth-

ods for natural disaster mapping and emergency management [3]. Unfortunately, the regions

that are the most prone to such disasters are also often those that have not been mapped

well. Obtaining maps of such areas could considerably decrease the response time in case of

emergency. When a disaster occurs, it is also extremely important to identify which parts of

the infrastructure were affected the most in order to coordinate the rescue operations [89].

Organizations such as Humanity& Inclusion [1] organize so called mapathons, where vol-

unteers create maps for regions that were not well covered. However, this is not a scalable

and sustainable solution and leveraging automated methods for this task could bring great

benefits to the community.
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1.1.3 Materials Science

Cracks, such as the one shown in Fig. 1.1(d) are flaws in materials that result from mechanical

stress. They can emerge during manufacturing or exploitation. Analysis of evolving crack

patterns is the basis for fracture mechanics. Its aim is to identify which cracks are stable (and

hence “safe”) and which of them propagate and may pose danger of material failure. Examples

of possible applications include inspection of buildings, bridges or jet engine [83, 19]. In order

to quantify the crack evolution process, images of the monitored part are taken over time and

crack size and shape is evaluated and tracked.

Cracks are not the only linear structures appearing widely in materials. Dislocations are

defects in crystalline lattice, which, being thermodynamically unavoidable, determine a large

range of mechanical properties of materials including their strength [81, 82]. The modern

electron microscopes allow one to see many materials on atomic scale (Fig. 1.1(a)), which in

turn allows the individual dislocations to be studied.

While there exists software for cracks and dislocations simulation, so far there have been only

few attempts at computer-assisted reconstruction from real images, which could improve

the physical models. Automated approaches would speed up the analysis and enable more

precise quantification of the properties of interest.

1.2 Challenges

There are numerous challenges associated with the detection of linear structures, which we

present in this section and in the next section we discuss how our work addresses them.

1.2.1 Occlusions and Noise

One of the most challenging conditions for delineation are in the presence of occlusions and

noise. To give an example, big parts of roads in the satellite images are often occluded by trees

as seen in Fig. 1.2(a). Furthermore, structures depicted in biomedical images may suffer from

uneven staining of the samples and noise in the background originating from the acquisition

process (Fig. 1.2(b)). Human observers are very good at predicting e.g. the path of a road

despite these problems, due to very strong prior on road structure and shape. Thanks to this,

even if part of the street disappears under the trees and continues afterwards, one infers that

most probably the road is occluded, as it is usually continuous. The same applies to neuronal

structures — even if part is missing in the image due to imaging or sample preparation

artifacts, an experienced neuroscientist can deduce which branches are connected. In order

to mimic this process in automated systems, one needs to take into account a large context
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and introduce prior knowledge in the algorithms.

(a) (b) (c)

(d) (e)

Figure 1.2 – Challenges. There are multiple challenges associated with delineation. (a) Occlu-
sions: trees occluding roads in satellite images may cause discontinuities in predictions. (b)
Imaging artifacts: noise in the background and uneven staining of the neuron sample lead to
gaps in the image intensity (c) Variety of appearances: rivers and roads are both curvilinear
structures but we may be interested in only one class of objects. (d) Variety of appearances: in
biomedical imaging the appearance may vary significantly depending on the subject (healthy:
left vs. diabetic: right) as well as imaging equipment. (e) Data size: most of microscopic
images are intrinsically 3D and are often impossible to be viewed and processed at once. This
cube represents one of around 1/20 000th of the whole mouse brain.

1.2.2 Variability of Appearances

Another important issue is the large intraclass variability of appearances of such structures.

To give an example, roads in satellite images include both multi-lane highways and narrow

backcountry paths. To make things even more confusing, large interclass similarity increases

the risk of false detections. There are examples of linear structures such as parking lots, small

driveways or even rivers (Fig. 1.2(c)), which may resemble roads but should not be detected.

In the biomedical domain the variability may arise from the multitude of equipment models

used for image acquisition, changes to the structure appearance due to some diseases (the

difference in blood vessels in a healthy subject vs. a patient with retinopathy is shown in
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Fig. 1.2(d)) or, in the case of neurons - imaging different parts of the brain, which contain

different classes of neurons. In order to build Machine Learning systems that generalize well to

a wide range of appearances of such structures, but at the same time can distinguish between

false positives, one needs to supply a large amount of examples during training procedure.

This brings us to the next challenge.

1.2.3 Lack of Annotated Data

Machine Learning (and even more so Deep Learning) methods require considerable amounts

of annotated ground-truth data for training. While in some domains (e.g. natural image

classification) this is not hard to obtain (already there exist multiple datasets comprising of

millions of annotated examples), in the task of segmentation it is much more difficult and

tedious to generate precise labelling. It becomes even more apparent when dealing with struc-

tures in 3D. To give an example, a recent study [51] has shown that it takes around 1 hour to

annotate a small stack of axons. In order to decrease the workload associated with annotation,

several alternatives have been proposed. In the task of road detection, the readily available

maps have been registered with satellite images and used to train automated algorithms. The

disadvantage of this approach is that the maps may be noisy. In the biomedical domain the

problem is more complex because there does not exist a way to obtain the labels "for free".

Hence, so far, most of effort in this direction was focused on improving the visualization tools

and making the annotation process more convenient. One alternative that is explored in this

thesis is using Active Learning (AL), which aims at reducing annotation effort by selecting only

the most informative image regions for labelling.

1.2.4 Data Size

Recent advances in microscopy allow one to obtain large amounts of high-quality data. This

resulted in a significant increase in size of stored datasets. To give an example, the whole

mouse brain dataset, which Blue Brain Project shared with us, is 12 000×24 000×36 000 voxels

in size and it occupies 300 GB in compressed format. Similarly, satellite images acquired today

on a global scale have much higher resolution than they used to and they are captured much

more frequently. Consequently, since its launch in 2014 Sentinel satellites have acquired about

25 petabytes of images [126]. One of the challenges is visualizing this vast amount of data,

which usually cannot be viewed all at once. Similarly, the data are often processed in small

chunks, as floating-point representation would require tens of gigabytes of GPU memory.

Microscopic images are usually 3D stacks and although it is possible to analyze them slice by

slice, it is at expense of information loss. Any future reconstruction methods oriented towards

biomedical applications should be therefore capable of analyzing large 3D stacks.
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1.3 Contributions

The main aim of this thesis is to develop methods for robust and efficient delineation of

curvilinear structures. To this end we investigated two research directions: building a detection

pipeline and reducing the annotation effort involved in preparing the ground-truth data. The

main insight of our research was that by incorporating the notion of topology or geometry,

we were able to considerably improve the results at smaller annotation cost. The proposed

methods improve every step of the delineation process, from obtaining ground-truth data

efficiently, to topologically correct segmentation and graph representation, to decreasing the

time spent on proofreading the result. As a result, they enable reconstruction of wide variety

of curvilinear structures within minutes and they are a step forward in analysis of this vast

amounts of data.

1.3.1 Topology-aware Segmentation Loss

The first step of most delineation algorithms is segmentation of the structure of interest. The

recent approaches to this task have focused on crafting better features that are later used for

pixel classification or, in case of Deep Learning, finding better network architectures. However,

the conventional solutions still rely on the habitual pixel-wise loss used during training, which

is unable to capture the structural properties of curvilinear networks.

Contrary to that, we propose a novel loss term that computes the training loss not only at

the pixel level, but also by looking at higher-level features. To this end, we exploit a VGG

network [100] pre-trained on ImageNet [21] to compute features that capture topology of the

linear structures and compare prediction and ground-truth using this additional statistics. As

a result, the topology loss differentiates structural differences better than binary cross-entropy.

We test the proposed approach for segmentation of roads, cracks and neuronal membranes

and we demonstrate that it considerably improves the resulting delineations, not only in terms

of pixel accuracy, but also topology.

1.3.2 Multi-task Learning for Graph Extraction

In many applications the pixel-wise segmentation of the network of interest is not enough and

its underlying graph representation is essential to infer connectivity information. In order to

extract it from the probability map, most of the approaches first perform image segmentation

and then sample from it multiple possible paths, which are then classified using a separate

classifier. This is not an easy task taking into account the large amount of possible scenarios

of positive and negative paths.
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We therefore exploit the fact that the path classification shares similarities with segmentation

task and we jointly train the network that segments linear structures and classifies the pro-

posed connected paths. We validate this approach on a dataset od roads spanning 15 cities

around the world and on a 3D mouse axons dataset.

1.3.3 Active Learning for Delineation

Reconstruction of curvilinear structures has been shown to greatly benefit from supervised

Machine Learning. However, it usually requires laborious and time-consuming manual an-

notation of ground-truth data by an experienced annotator. We present two methods based

on Active Learning (AL) that have a potential to considerably accelerate this process. While

most of the AL methods are developed for general purposes and as such they do not take into

account specificity of delineation, both of our approaches exploit geometry-consistent queries,

which allows us to account for geometrical constraints. They operate on graph-representation

of the curvilinear network and identify parts of the graph that should be annotated first.

In our first approach we ensure local consistency of the classified graph edges and we only

select the samples that violate this constraint for annotation. Additionally, we introduce

feature-space density measures, which allows for exploiting the unlabeled data distribution to

further reduce the annotation effort.

Our second approach addresses both ground-truth annotation of training data and proof-

reading the resulting reconstruction by taking into account the influence of a potential mis-

classified edges on the resulting global delineation graph. In an Active Learning context, we

identify parts of linear structures that should be annotated first in order to train a classifier

effectively. In proofreading settings, we similarly find regions of the resulting reconstruction

that should be verified first to obtain a nearly-perfect result. To this end, we quantify how the

reconstruction graph changes when one of its edges changes its weight.

We apply our two approaches to detection and reconstruction of curvilinear networks in

aerial 2D and microscopic 3D images. We show that our methods of identifying samples

in ambiguous image regions allow one to reduce the training set size by up to 80% without

compromising the quality of reconstruction.

1.4 Outline

The reminder of this thesis is organized as follows: we begin by discussing related work on

detection of curvilinear structures, including both segmentation and graph-based methods.

We also present previous work on general Active Learning. In Chapter 3, we present a novel loss
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term that is particularly suitable for segmentation of curvilinear structures and which carries

a notion of topology in the delineation. In the following chapter we show how multi-task

learning can be exploited to simultaneously perform segmentation and obtain the connectivity

of a curvilinear network. In Chapters 5 and 6 we present two Active Learning methods that

exploit the characteristics of curvilinear networks to select the most informative samples for

annotation. We conclude this thesis with a summary of our findings and ideas for future work.
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2 Literature Overview

The literature related to detection of curvilinear networks is very diverse, as many methods are

application-specific and investigate only one type of structure — roads, neurons, blood vessels

etc. It includes both methods which aim at segmentation or centerline detection, as well as

those that produce a full graph representation, which is especially important in neuroscience

or cartography. We first discuss the relevant literature concerning pixel-wise classification

methods that were used in the context of curvilinear structures. Then, we give an overview

of approaches based on extracting their graphical representation. Finally, we discuss general

Active Learning methods that aim at reducing the annotation effort and the more specific

ones that were used in Computer Vision domain.

2.1 Segmentation of Curvilinear Structures

Delineation algorithms can rely either on hand-crafted or on learned features. Early ap-

proaches relied on the former and the most prominent group are Hessian-based meth-

ods [104]. They postulate "a priori" model, which assumes that curvilinear structures have

cross-sectional Gaussian intensity profile and a local principal direction. The principal di-

rection is then used to guide the delineation e.g. by using snakes [76]. Another family of

unsupervised approaches uses hand-designed filters that find specific patterns. Examples in-

clude Optimally Oriented Flux (OOF) [55] and Multi-Dimensional Oriented Flux (MDOF) [108],

its extension to irregular structures. Jacob et al. [41, 5] propose 2D and 3D steerable filters that

maximize Canny-like criteria to respond to a particular type of features. The great strength of

unsupervised methods is that they do not require training data but at the cost of struggling

with very irregular structures at different scales along with the great variability of appearances

and artifacts.

In such challenging situations, learning-based methods have an edge and several approaches
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have been proposed over the years. For example, the approach of [124] combines Haar

wavelets with boosted trees, while that of [39] performs SVM binary classification on spectral

features. Becker et al. [9] learn jointly features and a classifier for segmentation of biomedical

structures relying on a Gradient Boosting framework. In [102], the classifier is replaced by a

regressor that predicts the distance to the closest centerline, which enables estimating the

width of the structures. It is further improved in [101] by projecting part of the prediction to its

nearest neighbour in training set in order to eliminate mistakes such as discontinuities and

spurious detections. Gu and Cheng [36] propose an approach that can be combined with any

initial segmentation in order to boost thin filamentary structures, which otherwise can be

easily missed.

In more recent work, Decision Trees and SVMs have been replaced by Deep Networks. For

the purpose of road delineation, this was first done in [70], directly using image patches as

input to a fully connected neural net. While the patch provided some context around the

linear structures, it was still relatively small due to memory limitations. With the advent

of Convolutional Neural Networks (CNNs), it became possible to use larger receptive fields.

In [30], CNNs were used to extract features that could then be matched against words in a

learned dictionary. The final prediction was made based on the votes from nearest neighbors

in the feature space. A fully-connected network of [70] was replaced by a CNN in [69] for

road detection. In [67] a differentiable Intersection-over-Union loss replaced a conventional

binary-cross entropy to obtain a road segmentation, which is then used to extract the graph of

the road network. The Holistically-Nested Edge Detector [118] (HED) is a method for multi-

scale deep end-to-end learning, where the edges are hierarchically integrated at different

scales contrary to many previous methods that used hand-crafted features and did not refine

edges appearing on different scales efficiently. Its extension to 3D data [68] was successfully

introduced in the task of vasculature detection.

In the biomedical field, the VGG network [100], pre-trained on real images, has been fine-

tuned and augmented by specialized layers to extract blood vessels [62]. Similarly, the U-

Net [88], has been shown to give excellent results for biomedical image segmentation and is

currently among the methods that yield the best results for neuron boundaries detection in

the ISBI’12 challenge [6]. It is composed of an encoder, that is, a contracting path that captures

context, followed by an expanding decoder, which localizes objects. It comprises a series of

convolutional layers with either increasing or decreasing number of channels, interleaved

with pooling operations for the encoding layers and up-convolutions for the decoding layers.

Skip connections between corresponding layers in contracting and expanding paths provide

high-resolution features to the latter.

Different variants of the U-Net were proposed to extract roads segments or their centerlines.

In [121] a conventional U-Net architecture was augmented with residual connections, shown
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to facilitate backpropagation to deeper layers and applied to road extraction. In order to

extract centerlines from segmentation, a two-step cascaded U-Net was proposed in [15],

where the first stage outputs segmentation and the next one refines centerlines. Manual

labelling of satellite images is very time-consuming and the maps available online and created

by volunteers are often noisy. In [46] it was shown that training the U-Net on a large dataset

consisting of noisy annotations obtained from the online maps reaches the same performance

as when using smaller but more accurate ground-truth. Although U-Net provides structured

output, in all aforementioned cases the training loss is computed by inspecting per-pixel

discrepancies between the prediction and ground-truth. As such, it does not capture small

mistakes that may significantly impact the overall structure of the result. In Chapter 3, we

present a topology loss that accounts also for higher-level statistics of ground-truth.

As mentioned in the previous chapter, linear structures present certain geometric characteris-

tics that can be incorporated to train the detector. To give an example, one way of imposing

topological knowledge in the output of curvilinear structure detectors is by introducing higher-

order Conditional Random Fields (CRF). In [115], priors are computed on cliques of connected

superpixels likely to be part of road-like structures. Unfortunately, due to the huge number

of potential cliques, it requires sampling and using hand-designed features to obtain super-

pixels likelihood of belonging to the positive class. Similarly, in [29] CRF was combined with

the output of Neural Network in the task of retinal blood-vessel detection to account not

only for discriminative pixel probabilities, but also long-range pixel interactions. Orlando

and Blaschko [80] learn the parameters of CRF using structured output SVM to learn richer

potentials that improve the detection of thin blood vessels. Another way of accounting for

long-range relationships between parts of the curvilinear networks is to treat it as a graph,

which is described in the next subsection.

2.2 Graph-based Reconstruction of Curvilinear Structures

Graph-based reconstruction algorithms have recently shown superior performance compared

to methods based solely on segmentation. They recover not only the geometry of the problem,

but also the correct connectivity, which is crucial in applications such as neuroscience.

The robustness of the graph-based methods was further improved by applying supervised

Machine Learning techniques. Many of them consist of three steps:

1. A local (pixelwise) measure of tubularity is computed using hand-designed filters or

assigned by a classifier as described in the previous section.

2. Then candidate segments (paths) are sampled from the segmentation and they are

assigned a likelihood of being a curvilinear structure. The paths constitute edges of an
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over-complete graph.

3. Finally, the low-scoring path proposals are filtered out from the over-complete graph

using a set of heuristics or optimization, resulting in the final reconstruction.

For example, [72] first performs local pixel classification, detects elongated road candidates

using a shortest-path strategy and finally selects paths that minimize the energy in a CRF.

Similarly, Wegner et al. [116] formulate the problem as finding the set of shortest paths between

cliques of superpixels and solving MAP inference where the path cost is assigned by a classifier.

Breitenreicher et al. [11] use two separate classifiers to first assign pixel probabilities, then

they generate centerline candidates and finally verify them using a tree-based model trained

with hand-designed features such as the distribution of intensities and the tubularity along

candidate paths.

For certain structures, knowing global prior information about their topology allows us

to impose certain constraints to obtain a more realistic graph representation. To give an

example, neurons are always tree-like structures (they do not form loops) and as a result

many approaches to neuron reconstruction are based on finding Minimum Spanning Tree

(MST) [84, 119]. They usually first produce an over-complete representation of the network

connecting set of previously found vertices (high-probability pixels) and prune edges produc-

ing minimum-cost tree. The edge cost depends on its appearance and may be computed by

integrating the values of probability/tubularity along it [111] or assigned by a classifier [11].

As MST spans all possible vertices and in reality not all of them may be in the solution, a

pre-defined heuristic can be used to further prune some edges and vertices [111]. Turetken et

al. first replaced pruning heuristics with Integer Program formulation [110] and then extended

it to loopy structures [109]. As it is an NP-complete problem, it uses a branch-and-bound

algorithm for finding the optimal solution and is computationally expensive. In Chapter 6

we present a faster formulation of the same method, which considerably decreases the size

of an optimization problem and allows for interactive applications. Glowacki et al. [33, 34]

extended the approach of [109] to take into account also temporal information and ensure

that the resulting graphs are consistent over time. Their approach also allows for automatic

detection of changes in consecutive graphs.

Another approach to model higher-level statistics of curvilinear structures is to represent them

as a sequence of connected short linear segments, which can be accomplished using a Marked

Point Process [105, 106, 12, 45]. They aim at minimizing an energy function that uses various

components, such as homogeneity of the pixel values, graph connectivity, edge orientation

or line width. However, the inference involves Reversible Jump Markov Chain Monte Carlo,

which is computationally expensive and relies on a very complex objective function. Mattyus

et al. [65] model road segments as centerlines with corresponding width and improve online
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road maps by formulating the problem as a Markov Random Field. There, an energy func-

tion captures the appearance of roads, edge information, detected cars, smoothness of the

segments and continuous width.

Up until recently there were no Deep Learning approaches to graph-based reconstruction of

curvilinear structures, as training the neural network that can output a graph is a non-trivial

task. Mattyus et al. [67] proposed an approach that as a post-processing step enhances the

graph by reasoning about missing connections overlaid on the image and applying a set of

heuristics to remove false detections. However, it also requires training a separate model for

connection classification and setting many hyperparameters. Another two-step method [112]

is inspired by pose-estimation approaches and for every image patch it produces a heatmap of

border points that are connected to the center point. Zhou et al. [125] also infer the presence

or lack of connection between two vertices using a Siamese network. Both approaches, using

this connectivity map and the previously obtained semantic segmentation, they connects the

connected points using Dijkstra’s algorithm [23]. All the described methods train two separate

classifiers to first obtain a segmentation map and then predict connections between two

points. In constrast, in Chapter 4 we bridge the gap between those two tasks and we introduce

a multi-task learning approach to simultaneous segmentation and path classification.

The only attempt to directly output a complex graph from a Deep Net was presented in [8],

where a CNN was trained to output the direction in which tracing should proceed. A separate

network was trained to predict end-points. A vessel extraction method based on Reinforce-

ment Learning was proposed in [122]. There the artificial agent is trained to interact with

the surrounding environment and allows for tracing arbitrarily long vessels, but without

bifurcations.

2.3 Active Learning

Active Learning (AL) is predicated on the idea that the learning algorithm can actively choose

the next training instance from a large unlabelled pool of samples that would be the most

profitable to label next. Iterating this process can drastically reduce the need for further

human annotation since only the most informative ones are considered. This has been

demonstrated in applications ranging from Natural Language Processing to Bioinformatics in

which unlabeled data is readily available but annotation is expensive [93].

All such AL methods require a criterion for sample selection. The most popular one is sample

uncertainty, usually defined as the proximity to the classifier’s decision boundary. When the

classifier returns a probability, this can be evaluated in terms of entropy [95]. In practice,

Uncertainty Sampling can be incorporated into most supervised learning methods such as
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SVMs [107], Boosting [38] and Neural Networks [17].

Another family of AL algorithms called query-by-committee [18] uses different automated “ex-

perts” to assign potentially different labels to each sample. Those for which the disagreement

is greatest are prime candidates for manual annotation.

Most practical AL algorithms allow the human to annotate batches of samples before retrain-

ing the classifier. This spares them having to wait for a potentially lengthy computation to

finish between each one of their interventions. However, Uncertainty Sampling, as described

above, in batch mode can easily end up querying outliers and redundant instances, which

is inefficient. This is usually addressed by considering not the only the information gain

potentially delivered by labelling each individual sample, but also the representativity of each

batch, which is accomplished by density-based methods. In [95] Settles and Carven introduce

a information density-weighted framework, which favours samples that are not only uncertain

but also representative for the underlying distribution. The main problem associated with

this approach is finding the weighting of the two terms. Li and Guo [56] propose choosing

weights at each iteration that would minimise the future generalisation error. This approach is

however computationally expensive, as it requires recomputing the underlying model many

times and additionally may lead to overfitting.

Most of the methods discussed above originate from fields other than Computer Vision. They

rarely exploit the contextual or spatial relations that are prevalent in images except for a few

exceptions. In [99] contextual image properties are used to find the image regions that would

convey the most information about other uncertain areas with which they are contextually

related. In video segmentation [27], the obtained labels are propagated in a semi-supervised

manner on a graph consisting of spatial, temporal and prior edges. Then, the most uncertain

frame is selected for the next annotation. As we show in Chapter 5, propagating information

after preliminary classification and computing the uncertainty only after that step has got an

advantage over estimating informativness based on the result of only one classifier. Jain and

Grauman [42] propose a foreground-background propagation model, which favours labelling

uncertain images that are also influential (foreground segmentation masks can be easily

transformed to unlabelled images) and diverse. The AL approach to segmenting CT scans

of [40] incorporates context in terms of generative anatomy models. In [113] AL for semantic

segmentation is modeled as a pairwise CRF capturing the properties of individual superpixels

as well as spatial similarities between neighbouring instances. The next query is selected based

on its potential to induce label change in other variables. The notion of geometric uncertainty

for segmentation is introduced in [50] to indicate ambiguous superpixels, which are usually

localized on the object’s border. Like our algorithm of Chapter 5, it relies on exchanging

probability values between neighbouring superpixels, but it does not account for dataset

diversity and, unlike ours, it requires setting the number of probability propagation iterations
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beforehand to ensure good performance.

Some of work related to Active Learning [114, 94, 61] investigated the actual cost associated

with obtaining each label, contrary to methods described before, which assumed that this

cost is constant. There, the problem is formulated as minimizing the total cost of annotation,

which can be estimated using trained cost prediction model.
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3 Beyond the Pixel-wise Loss for

Topology-Aware Delineation

Segmentation of curvilinear structures is the first step of many delineation algorithms and

constitutes the basis for many subsequent post-processing steps. With the advent of Deep

Learning, many current approaches on automatic delineation have focused on finding more

powerful deep architectures, but have continued using the habitual pixel-wise losses such as

binary cross-entropy. In this chapter we show that pixel-wise losses alone are unsuitable for

this problem because of their inability to reflect the topological impact of mistakes on the final

prediction. We propose a new loss term that is aware of the higher-order topological features

of linear structures. We also introduce a refinement pipeline that iteratively applies the same

model over the previous delineation to refine the predictions at each step, while keeping the

number of parameters and the complexity of the model constant.

When combined with the standard pixel-wise loss, both our new loss term and our iterative

refinement boost the quality of the predicted delineations, in some cases almost doubling the

accuracy as compared to the same classifier trained with the binary cross-entropy alone. We

show that our approach outperforms state-of-the-art methods on a wide range of data, from

microscopy to aerial images.

Part of the material presented in this Chapter appeared in [73].

3.1 Introduction

Automated delineation of curvilinear structures, such as those in Fig. 4.1(a, b), has been investi-

gated since the inception of the field of Computer Vision in the 1960s and 1970s. Nevertheless,

despite decades of sustained effort, full automation remains elusive when the image data is

noisy and the structures are complex. As in many other fields, the advent of Machine Learning

techniques in general, and Deep Learning in particular, has produced substantial advances, in

large part because learning features from the data makes them more robust to appearance
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(a) (b)

(c) (d)

Figure 3.1 – Segmentation of curvilinear structures. (a) Detected roads in an aerial image. (b)
Detected cell membranes in an electron microscopy (EM) image. (c) Segmentation obtained
after detecting neuronal membranes using [88] (d) Segmentation obtained after detecting
membranes using our method. Our approach closes small gaps, which prevents much bigger
topology mistakes.

variations [30, 71, 102, 115].

However, all new methods focus on finding either better features to feed a classifier or more

powerful deep architectures, while still using a pixel-wise loss such as binary cross-entropy

for training purposes. Such loss is entirely local and does not account for the very specific

and sometimes complex topology of curvilinear structures penalizing all mistakes equally

regardless of their influence on geometry. As a shown in Fig. 4.1(c,d) this is a major problem

because small localized pixel-wise mistakes can result in large topological changes.

In this chapter, we show that supplementing the usual pixel-wise loss by a topology loss, which

promotes results with appropriate topological characteristics, yields a substantial performance

increase without having to change the network architecture. In practice, we exploit the

feature maps computed by a pretrained VGG19 [100] to obtain high-level descriptions that

are sensitive to linear structures. We use them to compare the topological properties of the

ground truth and the network predictions and estimate our topology loss.
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In addition to this we exploit iterative refinement freamework, which is inspired by the recur-

rent convolutional architecture of Pinheiro and Collobert [86]. We show that, unlike in the

recent methods [78, 98], sharing the same architecture and parameters across all refinement

steps, instead of instantiating a new network each time, results in state of the art performance

and enables keeping the number of parameters constant irrespectively of the number of

iterations. This is important when only a relatively small amount of training data is available,

as is often the case in biomedical and other specialized applications.

We evaluate our approach on a range of datasets comprising of both natural images (roads

and cracks) as well as biomedical (neuronal membranes) using not only conventional segmen-

tation metrics, but also topology-oriented measures.

3.2 Method

We use the fully convolutional U-Net [88] as our trainable segmentation model, as it is currently

among the best and most widely used architectures for delineation and segmentation in both

natural and biomedical images. The U-Net is usually trained to predict the probability of

each pixel of being a linear structure using a standard pixel-wise loss. As we have already

pointed out, this loss relies on local measures and does not account for the overall geometry

of curvilinear structures, which is what we want to remedy.

In the remainder of this section, we first describe our topology-aware loss function, and we

then introduce iterative procedure to recursively refine the predictions.

3.2.1 Notation

In the following discussion, let x ∈RH ·W be the W ×H input image, and let y ∈ {0,1}H ·W be the

corresponding ground-truth labeling, with 1 indicating pixels in the curvilinear structure and

0 indicating background pixels.

Let f be the U-Net parameterized by weights w, shown in Fig. 3.2. The output of the network is

an image ŷ = f (x,w) ∈ [0,1]H ·W .1 Every element of ŷ is interpreted as the probability of pixel i

having label 1: ŷi ≡ p(Yi = 1 | x,w), where Yi is a random Bernoulli variable Yi ∼ Ber(ŷi ).

1For simplicity and without loss of generality, we assume that x and ŷ have the same size. This is not the case in
practice, and usually ŷ corresponds to the predictions of a cropped area of x (see [88] for details).
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(a)

(b)

Figure 3.2 – Network architecture. (a) We use the U-Net for delineation purposes. During training,

both its output and the ground-truth image serve as input to a pretrained VGG network. The loss Ltop

is computed from the VGG responses. The loss Lbce is computed pixel-wise between the prediction

and the ground-truth. (b) Our model iteratively applies the same U-Net f to produce progressive

refinements of the predicted delineation. The final loss is a weighted sum of partial losses L k computed

at the end of each step.

3.2.2 Topology-aware loss

In ordinary image segmentation problems, the loss function used to train the network is

usually the standard pixel-wise binary cross-entropy (BCE):

Lbce (x,y,w) =−∑
i

[
(1−yi ) · log(1− fi (x,w))+yi · log fi (x,w)

]
.

Even though the U-Net computes a structured output and considers large neighborhoods,

this loss function treats every pixel independently. It does not capture the characteristics

of the topology, such as the number of connected components or number of holes. This is

especially important in the delineation of thin structures: as we have seen in Fig. 4.1(c, d), the

misclassification of a few pixels might have a low cost in terms of the pixel-wise BCE loss, but

have a large impact on the topology of the predicted results.

Therefore, we aim to introduce a penalty term in our loss function to account for this higher-
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order information. Instead of relying on a hand-designed metric, which is difficult to model

and hard to generalize, we leverage the knowledge that a pretrained network contains about

the structures of real-world images. In particular, we use the feature maps at several layers of a

VGG19 network [100] pretrained on the ImageNet dataset as a description of the higher-level

features of the delineations. We chose VGG for this purpose because its lower layers have been

shown to respond strongly to line-like patterns and have been successfully used to transfer

the appearance and arrangements of objects from one image to another [31]. Our new penalty

term tries to minimize the differences between the VGG19 descriptors of the ground-truth

images and the corresponding predicted delineations:

Ltop (x,y,w) =
N∑

n=1

1

MnWn Hn

Mn∑
m=1

∥∥l m
n (y)− l m

n ( f (x,w))
∥∥2

2 , (3.1)

where l m
n denotes the m-th feature map in the n-th layer of the pretrained VGG19 network,

N is the number of convolutional layers considered and Mn is the number of channels in the

n-th layer, each of size Wn ×Hn . Ltop can be understood as a measurement of the difference

between the higher-level visual features of the linear structures in the ground-truth and those

in predicted image. These higher-level features include concepts such as connectivity or

holes that are ignored by the simpler pixel-wise BCE loss. Fig. 3.3 shows examples where the

pixel-wise loss is too weak to penalize properly a variety of errors that occur in the predicted

delineations, while the loss Ltop correctly measures the topological importance of the errors

in all cases: it penalizes more the mistakes that considerably change the structure of the image

and those that do not resemble linear structures.

The reason behind the good performance of the VGG19 in this task can be seen in Fig. 3.4.

Certain channels of the VGG19 layers are activated by the type of elongated structures we

are interested in, while others respond strongly to small connected components. Thus, min-

imizing Ltop strongly penalizes generating small false positives, which do not exist in the

ground-truth, and promotes the generation of elongated structures. On the other hand, the

shape of the predictions is ignored by Lbce .

In the end, we minimize

L (x,y,w) =Lbce (x,y,w)+µLtop (x,y,w) (3.2)

with respect to w. µ is a scalar weighing the relative influence of both terms. We set it so

that the order of magnitude of both terms is comparable. Fig. 3.2(a) illustrates the proposed

approach.
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ground truth Ltop = 0.2279 Ltop = 0.7795
(a) (b) (c)

Ltop = 0.2858 Ltop = 0.9977
(d) (e)

Figure 3.3 – The effect of mistakes on topology loss. (a) Ground truth (b)-(e) we flip 240 pixels in

each prediction, so that Lbce is the same for all of them, but as we see Ltop penalizes more the cases

with more small mistakes, which considerably change the structure of the prediction.

(a) (b) (c)

Figure 3.4 – Activations in two example VGG layers. (a) Ground-truth (top) and corresponding

prediction with errors (bottom). (b) Responses of a VGG19 channel specialized in elongated struc-

tures. (c) Responses of a VGG19 channel specialized in small connected components. Ltop strongly

encourages responses in the former and penalizes responses in the latter.
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3.2.3 Iterative refinement

The topology loss term of Eq. 3.1 improves the quality of the predictions. However, as we will

see in Section 3.3, some mistakes still remain. They typically show up in the form of small gaps

in lines that should be uninterrupted. We iteratively refine the predictions to eliminate such

problems. At each iteration, the network takes both the input image and the prediction of the

previous iteration to successively provide better predictions.

In earlier works that advocate a similarly iterative approach [78, 98], a different module f k is

trained for each iteration k, thus increasing the number of parameters of the model and mak-

ing training more demanding in terms of the amount of required labeled data. An interesting

property of this iterative approach is that the correct delineation y should be the fixed point of

each module f k , that is, feeding the correct delineation should return the input

y = f k (x⊕y), (3.3)

where ⊕ denotes channel concatenation and we omitted the weights of f k for simplicity.

Assuming that every module f k is Lipschitz-continuous on y,2 we know that the fixed-point

iteration

f k (x⊕ f k (x⊕ f k (. . .))) (3.4)

converges to y. We leverage this fixed-point property to remove the necessity of training a

different module at each iteration. Instead, we use the same single network f at each step of

the refinement pipeline, as depicted in Fig. 3.2(b). This makes the model much simpler and

less demanding of labeled data for training.

This approach has also been applied before in [86] for image segmentation. Their application

of the recurrent module was oriented towards increasing the spatial context. Rather than

doing that, we keep the scale of the input to the modules fixed by zero-padding, in order to

exploit the capacity of the network to correct its own errors. We show that it helps the network

to learn a contraction map that successively improves the estimations. The predictive model

can therefore be expressed as

ŷk+1 = f (x⊕ ŷk ,w), k = 0, . . . ,K −1 , (3.5)

where K is the total number of iterations and ŷK the final prediction. We initialize the model

with an empty prediction ŷ0 = 0.

2Lipschitz continuity is a direct consequence of the assumption that every f k will always improve the prediction
of the previous iteration.
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Instead of minimizing only the loss for the final network output, we minimize a weighted

sum of partial losses. The k-th partial model, with k ≤ K , is the model obtained from iterating

Eq. 3.5 k times. The k-th partial loss L k is the loss from Eq. 3.2 evaluated for the k-th partial

model. Using this notation, we define our refinement loss as a weighted sum of the partial

losses

Lr e f (x,y,w) = 1

Z

K∑
k=1

k L k (x,y,w) , (3.6)

with the normalization factor Z =∑K
k=1 k = 1

2 K (K +1). We weigh more the losses associated

with the final iterations to boost the accuracy of the final result. However, accounting for the

earlier losses enables the network to learn from all the mistakes it can make along the way

and increases numerical stability. It also avoids having to preprocess the predictions before

re-injecting them into the computation, as in [43].

In practice, we first train a single module network, that is, for K = 1. We then increment K ,

retrain, and iterate. We limit K to 3 during training and testing as the results do not change

significantly for larger K values. We will show that this successfully fills in small gaps.

3.3 Results

Data. We evaluate our approach on three datasets featuring very different kinds of linear

structures:

1. Cracks: Images of cracks in road [127]. It consists of 104 training and 20 test images.

As can be seen in Fig. 3.7, the multiple shadows and cluttered background makes their

detection a challenging task. Applications include quality inspection and material

characterization.

2. Roads: The Massachusetts Roads Dataset [69] is one of the largest publicly available

collections of aerial road images, containing both urban and rural neighbourhoods,

with many different kinds of roads ranging from small paths to highways. The set is split

into 1108 training and 49 test images, 2 of which are shown in Fig. 3.6.

3. EM: We detect neuronal boundaries in Electron Microscopy images from the ISBI’12

challenge [6] (Fig. 3.8). There are 30 training images, with ground truth annotations, and

30 test images for which the ground-truth is withheld by the organizers. Following [96],

we split the training set into 15 training and 15 test images. We report our results on this

split.
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Training protocol. Since the U-Net cannot handle very large images, we work with patches

of 450×450 pixels for training, whoich are big enough to capture the context. We perform data

augmentation mirroring and rotating the training images by 90◦, 180◦ and 270◦. Additionally,

in the EM dataset, we also apply elastic deformations as suggested in [88] to compensate for

the small amount of training data. Ground-truth of Cracks dataset consists of centerlines, so

we dilate it by margin of 4 pixels to perform segmentation. We use batch normalization for

faster convergence and use current batch statistics also at the test time as suggested in [16].

We chose Adam [49] with a learning rate of 10−4 as the optimization method.

Pixel-wise metrics. Our algorithm outputs a probabilty map, which lends itself to evaluation

in terms of precision- and recall-based metrics, such as the F1 score [96] and the precision-

recall break-even point [69]. They are well suited for benchmarking binary segmentations,

but their local character is a drawback in the presence of thin structures. Shifting a prediction

even by a small distance in a direction perpendicular to the structure yields zero precision

and recall, while still reasonably representing the data. We therefore evaluate the results in

terms of correctness, completeness, and quality [117]. They are metrics designed specifically for

linear structures, which measure the similarity between predicted skeletons and ground truth-

ones. They are more sensitive to precise locations or small width changes of the underlying

structures. Potential shifts in centerline positions are handled by relaxing the notion of a true

positive from being a precise coincidence of points to not exceeding a distance threshold.

Correctness corresponds to relaxed precision, completeness to relaxed recall, and quality to

intersection-over-union. In order to define them, denote the set of ground truth skeleton pixels

by X and the set of prediction skeleton pixels by γ. We define the subset of prediction skeleton

pixels that match the ground truth as µX (γ). Similarly, the subset of ground truth skeleton

matching prediction is µγ(X ). The matching is defined in terms of a threshold θ on a distance

d() to the nearest point of the other set µB (A) = {a ∈ A|∃b ∈ B , d(a,b) < θ}. The correctness,

a rough equivalent of precision, is then defined as |µX (γ)|
|γ| . Similarly, compl eteness = |µγ(X )|

|X |
and qual i t y = |µX (γ)|

|γ|−|µγ(X )|+|X | . A graphical representation of matching procedure is presented

in Fig. 3.5. In our experiments we use a threshold of distance d = 2 pixels for roads and cracks,

and 1 for the neuronal membranes.

Topology-based metrics. The pixel-wise metrics are oblivious of topological differences

between the predicted and ground-truth networks. A more topology-oriented set of measures

was proposed in [115]. It involves finding the shortest path between two randomly picked

connected points in the predicted network and the equivalent path in the ground-truth

network or vice-versa. If no equivalent path exists, the former is classified as infeasible. It is

classified as too-long/-short if the length of the paths differ by more than 10%, and as correct
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(a) (b)

Figure 3.5 – Completness and correctness (a) Matching ground truth with prediction skeleton.
(b) Matching prediction with ground truth skeleton.

otherwise. In practice, we sample 200 paths per image, which is enough for the proportion of

correct, infeasible, and too-long/-short paths to stabilize.

The organizers of the EM challenge use a performance metric called foreground-restricted

random score, oriented at evaluating the preservation of separation between different cells. It

measures the probability that two pixels belonging to the same cell in reality and in the pre-

dicted output. As shown in Fig. 4.1(c,d), this kind of metric is far more sensitive to topological

perturbations than to pixel-wise errors.

3.3.1 Ablation Study

We start with performing ablation study of the method. To isolate individual contribution of

the two main components of my approach, we compare its variants:

• OURS-NoRef, our approach with the topological loss of Eq. 3.2 but no refinement steps

(K = 1).

• OURS, our complete, iterative method including the topological term and K = 3 refine-

ment steps. It is trained using the refinement loss of Eq. 3.6 as explained in Section 3.2.3.

As can be seen in Table 3.1, using all three first layers of the VGG network to compute the

VGG layers Quality
None 0.3924
layer 1 0.6408
layer 2 0.6427
layer 3 0.6974
layers 1,2,3 0.7446

Table 3.1 – Effect of the VGG layers. Quality scores for OURS-NoRef method when using
different VGG layers to compute the topology loss of Eq. 3.1 on the Cracks dataset.
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Number of iterations Quality
OURS-NoRef 0.5580
OURS 1 iteration 0.5621
OURS 2 iterations 0.5709
OURS 3 iterations 0.5722
OURS 4 iterations 0.5727

Table 3.2 – Effect of the number of refinement steps. Quality scores for OURS method on the
EM dataset as a function of the number of refinement iterations. OURS-NoRef included for
comparison.

Feature extractor F1 score
None 0.7952
AlexNet 0.8053
VGG19 with random

initialization
0.8037

VGG19 0.8140
VGG16 0.8106
ResNet 0.8190

Table 3.3 – Effect of the architecture used as a feature extractor. F1 scores for OURS-NoRef
method on the EM dataset when using different architectures to compute the topology loss of
Eq.(3.1)

topology loss yields the best results. While varying the value of µ, weighting factor in Eq. 3.1,

we can deduce from Table 3.4 that the best strategy is to set it such that it has got comparable

magnitude to binary cross entropy (i.e. 0.01). As shown in Table 3.3, using different pretrained

networks as topology feature extractors has positive effect on the results. Similarly, we evalu-

ated the impact of the number of improvement iterations on the resulting performance on

the EM dataset, which we present in Table 3.2. The performance stabilizes after the third

iteration. We therefore used three refinement iterations in all further experiments. Note

that in Table 3.2(right) the first iteration of OURS yields a result that is already better than

OURS-NoRef. This shows that iterative training not only makes it possible to refine the results

by iterating at test time, but also yields a better standalone classifier.

3.3.2 Comparison to Other Methods

We compare the results of our method to the following baselines:

• CrackTree [127] a crack detection method based on segmentation and subsequent

graph construction. It consists of three steps: the first one removes the shadows visible

on the pavement, at the same time preserving the cracks. In the second step a crack
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µ parameter F1 score
0 0.7952
0.001 0.8059
0.01 0.8142
0.1 0.8140
10 0.8058
inf 0.7987

Table 3.4 – Effect of the weighting topology loss and binary cross-entropy. F1 scores for OURS-
NoRef method on the EM dataset when using different weighting parameter of Eq.(3.2).

probability map is produced using a tensor voting. Finally, crack seeds are sampled

from the probability map and constitute vertices of a graph, from which a Minimum

Spannoing Tree is found.

• MNIH [69], a fully-connected neural network for road segmentation using 64×64 image

patches.

• HED [118], a nested, multi-scale approach for edge detection, which leverages fully-

convolutional neural network to learn hierarchical representation of edges. Initially

designed for edge tectection, its hierarchical structure helps resolve the inherent ambi-

guity associated with assigning edge boundaries. Similarly to our approach, it computes

the training loss on multiple scales.

• U-Net [88], pixel labeling using the fully-convolutional U-Net architecture comprising

of 4 downsampling and 4 upsampling steps, trained with BCE loss.

• CHM-LDNN [96], a multi-resolution recursive approach to delineating neuronal bound-

aries. It consists of two parts. Logic Disjunctive Normal Networks (LDNN) are one-layer

feature detectors implemented as sigmoids and Cascaded Hierarchical Model (CHM)

comprising of classifiers learnt at different scales, which recursively refine their predic-

tions.

• Reg-AC [102], a regression-based approach to finding centerlines and refining the results

using autocontext.

We reproduce the results for HED, MNIH, U-Net and Reg-AC, and report the results published

in the original work for CHM-LDNN.

We report results of our comparative experiments for the three datasets in Tables 3.5, 3.6, 3.7,

and 3.8. Even without refinement, the topological loss outperforms all the baselines. Refine-

ment boosts the performance yet further. The differences are greater when using the metrics

specifically designed to gauge the quality of linear structures in Table 3.7 and even more when
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Method P/R
MNIH 0.6822
HED 0.7107
U-Net 0.7460
OURS-NoRef 0.7610
OURS 0.7782

Table 3.5 – Experimental results on the Roads dataset. Precision-recall break-even point (P/R).
Note the results are expressed in terms of the standard precision and recall, as opposed to the
relaxed measures reported in [69].

Method F1
CHM-LDNN 0.8072
HED 0.7850
U-Net 0.7952
OURS-NoRef 0.8140
OURS 0.8230

Table 3.6 – F1 scores of the EM dataset.

using the topology-based metrics in Table 3.8. This confirms the hypothesis that our contribu-

tions improve the quality of the predictions mainly in its topological aspect. The improvement

in per-pixel measures, presented in Tables 3.5 and 3.6 suggests that the improved topology is

correlated with better localisation of the predictions.

Finally, we submitted the results to the ISBI challenge server for the EM task. We received a

foreground-restricted random score of 0.981. This puts our approach in first place among

algorithms relying on a single classifier without additional processing. In second place is the

recent method of [98], which achieves the slightly lower score of 0.978 even though it relies on

a significantly more complex classifier.

3.3.3 Qualitative Results

Figs. 3.7, 3.6, and 3.8 depict typical results on the three datasets. Note that adding the topology

loss term and iteratively refining the delineations makes our predictions more structured

and consistently eliminates false positives in the background, without losing the curvilinear

structures of interest as shown in Fig. 3.9. For example, in the aerial images of Fig. 3.6, line-like

structures such as roofs and rivers are filtered out because they are not part of the training data,

while the roads are not only preserved but also enhanced by closing small gaps. In the case of

neuronal membranes, the additional topology term eliminates false positives corresponding

to cell-like structures such as mitochondria.
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Dataset Method Correct. Complet. Quality

Cracks

Reg-AC 0.1070 0.9283 0.1061
U-Net 0.4114 0.8936 0.3924
OURS-NoRef 0.7955 0.9208 0.7446
OURS 0.8844 0.9513 0.8461

Roads

Reg-AC 0.2537 0.3478 0.1719
MNIH 0.5314 0.7517 0.4521
U-Net [1] 0.6227 0.7506 0.5152
OURS-NoRef 0.6782 0.7986 0.5719
OURS 0.7743 0.8057 0.6524

EM

Reg-AC 0.7110 0.6647 0.5233
U-Net [1] 0.6911 0.7128 0.5406
OURS-NoRef 0.7096 0.7231 0.5580
OURS 0.7227 0.7358 0.5722

Table 3.7 – Correctness, completeness and quality scores for extracted centerlines.

Dataset Method Correct Infeasible
2Long
2Short

Cracks

Reg-AC 39.7 56.8 3.5
U-Net 68.4 27.4 4.2
OURS-NoRef 90.8 6.1 3.1
OURS 94.3 3.1 2.6

Roads

Reg-AC 16.2 72.1 11.7
MNIH 45.5 49.73 4.77
U-Net [1] 56.3 38.0 5.7
OURS-NoRef 63.4 32.3 4.3
OURS 69.1 24.2 6.7

EM

Reg-AC 36.1 38.2 25.7
U-Net 51.5 16.0 32.5
OURS-NoRef 63.2 16.8 20.0
OURS 67.0 15.5 17.5

Table 3.8 – The percentage of correct, infeasible and too-long/too-short paths sampled from
predictions and ground truth.
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(a) image (b) MNIH (c) U-Net

(c) OURS-NoRef (d) OURS (e) ground-truth

Figure 3.6 – Roads: Qualitative results.

(a) image (b) Reg-AC (c) U-Net

(c) OURS-NoRef (d) OURS (e) ground-truth

Figure 3.7 – Cracks: Qualitative results.
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(a) image (b) Reg-AC (c) U-Net

(c) OURS-NoRef (d) OURS (e) ground-truth

Figure 3.8 – Membranes: Qualitative results.

Figure 3.9 – Iterative Refinement. Prediction after 1, 2 and 3 refinement iterations. The right-most
image is the ground-truth. The red boxes highlight parts of the image where refinement is closing gaps.
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3.4 Conclusion

We have introduced a new loss term that accounts for topology of curvilinear structures

by exploiting their higher-level features. We have further improved it by applying recursive

refinement that does not increase the number of parameters to be learned. Our approach

is generic and can be used for detection of many types of linear structures including roads

and cracks in natural images and neuronal membranes in micrograms. We have relied on

the U-Net to demonstrate it but it could be used in conjunction with any other network

architecture.
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4 Multi-task Learning for Detection of

Curvilinear Structures

One of the most challanging aspects in delineation is inferring the graph representation of the

curvilinear network, especially important in neuroscience and cartography applications. Most

of the existing delineation approaches first perform binary segmentation of the image and

then refine it using either a set of hand-designed heuristics or applying a separate classifier

that assigns likelihood to paths extracted from the pixel-wise prediction. In our work, we

bridge the gap between segmentation and path classification, by training a deep network

that performs those two tasks simultanously. We show that this approach is beneficial for the

reconstruction, as it enforces consistency in the processing pipeline. We apply our method

on two very different datasets depicting axons in microscopic images and roads in satellite

imagery.

4.1 Introduction

Automated delineation of curvilinear structures, such as those shown in Fig. 4.1, has been

investigated since the inception of Computer Vision in the 1960s and 1970s. Nevertheless,

despite decades of sustained effort, full automation remains elusive when the image data is

noisy and the structures are complex. As in many other fields, the advent of Machine Learning

techniques in general, and Deep Learning in particular, has produced substantial advances, in

large part because learning features from the data makes them more robust to appearance

variations [30, 71, 102, 115, 109].

However, there remains a disconnect between two broad classes of techniques. Some attempt

to produce segmentation masks in which pixels potentially belonging to structures of interest

are labeled as foreground and others as background. Others take such masks, usually along

with a scalar image that indicates how confident the system is about the assigned labels, as

input that attempts to produce a delineation, that is, a graph-like representation of the linear
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(a) (b)

Figure 4.1 – Curvilinear structures. (a) Axons and dendrites in a 2-photon light-microscopy
stack. (b) Road network in aerial image.

structures. Our own earlier work [109] is representative of this problem: We use one kind

of classifier [102] to produce the segmentation masks and another to score potential edges

in the graph of which the desired delineation should be a subgraph. Similarly, more recent

Deep Learning-based approaches [67, 112] rely on two indepedently-trained classifiers, one

to perform segmentation and the other classify potential connections.

In this chapter, we bridge the gap between these two key steps so that they can be jointly

optimized. To this end, we train a neural network made of an encoder and two different

decoders to perform two separate tasks; first, given only an image, produce a segmentation

mask. Second, given a path between two points as an additional input, return the likelihood

that this path corresponds to a linear structure really present in that image. This enables

us to compute a segmentation, build a graph whose edges correspond to candidate linear

structures, weight them, and only retain only the best ones. This is a much streamlined version

of our earlier approach [109]. Yet, because it enforces consistency throughout the processing

chain, it performs better.

Our contribution is therefore a unified approach to segmenting linear structures and clas-

sifying linear paths. The intuition behind it is that these two tasks are closely related and

should rely on the same features, specifically those that the decoder part of our neural network

produces. This results in a general-purpose approach. We will demonstrate that it outperforms

state-of-the-art ones in a number of image modalities, including including satellite and light

microscopy images.
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Image Tubularity map Overcomplete graph

Scored paths Result

Figure 4.2 – Delineation pipeline. Given an image, we first compute pixel probability of
belonging to the structure of interest, resulting in a tubularity map. Next, we build a graph by
finding nodes, shown as blue dots, and connecting them by shortest paths, shown in red. This
graph is overcomplete in the sense that the true paths are expected to correspond to a subset
of its edges. To eliminate the ones that do not correspond to true linear structures, we run a
classifier and remove the low-scoring ones.

4.2 Method

Most existing approaches to graph-based delineation comprise three steps:

1. Use one of the segmentation techniques to assign a pixel or voxel a probability of

belonging to a linear or tubular structure, which we will refer to as a tubularity map.

For example, in our earlier work, we used either OOF [55, 108] or a decision-based tree

classifier [102].

2. Define a graph whose edges connect spatial locations and correspond to potential

fragments of the target structures, for example by finding shortest paths between image

locations where the distances take into account the pixel values of tubularity map [11,

72, 116, 109].

3. Find a subgraph within that graph whose edges correspond to the candidate target

structure fragments that are retained in the final delineation. The simplest way to do

this is to look for a minimum spanning tree [111, 84, 119], which can then be pruned.

A more sophisticated approach that makes it possible to impose global geometric

and topological constraints on the final delineation is to formulate the search for the
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Figure 4.3 – Two-stream architecture. Both branches share the same U-Net encoder that
takes as input the image and a binary mask representing a candidate path. The first branch
uses the U-Net decoder and skip connections to produce a tubularity map. The second branch
relies on a simpler network to yield a classification score for the path.

optimal subgraph as Linear or Quadratic program [109, 75], which allows reconstructing

also loopy graphs. A recent trend is to also use two separate deep networks for this

purpose. One is trained to perform the segmentation and the other to score proposed

paths [67, 125, 112] or to trace the structure pixel by pixel and detect end points [8].

Our approach belongs in the same class. We compute a tubularity map, use it to build an

overcomplete graph whose edges correspond to candidate linear structures, assign each one a

score, and only retain the best ones. Fig. 4.2 depicts these steps. Unlike in [109], we did not

find it necessary to perform a sophisticated linear and quadratic mixed-integer optimization

to select an optimal subgraph. This is because we use the same network to compute the

tubularity map and the edge weights, which ensures consistency and increases performance

to the point where the more sophisticated approach to building the final delineationis no

longer needed to outperform the state-of-the-art. In this section we describe the architecture

of this network, along with the associated training and testing procedures.

4.2.1 Formalization

For simplicity’s sake, we formalize our approach in the context of 2D image delineation but it

naturally extends to 3D image stacks.

Let xi ∈RH ·W ·C be a W ×H C -channel image and xp ∈RH ·W be a W ×H binary image repre-
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senting an overlaid candidate path, where 1s denote the pixels belonging to the path. They

are inputs to our network f and are depicted on the left side of Fig. 4.3. As shown on the

right side of the figure, the network outputs f (xi ,xp ) are a floating point segmentation image

ys ∈ {0,1}H ·W and classification score yp for the path.

Every pixel value of ys is understood to be the probability of pixel i having label 1, that is, of

belonging to a linear structure. Given the ground-truth W ×H binary segmentation image yg t
s ,

we therefore want the segmentation training loss Lseg , the binary cross entropy summed over

ys and yg t
s , to be as small as possible. Similarly the path classification score yp is taken to be

the probability of the path being valid and we also want binary cross entropy Lp given the

ground-truth label y g t
p to also be as small as possible.

Therefore for each training example xi ,xp ,ys , yp , we take the loss to be

L (xi ,xp ,ys ,yp ;w) =Lseg +ηpLp , (4.1)

where w represents the network weights and ηp is a constant that ensures that the gradients

associated to both losses have similar magnitudes. Optionally, we can add a topology loss

presented in Chapter 3 to L to ensure that the global statistical properties of the segmentation

are similar to those of ground-truth.

4.2.2 Architecture

To implement the network f described above, we start from the U-Net architecture [88]. It is

fully convolutional and comprises an encoder and decoder with skip connections. It has been

shown to be state-of-the-art for binary segmentation of linear structures [16, 73]. We therefore

modified it to accept as input the binary mask xp in addition to the image xi , as shown on

the left side of Fig. 4.3. We then add a second branch depicted at the bottom of the figure,

that connects to the encoder and outputs the classification score yp while the first branch still

produces the segmentation probability map ys . Both branches of modified two-stream U-Net

are depicted on the right side of Fig. 4.3.

More precisely the segmentation branch follows the standard U-Net design with 4 max pooling

operations and skip connections between corresponding encoder and decoder layers. At each

downsampling step the number of filters is increased by a factor two and the reverse occurs

while upsampling. The path classification branch uses the same encoder but a much simpler

decoder that comprises a convolutional layer followed by max pooling and two fully connected

layers. To speed-up convergence at training time, we use batch normalization [16]. In case of

3D stacks we use the decoder with 3 max-pooling operations and one fully-connected layers

due to memory constraints.
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Positive samples Negative samples

Figure 4.4 – Candidate road and neuron paths. (Top row) Road images with candidates
overlaid in yellow. (Bottom row) 2-Photon images with candidates overlaid in white. In both
cases, we treat the paths that remain with linear structures as positive, even if they do not
exactly follow the centerline. By contrast, paths that cross from one structure to another or
take shortcuts as treated as negative.

In practice, to compute segmentation probability map ys and path classification score yp , we

perform a first pass through the network with xp replaced by an image entirely made of zeros,

so that the result is only conditioned on the image. We then make a second pass using xp to

obtain a value of yp that is conditioned both on the image and the input path. This guarantees

that the same intermediate features are used to encode both the segmentation map and path

classification score.

4.2.3 Training

To train our network, we need pairs of images (xi ,yg t
s ) and candidate paths xp that are labeled

as being either valid or not. As will be discussed in Section 4.3, there are publicly available

training databases with ground truth segmentations we can use to obtain sufficiently large

numbers of xi and xg t
s . Given those, a simple way to find path candidates would be to sample

positives from the ground-truth segmentation and use random paths as negatives. However,

this would produce candidates that are far too easy to classify to provide a useful supervisory

signal. Instead, we initially train only the segmentation branch of our network. When the

loss stabilizes, we compute a tubularity image for each training image from which we sample

positive and negative path samples. This enables us jointly train the two branches of the

network. This way, the paths we train the path-scoring branch of our network are realistic

ones that resemble those we are likely to encounter at inference time, such as those of Fig. 4.4.

42



4.2. Method

For example, note that the true positives do not have to exactly follow the centerline as long as

they remain along the ground-truth path.

Given a tubularity image, our path generating procedure proceeds through the following three

steps:

1. Finding graph nodes. We skeletonize the tubularity image and find significant points,

that is, intersections and endpoints. Endpoints have a single neighbor while intersec-

tions have more than two. We ensure that the sampled significant points are not closer

than small radius ε As these significant points may be unevenly spaced in the image, we

also sample the skeleton at regular intervals d to limit the maximum distance between

neighboring samples.

2. Connecting graph nodes. Fig. 4.5 depicts this node creation process, which guarantees

that nodes that ought to be connected are within a distance d of each other. To account

for small inaccuracies, we connect all pairs of nodes whose distance is less than 1.5d .

This results in an overcomplete graph such as the one depicted by Fig. 4.2 in which

each edge corresponds to a shortest path between two nodes. We use the A∗ algorithm

to extract these paths. Given a start and a target node, it iteratively grows the path by

adding to it the pixel (x, y) that is a neighbor of the current path endpoint and minimizes

f (x, y) = c(x, y)+h(x, y) , (4.2)

c(x, y) = 1.1−p(x, y) , (4.3)

h(x, y) = 0.5∗d(x, y) , (4.4)

where p is the tubularity value returned by our classifier and d is the Euclidean distance

to the target. In effect, c is the cost of adding a new pixel to the path and h approxi-

mates the cost of the shortest path from (x, y) to the target. We found this to deliver a

good comprise between computation speed on potentially very large graphs and close

approximation of the true shortest path.

3. Selecting positive and negative samples. Paths that overlap with segmentation ground

truth by more than 90% are considered as positive. The others are assigned a negative

label. This yields positive and negative samples as those depicted by Fig. 4.4. It treats as

positive the paths that remain within the linear structures, even if they do not exactly

follow its centerline. By contrast, those that cross from one structure to another using

a shortcut are labeled as negative. In earlier work [109], we found that the latter were

one of the main sources of errors in the final network topology and that it was crucial to

eliminate them.
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To keep the notations simple in Section 4.2.1, we formulated our approach in terms of whole

images. In practice, our network operates on patches that are cropped from the training

images. To select such patches for training purposes, we use the positive and negative paths

selected as discussed above and crop the image around them. If a path does not fit within the

receptive field of our U-Net encoder, we split it.

4.2.4 Inference

Inference proceeds in a way that closely mirrors training, as shown in Fig. 4.2. We use the

segmentation branch of our now trained two-stream U-Net to compute the tubularity map.

We then skeletonize it and create the graph nodes using the procedure depicted by Fig. 4.5.

We connect them using the same A∗ algorithm as before and score the resulting paths using

the second branch of our two-stream U-Net. Finally, we retain only the highest scoring ones.

The key to the effectiveness of this procedure is that we use the same network to compute

the tubularity map and to score the paths, which guarantees that both operations rely on the

same image features.

4.3 Results

4.3.1 Datasets and Baselines

We evaluate our approach on two datasets depicting very different curvilinear structures:

• Roads [8]: One of the biggest publicly available road network datasets, featuring high-

ways, urban roads, and rural paths. The training set comprises images of 25 cities and

the training set 15 other cities. The images come from Google Maps, are of size 4096×
4096, and each cover 40 km2. The ground-truth was obtained from Open Street Maps

and may therefore be noisy. Since the training and testing sets come from different

cities, the database is well-suited to assess generalization abilities.

• Axons: 3D stacks of two-photon laser scanning microscopy images depicting axons

in mouse brains at different stages of their development. We use 8 volumes of size

ranging from 217×206×54 to 322×277×136 for training and two other volumes of size

250×250×200 and resolution 0.27×0.27×0.9 µm for testing.

We will refer to our method as OURS and compare it to two state-of-the-art graph-based

approaches for road and neuron delineation:

• RoadTracer [8]: a recent method for road detection based on a Convolutional Neural
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Figure 4.5 – Creating graph nodes. We skeletonize the tubularity map and find the topologi-
cally significant points, that is, the intersections and end-points shown as green disks. We use
them as nodes of our over-complete graph. As they can be far from each other, we introduce
the regular grid depicted by the dashed lines and use its intersections with the tubularity
skeleton, shown as blue disks, as additional nodes. To prevent nodes from being too close
from each other, we introduce an exclusion zone of radius ε, which is also the radius of the
green disks, in which no additional nodes can be added. This approach guarantees that the
distance between nodes that ought to be connected is always between ε and d .
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Network trained to decide the direction of the next pixel on the traced path. We use the

results computed by the authors on Roads dataset for evaluation.

• MIP [109]: Our previous approach to delineation that follows similar steps as OURS,

but requires two separate classifiers, one to compute tubularity and the other to classify

paths. It additionally performs Mixed Integer Programming optimization to find the

optimal graph given the classified edges.

We also compare our results to those obtained by simply skeletonizing the segmentation,

which we will refer to as Seg.

4.3.2 Evaluation Metrics

Our algorithm aims to produce paths that approximate the centerline of the linear structures

while preserving the overall topology of the network. We therefore rely on topology-aware

metrics that have been proposed in the literature to assess the performance of delineation

algorithms. They all rely on computing and comparing the shortest path between a pairs of

intersections or endpoints, which we defined as topologically significant points in Section 4.2.3,

in the ground-truth and the shortest path between the corresponding significant points in the

predicted graph. The similarity between the two paths is measured and used as a metric.

Normalized Path Difference [25]. Let a∗ and b∗ be any two significant points being connected

by a ground-truth shortest-path of length l∗. If there are corresponding significant points a

and b within a radius R in the prediction, we pick the closest ones, find the length l of the

shortest-path connecting them, and compute a dissimilarity score

min{
|l − l∗|

l∗
,1} . (4.5)

We then plot the histogram of Normalized Path Difference for all such testing paths. If there

are no corresponding points in the prediction or the corresponding points are not connected

in the predictions, the score is taken to be one. In practice we take the value of the radius R to

be 40 pixels for Roads and 10 pixels in Axons, which is roughly the minimum spacing between

two intersections.

Topological precision and recall [67]. For all pairs of significant points that are direct neigh-

bors in the ground-truth graph, we consider the path connecting them and the corresponding

shortest-path in the predicted graph, as described above. We can then write

precision = 1∑
p nm

∑
p

nm

nt
nm and recall =

∑
p n∗

m∑
p n∗

t
, (4.6)
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(a) Path classification (b) Pixel-wise segmentation

Figure 4.6 – Task sharing. Learning both path classification and segmentation simultaneously
significantly boosts path classification (a) and does not harm segmentation (b), compared to
training two networks seperately.

where nm is the number of pixels along the predicted path that are within distance m of the

ground-truth one, nt is the total number of pixels in the predicted path. We sum them over

all paths p in all images. Moreover, precision is the weighted sum of the proportion of pixels

that are close enough, where the weights are the path lengths. Similarly, n∗
m is the number of

pixels along the ground-truth path that are within distance m of the predicted one and n∗
t is

the total number of pixels in the ground-truth path. When there is no corresponding path,

n∗
m is set to zero and nm is not counted to overall precision. Precision captures how accurate

the predicted path locations are and recall the overall proportion of the ground truth that is

effectively modeled by these paths.

4.3.3 Implementation

To train our network, we used Adam optimizer with learning rate 10−4. As the road images

have very high resolution, we reduced it by the order of two for training and testing. The

results of RoadTracer method were computed for full resolution images, so in order to keep

the fair comparison, we upsampled our testing results to the original size before computing

the metrics.
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Roads

Axons

Normalized Path Difference Topological Precision Topological Recall

Figure 4.7 – Quantitative results. Top: Roads. Bottom: Axons. From left to right, cummulative
distribution of the normalized path distances; topological precision and recall as a function of
the margin threshold m (in pixels) used to compute them.

4.3.4 Analysis

We first studied the effect of joint segmentation and path classification training on both

of the tasks. While we found that it does not affect pixel-wise segmentation significantly, it

considerably boosts the performance of path classification evaluated on the road validation set,

as shown in Fig 4.6. This is likely because both tasks share similar features, which emphasize

the dependance of path classification on segmentation and help with distinguishing negative

paths, even if they partly coincide with a true road.

4.3.5 Comparative Results

Fig. 4.8 and Fig. 4.9 depict some of our results on the Roads and Axons datasets. In Figs. 4.7,

we report the corresponding quantitative results and compare them against those of our

baselines. All three road extraction methods have very similar precision, but our approach

has got much higher recall. The cummulative distribution of normalized path differences also
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indicates that joint path classification and segmentation reduces the number of disconnected

segments, as larger proportion of paths has got smaller length difference.

The qualitative results reveal that while our method produces some false positives, they are

usually in ambiguous places such as parking lots or railway tracks (in case of roads) or faint

axons.

4.4 Conclusion

We presented a method for joint segmentation and connection classification of curvilinear

structures. We use the fact that those two tasks share similarties to train a network that can

perform both tasks simultanously. Our approach outperforms state-of-the-art methods on

datasets depicting roads and neurons.
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(a)

(b)

Figure 4.8 – Roads qualitative results. Kansas City road network (a) RoadTracer (b) OURS.
True positive paths are shown in green, false positives in red and false negatives in blue.
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(a) (b)

Figure 4.9 – Axons qualitative results. (a) ground-truth and (b) OURS reconstruction of one
of the Axons test images. Note that the blue traces in ground-truth were supplied by the
annotator and they were used to compute the metrics. The traces in red correspond to axons
that are still visible in the background or were omitted by the annotator and the predictions
corresponding to them should not be necessairly treated as false positives.
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5 Active Learning Based on Local Con-

sistency of Delineation

In the previous chapters we presented ways for segmenting and obtaining final graph recon-

struction of linear networks. Their increased effectiveness, just like many other approaches,

owes much to Machine Learning. However, it requires significant amounts of annotated data

for training, which is tedious and time-consuming to obtain, especially in case of structures

appearing in 3D images.

In this chapter, we describe an Active Learning (AL) approach that considerably speeds up the

annotation process. Unlike standard methods, it takes advantage of the specificities of the

delineation problem. It operates on a graph and can reduce the training set size by up to 80 %

without compromising the reconstruction quality.

We will show that our approach outperforms conventional ones on various biomedical and

natural image datasets, thus showing that it is broadly applicable.

Part of the material presented in this Chapter appeared in [74].

5.1 Introduction

Complex curvilinear structures present very different appearances and it has recently been

shown that training classifiers to assess whether an image path is likely to be a structure of

interest is key to improving the performance of automated delineation algorithms [111, 110,

11, 90, 72, 116].

However, while such Machine-Learning based algorithms are effective, they still require

significant amounts of manual annotation for training purposes. For everyday scenes, this

can be done by crowd-sourcing [60, 57]. In more specialized areas such as neuroscience or

medicine, this is impractical because only experts whose time is scarce and precious can do

this reliably. This problem is particularly acute when dealing with 3D image stacks, which are
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(a) (b)

Figure 5.1 – Linear structures. Images of two different neural structures obtained using
confocal microscopy. The enormous variety of curvilinear structures requires problem-specific
training datasets even in case of the same modality.

much more difficult to interact with than regular 2D images and require special expertise. It is

further compounded by the fact that data preparation processes tend to be complicated and

not easily repeatable leading the curvilinear structures to exhibit very different appearances

as shown in Fig. 5.1. This means that a classifier trained on one acquisition will not perform

very well on a new one, even when using the same modality.

In this chapter, we propose an Active Learning (AL) approach that exploits the specificities

of delineation algorithms to massively reduce the effort and drudgery involved in collecting

sufficient amounts of training data. At the heart of all AL methods is a query mechanism

that enables the system to ask a user to label a few well chosen data samples, which it has

selected based on how informative the answers are likely to be. AL has been successfully

deployed in areas such as Natural Language Processing [107], Computer Vision [48], and

Bioinformatics [58]. While it has made it possible to train classifiers with less of human

intervention, none of the algorithms can exploit the fact that, for delineation purposes, the

paths to be annotated form a graph in which neighborhood and geometric relationships can

and should be considered.

In our approach, we explicitly use these relationships to derive multi-sample entropy estimates,

which are better surrogates of informativeness than the entropy of individual samples that is

typically used [20]. As a result, our queries focus more effectively on ambiguous regions in

image space, that is, those at the boundary between positive and negative examples.

To avoid having to retrain the system after each individual query and further increase efficiency,

we also integrate into our approach a batch strategy that lets the system ask the user several

questions simultaneously. It incorporates density measures that ensure that the batches are

diverse in features, representative of the delineation problem at hand and located near each
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other in the images so as to facilitate the interaction. This is particularly important in 3D

volumes where scrolling from one region to another far away is cumbersome and potentially

confusing for the user.

In short, our contribution is an AL approach that is tailored for the delineation of complex

linear structures. In that sense, it is specialized. However, it is also generic in the sense that

it can handle a wide variety of different structures. We will show that it outperforms more

traditional approaches on both 2- and 3-D datasets representing different kinds of linear

structures, that is, roads, blood vessels, and neural structures.

5.2 Active Learning for Delineation

Graph-based network reconstruction algorithms have recently shown superior performance

compared to methods based on segmentation. They not only recover the geometry of the

problem, but also the correct connectivity, which is crucial in applications such as neuro-

science [90, 116, 72, 111, 110, 77]. They largely owe their performance to supervised Machine

Learning techniques that allow them to recognize promising linear paths.

These methods usually start by computing a tubularity measure, which quantifies the like-

lihood that a tubular structure exists at given image location. Next, a set of subsampled

high-tubularity superpixels [90, 116, 72] or longer paths [111, 110, 11, 77] are extracted. Each

of them can be considered as an edge ei belonging to overcomplete spatial graph G and

characterized by a feature vector xi . Given two possible class labels (yi = 1) and (yi = 0) , a

discriminative classifier assigns to each edge ei probability of belonging to the structure of

interest p(yi = 1|xi) or to the background, p(yi = 0|xi).

The optimal subgraph T ∗ can then be taken to be tree that minimizes the cost function over

all trees T that are subgraphs of G

∑
ei∈ET

− log
p(yi = 1|xi )

p(yi = 0|xi )
, (5.1)

where ET represents the edges of T . Provided that one does not take into account the geome-

try of the tree but only its topology, this can be shown to be Maximum a Posteriori estimate.

In practice, however, it is more effective to formulate the MAP problem in terms of pairs of

consecutive edges. This makes it possible to introduce better geometric constraints [111] and

to find generic subgraphs as opposed to only trees [110].

Whether using single edges or pairs, the key requirement for this kind of approach to perform
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(a) (b)

(c) (d)

Figure 5.2 – Ambiguous image regions. (a) Branch intersection. (b) Discontinuities due to
uneven tissue staining. (c) Discontinuities due to occlusion by a tree. (d) Linear structures
such as driveways that should be ignored.

well is that the classifiers used to estimate the probabilities of Eq. 6.1 should be well-trained.

This is especially important in ambiguous parts of the images such as those depicted by

Fig. 5.2.

This necessitates significant amounts of ground-truth annotations to capture the large vari-

ability of the data and to cope with imaging artefacts and noise. To decrease the amounts of

necessary time and effort, we introduce an AL algorithm that is suited to delineation problems

represented on a graph. At each iteration it selects a sequence of consecutive edges from an

overcomplete graph, such as the one described above, which should be labeled next in order

to decrease the uncertainty in the most ambiguous image regions.

In theory the sequences could be of arbitrary length, that is 1,2, or more. In practice, we will

see that 2 is near optimal because 2 consecutive edges are enough to capture some amount

of geometry and because querying at each iteration more than 2 edges does not update the

model frequently enough.

In the results section, we will use the algorithm of [110], which operates on edge pairs to
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(a) Active Learning workflow (b) Performance change in AL

Figure 5.3 – Active Learning. (a) A typical scenario: a large pool of unlabelled samples is
available and an AL algorithm indicates which ones should be labelled in the next iteration.
After the annotator labels selected examples the classifier is retrained. (b) As more and more
examples are added to the training set, the performance of our model on a separate test set
increases and at some point it reaches a plateau when the training can be finished.

produce the final delineations. However, our approach is generic and could be used in

conjunction with any delineation pipeline that represents the problem on a graph and requires

supervised edge classification.

5.3 Approach

In this section, we first cast the traditional Uncertainty Sampling approach into our chosen

delineation framework. We then introduce our approach to probability propagation designed

to rapidly identify ambiguous image regions and prevent the so-called sampling bias that

may lead the classifier to explore irrelevant parts of the feature space. Finally, we combine

this with an approach to batch density-based learning that simplifies the interaction while

guaranteeing that the sample batches are representative and diverse enough to achieve rapid

convergence.

5.3.1 Random and Uncertainty Sampling

A typical AL scenario is presented in Fig. 5.3. It involves a big pool of unlabelled data and

an oracle that can provide labels for the samples that the AL method finds to be the most

informative for our problem. The classification model is retrained at every iteration and the

new predictions are used to identify the next example that should be labelled. As the training

progresses, the performance of our model increases.

The simplest strategy for picking samples to be annotated is to randomly choose them from a
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pool of unlabeled ones in so called Random Sampling (RS). Uncertainty Sampling (US) is a

simple and popular approach to more efficient learning by querying first the most uncertain

samples according to a metric, such as Shannon entropy.

In our case, as discussed in Section 5.2, each edge ei of the spatial graph G is assigned a feature

vector xi computed from the pixels surrounding the corresponding path. The feature vectors

associated to each path are based on Histogram of Oriented Gradients specially designed for

linear structures. They capture the contrast, orientation, and symmetry of the paths. Let

pt (yi = y |xi ) for y ∈ {0,1} (5.2)

be the probabilities computed by classifier Ct after t AL iterations that ei lies on the centreline

of a true structure or not. Let also St be the set of Nt annotated samples (x j , y j )1≤ j≤Nt used to

train Ct . Next, p0 denotes the probabilities returned by the classifier using the small initial

batch S0 of annotated samples. When training is complete after T iterations, pT is then used

to compute the probabilities that appear in Eq. 5.1.

Given a classifier Ct−1 trained using the training set St−1, AL iteration t involves choosing one

or more unlabeled edges, asking the user to label them, adding them to the training set St−1 to

form St and, finally, training classifier Ct . In RS, this is done by randomly picking one or more

x not already in St−1. In US, it is done by computing for each x the entropy:

H(x) = − log(pt−1(y = 0|x))pt−1(y = 0|x)

− log(pt−1(y = 1|x))pt−1(y = 1|x) (5.3)

and selecting the vector(s) with the highest entropy. Since H(x) is largest when the classifier

returns a 0.5 value and minimum when it returns values close to zero or one, this assumes

that those vectors whose probability of being a true path is computed to be 0.5 are the most

uncertain and closest to the decision boundary. Therefore annotating them is likely to help

refine the shape of that boundary.

This approach can be effective but it can also fall victim to sampling bias. This happens when

the current classifier is so inaccurate that its decision boundary is far away from the real one

and the learner ends up focusing on an irrelevant part of the feature space. Our approach is

designed to avoid this trap.
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5.3.2 Probability Propagation

The probability pt returned by the path classifier takes into account the appearance of only

a single path. By doing so, it neglects the information present in the wider neighborhood,

provided by the other paths in the graph that share an endpoint with it. In particular, it ignores

the fact that contiguous paths are more likely to share labels than non-contiguous ones.

To account for this, we took inspiration from the semi-supervised learning method of [123] and

implemented a modified version of it that propagates probabilities instead of labels. There,

the label propagation is used to classify a large pool of unlabelled examples having only a few

labelled instances. In our Probability Propagation Sampling (PPS) strategy we propagate the

probabilities assigned by the base classifier to identify samples that differ significantly from

their neighbourhood.

Let P0 be an N ×2 matrix. Its entries are the probabilities pt (yi = y |xi ) of Eq. 5.2 for all N

samples and y ∈ {0,1}, except for already annotated ones for which we clamp the values to

zero or one depending on their label. The information is then propagated as follows:

1. Build an N ×N affinity matrix W ∈RN×N with elements wi j = exp(−||xi −xj||2/2σ2) if ei

and e j share a node and zero otherwise.

2. Build a symmetric matrix S = D−1/2WD−1/2, where D is diagonal with elements di i = ∑
j wi j .

3. Iterate Pi+1 = αSPi + (1 −α)P0 followed by normalization of the rows of Pi+1 until

convergence, where α ∈ (0,1) specifies how much information is exchanged between

neighbors and how much of the original information is retained. The series was shown

to converge to P∗ = (I−αS)−1P0 [123] and we will use the closed-form solution.

After the probability propagation, we can compute the entropy of each path at AL iteration t,

but this time using the new estimates of probability p∗:

H(x) = − log(p∗
t−1(y = 0|x))p∗

t−1(y = 0|x)

− log(p∗
t−1(y = 1|x))p∗

t−1(y = 1|x) (5.4)

5.3.3 Density-based Batch Query

The scheme of Section 5.3.2 involves retraining the classifier each time the user has annotated

a new sample, forcing them to wait for the computation to be over before intervening again.
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As discussed in Section 2.3, this is impractical and most practical AL approaches work in

batch-mode, that is, they allow the user to annotate several samples before retraining.

In our case, samples are image paths and it is much easier to sample several paths in the

same image region than over a wide space, which would imply scrolling through a potentially

large 2D image or, worse, 3D image stack. Our solution to this is to present the annotator

with consecutive paths represented by adjacent edges in the spatial graph G of Section 5.2.

However, in order to be effective, individual paths should be:

1. informative to ensure that the new labels truly bring new information,

2. representative, that is, inliers of the statistical distribution of all samples,

3. diverse, that is, different from each other and from the already labeled ones.

The entropy measure of Eq. 5.4 can be used to assess the first of these three desirable properties.

To measure the other two, we use the N × N affinity matrix W̃ obtained using the same

parameters as the matrix W of Section 5.3.2, but whose elements are measures of pairwise

similarity between each of the N samples in the feature space, not only the neighbours in

image.

Let L be the indices of already labelled edges and Ek be the set of all possible edge index

combinations denoting k consecutive paths. For each set (batch) of consecutive edges E ∈ Ek ,

we can compute the following similarity measures:

σG (E) = ∑
i∈E

∑
1≤ j≤N

wi j (5.5)

σL(E) = ∑
i∈E

∑
l∈L

wi l (5.6)

σI (E) = ∑
i∈E

∑
j∈E , j 6=i

wi j , (5.7)

where σG (E) is a global similarity measure, σL(E) measures similarity to already labelled

samples and σI (E) similarity within the batch. Intuitively, we want to maximize σG to ensure

representativeness and minimizeσL andσI to improve diversity and explore the whole feature

space. We therefore take

µ(E) = σG (E)−σL(E)−σI (E)

σG (E)
, (5.8)

to be our non-negative measure of both diversity and representativeness. This formulation

does not require any additional parameters to weigh the effect of the three conditions or

constructing any additional graphs in the feature space.
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5.3.4 Combining Informativeness and Density Measure

PPS allows us to take advantage of the current model while density-based query enables

exploration of the feature space. In order to combine those two effects at each AL iteration we

query the batch

E∗ = argmax
E∈Ek

−µ(E)(
∑
i∈E

H(xi )) (5.9)

where H is the entropy measure of Eq. 5.4 and µ(E ) is calculated as in Eq. 5.8. Combining PPS

and the density measure µ leads to Density-Probability Propagation Sampling (DPPS), where

the effects of exploration and exploitation are balanced during AL.

5.4 Results

In this section, we present our results; we first describe our experimental setup and baselines.

We then introduce a synthetic dataset to help visualize the query decisions made by the

different strategies. Finally, we show that our approach outperforms the conventional and

state-of-the-art techniques on four real datasets.

5.4.1 Experimental Setup

We apply our AL approach for reconstruction of curvilinear networks in 2- and 3-D images. As

discussed in Section 5.2, the overcomplete graphs, as well as the final delineations obtained

once the classifiers have been properly trained are constructed using the delineation algorithm

of [110].

The probabilities of Eq. 5.1 are computed by feeding the feature vectors to Gradient Boosted

Decision Trees [9] with an exponential loss. We found it well suited to interactive applications

because it can be retrained fast, that is in under 3s for all the examples we show in this chapter.

To avoid overfitting especially in the initial stages of AL, we set the number of weak learners

to 50, maximum tree depth to 2 and shrinkage to 0.06. Each tree is optimized using 50%

of randomly selected data. Out of possible 303 features, 50 are investigated at each split.

The classifier returns score F that can be then converted to probability using the logistic

correction [79], that is

p(y = 1|x) = 1

1+exp(−2F (x))
. (5.10)

The edge connectivity matrix of Section 5.3.2 is computed on the basis of the overcomplete

graphs.
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The annotated ground truth data we have for all datasets, allows us to simulate the user

intervention. We assume edges that are 10 pixels/voxels apart from the corresponding ground-

truth path and with a normalised intersection exceeding 0.5 to be positive. Otherwise they are

treated as negatives. We start each query by a random selection of 4 data points belonging

to each class (background/network). Unless stated otherwise, we query 2 consecutive paths

during each iteration and this choice is explained in Section 5.4.4. We proceed until the total

number of labelled samples reaches 100. Each AL trial is repeated 30 times and the results are

then averaged.

5.4.2 Baselines

We compare the two versions of our approach, Probability Propagation Sampling (PPS) and

Density Probability Propagation Sampling (DPPS) as described in Sections 5.3.2 and 5.3.4, to

the following baselines:

• Random Sampling (RS) - selecting a random pair at each iteration.

• Uncertainty Sampling (US) - selecting a pair with the highest sum of individual entropies

as given by Eq. 5.3.

• Query-By-Committee (QBC) - selecting a pair that causes the greatest disagreement

in a set of hypotheses, here represented by trees in a Random Forest. We measure the

disagreement using the definition of [18].

Moreover, we compare the real datasets also to the following state-of-the art methods:

• Information Density (ID) [95] - similarly to our method it combines uncertainty and

density terms to select the next sample. Uncertainty is computed using probability

entropy and density is approximated by computing average cosine similarity of every

sample to the rest of unlabelled data.

• Reinforcement Active Learning Formulation (RALF) [24] - combines AL and reinforce-

ment learning that allows for time-varying trade-off between exploration and exploita-

tion. It adapts the sampling strategy during the learning process and can handle multiple

selection criteria by framing the learning as MArkov Decision Process.

For calibration purposes, we also report the classification performance using all the available

training data at once (Full), that is, without any AL.
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(a) (b) (c)

(d)

Figure 5.4 – Synthetic dataset. (a) Samples in the Euclidean space. (b) Samples in the feature
space. (c) Classification results. (d) Query heat-maps in the feature space; the red circle
indicates the optimal decision boundary. Best viewed in color.

5.4.3 Synthetic Dataset

To compare the qualitative behavior of different strategies, we create a synthetic dataset. In

the image space depicted by Fig. 5.4a, a positive class is surrounded by a negative one, which

resembles what happens when trying to find real linear paths surrounded by spurious ones.

We created feature space depicted by Fig. 5.4b by transforming the image coordinates and

adding random noise so that the decision boundary in feature space does not correspond to

the one in Euclidean space. We built the required spatial graph by connecting each point to its

10 nearest-neighbors in image space. We compute the weighting matrix W using RBF kernel

with σ = 1 and set probability propagation α to 0.9.

As can be seen in Fig. 5.4c, PPS and DPPS outperform the baselines and after querying

90 examples match the performance obtained by training on the whole training set. This

corresponds to a 80% reduction in annotation effort. Furthermore, DPPS does better than

PPS early on.

In Fig. 5.4d, we use a heat map in feature space to depict the the most frequently queried

63



Chapter 5. Active Learning Based on Local Consistency of Delineation

(a) (b)

(c) (d)

Figure 5.5 – Datasets. Training images with superimposed overcomplete graphs. (a) Roads (b)
Blood vessels (c) Axons (d) Brightfield neurons.

regions and overlay the optimal decision boundary in red. They indicate that propagating

information in a spatial graph helps refine the search space faster than simple uncertainty

query. Introducing density measures further constrains the search space making the process

more effective and sampling more uniformly around the optimal decision boundary.

5.4.4 Real Datasets

Roads The dataset consists of 2D aerial images of roads. They include road patches occluded

by trees and contain road-like structures such as driveways, thus making the classification

task difficult.

We compute the weighting matrix W using RBF kernel with σ = 1 and set probability propa-

gation α to 0.9. The graph is constructed using only training data and during the whole AL

process the classifier does not have access to test data. As shown in Fig. 5.6a and Table 5.1,

both our approaches outperform the baselines and reach the full-dataset performance after

as few as 50 samples, which corresponds to 75% reduction in annotation effort. Interestingly,

the accuracy keeps increasing above the Full dataset accuracy. This behavior was already

reported in [91] and suggests that in some cases a well chosen subset of data produces better
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(a) Roads (b) Blood Vessels

(c) Axons (d) Brightfield

Figure 5.6 – Quantitative results. Path classification results after AL queries for the (a) Roads
(b) Blood vessels (c) Axons (d) Brightfield neurons datasets. Shaded area corresponds to one
standard deviation.

generalization than the complete set. As can be seen in Fig. 5.7 as the training progresses,

the samples become more and more certain, decreasing the entropy. This is also when the

probability propagation strategy proves especially useful compared to simple US. The analysis

of the most frequently queried samples shown in Fig. 5.8a reveals that our method selects

mainly the occluded paths and those at the intersections between two roads of different sizes

or a road and a driveway. They correspond to the ambiguous cases discussed in Section 5.2

and presented in Fig. 5.2c and Fig. 5.2d. This makes it possible to learn the correct connectivity

pattern and avoid mistakes as we postulated in Section 5.2. To verify this, we compare not

only the classification performance, but also the quality of the final reconstruction. We run

the full reconstruction framework with classification followed by an optimization step and

evaluate the reconstruction using the DIADEM score [7]. It ranges from 0 to 1 with 1 being a

perfect reconstruction. As shown in Fig. 5.9a, our approach outperforms the baselines also in

terms of the quality of the final reconstruction. Interestingly, we again get a better result than

by training with the Full dataset.

These results were obtained by querying pairs of edges. To test the influence of the length
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RS US QBC ID RALF PPS DPPS
Roads 0.808 0.817 0.821 0.822 0.816 0.825 0.835
Blood vessels 0.942 0.944 0.955 0.943 0.948 0.953 0.956
BF neurons 0.625 0.653 0.646 0.665 0.658 0.673 0.697
Axons 0.818 0.821 0.811 0.821 0.816 0.830 0.836

Table 5.1 – Quantitative results. Area under the learning curve for all tested methods. An
example of such learning curve is depicted in Fig. 5.6d

Figure 5.7 – Learning progress. Color-coded ambiguity of the training paths given by Eq. 5.9
after 5, 15, 25, 35 and 45 AL iterations. The measure was normalized across the iterations.
There is a clear decrease in the uncertainty as the learning progresses.

of the sequences we query, as discussed at the end of Section 5.2, we reran the experiments

using singletons, pairs, and triplets. As can be seen in Fig. 5.10, using pairs tends to give the

best results and this is what we will do in the remainder of this chapter. Note that we assume

that annotating one edge counts as one label, but in reality the effort of annotating several

consecutive edges is less than labeling the same number of instances at random locations, as

the user does not need to scroll from one region to another.

Blood vessels The image stacks depicting direction-selective retinal ganglion cells were

acquired with confocal microscopes. They contain many cycles and branch crossings. We

compute the weighting matrix W using RBF kernel with σ = 0.7 and set α to 0.9. As shown in

Fig. 5.6b, our two methods bring about improvements, especially at the beginning of AL.

66



5.4. Results

(a) (b)

Figure 5.8 – Visualization of frequent queries.The most frequently queried samples for the
(a) Roads and (b) Axons datasets. They often coincide with the ambiguous cases as discussed
in Section 5.2.

(a) Roads (b) Axons

Figure 5.9 – Effect of AL on final reconstruction. Averaged DIADEM scores of final reconstruc-
tion for the (c) Roads and (d) Axons datasets.

Axons dataset consists of 3D 2-photon microscopy images of axons in a mouse brain. The

main challenge associated with these images is low resolution in the z-dimension resulting in

some disjoint branches being merged into one, which drastically changes the connectivity of

the final solution.

We compute the weighting matrix W using RBF kernel withσ = 3 and setα to 0.9. The accuracy

plot (Fig. 5.6c) reveals that yet again our method performs better than the baselines, especially

in the later stages of learning, and result in a 65% reduction in the training effort. As seen

in Fig 5.8b, the most frequently queried edges are concentrated in the regions where two

branches seem to intersect in the xy-plane. In Fig. 5.9b we show that this again improves the

quality of the final reconstruction.
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RS US QBC ID RALF PPS DPPS
Roads 0.023 0.020 0.023 0.019 0.019 0.019 6 0.018
Blood vessels 0.023 0.027 0.017 0.016 0.019 0.014 0.014
BF neurons 0.063 0.041 0.028 0.033 0.035 0.026 0.017
Axons 0.024 0.025 0.022 0.018 0.021 0.022 0.021

Table 5.2 – Standard deviation of the results. Generally our proposed methods have lower
variance than baselines.

Brightfield neurons The dataset consists of 3D images of neurons from biocytin-stained rat

brains acquired using brightfield microscopy. As in the Axons dataset, the z-resolution is low.

The corresponding training graph is much bigger than in the previous 2 cases and consists

of more than 3000 edges, most of which are negative. To assess the performance of different

methods, we compute the VOC score [26] instead of accuracy. This is due to the fact that in this

dataset around 95% of the edges are negative and the VOC score does not take into account

true negatives. We compute the weighting matrix W using RBF kernel with σ= 1 and set α to

0.9. As seen in Fig. 5.6d and Table 5.1, our methods outperform the baselines. For RALF, we

can notice the possible effects of bias trap, when the performance does not change for a few

iterations, even though more and more labels are queried.

Note that each of the experiments was repeated 30 times and the results are averaged. In

Table 5.2 we present also the variance of the results. In all but one cases except for one PPS

approach shows smaller variance than the baselines and DPPS yields even lower variance.

Figure 5.10 – Effect of batch size. The classification performance for different batch sizes for
the Roads dataset.
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5.5 Conclusion

In this chapter we introduced an approach to incorporating the geometrical information that

increases the effectiveness of AL for the delineation of curvilinear networks. Additionally, we

introduced a density-based strategy, which ensures that the selected batches are informative,

diverse and representative of the underlying distribution. It also allows us to query sequences

of consecutive paths, further reducing the annotation effort. Our approach showed superior

performance for a wide range of networks and imaging modalities when compared to a

number of conventional methods.
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6 Active Learning and Proofreading

Using Global Delineation Constraints

As we described in the previous chapter, many of delineation algorithms require manually

annotated training data, which is tedious to obtain. Furthermore, even minor classification

errors may significantly affect the topology of the final result and therefore the automatic

reconstruction is often followed by manual proofreading. In this chapter we propose a generic

approach to addressing both of these problems by taking into account the influence of a

potential misclassification on the resulting delineation. In an Active Learning context, we

identify parts of linear structures that should be annotated first in order to train a classifier

effectively. In a proofreading context, we similarly find regions of the resulting reconstruction

that should be verified in priority to obtain a nearly-perfect result. In both cases, by focusing

the attention of the human expert on potential classification mistakes which are the most crit-

ical parts of the delineation, we reduce the amount of required supervision. We demonstrate

the effectiveness of our approach on microscopy images depicting blood vessels and neurons.

Part of the material presented in this Chapter appeared in [75].

6.1 Introduction

As described in the previous chapter, many state-of-the-art approaches to automatically

delineating com[plex curvilinear structures rely on supervised Machine Learning techniques.

For training purposes, they require annotated ground-truth data in large quantities to cover

a wide range of potential variations due to imaging artifacts and changes in acquisition

protocols. For optimal performance, these variations must be featured in the training data, as

they can produce drastic changes in appearance. Furthermore, no matter how well-trained

the algorithms are, they will continue to make mistakes, which must be caught by the user

and corrected. This is known as proofreading – a slow, tedious and expensive process when

large amounts of image data or 3D image stacks are involved, to the point that it is considered
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(a) (b)

(c) (d)

Figure 6.1 – Delineation workflow. (a) Input image with overcomplete graph overlaid. (b) The
high-probability edges are shown in purple and the others in cyan. (c) Automated delineation,
with connectivity errors highlighted by red circles. (d) Final result after proofreading.

as a major bottleneck for applications such as neuron reconstruction [85].

In other words, human intervention is required both to create training data before running

the delineation algorithm and to correct its output thereafter. Current approaches to making

this less tedious focus on providing better visualization and editing tools [22, 85]. While

undoubtedly useful, this is not enough. We therefore propose an Active Learning (AL) [92]

approach to direct the annotator’s attention to the most critical samples. It takes into account

the expected change in reconstruction that can result from labeling specific paths. It can be

used both for fast annotation purposes and, later, to detect potential mistakes in machine-

generated delineations.

More specifically, consider an algorithm such as those of [90, 120, 109, 77, 84], whose workflow

is depicted by Fig. 6.1. It first builds a graph whose nodes are points likely to lie on the linear

structures and whose edges represent paths connecting them. Then it assigns a weight to each

edge based on the output of a discriminative classifier. Since the result is critically dependent

on the weights, it is important that the classifier is trained well. Finally, the reconstruction

algorithm finds a subgraph that maximizes an objective (cost) function dependent on the

edge weights, subject to certain constraints. However, even very small mistakes can result in

very different delineations, as shown in Fig. 6.2.
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(a) (b)

Figure 6.2 – Effect of small mistakes. Misclassifying even a few edges may severely impact the
final topology. (a) The two edges indicated by the red arrows are falsely labeled as negatives.
As a result, two pairs of unrelated branches (green and yellow) are merged. (b) The true
connectivity is recovered after correcting the two edges.

Our main insight is that the decision about which edges to annotate or proofread should be

based on their influence on the cost of the network. Earlier methods either ignore the network

topology altogether [28] or only take it into consideration locally [74], whereas we consider

it globally. Our contribution is therefore a cost- and topology-based criterion for detecting

attention-worthy edges. We demonstrate that this can be used for both AL and proofreading,

allowing us to drastically reduce the required amount of human intervention when used in

conjunction with the algorithm of [109]. To make it practical for interactive applications, we

also reformulate the latter to speed it up considerably – it runs nearly in real-time and it can

handle much larger graphs than [109].

The remainder of this chapter is organized as follows: first, in Section 6.2, we describe our

attention mechanism for selecting important edges in the delineation. In Section 6.3 we

explain how our attention mechanism a can be used for Active Learning and proofreading

purposes. Then, in Section 6.4, we introduce a new, more efficient formulation of the state-

of-the-art Mixed Integer Programming delineation algorithm that ensures fast and reliable

reconstruction, which is necessary for online applications. Finally, in Section 6.5, we compare

the performance of our algorithm against conventional techniques.

6.2 Attention Mechanism

6.2.1 Graph-Based Delineation

Delineation algorithms usually start by computing a tubularity measure [55, 108, 102], which

quantifies the likelihood that a tubular structure is present at a given image location. Next, they

extract either high-tubularity superpixels likely to be tubular structure fragments [90, 120] or
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longer paths connecting points likely to be on the centerline of such structures [35, 11, 77, 109].

Each superpixel or path is treated as an edge ei of an over-complete spatial graph G (see

Fig. 6.1(a)) and is characterized by an image-based feature vector xi . Let E be the set of

all such edges, which is expected to be a superset of the set R of edges defining the true

curvilinear structure, as shown in Fig. 6.1(d). If the events of each edge ei being present in the

reconstruction are assumed to be independent (conditional on the image evidence xi ), then

the most likely subset R∗ is the one minimizing

c(R) = ∑
ei∈R

wi , with wi =− log
p(yi = 1|xi )

p(yi = 0|xi )
, (6.1)

where wi ∈R is the weight assigned to edge ei and yi is a binary class label denoting whether

ei belongs to the final reconstruction or not. This optimization is subject to certain geometric

constraints; for example, a state-of-the-art method presented in [109] solves a more complex

Mixed Integer Program (MIP), which uses linear constraints to force the reconstruction to

form a connected network (or a tree). As described in Section 6.4, we were able to reformulate

the original optimization scheme and obtain major speedups which make it practical even

when delineations must be recomputed often. In Section 6.5 we also show that it yields better

results than using a more basic method Minimum Spanning Tree with Pruning [35], while also

being able to handle non-tree networks. Let us remark that finding the minimizing R is trivial

to parallelize.

The probabilities appearing in Eq. 6.1 can be estimated in many ways. A simple and effective

one is to train a discriminative classifier for this purpose [11, 120, 109]. However, the perfor-

mance critically depends on how well-trained the classifier is. A few misclassified edges can

produce drastic topology changes, affecting the whole reconstruction, as shown in Fig. 6.2. In

this chapter we address both issues with a single generic criterion.

6.2.2 Error Detection

The key to both fast proofreading and efficient AL is to quickly find potential mistakes, espe-

cially those that are critical for the topology. In this work, we take critical mistakes to mean

erroneous edge weights wi that result in major decrease in the cost c(R∗,W) of the reconstruc-

tion. In other words, if changing a specific weight can significantly influence the delineation,

we must ensure that the weight is correct. We therefore measure this influence, alter the edge

weights accordingly, and recompute the delineation.
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(a) (b)

Figure 6.3 – Changing the weights. (a) Two Gaussian distributions corresponding to positive
(green) and negative (red) classes of edges. (b) The effect of weight transformation; the
original distributions are drawn with solid lines, while the corresponding distributions after the
transformation are drawn with dashed lines. The described transformation causes ”swapping”
of the distributions corresponding to the two classes.

Delineation-Change Metric

We denote by R∗ the edge subset minimizing the objective (cost) function c(R,W) =∑
ei∈R wi

given a particular set W of weights assigned to edges in G . Changing the weight wi of edge ei

to w ′
i will lead to a new graph with optimal edge subset R′

i . We can thus define a delineation-

change metric, which evaluates the cost of changing the weight of an edge ei ∈ E :

∆ci = c(R∗,W)− c(R′
i ,W′) . (6.2)

If ∆ci > 0, the cost has decreased; we can conjecture that the overall reconstruction benefits

from this weight change and therefore the weight value may be worth investigating by the an-

notator as a potential mistake. The converse is true if ∆ci < 0. In other words, this very simple

metric gives us a way to gauge the influence of an edge weight on the overall reconstruction.

Changing the Weights

For our cost change criterion to have practical value, we must alter weights in such a way that

∆ci is largest for edges which require the opinion of an annotator. In practice, the weights of

positive-class edges tend to follow a Gaussian distribution with negative mean and a variance

such that few of them are positive values, as shown in Fig. 6.3(a). Similarly, negative edges

follow a Gaussian distribution with positive mean, few of them being negative. As a result,

most of the mistaken edges have |wi | ≈ 0.

In order for our delineation-change metric to be informative, we must ensure that attention-

75



Chapter 6. Active Learning and Proofreading Using Global Delineation Constraints

worthy edges (probable mistakes) have high values of ∆ci . To achieve this, we must not only

flip the sign of the weight (implying assigning it to the opposite class), but also increase the

absolute value of likely mistakes weights. Without this, many of the mistakes with |wi | ≈ 0

could be omitted due to smaller values of ∆ci compared to edges with weights of higher

absolute value, which are much less likely to be mistakes.

The above requirements can be satisfied with the following transformation:

w ′
i =

A+wi if wi > 0,

B +wi if wi < 0.
(6.3)

It is equivalent to swapping the distributions corresponding to positive and negative edges, as

shown in Fig 6.3(b).

We take A and B to be the 10% and 90% quantiles of the weight distribution (for robustness to

outliers). These are near-extreme values of the weights for the positive and negative classes

respectively, which we use as attractors for w ′
i : for small positive wi we want w ′

i to be close to

A, and for negative ones to B instead. The weight change is therefore likely to yield a significant

∆ci for probable mistakes.

Finally, for edges whose weight is negative but which nevertheless do not belong to the graph,

we take ∆ci to be w ′
i to ensure that it is positive and that more uncertain edges are assigned

higher ∆ci .

6.3 Active Learning and Proofreading

AL aims to train a model with minimal user input by selecting small subsets of examples that

are the most informative. Formally, our algorithm starts with a small set of labeled edges S0.

We then repeat the following steps: At iteration t , we use the annotated set of edges St−1 to

train classifier Ct−1 and select one or more edges to be labeled by the user and added to St−1

to form St . The edge(s) we select are those that maximize the criterion ∆c of Eq. 6.2.

By contrast, proofreading occurs after the classifier has been trained and a complete delin-

eation has been produced. At this point, the main concern is not to further improve the

classifier, but simply to correct potential mistakes. Therefore, the most crucial edges are

those that are misclassified and whose presence or absence most affects the topology of the

delineation. To find them, we again compute the∆c value for each edge. However, some edges

could have a high ∆c because they are misclassified, even though they do not influence the

topology of the final delineation.
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To focus on potential mistakes that do affect the topology strongly, we rely on the DIADEM

score [7], which captures the topological differences between trees, such as connectivity

changes and missing or spurious branches. It ranges from 0 to 1; the larger the score, the more

similar the two trees are. In Appendix we present details about DIADEM computation.

In this case, let R∗ be the optimal tree given the edge weights, and let R′
i be the tree we obtain

when changing the weight of edge ei from wi to w ′
i , as described in Section 6.2.2. To measure

the importance of each edge, we compute the score

si = ∆ci

DIADEM(R∗,R′
i )

(6.4)

and ask the user to check the highest-scoring one. The edge is assigned a weight equal to A

or B from Section 6.2.2 according to the user’s response. We then recompute R∗ and repeat

the process. Note that this is very different from traditional proofreading approaches, which

require the user to visually inspect the whole image. By contrast, our user only has to give an

opinion about one edge at a time, which is automatically selected and presented to them.

6.4 Fast Reconstruction of Curvilinear Structures

AL and proofreading parts of our pipeline have to operate in online settings in order to

be truly useful. At the same time our attention approach requires re-computing optimal

reconstructions many times. However, the previous formulation of graph-based delineation

in [109] may take even up to few hours to converge. In this section we describe reformulation

of this problems, which significantly decreases its size and operates in real-time, making it

possible to employ in interactive mode.

Reconstruction of networks of curvilinear structures involves solving the following problem:

Min-Weight Tree Containing r (MinTree)

Given: A graph G = (V ,E ), a root vertex r ∈V , weights on edges w : E →R. Weights may

be negative.

Find: A tree R ⊆ G containing the vertex r , minimizing the sum of weights of picked

edges
∑

e∈R w(e).

In our approach, MinTree is used when we expect the ground-truth image to be a tree. If such
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an assumption is not realistic (loopy networks, such as blood vessels), then we are instead

interested in the following problem MinSubgraph:

Min-Weight Connected Subgraph Containing r (MinSubgraph)

Given: A graph G = (V ,E ), a root vertex r ∈V , weights on edges w : E →R. Weights may

be negative.

Find: A connected subgraph R ⊆G which contains the vertex r (and is not necessarily a

tree), minimizing the sum of weights of picked edges
∑

e∈R w(e).

Both problems are significantly harder than the Minimum Spanning Tree problem, because R

does not need to connect the entire graph and also the weights may be negative. In fact, both

problems are NP-complete;

In both [109] and our approach they are solved using a Mixed Integer Programming (MIP)

formulation, which is given as input to the Gurobi solver.1

However, the previously considered formulation (see the model Arbor-IP in [109] and also the

model M-DG in [10]) has |V ||E | variables and as many constraints. This makes solving it costly

for small graphs and impossible for larger ones. Our contribution is a new, linear-size MIP

model for this problem, described below.

6.4.1 Our Formulation

First, we describe how to obtain a MIP for MinTree. We replace each undirected edge with

two directed edges, so as to work with a directed graph. Our objective is to find a directed tree

whose each edge is directed away from the root r (a so-called r -arborescence).

We associate a binary variable xuv ∈ {0,1} with each directed edge (u, v) ∈ E , denoting the

presence of the edge in the solution R. The first two linear constraints to consider are:

• any vertex v has at most one incoming edge (r has none) (see equations (6.5–6.6) below),

• an edge (u, v) can be in the solution only if u has an incoming edge in the solution (or

u = r ) (6.7).

1[109] also introduce a more advanced algorithm, which uses a formulation with quadratic weights, i.e., weights
on pairs of adjacent edges, rather than a linear weight function; this makes the computational burden even heavier.
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Graph Flow formulation of [109] Our flow formulation
(a) (b) (c)

Figure 6.4 – Efficient MIP formulation. Given an example graph (a) the formulation of [109]
creates a separate flow variable from root r to any vertex v (b). We replaced it with a single
flow from root to a set of sinks (c) thus reducing the size of MIP formulation.

These conditions almost require the solution to be an r -arborescence, but not quite; namely,

there can still appear directed cycles (possibly with some adjoined trees). One way to deal

with this issue is to enforce that every non-isolated vertex is connected to the root; this can be

done using network flows. The constraints in the previous formulation require that, for every

v with an incoming edge, there should exist a flow { f v
e }e∈E of value 1 from r to v , as shown in

Fig. 6.4(b). However, this leads to a large program (|V ||E | variables).

Our way around this is to instead require the existence of a single flow { fe }e∈E from the source

vertex r to some set of sinks (Fig. 6.4(c)). The main constraints are that:

• for every vertex v 6= r , if v has an incoming edge (i.e., v is not an isolated vertex in the

solution, but is spanned by R), then the inflow into v is at least 1 more than the outflow

(otherwise it is greater or equal to the outflow) (6.8),

• f is supported only on the support of x (that is, the flow f only uses edges which are

used by the solution R) (6.9).

Since x has no edges into the root, neither does f . Thus f is indeed a flow (within the x-

subgraph) from the source r to the sink set being the set of all active vertices.

We write down our MIP formulation below. We use the following notation: x(F ) =∑
e∈F x(e)

for a subset F ⊆ E , δ+(v) is the set of (directed) edges outgoing from vertex v , and δ−(v) is the

set of (directed) edges incoming into vertex v . Thus e.g. f (δ+(v)) is the total f -flow outgoing

from vertex v .
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minimize
∑

(u,v)∈E

w(u, v)xuv

subject to xuv ∈ {0,1} ∀(u, v) ∈ E

x(δ−(v)) ≤ 1 ∀v ∈V \ {r } (6.5)

x(δ−(r )) = 0 (6.6)

xuv ≤ x(δ−(u)) ∀(u, v) ∈ E ,u 6= r (6.7)

f (δ−(v))− f (δ+(v)) ≥ x(δ−(v)) ∀v ∈V \ {r } (6.8)

fuv ≥ 0 ∀(u, v) ∈ E

fuv ≤ (|V |−1) · xuv ∀(u, v) ∈ E . (6.9)

6.5 Results

In this section we describe the experimental protocol used to evaluate our attention mecha-

nism and we present the evaluation results of different stages as well as the complete pipeline.

6.5.1 Datasets

We tested our approach on 3-D image stacks depicting various structures shown in Fig. 6.5:

• Blood Vessels: two stacks of retinal blood vessels obtained with confocal microscope.

One was used to training and the other one for testing.

• Brightfield Neurons: three image stacks acquired using brightfield microscopy from

biocytin-stained rat brains.

• Axons: 2-photon laser scanning microscopy images of mouse neocortex neurons labeled

with fluorescence used to analyze the learning progress.

• Olfactory Projection Fibers: confocal microscopy image stacks of the Drosophile fly

taken from the DIADEM competition [7].

We rely on the algorithm of [109] for the initial overcomplete graphs and the corresponding

edge features. To classify edges as being likely to be part of an extended linear structure or not

on the basis of local image evidence, we use Gradient Boosted Decision Trees [9]. We use our

faster fomulation of MIP to obtain the final delineations.
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(a) (b)

(c) (d)

Figure 6.5 – Datasets Images used for evaluation with the over-complete graphs overlaid. (a)
Blood Vessels. (b) Axons. (c) Brightfield Neurons. (d) Olfactory Projection Fibers.

6.5.2 Fast Reconstruction

We first empirically test our new MIP formulation described in Section 6.4. The optimization

runtimes obtained using our formulation compared to the one presented in [109] are shown

in Table 6.1 and Table 6.2. The optimization was executed on a 2x Intel E5-2680 v2 system (20

cores). Our formulation can be solved under 6 seconds for all real-world graph examples we

have tried; the maximum for the formulation of [109] is over 6 minutes.

Axon1 Axon2 Axon3 Axon4 Axon5 Axon6
# edges 164 223 224 265 932 2638
MIP [109] 0.91 1.04 1.19 1.45 78.3 393.7
MIP ours 0.03 0.10 0.04 0.23 0.10 5.23
speed-up 26.1x 10.1x 27.3x 6.3x 743.5 75.2x

Table 6.1 – Per-reconstruction runtimes (in seconds) of the MIP formulation of [109] and ours
for the proofreading task on Axons dataset.

We also compared the runtimes on randomly generated graphs of various sizes – see Table 6.3.

The speed-ups remain similar. In Table 6.4 we collect runtimes of our method on larger

randomly generated graphs. If we assumed (more or less arbitrarily) 2 seconds to be the

threshold of what is practical in an interactive setting (given that this optimization needs to be

run multiple times), then we can see that the method of [109] can deal with graphs of size at
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BFNeuron1 BFNeuron2 OPF1 OPF2 BFNeuron3 BFNeuron4
# edges 120 338 363 380 645 2826
MIP [109] 0.48 2.25 1.53 1.65 2.13 308.23
MIP ours 0.02 0.12 0.05 0.08 0.26 2.30
speed-up 18.2x 17.7x 29.4x 19.9x 8.1x 134.0x

Table 6.2 – Per-reconstruction runtimes (in seconds) of the MIP formulation of [109] and ours
for the proofreading task on Brightfield Neurons dataset.

most 300, whereas our method copes with graphs having around 2000 edges.

# edges 99 132 220 330 440 660 924 1320 1540
MIP [109] 0.16 0.30 1.13 3.39 8.35 29.35 73.16 112.59 149.01
MIP ours 0.03 0.04 0.06 0.12 0.15 0.29 0.36 0.67 0.42
speed-up 6.1x 7.5x 17.9x 29.4x 53.9x 102.8x 201.8x 167.8x 348.1x

Table 6.3 – Per-reconstruction runtimes (in seconds) of the MIP formulation of [109] and ours
on random graphs.

# edges 1760 2420 3520 4400 5720 9900
MIP ours 1.60 2.71 6.59 9.57 15.52 81.55

Table 6.4 – Per-reconstruction runtimes (in seconds) of our MIP formulation on random
graphs.

One further practical method for speeding up the solver is to initialize it with a nonzero feasible

solution. In cases where we needed to explore a large number of reconstructions resulting

from altering just one weight at a time (which was the setting of our method), we initialized

the new solution to the current optimal solution. Note that this scenario makes performance

considerations especially relevant, as |E | reconstructions need to be made; even though they

can be run in parallel, a high running time of a single MIP solution would make the approach

impractical.

6.5.3 Active Learning

Next, we tested our focusing mechanism described in Section 6.2 in Active Learning seetings.

For each image, we start with an overcomplete graph. The initial classifier is trained using 10

randomly sampled examples. Then, we query four edges at a time, as discussed in Section 6.3,

which allows us to update the classifier often enough while decreasing the computational

cost. We report results averaged over 30 trials in Fig. 6.6. Our approach outperforms both

naive methods such as Uncertainty Sampling (US) and more sophisticated recent ones such as

EMOC [28] and our own approach presented in Chapter 5, which we denote DPPS. Compared

to the method presented in this chapter, DPPS relies on uncertainty sampling, but only takes
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Figure 6.6 – Active Learning. Accuracy as a function of the number of annotated samples.
(a) Blood vessels. (b) Axons. (c) Brightfield neurons. (d) Olfactory Projection Fibers. The red
curve denoting our approach is always above the others, except in the right-hand side of (d):
because this is a comparatively easy case, the delineation stops changing after some time and
error-based queries are no longer informative.

local topology into account when evaluating this uncertainty. EMOC is a more generic method

that aims at selecting samples that have the greatest potential to change the output.

In Fig. 6.7 we can see that using the MIP formulation indeed helps improve the AL results,

compared to a more basic but equally fast method Minimum Spanning Tree with Pruning [35]

(MSTP), as it produces more accurate reconstructions and thus we can more reliably detect

mistakes. This is visible especially in case of Blood Vessels, which in reality can form loops.

Those can be reconstructed using MinSubgraph MIP, but not with MSTP.

6.5.4 Proofreading

In order to evaluate attention approach in proofreading setting, we compute an overcomplete

graph for each test image and classify its edges using a classifier trained on 20000 samples. We

then find four edges with the highest values of the score si of Eq. 6.4 and present them to the
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Figure 6.7 – MSTP vs. MIP. Comparison of our AL strategy when using MSTP and MIP on (a)
Blood Vessels (b) and Brightfield Neurons. datasets. Using MIP yields better results because it
provides more precise reconstruction that is not constraint only to tree-like structures.

user for verification. Their feedback is then used to update the delineation.

The red curves of Fig. 6.8(a-c) depict the increase in DIADEM score. Rapid improvement can be

seen after as few as 15 corrections. Fig. 6.9 shows how the reconstruction evolves in a specific

case. For analysis purposes, we also reran the experiment using the ∆c criterion of Eq. 6.2

(cost-only) instead of the more sophisticated one of Eq. 6.4 (cost and topology) to choose the

paths to be examined. The green curves in Fig. 6.8(a-c) depict the results. They are not as

good, particularly in the case of Fig. 6.8(c), because the highest-scoring mistakes are often the

ones that tend to be in the MIP reconstruction both before and after correcting mistakes. It

is therefore only by combining both cost and topology that we increase the chances that a

potential correction of the selected edge will improve the reconstruction. By contrast, paths

chosen by RS and US are not necessarily erroneous or in the immediate neighborhood of the

tree. As a result, investigating them often does not give any improvements.

6.5.5 Complete Pipeline

In a working system, we would integrate AL and proofreading into a single pipeline. To gauge

its potential efficiency, we selected 50 edges to train our classifier using the AL strategy of

Section 6.3. We then computed a delineation in a test image and proofread it by selecting 35

edges. For comparison purposes, we used either our approach as described in Section 6.3,

RS, or US to pick the edges for training and then for verification. In Fig. 6.8(d) we plot the

performance (in terms of the DIADEM score of the final delineation and of the ground truth)

as a function of the total number of edges the user needed to label manually.

In total, we estimated that combining three parts of our system (using Active Learning to
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Figure 6.8 – Focused proofreading. DIADEM score as a function of the number of paths
examined by the annotator. (a) Axons. (b) Brightfield Neuron. (c) Olfactory Projection Fibers.
(d) Combined AL and proofreading for Axons.

Figure 6.9 – Proofreading. From left to right: initial delineation, delineations after 10 and 20
corrections, and ground truth. Note changes in connectivity (in red circles) as more and more
samples are corrected
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Figure 6.10 – Time savings. Estimated times required to reconstruct 25 out of 70 000 000 neu-
rons in mouse brain doing all reconstruction manually (left bar), using one of the conventional
automatic approaches without Active Learning and focused proofreading (middle bar) and
the automatic approach with our Active Learning, proofreading and efficient formulation
improvements (right bar). Our approach takes 6 times less time than manual reconstruction
and requires minimal user interaction.

obtain training data, fast reconstruction and guided proofreading) takes 6 times less time

when compared with manual annotation and 3 times less time than conventional automatic

method (without focused Active Learning and proofreading) as shown in Fig. 6.10.

6.6 Conclusion

We have presented an attention scheme that significantly reduces the annotation effort in-

volved both in creating training data for supervised Machine Learning and in proofreading

results for delineation tasks. It does so by detecting possibly misclassified samples and con-

sidering their influence on the topology of the reconstruction. We showed that our method

outperforms baselines on a variety of microscopy image stacks and can be used in inter-

active applications thanks to its efficient formulation. It is therefore an important step in

reconstructing whole-brain neural circuitry.
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7 Conclusion

In this thesis, we presented solutions to reconstructing curvilinear networks from 2D and 3D

images and ways of reducing the required expert supervision. In this chapter, we first give

a brief summary of this thesis and our contributions and discuss promising future research

directions.

7.1 Summary

We began this thesis by presenting a great variety of curvilinear structures appearing in na-

ture. By discussing various applications of delineation we motivated the need for automated

methods suited for this problem and described challenges associated with the task. Those

include image quality, great variability of scales and appearances and difficulties with obtain-

ing labelled training data. In Chapter 2 we presented previous work in this field. We then

proceeded with describing our contributions, which enable accurate and efficient delineation

with minimal annotation effort.

The first step towards this goal is the training topology-aware loss that can be used for deep

segmentation and, unlike the habitual binary cross-entropy, is capable of capturing higher-

level statistical differences between the prediction and ground-truth. We showed that it is

particularly suited for de-noising segmentation by removing unstructured background noise,

as well as making the prediction smoother and more structured. Additionally, we apply an

iterative refinement scheme, which progressively improves the segmentation mask.

However, segmentation itself is often not informative enough for the full delineation and we

therefore aimed at recovering the full connectivity of the curvilinear network. The current

approaches treat it as a post-processing step detached from the segmentation and they are

often based on a set of hand-desgined heuristics. In Chapter 4 of this thesis, we described

an approach that simultaneously performs segmentation as well as classification of possible
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network connections. We showed that those two tasks share similar features and may benefit

from one another, producing the network connectivity map without cumbersome hyper-

parameter setting and complex multi-step pipeline.

Described methods are based on Machine Learning and as such they require a considerable

amounts of annotated training data, which is particularly difficult to obtain in biomedical

domain and for 3D image stacks. We therefore proposed two methods, which reduce the need

for manual annotations. Firstly, in Chapter 5 we proposed an Active Learning approach to

selecting training samples worth labelling. Unlike previous approaches, it takes into account

geometric properties of curvilinear structures to devise the most informative samples by

considering the ones that stand out from their neighbourhood. It allowed us to decrease the

annotation effort by up to 65 %.

In Chapter 6, we introduced an alternative way to reducing annotation effort by considering

samples that are particularly important from the global point of view. It works in two settings:

in the Active Learning mode, it allows to efficiently label training data. In the proofreading

mode, it identifies parts of the reconstruction that may be erroneous and the user should

therefore focus their attention on them. We also reformulated the Mixed Integer Program

formulation from [109], so that our method can find the optimal reconstruction even when

dealing with very big graphs.

The presented methods help analyze vast amounts of various data, starting from microscopy

brain stacks to aerial images and they are a significant step towards the full automation of this

process.

7.2 Future Work

In this section we outline possible extensions to the work described in this thesis.

7.2.1 End-to-end Graph Learning

Currently, the majority of graph-based reconstruction methods, including the ones described

here, require at least two steps to extract the graph. An alternative idea is to obtain graph

directly from the image, without computing any segmentation. However, this is not an easy

task because to the best of our knowledge, there does not exist a type of network that can

take image input and output its graphical representation. The first step towards this goal

was a method of [8], where road networks are traced point by point, mimicking manual

annotation. An input to the network is an image patch centered at the current position and at

each inference step the decision is made in which direction to proceed. A separate network is

88



7.2. Future Work

trained to detect where tracing should stop.

However, the loss function used in that case promoted local greedy decisions about the next

location. This means that even very small mistakes (e.g. slight deviations from the exact

centerline), which may not be very important for the final reconstruction, are penalized. The

network also does not learn how to go back to the true centerline after it diverts from it. An

alternative solution is to use the Reinforcement Learning framework, where the algorithm

has freedom to explore the image and take the right decision in places, which are especially

crucial for the global reconstruction such as junctions. This approach would ensure that big

mistakes that lead to significant divergence from the original trace would be penalized much

more than small variations.

7.2.2 Learning Correct Topology

In Chapter 3 the features used to compute the topology loss were extracted using a neural

network pre-trained on a large dataset of natural images. The intuition behind it was that

the filters in lower layers of such network should capture general image properties such as

edges, scale, orientation and smoothness. However, not all layers may be equally important

for topology. One way to reflect it is to use a weighted topology loss, where the differences

in more prominent feature maps would be penalized more. The corresponding weights

can be learned directly from the data using an adversarial strategy; at one iteration, the

segmentation prediction is computed and weights of segmentation network are updated

according to the topology loss, which we aim to minimize. During the next iteration the

weights of segmentation network are kept frozen and one updates weights corresponding to

feature maps in order to maximize the loss. This way, the features that are the most sensitive

to mistakes are assigned the largest weights in the subsequent iterations.

Another issue comes from the fact that the network was pre-trained on images coming from a

different domain than that of binary segmentation masks. A more specified approach would

be to learn features specific to curvilinear structures from the data. This could be realized by

training a conditional Generative Adversarial Network, where the segmentation network acts

as a generator and a discriminator is trained to distinguish predictions from ground-truth.

This way the network learns the true features characterizing shapes of curvilinear structures.

Similar approach was presented in [32] to detect lanes by autonomous vehicles. It could now

be applied to more complex structures such as neurons or road networks.

Another possible extension in this direction could be derived from the field of mathematical

topology, which studies ways of describing shapes. A recent work by Kanari et al. [47] intro-

duced Topological Morphology Descriptor that was used to compare neuron morphologies

and cluster them into several classes of similar morphology. Such tool could be a more princi-
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pled way of comparing automatic reconstructions and ground-truth, but could also be used

during the training phase to impose topologically-consistent constraints on the predictions.

7.2.3 Multimodal Data for Segmentation

In this thesis we only considered greyscale or RGB images/3D-stacks. However, in many

domains it is possible to obtain additional data or information from other sources that can

enhance the predictions.

One example of additional data are multi/hyperspectral images that are used in remote sensing

for classifying types of vegetation. Those images may not only improve the road detection, but

they can be additionally used to determine the surface condition. Moreover, OpenStreetMap

provides a large database of road traces that can be aligned GoogleMaps satellite images

and used to increase the size of training dataset. However, the traces are not perfect — they

may miss new streets or label others inconsistently. To aid this problem one could combine

images containing geolocation with GPS traces to improve the maps. A growing number of

autonomous cars on the streets will allow one to collect huge amounts of ground-level footage

from cameras mounted on the cars often coupled with location. Combining those two sources

and aerial images can potentially enhance segmentation of the latter by introducing high

resolution details normally not visible in satellite imagery. An example of such approach, a

semantic segmentation followed by joint alignment of aerial and ground-level images, was

already shown in [66] to be useful for determining the number of lanes. This is otherwise a

very challenging task when using only aerial images.

In biomedical domain, it is not trivial to obtain additional training data without more effort

involved in image acquisition or annotation. However, one way of producing more microscopy

stacks with ready labels can be accomplished by utilizing synthetic neuron models and gen-

erating their realistic images. Such approach was already used in [4] to render neurons in

fluorescent microscopy images by applying the physical principles governing microscopic

image formation. It could be useful to further expand the training set described in this thesis.
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A An appendix

A.1 DIADEM score

DIADEM score [7] was originally developed to evaluate the neuron reconstruction but it can

be used to assess any tree-like structures. In Chapter 6 of this thesis it was used to measure the

topological change in reconstruction after alterign one of the edge’s weight. It measures the

topological similarity between two trees which are usually a ground-truth and an automatically

produced delineation. Every node in the ground-truth is assigned matches i.e. points in the

delineation that are within a certain distance from the given ground-truth node. To assess the

topology, for every match the computed tree is traversed up to the match’s ancestor bifurcation.

This procedure is repeated until the ancestor of target node and the ancestor of its match

correspond to each other (are within certain distance). Once they are established, the error is

computed as follows:

E = |LG −LR |
LG

(A.1)

where LG and LR are the lengths of traversed paths in ground-truth and reconstruction respec-

tively as shown in Fig. A.1. If the error is less than a threshold, then the match is considered

to be true. Moreover, DIADEM score introduces the notion of misses i.e. leaf nodes in the

ground-truth that do not have a match in the reconstruction and excess nodes i.e. terminal

vertices in the delineation that do not have a corresponding match in the ground-truth within

a certain distance. The importance of each node is weighted by its degree. Once all the vertices

in the ground-truth are processed, the weights of those that were truly matched are added to

the numerator. The total weight of all nodes in ground-truth and the weight of excess nodes

are added in the denominator. The final DIADEM score is taken to be the ratio between those

two quantities.
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Appendix A. An appendix

Figure A.1 – DIADEM score. An example of ground-truth and two delineations. Green circles
represent matches and red circles their ancestors. LG and LR are the distances between the
matches and ancestors. In this case, the error E of reconstruction 2 will be higher than the one
for reconstruction 1.
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