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Abstract

Agro-eco-hydrological models are essential for managing scarce water resources and ensuring crop productivity. Here, a one-dimensional agro-eco-hydrological model, LAWSTAC, capable of simulating water and solute transport in layered soil coupled with crop growth, is presented and validated. LAWSTAC considers eight hydraulic conductivity discretization methods to address the nonlinearity of Richards equation for soil water flow. LAWSTAC includes two root water uptake models and a flexible root distribution model for reliable transpiration simulation. Layered soil infiltration simulated by the eight discretization methods showed the arithmetic mean, geometric mean or the triadic mean got better results. The model was further verified by comparison with results from two widely used models, HYDRUS-1D and SWAP, using field-measured wheat growth data for 2007 and 2008 in the Northwest China. The models produced similar results for flow in layered soil, although SWAP showed some instability in the salinity dynamics. LAWSTAC models crop growth with a more efficient parameterization than SWAP. The root mean square errors of soil moisture, soil salinity concentration and LAI simulated by LAWSTAC were less than 0.06 cm$^3$ cm$^{-3}$, 3.56 g L$^{-1}$, and 0.43, respectively. In conclusion, LAWSTAC is suitable for simulating soil water and salinity dynamics, crop growth and their interactions.
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1. Introduction

Water shortages and soil salinization are two major factors that negatively affect agricultural productivity (Molden, 1997; Cominelli et al., 2013). To avoid such negative impacts, quantification of crop growth as well as water and solute transport are necessary for development of appropriate policies and measures. Often, field experiments are conducted to investigate the appropriateness of agricultural management practices that aim to enhance water use efficiency and grain production under limited water supply and soil salinization situations (Tuong and Bhuiyan, 1999; Kahlown and Azam, 2003). However, field experiments with different crops under various soil, water, salinity, and environment conditions are expensive, laborious and time consuming, especially for long term experiments that involve frequent measurements. Process-based simulation tools enhance the insights gained from long term experiments and potentially improve understanding of crop growth and yield under different hydrological and environmental conditions. Validated models also permit prognostic exploration of different strategies to improve crop yield and to maintain soil resilience.

Many one-dimensional (1D) physically based models simulating water and solute dynamics in variably saturated-unsaturated soil in field scale are available, e.g., LEACHM (Leaching Estimating and Chemistry model; Hutson and Wagenet, 1995), SWAP (Soil Water Atmosphere Plant; van Dam et al., 1997), RZWQM (Root Zone Water Quality Model; Hanson et al., 1998) and HYDRUS-1D (Simunek et al., 2005). Recent studies used these models to quantify soil water and solute transport processes under different boundary conditions with or without plant interactions (Cameira et al., 2000; Kumar et al., 2015; Salamati et al., 2016). As indicated above, agricultural systems models can be used as planning tools to determine agricultural management strategies under different environmental scenarios. Widely used agricultural systems models include EPIC (Environmental Policy-Integrated Climate; Williams et al., 1989), APSIM (Agricultural Production Systems Simulator; McCown et al., 1996),
WOFOST (World Food Studies; Boogaard et al., 1998) and DSSAT (Decision Support System for Agrotechnology Transfer; Jones et al., 2003). In the agricultural systems models, the simulation of evapotranspiration, soil water content and salt content level is one of the key points for calculation (Eitzinger et al., 2004). The water loss through evaporation and transpiration can determine the water distribution in the soil profiles, thus affecting the dynamics of salt content. Meanwhile, the variation in soil moisture and salt content are two main causes of crop yield variation in a soil-plant system. Crops consume soil water in the root zone through root uptake. The interaction between crop growth and soil conditions is complex, although it is an important physical and physiological process in agro-ecological system. Consequently, coupling of hydrologic and agricultural systems models can connect the hydrology and agricultural and better understand agro-eco-hydrological process in agricultural regions.

Ma et al. (2006) coupled the CERES-Maize agricultural systems model with RZWQM to address soil and water quality issues with a more comprehensive plant growth description. A recent integrated simulation model for improving water use efficiency and crop yields was reported by Zhou et al. (2012), who linked WOFOST with HYDRUS-1D to optimize irrigation scheduling for spring wheat in Northwest China. Later, Kumar et al. (2015) used SWAP (with WOFOST embedded) to simulate soil moisture and solute dynamics along with wheat yields under various saline water irrigation regimes in New Delhi, India. Despite these efforts, issues remain to be addressed for more accurate simulation in the agro-eco-hydrological system. For example, HYDRUS-1D assumes a fixed root distribution pattern when root growth is considered, which might not account for the actual root water uptake. In addition, an aboveground crop growth model is absent in HYDRUS. The algorithm for solving the solute transport equation in SWAP adopts an explicit temporal discretization, which is prone to instability under abrupt variations of soil water content (Xu et al., 2016). The coupled CERES/RZWQM model (Ma et al., 2006) combines the advantages of both a comprehensive description of specific crop growth and reliable predictions of water
and nutrient distribution in the root zone. However, its performance for distinctly layered soils, which are common in the field, is unclear because it is limited to a fixed number of soil layers (Sophocleous et al., 2009). Furthermore, no specific attention is paid to the model’s performance under such a condition.

Although Wang et al. (2014) showed that their Richards equation-based models were capable of simulating water flow in layered soils, simulations usually encountered difficulties in achieving water balance and produced numerical oscillations (Lima-Vivancos and Voller, 2004). Due to the nonlinearity of hydraulic conductivity in unsaturated soils, numerical models must incorporate strategies to reliably simulate water movement. Typically, agro-eco-hydrological models adopt a fixed averaging method to calculate the internodal conductivities (Simunek et al., 2005). Alternative methods could improve accuracy and stability of simulation results under different soil structure conditions. Recent progress in techniques of remote sensing and GIS, etc. have advanced the quantification of regional eco-hydrologic systems. The spatial and temporal scales involved require coupling between regional groundwater flow models and flow models in the unsaturated zone, especially in agricultural areas where layered soil profiles are common (Li et al., 2017) and solute transport simulations are required. For practical applications, models for such areas should be process-based, computationally efficient, and with robust parameterizations.

The objectives of this study are (a) to develop an efficient model, LAWSTAC, for simulating crop growth and the associated water and solute dynamics in layered soils, (b) to evaluate various conductivity-averaging methods used in LAWSTAC for layered soil, and (c) to assess the capabilities and performance of the model by comparing its results with the widely used HYDRUS-1D and SWAP models, based on a spring wheat growth experiment in Northwest China.
2. Description of LAWSTAC

LAWSTAC is a process-based model that simulates vertical 1D saturated-unsaturated water flow and solute transport in layered soils, together with crop growth. The soil water and solute transport processes are described through the Richards equation (RE) and advection-dispersion equation (ADE), respectively. The crop growth processes are driven by air temperature and solar radiation. Eight different averaging methods are considered in the model for computing the hydraulic conductivity in the middle of two adjacent nodes. The model is compiled in the MATLAB programming language, which can be easily transformed to a standalone executable, for instance to be called by a regional-scale hydrologic model.

2.1 Soil water flow

Soil water flow in the soil profile is described by the RE,

\[
\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial z} \left[ K \left( \frac{\partial h}{\partial z} - 1 \right) \right] - S
\]

where \( t \) is time (d), \( z \) is the vertical space coordinate in the downward direction from the soil surface (cm), \( \theta \) is the soil volumetric water content (cm\(^3\) cm\(^{-3}\)), \( h \) is soil matric potential in the unsaturated zone or water pressure head in the saturated zone (cm), \( K \) is the hydraulic conductivity (cm d\(^{-1}\)), \( S \) is a sink term, defined as soil water extraction rate by plant roots (cm\(^3\) cm\(^{-3}\) d\(^{-1}\)). This “mixed” form RE is generally preferred to the \( \theta \)-based or \( h \)-based forms due to its superior performance in mass conservation while avoiding potential disadvantages, e.g., discontinuity of \( \theta \) at the interface of two soil layers of the \( \theta \)-based form (Celia et al., 1990).

When we solve the “mixed” form RE, descriptions of relationships among \( \theta, h \) and \( K \) are required. The Brooks-Corey-Burdine and van Genuchten-Mualem (VGM) models are both widely used for this purpose (An and Noh, 2014). In this model, the soil water retention and hydraulic conductivity are expressed through the VGM model (Mualem, 1976; van Genuchten, 1980),
\[ \theta(h) = \begin{cases} \theta_r + \frac{\theta_s - \theta_r}{(1 + |\alpha h|^n)^{1/n}} & h < 0 \\ \theta_s & h \geq 0 \end{cases} \] (2)

\[ S_e = \frac{\theta - \theta_r}{\theta_s - \theta_r} \] (3)

\[ K = K_s S_e^l \left[ 1 - \left(1 - S_e^{n/(n-1)}\right)^{-1/n}\right]^2 \] (4)

where \( \theta \) is the saturated water content (cm\(^3\) cm\(^{-3}\)), \( \theta_r \) is the residual water content (cm\(^3\) cm\(^{-3}\)), \( K_s \) is the saturated hydraulic conductivity (cm d\(^{-1}\)), \( \alpha \) is an air-entry parameter (cm\(^{-1}\)), \( n \) is a pore size distribution parameter, and \( l \) is a pore connectivity parameter.

We specify the water content or soil matric potential within the flow domain at the initial time \((t=0)\) as the initial condition,

\[ \theta(z,t) = \theta_0(z), \quad 0 \leq z \leq L, \ t = 0 \] (5)

\[ h(z,t) = h_0(z), \quad 0 \leq z \leq L, \ t = 0 \] (6)

where \( \theta_0(z) \) is initial water content at different soil depths (cm\(^3\) cm\(^{-3}\)), \( h_0(z) \) is initial soil matric potential or water pressure head at different soil depths (cm), and \( L \) is the maximum soil depth under consideration (cm). The boundary conditions at the soil surface \((z = 0)\) or at the base \((z = L)\) of the soil profile are expressed as specified pressure head, specified flux or specified gradient boundary conditions (Simunek et al., 1999),

\[ h(z,t) = h_o(t), \quad z = 0 \text{ or } L, \ t > 0 \] (7)

\[ K \left(1 - \frac{\partial h}{\partial z}\right) = q_0(t), \quad z = 0 \text{ or } L, \ t > 0 \] (8)

\[ \frac{\partial h}{\partial z} = 0, \quad z = L, \ t > 0 \] (9)

where \( h_0(t) \) (cm) and \( q_0(t) \) (cm d\(^{-1}\)) are pressure head and soil water flux (due to irrigation, precipitation, evaporation, drainage, etc.) at the upper or lower boundary, respectively.
2.2 Solute transport

Solute transport is described by the ADE. For conservative species, neglecting adsorption, degradation, etc., the 1D governing equation is,

\[
\frac{\partial (\theta \cdot c)}{\partial t} = \frac{\partial}{\partial z} \left[ D_{sh} (v, \theta) \frac{\partial c}{\partial z} \right] - \frac{\partial (q \cdot c)}{\partial z} - S_s
\]  

where \( c \) is solute concentration in soil water (g cm\(^{-3}\)), \( q \) is soil water flux (cm d\(^{-1}\)), \( S_s \) is the solute sink term accounting for uptake by root (g cm\(^{-3}\) d\(^{-1}\)), and \( D_{sh} \) is the effective dispersion coefficient (cm\(^2\) d\(^{-1}\)), \( D_{sh} \) is given by (Bear, 1972),

\[
D_{sh} (v, \theta) = D_L q + \theta D_0 \tau_w
\]

where \( D_L \) is the longitudinal dispersivity (cm), \( D_0 \) is the molecular diffusion coefficient in free water (cm\(^2\) d\(^{-1}\)), that is related to the solute and temperature, and \( \tau_w \) is a tortuosity factor in the liquid phase, that is a function of the water content (Millington and Quirk, 1961),

\[
\tau_w = \theta^{7/3} / \theta_i^2
\]

The solute sink term \( S_s \) can be written as,

\[
S_s = K_r c S
\]

where \( K_r \) is a parameter accounting for relative uptake of solutes by roots.

The initial condition is,

\[
c (z, t) = c_0 (z), \quad 0 \leq z \leq L, \ t = 0
\]

where \( c_0 (z) \) is initial solute concentration in the soil profile (g cm\(^{-3}\)). The boundary conditions at the soil surface (\( z = 0 \)) or at the bottom (\( z = L \)) of the soil profile can be expressed as Dirichlet, Neumann or Cauchy types,

\[
c (z, t) = c_0 (t), \quad z = 0 \ or \ L, \ t > 0
\]

\[
\frac{\partial c}{\partial z} = 0 , \quad z = 0 \ or \ L, \ t > 0
\]

\[
qc - D_{sh} \frac{\partial c}{\partial z} = q_0 c_I, \quad z = 0 \ or \ L, \ t > 0
\]

where \( c_0 (t) \) (g cm\(^{-3}\)) and \( q_0 \) (cm d\(^{-1}\)) are the solute concentration and fluid flux, respectively, at the surface or bottom boundaries, and \( c_I \) is the concentration of the
boundary fluid (g cm\(^{-3}\)).

2.3 Evaporation and transpiration

The reference evapotranspiration, \(ET_0\), is calculated via the Penman-Monteith equation (Allen et al., 1998),

\[
ET_0 = \frac{0.408\Delta(R_n - G) + \gamma \frac{900}{T + 273} u_2 (e_s - e_a)}{\Delta + \gamma (1 + 0.34u_2)}
\]  

(18)

where \(R_n\) is net radiation at the crop surface (MJ m\(^{-2}\) d\(^{-1}\)), \(G\) is soil heat flux (MJ m\(^{-2}\) d\(^{-1}\)), \(T\) is air temperature at 2 m height above ground (°C), \(u_2\) is wind speed at 2 m height (m s\(^{-1}\)), \(e_s\) is saturation vapor pressure (kPa), \(e_a\) is actual vapor pressure (kPa), \(\Delta\) is slope of the saturation vapor pressure – temperature curve (kPa °C\(^{-1}\)), and \(\gamma\) is the psychrometric constant (kPa °C\(^{-1}\)).

The potential evapotranspiration \(ET_c\) is calculated using the crop coefficient, \(K_c\), and \(ET_0\),

\[
ET_c = K_c ET_0
\]  

(19)

Then, \(ET_c\) is partitioned into potential crop transpiration (\(T_p\)) and potential soil evaporation (\(E_p\)) based on the leaf area index (LAI) and extinction coefficient (\(\beta\)) (Childs and Hanks, 1975),

\[
T_p = ET_c \left[1 - \exp(-\beta LAI)\right]
\]  

(20)

\[
E_p = ET_c - T_p
\]  

(21)

Under soil water and/or salinity stresses, the actual soil evaporation and crop transpiration will be reduced. In this model, the actual evaporation from the soil surface is calculated based on a three-stage evaporation process,

\[
\frac{E_s}{E_p} = \begin{cases} 
0 & \theta_{sur} \leq \theta_1 \\
\frac{\theta_{sur} - \theta_1}{\theta_2 - \theta_1} (1 + k_p h_s) & \theta_1 < \theta_{sur} < \theta_2 \\
1 + k_p h_s & \theta_{sur} \geq \theta_2 
\end{cases}
\]  

(22)
where $E_a$ is the actual soil evaporation rate (cm d$^{-1}$), $\theta_{sur}$ is the soil water content at the soil surface (cm$^3$ cm$^{-3}$), $\theta_1$ (cm$^3$ cm$^{-3}$) and $\theta_2$ (cm$^3$ cm$^{-3}$) are threshold values below ($\theta_1$) or above ($\theta_2$) which the actual evaporation rate becomes 0 or the potential value, respectively. $\theta_1$ is usually equal to wilting point moisture, $\theta_2$ is about 50-70% of field capacity, $h_s$ is the osmotic pressure head (cm), $k_p$ is a slope coefficient (recommended $1.5 \times 10^{-4}$). The calculated $E_a$ is taken as soil water flux at the upper boundary in the non-infiltration period and used in the specified flux boundary condition, Eq. (8). The actual transpiration is assumed to be equal to the root uptake, calculated either by the Feddes model (Feddes et al., 1974) or using an S-shaped function (van Genuchten, 1987), as described in detail in Section 2.4.

2.4 Root development and water uptake

The time-varying root development characteristics are described by the root length and the root density distribution along the soil profile. In the model, the root length can be given either according to periodically measured experimental data or by the root growth algorithm. For the root density distribution, we use a normalized spatial distribution function, $b(z)$, to quantify the spatial variation of water extraction by roots. The distribution function is expressed in two ways. The first function describes a linear relationship with soil depth (Shang et al., 2009),

$$b(z) = \frac{4m_r - 1}{Z_r(t)} - \frac{(8m_r - 4)z}{Z_r^2(t)}$$

(23)

where $m_r$ is the ratio of root water uptake in the upper half of root zone to the total water uptake, commonly $1/2 \leq m_r \leq 3/4$. When $m_r = 1/2$, the function becomes (spatially) constant over root depth. The function $Z_r(t)$ is the maximum root depth at time $t$ (cm). The second function is a piecewise linear relationship (Hoffman and van Genuchten, 1983),
We neglect variations in water storage inside plants. Assuming optimal environmental conditions, the integral of the potential root water uptake rate $S_p$ (d$^{-1}$) with respect to $z$ in the whole root zone is equal to the potential transpiration rate, $T_p$ (cm d$^{-1}$),
\[ \int_{z=0}^{Z_r(t)} S_p \, dz = T_p \] (25)

When soil water is insufficient or soil salinity is high, the actual root water uptake, $S$, is decreased,
\[ S = \alpha_w \alpha_s S_p = \alpha_w \alpha_s b(z) T_p \] (26)

where $\alpha_w$ and $\alpha_s$ are water and salinity stress response functions of the root-water uptake, respectively. When the Feddes model (Feddes et al., 1974) is used,

\[ \alpha_w = \begin{cases} 
0 & h > h_0, h < h_3 \\
\frac{h - h_0}{h_1 - h_0} & h_1 < h \leq h_0 \\
1 & h_2 < h \leq h_1 \\
\frac{h - h_3}{h_2 - h_3} & h_3 < h \leq h_2 
\end{cases} \] (27)

\[ \alpha_s = \begin{cases} 
1 & EC_{sat} \leq EC_{max} \\
1 - \left( \frac{EC_{sat} - EC_{max}}{EC_{max}} \right) \frac{EC_{slope}}{100} , & EC_{sat} > EC_{max} 
\end{cases} \] (28)

where $h_0$ is anaerobiosis point (cm), $h_1$ is pressure head below which roots uptake water at the maximum possible rate (cm), $h_2$ is pressure head below which roots can no longer uptake water at the maximum rate (cm), $h_3$ is the wilting point pressure head (cm), $EC_{sat}$ is the electric conductivity of the soil saturation extract (dS m$^{-1}$), $EC_{max}$ is the salinity threshold below which there is no salt stress on transpiration (dS m$^{-1}$), and $EC_{slope}$ is the decline rate of root water uptake due to salinity stress (% m dS$^{-1}$). Since
root water uptake is affected by both soil conditions and atmospheric demand, \( h_2 \) is often defined as a function of \( T_p \) (Simunek et al., 2005),

\[
h_2 = \begin{cases} 
    h_2^L & T_p \leq r_L \\
    h_2^H + \frac{h_2^L - h_2^H}{r_H - r_L} (r_H - T_p) & r_L < T_p < r_H \\
    h_2^H & T_p \geq r_H 
\end{cases}
\]  

(29)

where \( r_H \) (cm d\(^{-1}\)) and \( r_L \) (cm d\(^{-1}\)) are the potential transpiration rates below \((r_L)\) or above \((r_H)\) which \( h_2 \) becomes minimal \((h_2^L)\) or maximal \((h_2^H)\), respectively.

When the S-shaped function is used,

\[
\alpha_w \alpha_s = \left[ 1 + \left( \frac{h + h_5}{h_{s0}} \right)^\gamma \right]^{-1} 
\]  

(30)

where \( h_{s0} \) represents the pressure head at which the water uptake rate is reduced by 50% during conditions of negligible osmotic stress (cm). The empirical constant \( p \) is approximately 3 for most crops.

2.5 Crop growth model

The model simulates crop growth based on daily temperature and solar radiation. The processes simulated include interception of solar radiation by the crop canopy, conversion of energy to biomass, and calculation of yield from biomass. Actual crop growth is constrained by water and temperature stress factors.

Phenological development of the crop is based on daily heat unit accumulation,

\[
HU_k = \begin{cases} 
    \frac{T_{\text{min},k} + T_{\text{max},k}}{2} - T_b, & HU_k \geq 0 \\
    0, & HU_k < 0 
\end{cases}
\]  

(31)

where \( T_{\text{min},k} \) and \( T_{\text{max},k} \) are minimum temperature and maximum temperature for day \( k \) (°C) and \( T_b \) is the crop-specific base temperature (°C).

A heat unit index, \( HUI \), governing leaf area growth and senescence, is calculated
as follows,

\[ HUI_k = \frac{\sum_{w=1}^{k} HU_w}{PHU} \]  \hspace{1cm} (32)

where \( PHU \) is the potential heat units required for crop maturity (°C).

The solar radiation intercepted by crop on day \( k \) is computed with Beer’s law (Monsi and Saeki, 1953),

\[ PARI_k = \frac{RA_k}{2} \left[ 1 - \exp(-\beta LAI_k) \right] \]  \hspace{1cm} (33)

where \( PARI \) is the intercepted photosynthetic active radiation (MJ m\(^{-2}\)), and \( RA \) is solar radiation (MJ m\(^{-2}\)). The constant 1/2 is used to convert solar radiation to photosynthetic active radiation, and the value 13/20 is the extinction coefficient for crops with narrow row spacing (Uchijima et al., 1968).

The daily increase in biomass is estimated using,

\[ \Delta B_{a,k} = (BE)(PARI)_k(REG_k) \]  \hspace{1cm} (34)

where \( \Delta B_a \) is daily actual increase in biomass (kg ha\(^{-1}\)), \( BE \) is the crop parameter for converting energy to biomass (kg ha\(^{-1}\) MJ\(^{-1}\) m\(^2\)), and \( REG \) is the crop growth regulating factor which is equal to the minimum value of Eqs. (35) and (36).

\[ WS_k = \frac{T_{a,k}}{T_{p,k}} \]  \hspace{1cm} (35)

\[ TS_k = \sin \left[ \frac{\pi}{2} \left( \frac{TG_k - T_b}{T_0 - T_b} \right) \right], \quad 0 \leq TS_k \leq 1 \]  \hspace{1cm} (36)

where \( WS \) and \( TS \) are the water and temperature stress factors, respectively, \( T_{a,k} \) is actual transpiration on day \( k \) (cm d\(^{-1}\)), \( TG \) is the average daily temperature (°C), and \( T_0 \) is the crop optimal temperature (°C).

Calculation of daily \( LAI \) is divided into two different stages (Williams et al., 1989), the first being from emergence to the start of leaf senescence,

\[ LAI_k = LAI_{k-1} + \Delta LAI \]  \hspace{1cm} (37)
\[ \Delta LAI = \Delta HUF \left\{ 1 - \exp \left[ 5 \left( LAI_{k-1} - LAI_{\text{max}} \right) \right] \right\} \sqrt{R_{\text{reg}} \cdot LAI_{\text{max}}} \]  

(38)

where \( \Delta LAI \) is the daily change in \( LAI \), \( LAI_{\text{max}} \) is the maximum possible \( LAI \), and \( HUF \) is the heat unit factor,

\[ HUF_k = \frac{HUI_k}{HUI_k + \exp \left( ah_1 - ah_2 \cdot HUI_k \right)} \]  

(39)

where \( ah_1 \) and \( ah_2 \) are crop parameters.

For the time from the start of leaf senescence to the end of growing season,

\[ LAI_k = LAI_0 \left( 1 - \frac{HUI_k}{1 - HUI_0} \right)^{L_r} \]  

(40)

where \( L_r \) is a parameter that governs the \( LAI \) decline rate, \( LAI_0 \) is the maximum leaf area index under the crop stress, and \( HUI_0 \) is the value of \( HUI \) when \( LAI \) starts to decline.

Crop height is estimated using,

\[ H_k = H_{\text{max}} \sqrt{HUF_k} \]  

(41)

where \( H_k \) is crop height for day \( k \) (cm), and \( H_{\text{max}} \) is the maximum height (cm).

The daily change in root zone weight is computed by,

\[ \Delta RW_k = \Delta B_{a,k} \left( ar_1 - ar_2 \cdot HUI_k \right) \]  

(42)

where \( \Delta RW_k \) is the change in root weight (kg ha\(^{-1}\)), and \( ar_1 \) and \( ar_2 \) are crop parameters with typical values of 0.4 and 0.2.

Root length is simulated as a function of heat unit index and potential root zone depth,

\[ RD_k = \begin{cases} \frac{5}{2} \cdot RD_{\text{max}} \cdot HUI_k & \text{if } RD \leq RD_{\text{max}} \\ RD_{\text{max}} & \text{if } RD > RD_{\text{max}} \end{cases} \]  

(43)

\[ RD_k = \begin{cases} \frac{5}{2} \cdot RD_{\text{max}} \cdot HUI_k & \text{if } RD \leq RD_{\text{max}} \\ RD_{\text{max}} & \text{if } RD > RD_{\text{max}} \end{cases} \]  

(44)

where \( RD \) is the root length (cm), \( RD_{\text{max}} \) is the maximum root length (cm), and the constant 5/2 allows root length to reach its maximum before physiological maturity.
The harvest index is used to estimate the crop yield. It is relatively stable in different environmental conditions, and is defined as (Williams et al., 1989),

\[ YLD = B_{AG}HI \]  

(45)

where \( YLD \) is the final economic yield (kg ha\(^{-1}\)), \( HI \) is the harvest index, and \( B_{AG} \) is the above-ground biomass, which is equal to total biomass minus root weight (kg ha\(^{-1}\)).

Table 1 gives the source or value range of crop parameters in LAWSTAC.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Source or Value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T, RA, LAI_0, H_{max}, RD_{max}, m_r )</td>
<td>Provided by the user</td>
</tr>
<tr>
<td>( T_b, T_0, PHU, BE, LAI_{max}, ah_1, ah_2, L_r, HUL_0 )</td>
<td>Williams et al. (1989) or Boons-Prins et al. (1993)</td>
</tr>
<tr>
<td>( ar_1, ar_2, HI, \beta )</td>
<td>Allen et al., (1998)</td>
</tr>
<tr>
<td>( K_c )</td>
<td>Allen et al., (1998)</td>
</tr>
<tr>
<td>( h_0, h_1, h_2^{L}, h_2^{H}, h_3, r_H, r_L )</td>
<td>Wesseling et al. (1991)</td>
</tr>
<tr>
<td>( EC_{sat} )</td>
<td>0~20</td>
</tr>
<tr>
<td>( EC_{max} )</td>
<td>0~40</td>
</tr>
<tr>
<td>( h_{50} )</td>
<td>-2500~6500 for corn</td>
</tr>
<tr>
<td></td>
<td>-2500~7500 for wheat</td>
</tr>
</tbody>
</table>
2.6 Numerical calculation methods

In this model, implicit Euler temporal discretization and cell-centered finite-difference spatial discretization are applied. Although the implicit Euler temporal scheme is questioned about its reliability and efficiency (Clark and Kavetski, 2010), we can improve its stability by iteration and increase efficiency by adjusting the time step. For each grid, RE (Eq. (1)) is discretized as,

\[
\frac{\theta_{i}^{j+1} - \theta_{i}^{j}}{\Delta t} = \frac{2}{\Delta z_{i-1} + \Delta z_{i}} \left[ \frac{K_{i+1/2}^{j+1} (h_{i+1}^{j+1} - h_{i}^{j+1}) - K_{i-1/2}^{j+1} (h_{i}^{j+1} - h_{i-1}^{j+1})}{\Delta z_{i}} - \frac{2(K_{i+1/2}^{j+1} - K_{i-1/2}^{j+1})}{\Delta z_{i-1} + \Delta z_{i}} \right] - S_{i}^{j} \tag{46}
\]

where \(\Delta z\) is the node spacing (cm), \(\Delta t\) is the time step (d), subscript \(i\) denotes node number, subscript \(j\) denotes time level. Because Eq. (46) includes both \(\theta\) and \(h\), i.e., it is in “mixed” form. Modified Picard iteration is used to provide the solution in terms of pressure head \(h\) (Celia et al., 1990). Let superscript \(m\) denote the iteration level, then the implicit Euler temporal discretization is written as,

\[
\frac{\theta_{i}^{j+1,m+1} - \theta_{i}^{j}}{\Delta t} = \frac{2}{\Delta z_{i-1} + \Delta z_{i}} \left[ \frac{K_{i+1/2}^{j+1,m} (h_{i+1}^{j+1,m} - h_{i}^{j+1,m}) - K_{i-1/2}^{j+1,m} (h_{i}^{j+1,m} - h_{i-1}^{j+1,m})}{\Delta z_{i}} - \frac{2(K_{i+1/2}^{j+1,m} - K_{i-1/2}^{j+1,m})}{\Delta z_{i-1} + \Delta z_{i}} \right] - S_{i}^{j,m} \tag{47}
\]

The soil water content and pressure head at the \(m\)th iteration, denoted as \(\theta^{m}\) and \(h^{m}\), respectively, are related by,

\[
\theta_{i}^{j+1,m} - \theta_{i}^{j} = \frac{C}{\Delta t} \left[ h_{i}^{j+1,m+1} - h_{i}^{j+1,m} \right] + C \left[ h_{i}^{j+1,m+1} - h_{i}^{j+1,m} \right] \tag{48}
\]

where \(C\) is specific soil water capacity (cm\(^{-1}\)). The iteration scheme, Eq. (46), is expressed as,

\[
a_{i} h_{i-1}^{j+1,m+1} + b_{i} h_{i}^{j+1,m+1} + e_{i} h_{i+1}^{j+1,m+1} = f_{i}, \quad i = 1, 2, \ldots, M - 1 \tag{49}
\]

where \(M\) is the total number of grid cells in space, and \(a_{i}, b_{i}, e_{i}, f_{i}\) are matrix coefficients at the \(m\)th iteration level,
\[ a_i = -\frac{2\Delta t}{\Delta z_{i-1} (\Delta z_{i-1} + \Delta z_i)} K_{i-1/2}^{j+1,m}, \]
\[ e_i = -\frac{2\Delta t}{\Delta z_i (\Delta z_{i-1} + \Delta z_i)} K_{i+1/2}^{j+1,m}, \]
\[ b_i = C_i^{j+1,m} - a_i - e_i, \]
\[ f_i = C_i^{j+1,m} h_i^{j+1,m} - (\theta_i^{j+1,m} - \theta_i^j) - \frac{2\Delta t}{\Delta z_i} (K_{i+1/2}^{j+1,m} - K_{i-1/2}^{j+1,m}) - S_i^{j,m} \Delta t \]

As demonstrated in Eq. (46), it is necessary to estimate the hydraulic conductivity in the middle of two adjacent nodes. Because hydraulic conductivity is highly nonlinear, various averaging methods for computing $K_{i\pm 1/2}$ are available (Srivastava and Guzman-Guzman, 1995; Gastó et al., 2002; Szymkiewicz and Helmig, 2011). It is well known that averaging methods can affect the accuracy, stability and efficiency of the numerical solution (Romano et al., 1998). Here, a range of methods are examined, including,

1. Arithmetic mean of the conductivity (AC),
   \[ K_{i\pm 1/2} = \frac{K_i + K_{i\pm 1}}{2} \]  \hspace{1cm} (50)

2. Geometric mean of the conductivity (GC),
   \[ K_{i\pm 1/2} = \sqrt{K_i K_{i\pm 1}} \]  \hspace{1cm} (51)

3. Harmonic mean of the conductivity (HC),
   \[ K_{i\pm 1/2} = \frac{2K_i K_{i\pm 1}}{K_i + K_{i\pm 1}} \]  \hspace{1cm} (52)

4. Conductivity at the arithmetic mean of pressure head (AP),
   \[ K_{i\pm 1/2} = K\left(\frac{h_i + h_{i\pm 1}}{2}\right) \]  \hspace{1cm} (53)

5. Conductivity at the geometric mean of pressure head (GP),
   \[ K_{i\pm 1/2} = K\left(\sqrt{h_i h_{i\pm 1}}\right) \]  \hspace{1cm} (54)

6. Conductivity at the harmonic mean of pressure head (HP),
\[ K_{i^{\pm 1/2}} = K \left( \frac{2h_i h_{i^{\pm 1}}}{h_i + h_{i^{\pm 1}}} \right) \]  

(55)

(7) Triadic mean of the conductivity (TC),

\[ K_{i^{\pm 1/2}} = \frac{K_i + 2K \left( h_{i^{\pm 1/2}} \right) + K_{i^{\pm 1}}}{4} \]  

(56)

where \( K(h_{i^{\pm 1/2}}) \) is calculated by Eq. (53).

(8) Conductivity at the higher water pressure node, so-called upstream node (UC)

(Srivastava and Guzman-Guzman, 1995),

\[ K_{i^{\pm 1/2}} = K \left[ \max (h_i, h_{i^{\pm 1}}) \right] \]  

(57)

Among these averaging methods, AC is often used in hydrologic models, e.g., HYDRUS (Simunek et al., 2005).

In this study, the difference scheme for the ADE, Eq. (10), is also implicit Euler
temporal discretization and cell-centered finite-difference spatial discretization,

\[ A_i c_{i,j+1} + B_i c_{i,j+1} + E_i c_{i+1,j+1} = F_i, \quad i = 1, 2, \ldots, M - 1 \]  

(58)

where

\[ A_i = -\frac{2\Delta t}{\Delta z_{i-1} (\Delta z_{i-1} + \Delta z_i)} \left( D_{sh} \right)_{i-1/2}^{j+1} \left( h_{i-1/2} \right) + \frac{\Delta t}{\Delta z_{i-1} + \Delta z_i} q_i^{j+1}, \]

\[ B_i = \theta_i^{j+1} + \frac{2\Delta t}{\Delta z_i (\Delta z_{i-1} + \Delta z_i)} \left( D_{sh} \right)_{i+1/2}^{j+1} + \frac{2\Delta t}{\Delta z_{i-1} (\Delta z_{i-1} + \Delta z_i)} \left( D_{sh} \right)_{i-1/2}^{j+1}, \]

\[ E_i = -\frac{2\Delta t}{\Delta z_i (\Delta z_{i-1} + \Delta z_i)} \left( D_{sh} \right)_{i+1/2}^{j+1} + \frac{\Delta t}{\Delta z_{i-1} + \Delta z_i} q_i^{j+1}, \]

\[ F_i = \theta_i c_i - S_i^{j+1} \Delta t \]

The vertical nodal fluxes, \( q_i \), are computed according to,

\[ q_i^{j+1} = -K_{i+1/2}^{j+1} \left( h_i^{j+1} - h_{i+1}^{j+1} \right) + \frac{\Delta z_i}{2} \left( \theta_i^{j+1} - \theta_i^j \right) \]  

(59)

\[ q_i^{j+1} = -K_{i+1/2}^{j+1} \left( h_i^{j+1} - h_{i+1}^{j+1} \right) - K_{i-1/2}^{j+1} \left( h_{i-1}^{j+1} - h_i^{j+1} \right) + \frac{\Delta z_i}{2} \left( \theta_i^{j+1} - \theta_i^j \right), \quad i = 2, 3, \ldots, M \]  

(60)
\[ q_{M+1}^{j+1} = -K_{M+1/2}^{j+1} \left( \frac{h_{M+1}^{j+1} - h_{M}^{j+1}}{\Delta z_{M}} - 1 \right) \] (61)

2.7 Model coupling

Soil water flow, solute transport and crop growth are coupled in LAWSTAC, as shown in the flow chart (Fig. 1).

Fig. 1. Flow chart of the coupled model with water flow, solute transport and crop growth model, LAWSTAC.

(1) Potential evapotranspiration is calculated by the Penman-Monteith method, which is partitioned into potential soil evaporation and crop transpiration based on the LAI calculated from the crop growth model.

(2) The actual soil evaporation is calculated considering the soil moisture at the ground surface, which is used as the upper boundary condition for the soil water flow model in non-infiltration period. For irrigation or precipitation, the upper boundary is instead switched to the infiltration condition. The actual crop transpiration is assumed
to be equal to the actual root uptake, which is affected by soil moisture and salinity in the root zone and is used as the sink term in the soil water flow model.

(3) The outputs of the soil water flow model are soil moisture as well as flux, which are used to calculate the soil moisture-related parameters and advection term in the soil salinity transport model.

(4) The outputs of the soil solute transport model include the distribution of soil solute concentration in the root zone, which in turn affects the root water uptake.

(5) The ratio between the calculated actual root water uptake and the potential crop transpiration is an indicator of the degree of water stress. Along with temperature stress, water stress modifies crop growth in the crop model.

(6) The crop growth model determines crop height, root length, LAI, biomass and yield. These index influence the soil water flow, as described in (1) and (2) above, at the next time step.

3. Evaluation of hydraulic conductivity averaging methods in a layered soil

The eight averaging methods for determining hydraulic conductivity between nodes in LAWSTAC were compared in a layered soil infiltration case (Gastó et al., 2002). The layered soil structure used for the test case followed Hills et al. (1989). Alternate layers (each 20-cm thick) of Berino loamy fine sand and Glendale clay loam filled the soil domain (total depth of 1 m). The soil hydraulic parameters reported by Hills et al. (1989) are listed in Table 2. The initial condition of soil profile was uniform water pressure head of -10000 cm, and the top boundary condition was constant water pressure head of -50 cm. Fig. 2 shows volumetric water content profiles computed using the various averaging methods after 2 d of infiltration (grid spacing $\Delta z = 2$ cm and time increment $\Delta t = 5$ s). A fine grid solution ($\Delta z = 0.5$ cm, $\Delta t = 5$ s) was also calculated (Fig. 2), which closely corresponds to the reference solution (Gastó et al., 2002) and is found to be negligibly affected by the choice of hydraulic conductivity averaging methods. Considering the location of the wetting front shown in Fig. 2, the arithmetic mean (AC), geometric mean (GC), geometric mean of pressure head (GP), harmonic mean of pressure head (HP), triadic mean (TC) and
upstream node (UC) lead to an overestimation of the internodal conductivity, while the harmonic mean (HC) and arithmetic mean of pressure head (AP) underestimate it. Among the averaging methods, the HC has the lowest calculated value of hydraulic conductivity, which is inappropriate for simulating unsaturated flow (Schnabel and Richie, 1984). Overall, the AC, GC and TC methods have smaller errors in simulating water movement in layered soil, with the mean relative errors of 4.4%, 3.8% and 5.2% compared to the fine grid solution, respectively. Thus, the AC, GC and TC methods are more suitable for water infiltration simulation in layered soil under the implicit Euler temporal scheme.

To further assess the AC, GC and TC procedures of the LAWSTAC in multilayered soil (more than 10 layers), a lysimeter infiltration experiment of Hills et al. (1989) was selected. The lysimeter (94.7-cm diameter, 610-cm long) was filled with alternating layers of Berino loamy fine sand and Glendale clay loam. The soil core had 29 layers with a total depth of 585 cm. The soil hydraulic parameters measured by Hills et al. (1989) are listed in Table 2. The initial soil water contents were 0.029 cm$^3$ cm$^{-3}$ for the sand and 0.107 cm$^3$ cm$^{-3}$ for the clay loam. The infiltration water flux applied to the lysimeter was 2.314 cm d$^{-1}$. Fig. 3 shows the simulated and observed soil water content profiles after 56 days of infiltration into the layered lysimeter. The AC, GC and TC methods all predicted the soil water content well in the clay loam layers and slightly overestimated it in the sand layers for grid spacing of 1 cm and 4 cm, which closely corresponds to the reference solution simulated by Hills et al. (1989). For the coarse grid ($\Delta z = 4$ cm), the infiltration wetting fronts simulated by the AC, GC and TC methods are slightly deeper than the reference solution, but the three averaging methods remain accuracy in simulating water content in the soil profile (Fig. 3b). Moreover, the coarse space discretization can improve simulation efficiency by reducing the computational time compared the fine grid, especially for the GC method (Fig. 4). Therefore, for water flow in a multilayered soil with long buried depth, coarse space discretization is permitted for AC, GC and TC methods without causing larger errors in simulation under the implicit Euler temporal
scheme.

**Table 2.** Soil hydraulic parameters used for the comparison of eight hydraulic conductivity averaging methods.

<table>
<thead>
<tr>
<th>Soil</th>
<th>$\theta_i$</th>
<th>$\theta_s$</th>
<th>$\alpha$</th>
<th>$n$</th>
<th>$l$</th>
<th>$K_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berino loamy fine sand</td>
<td>0.0286</td>
<td>0.3658</td>
<td>0.028</td>
<td>2.239</td>
<td>0.5</td>
<td>541</td>
</tr>
<tr>
<td>Glendale clay loam</td>
<td>0.106</td>
<td>0.4686</td>
<td>0.0104</td>
<td>1.3954</td>
<td>0.5</td>
<td>13.1</td>
</tr>
</tbody>
</table>
**Fig. 2.** Volumetric water content profile in a layered soil. Comparison of results from various averaging methods with a fine grid solution for the case of constant surface pressure head infiltration.

**Fig. 3.** Volumetric soil water content profiles in a multilayered soil after 56 days of infiltration under a constant surface water flux. Comparison of the observations and simulation results based on the arithmetic mean (AC), geometric mean (GC) and triadic mean (TC) with $\Delta z = 1$ cm (a) and 4 cm (b).

**Fig. 4.** Computational time for the arithmetic mean (AC), geometric mean (GC) and triadic mean (TC) with $\Delta z = 1$ cm and 4 cm.
4. Evaluation of LWASTAC based on and model comparisons in a field condition

4.1 Brief introduction of the models used for evaluation of LWSTAC

In order to assess the performance of the LWSTAC model in a field condition, two widely used hydrologic models, HYDRUS-1D (Simunek et al., 2005) and SWAP (van Dam et al., 1997), were selected for simulating soil water-solute dynamics and crop growth processes. The models were chosen for the following reasons. First, soil water flow and solute transport simulations in the three models are all based on the RE and ADE, respectively. Second, for the method of calculation of actual root water uptake, the Feddes model can be used in all models. Finally, all these models can be applied to layered soils. The detailed algorithm and structure of the three models are listed in Table 3.

<table>
<thead>
<tr>
<th>Items</th>
<th>Contents</th>
<th>SWAP</th>
<th>HYDRUS-1D</th>
<th>LWSTAC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Numerical algorithm</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soil water</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Solute</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Layers</td>
<td>Implicit FD</td>
<td>Implicit FE</td>
<td>Implicit FD</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Explicit FD</td>
<td>Implicit FE</td>
<td>Implicit FD</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>&gt; 10</td>
<td>&gt; 10</td>
<td></td>
</tr>
<tr>
<td>Solute transport</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Root adsorption</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Layers</td>
<td>10</td>
<td>&gt; 10</td>
<td>&gt; 10</td>
<td></td>
</tr>
<tr>
<td>Crop growth</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yield</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Root development</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Actual transpiration</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td></td>
</tr>
<tr>
<td>Photosynthesis</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td></td>
</tr>
</tbody>
</table>
Note: FD denotes finite difference, FE denotes finite element, Y denotes yes, and N denotes no.

### 4.2 Scenario and parameters used for evaluation

For model comparison, we selected a simulation case based on a wheat growing experiment conducted at the Huinong experimental site, located in Ningxia Autonomous Region, Northwest China (106°39′ E, 39°04′ N), with water flow and solute transport in the layered root zone during 2007 and 2008. The climate in the region is arid continental with annual rainfall of 180-200 mm. Spring wheat was sown on March 16 and harvested on July 11. The crop was irrigated with water diverted from the Yellow River. Irrigation depths and times are shown in Table 4. The groundwater lever was shallow with depth of 0.5-2.5 m. The total dissolved solid concentration of the irrigation water and groundwater averaged 0.47 and 1.2 g L⁻¹, respectively. The soil profile at the experimental site has various horizontal layers and the physical properties are shown in Table 5. The detailed experimental scheme can be referred to Xu et al. (2013). The available data were soil water and salt contents in different depths, leaf area index, and dry grain yield.

**Table 4.** Irrigation scheduling of spring wheat for 2007 and 2008.

<table>
<thead>
<tr>
<th>Year</th>
<th>Date (d/m)</th>
<th>Irrigation depth (mm)</th>
<th>Year</th>
<th>Date (d/m)</th>
<th>Irrigation depth (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>3/5</td>
<td>135</td>
<td>2008</td>
<td>3/5</td>
<td>135</td>
</tr>
<tr>
<td></td>
<td>24/5</td>
<td>90</td>
<td></td>
<td>24/5</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>6/7</td>
<td>90</td>
<td></td>
<td>29/6</td>
<td>90</td>
</tr>
</tbody>
</table>

**Table 5.** Measured soil physical properties at the experimental site.

<table>
<thead>
<tr>
<th>Soil layer (cm)</th>
<th>Clay (%)</th>
<th>Silt (%)</th>
<th>Sand (%)</th>
<th>Soil texture</th>
<th>Bulk density (g cm⁻³)</th>
<th>Field capacity (cm³ cm⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-30</td>
<td>4.8</td>
<td>39.3</td>
<td>55.6</td>
<td>Sandy loam</td>
<td>1.41</td>
<td>0.28</td>
</tr>
<tr>
<td>30-81</td>
<td>5.0</td>
<td>41.0</td>
<td>54.0</td>
<td>Loam</td>
<td>1.60</td>
<td>0.31</td>
</tr>
<tr>
<td>81-103</td>
<td>3.7</td>
<td>41.3</td>
<td>55.0</td>
<td>Loam</td>
<td>1.52</td>
<td>0.28</td>
</tr>
<tr>
<td>103-140</td>
<td>3.8</td>
<td>74.7</td>
<td>21.5</td>
<td>Silty loam</td>
<td>1.55</td>
<td>0.36</td>
</tr>
</tbody>
</table>
4. 3 Model inputs

To make the results simulated by the three models comparable, we kept the initial input data consistent to the extent feasible. In simulating soil water and salinity dynamics, we input the same soil hydraulic parameters and solute transport parameters. To make sure the three models have the same atmospheric evaporation capacity, all three models used the reference evapotranspiration and crop coefficient to calculate the potential crop transpiration. For root growth, as SWAP assumes the root length develops linearly with time, the root growth in the other two models was adjusted accordingly. For the root distribution with soil depth, when the root length changes with time, only the function of Hoffman and van Genuchten, Eq. (24), can be used to describe the root spatial distribution in HYDRUS-1D, so the other two models used the same function. The Feddes model was used to calculate the root water uptake under water and salinity stresses in the three models. In partitioning evapotranspiration into evaporation and transpiration, LAI values are necessary for all models, but HYDRUS-1D cannot simulate leaf area changes, so the LAI values used in HYDRUS-1D were calculated by taking the average LAI values simulated by SWAP and LAWSTAC. The three models all used the arithmetic mean conductivity, AC, given by Eq. (50). The upper boundary condition was set to the atmospheric boundary condition since the soil surface was open to the atmosphere and was shifted to infiltration when rainfall or irrigation occurred. A variable pressure head boundary condition was specified at the bottom due to the high groundwater table.

The crop growth modules in LAWSTAC and in SWAP (detailed crop model) both depend on temperature and intercepted radiation to determine phenological development and biomass accumulation, although the approaches are slightly different. For example, SWAP simulates crop development from emergence to maturity and uses photosynthesis and respiration to calculate biomass, while LAWSTAC calculates the crop development stage from sowing to maturity and uses a
crop parameter to convert radiation to biomass. Nevertheless, the driving mechanisms of crop growth in the two models are similar.

Input parameters for SWAP, HYDRUS-1D and LAWSTAC are shown in Table 6. The crop growth indicators, including maximum crop height, maximum root depth, and maximum LAI, were determined according to measured values. Empirical parameters such as the extinction coefficient were selected by referring to the literature (Williams et al., 1989; Boons-Prins et al., 1993). The hydraulic parameters and solute transport parameters of the layered soil used in the three models are listed in Table 7.

The input parameters of the three models for soil water flow, solute transport and crop growth were calibrated (via least squares minimization) using the observed data in 2007, including the soil water contents and salt concentrations in each soil layer, LAI and yield. The calibrated models were validated using experiment data from the 2008 growing season.

4.4 Evaluation of model outputs

Model performance was evaluated by comparing the observed values with the simulated results using different criteria, viz., the root mean square error ($RMSE$), and the mean relative error ($MRE$). These metrics are defined, respectively, as follows,

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (P_i - O_i)^2}$$  \hspace{1cm} (62)

$$MRE = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{P_i - O_i}{O_i} \right) \times 100\%$$  \hspace{1cm} (63)

where $P_i$ and $O_i$ ($i=1, 2, \ldots, N$) are, respectively, the simulated and observed values, and $N$ is the number of observations.

The model performance comparison penalized by the number of calibrated parameters was quantified by the Akaike information criterion ($AIC$; Akaike, 1973),
\[ AIC = 2k_p + n_s \ln \left( \frac{RSS}{n_s} \right) \]  

where \( k_p \) is the number of calibrated parameters in the model, \( n_s \) is the sample size, and \( RSS \) is the residual sum of squares.
Table 6. Parameters and their values used in the SWAP, HYDRUS-1D and LAWSTAC.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_r$</td>
<td>Residual water content (cm$^3$ cm$^{-3}$)</td>
<td>Table 7</td>
</tr>
<tr>
<td>$\theta_s$</td>
<td>Saturated water content (cm$^3$ cm$^{-3}$)</td>
<td>Table 7</td>
</tr>
<tr>
<td>$K_s$</td>
<td>Saturated hydraulic conductivity (cm d$^{-1}$)</td>
<td>Table 7</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Air-entry parameter in Eq. (2)</td>
<td>Table 7</td>
</tr>
<tr>
<td>$l$</td>
<td>Pore connectivity/tortuosity parameter in Eq. (4)</td>
<td>Table 7</td>
</tr>
<tr>
<td>$n$</td>
<td>Pore size distribution parameter in Eq. (2)</td>
<td>Table 7</td>
</tr>
<tr>
<td>$D_L$</td>
<td>Longitudinal dispersivity (cm)</td>
<td>Table 7</td>
</tr>
<tr>
<td>$D_0$</td>
<td>Molecular diffusion coefficient in free water (cm$^2$ d$^{-1}$)</td>
<td>Table 7</td>
</tr>
<tr>
<td>$L_c$</td>
<td>Length of crop (wheat) cycle (d)</td>
<td>118</td>
</tr>
<tr>
<td>$T_b$</td>
<td>Minimum temperature for plant growth ($^\circ$C)</td>
<td>2</td>
</tr>
<tr>
<td>$T_0$</td>
<td>Optimal temperature for plant growth ($^\circ$C)</td>
<td>20</td>
</tr>
<tr>
<td>$h_{max}$</td>
<td>Maximum crop height (cm)</td>
<td>96</td>
</tr>
<tr>
<td>$R D_{max}$</td>
<td>Maximum root length (cm)</td>
<td>100</td>
</tr>
<tr>
<td>$h_0$</td>
<td>Anaerobiosis point (cm)</td>
<td>-0.1</td>
</tr>
<tr>
<td>$h_1$</td>
<td>$h$ below which roots uptake water at the maximum possible rate (cm)</td>
<td>-1</td>
</tr>
<tr>
<td>$h_2^H$</td>
<td>Maximal $h$ below which roots can no longer uptake water at the maximum rate (cm)</td>
<td>-500</td>
</tr>
<tr>
<td>$h_2^L$</td>
<td>Minimal $h$ below which roots can no longer uptake water at the maximum rate (cm)</td>
<td>-900</td>
</tr>
<tr>
<td>$h_3$</td>
<td>Wilting point pressure head (cm)</td>
<td>-16000</td>
</tr>
<tr>
<td>$r_H$</td>
<td>Potential transpiration rate in Eq. (29) (cm d$^{-1}$)</td>
<td>0.5</td>
</tr>
<tr>
<td>$r_L$</td>
<td>Potential transpiration rate in Eq. (29) (cm d$^{-1}$)</td>
<td>0.1</td>
</tr>
<tr>
<td><strong>SWAP</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T S U M_1$</td>
<td>Temperature sum from emergence to anthesis ($^\circ$C)</td>
<td>857.0</td>
</tr>
<tr>
<td>$T S U M_2$</td>
<td>Temperature sum from anthesis to maturity ($^\circ$C)</td>
<td>737.0</td>
</tr>
<tr>
<td>$R G R L A I$</td>
<td>Maximum relative increase in $L A I$ (m$^2$ m$^{-2}$ d$^{-1}$)</td>
<td>0.01</td>
</tr>
<tr>
<td>$L A I E M$</td>
<td>Leaf area index at emergence (m$^2$ m$^{-2}$)</td>
<td>0.02</td>
</tr>
<tr>
<td>$S P A N$</td>
<td>Life span of leaves under optimum conditions (d)</td>
<td>14.5</td>
</tr>
<tr>
<td>$L T$</td>
<td>Lower threshold temperature for ageing of leaves ($^\circ$C)</td>
<td>1.5</td>
</tr>
<tr>
<td>$I D W$</td>
<td>Initial total crop dry weight (kg ha$^{-1}$)</td>
<td>40.0</td>
</tr>
<tr>
<td>$A M A X$</td>
<td>Maximum total dry weight of leaves at the development stage of crop growth (kg ha$^{-1}$ h$^{-1}$)</td>
<td>40.0</td>
</tr>
<tr>
<td>$E F F T B$</td>
<td>Light-use efficiency of assimilation of single leaf (kg ha$^{-1}$ h$^{-1}$ J$^{-1}$ m$^2$ s$^{-1}$)</td>
<td>0.55</td>
</tr>
<tr>
<td>$K D I R$</td>
<td>Extinction coefficient for direct visible light (-)</td>
<td>0.55</td>
</tr>
<tr>
<td>$K D I F$</td>
<td>Extinction coefficient for diffused visible light (-)</td>
<td>1.0</td>
</tr>
<tr>
<td>$C V O$</td>
<td>Conversion efficiency of assimilates into storage organ (kg kg$^{-1}$)</td>
<td>0.89</td>
</tr>
<tr>
<td>$C V S$</td>
<td>Conversion efficiency of assimilates into stem (kg kg$^{-1}$)</td>
<td>0.74</td>
</tr>
<tr>
<td>$C V L$</td>
<td>Conversion efficiency of assimilates into leaf (kg kg$^{-1}$)</td>
<td>0.70</td>
</tr>
</tbody>
</table>
Table 7. Soil hydraulic parameters and salt transport parameters used in the three models.

<table>
<thead>
<tr>
<th>Depth (cm)</th>
<th>$\theta_r$ (cm$^3$ cm$^{-3}$)</th>
<th>$\theta_s$ (cm$^3$ cm$^{-3}$)</th>
<th>$\alpha$ (cm$^{-1}$)</th>
<th>$n$</th>
<th>$l$ (cm d$^{-1}$)</th>
<th>$K_s$ (cm d$^{-1}$)</th>
<th>$D_L$ (cm)</th>
<th>$D_0$ (cm$^2$ d$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-30</td>
<td>0.02</td>
<td>0.40</td>
<td>0.02</td>
<td>1.35</td>
<td>0.5</td>
<td>14</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.5</td>
</tr>
<tr>
<td>30-81</td>
<td>0.02</td>
<td>0.41</td>
<td>0.015</td>
<td>1.39</td>
<td>0.5</td>
<td>13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.5 Comparison of simulation results

Model comparisons included simulated evapotranspiration, soil water content, soil salinity and crop growth indicators. The aboveground crop growth processes were compared only for SWAP and LAWSTAC as HYDRUS-1D does not simulate these. The comparisons are shown in Figs. 5-8.

![Comparison of simulated results of cumulative evaporation (a) and transpiration (b) by the three models in 2007 and 2008. Note: \( CEp \) and \( CTp \) are cumulative potential evaporation and transpiration, respectively.](image-url)

**Fig. 5.** Comparison of simulated results of cumulative evaporation (a) and transpiration (b) by the three models in 2007 and 2008. Note: \( CEp \) and \( CTp \) are cumulative potential evaporation and transpiration, respectively.

4.5.1 Actual crop transpiration and soil evaporation
Fig. 5 reveals several differences between the models in simulating cumulative actual soil evaporation and crop transpiration in 2007 and 2008. Fig. 5a shows that results for cumulative actual soil evaporation have similar trends, although values vary somewhat. SWAP has the highest actual evaporation rates of the three models, while the rates for LAWSTAC are the lowest. For HYDRUS-1D, when the pressure head in the soil surface is higher than the critical value, the actual evaporation rate is equal to the potential evaporation rate. Otherwise, when the surface pressure head drops below the critical value, evaporation is calculated through Darcy’s law (Ma et al., 2011). In SWAP, the actual evaporation rate is determined by taking the minimum value of the potential evaporation rate and the Darcy flux. The actual evaporation computed by LAWSTAC is based on the three-stage evaporation process, Eq. (22).

Fig. 5b shows that the actual crop transpiration rates simulated by the three models are similar. The actual transpiration is the product of potential transpiration and the water stress coefficient as calculated by Feddes model in the three models, so the differences of the actual transpiration simulated by the three models are small.

4.5.2 Soil water content

The observed soil water contents and the simulated values by SWAP, HYDRUS-1D and LAWSTAC during calibration and validation are shown in Figs. 6 and 7 (left). The three models show little difference in simulating soil water flow, and they can capture both the values and variations of measured soil water contents for various soil layers. Though the numerical schemes for solving the Richards equation are different in the three models (finite element scheme for HYDRUS-1D, finite difference scheme for SWAP and LAWSTAC), they are all in fully implicit scheme which can improve convergence in iteration (Celia et al. 1990). Therefore, the three models all can obtain the numerical solution of the soil water flow that satisfies the tolerance through iteration.

The performance of the three models was also assessed quantitatively. The
values of RMSE and MRE for soil water contents in the whole soil profile are shown in Table 9. The RMSE values of the three models were all 0.02 cm$^3$ cm$^{-3}$ and 0.06 cm$^3$ cm$^{-3}$ during the calibration and validation, respectively, and the MRE values were less than 0.91% and 8.21% for the calibration and validation, respectively. The results show that three models predict the soil water contents well in the field condition.

4.5.3 Soil salinity concentration

The soil salinity concentration in various soil layers are shown in Figs. 6 and 7 (right), where the three models simulate the soil salinity in different depths well compared with the observed values over the wheat growing season of 2007 and 2008. The simulated results by the three models have no significant difference except a little fluctuation for SWAP in salt simulation in the surface soil. This is because of the different numerical schemes used in the three models. For solute transport simulation, an implicit temporal discretization was used by HYDRUS-1D and LAWSTAC, while SWAP used an explicit temporal discretization. Though the SWAP ran the soil salinity simulation in this simulation case successfully, the explicit scheme it used may have some stability problems for some distinctly layered soil (fine grid needed) due to the time step required to satisfy the stability criterion.

The fitness indicators of soil salinity concentration by the three models are given in Table 9. Results show that the RMSE values of the SWAP, HYDRUS-1D and LAWSTAC are among 1.59 – 3.73 g L$^{-1}$ and the respective MRE values are among -4.41% – 1.40% for the calibration and validation, which demonstrates that the results of simulated salinity are still satisfactory.
Fig. 6. Comparison of simulated soil water content (left) and soil salinity (right) in different soil layers by the three models – results for calibration year 2007.
Fig. 7. Comparison of simulated soil water content (left) and soil salinity (right) in different soil layers by the three models for the validation year 2008 data.

4.5.4 LAI, biomass and crop yield

Aboveground crop growth, as explained earlier, could only be simulated by SWAP and LAWSTAC. Results for LAI and biomass are presented in Fig. 8. The SWAP and LAWSTAC both simulate crop growth using the incoming photo-synthetically active radiation absorbed by the crop canopy. However, SWAP considers crop photosynthesis and respiration, which is more complex than LAWSTEC in terms of mechanism (Singh et al., 2006). From Fig. 8, we can see that
despite this, LAWSTAC give the reasonable results for the evolution of LAI and biomass compared with SWAP. For leaf area index, the deviations were considered acceptable for the two models (SWAP: $0.43 < RMSE < 0.46$, $3.88\% < MRE < 14.86\%$; LAWSTAC: $0.29 < RMSE < 0.43$, $-0.27\% < MRE < 13.57\%$). The larger mean relative error, MRE, for validation is due to less measured LAI data in 2008.

The simulated crop yield by SWAP (4610 kg ha$^{-1}$) and LAWSTAC (4619 kg ha$^{-1}$) are only slightly higher than the observed yield (4600 kg ha$^{-1}$) during the calibration. The observed crop yield was 4771 kg ha$^{-1}$ for 2008 and the simulated yields by SWAP and LAWSTAC were 4423 kg ha$^{-1}$ and 4372 kg ha$^{-1}$ during the validation, respectively, thus showing a small difference only. The results indicate that the LAWSTAC model can be used to estimate agricultural production.

**Fig. 8.** Comparison of simulated leaf area index (LAI, a and c) and dry total biomass (D-TB, b and d) by SWAP and LAWSTAC during model calibration (a and b) and validation (c and d).
4.5.5 Model performance comparison

The model performance comparison was conducted only for SWAP and LAWSTAC as HYDRUS-1D is not suitable for crop simulation. The total calibrated parameters in SWAP and LAWSTAC were 84 and 54, respectively. As shown in Table 8, the $AIC$ values for soil water content, soil salinity and leaf area index simulated by SWAP are all larger than that simulated by LAWSTAC, which indicates the LAWSTAC is more efficient than SWAP.

Table 8. Model comparison: Akaike information criterion ($AIC$) for soil water content, soil salinity and leaf area index.

<table>
<thead>
<tr>
<th>Year</th>
<th>Model</th>
<th>Soil water content</th>
<th>Soil salinity</th>
<th>Leaf area index</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>SWAP</td>
<td>-229.8</td>
<td>219.1</td>
<td>152.3</td>
</tr>
<tr>
<td></td>
<td>LAWSTAC</td>
<td>-289.9</td>
<td>159.7</td>
<td>84.7</td>
</tr>
<tr>
<td>2008</td>
<td>SWAP</td>
<td>-51.2</td>
<td>273.3</td>
<td>161.2</td>
</tr>
<tr>
<td></td>
<td>LAWSTAC</td>
<td>-114.0</td>
<td>209.6</td>
<td>88.2</td>
</tr>
</tbody>
</table>
Table 9. Goodness-of-fit indicators of soil water content, soil salinity concentration and LAI for model calibration and validation.

<table>
<thead>
<tr>
<th>Models</th>
<th>Items</th>
<th>Mean relative error, MRE (%)</th>
<th>Root mean square error, RMSE, (cm³ cm⁻³ or g L⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>SWAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2007)</td>
<td>Soil water content</td>
<td>0.91</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Soil salinity concentration</td>
<td>1.40</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>LAI</td>
<td>3.88</td>
<td>0.46</td>
</tr>
<tr>
<td>HYDRUS-1D</td>
<td>Soil water content</td>
<td>0.67</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Soil salinity concentration</td>
<td>-0.86</td>
<td>1.59</td>
</tr>
<tr>
<td>LAWSTAC</td>
<td>Soil water content</td>
<td>0.28</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Soil salinity concentration</td>
<td>-0.89</td>
<td>1.64</td>
</tr>
<tr>
<td></td>
<td>LAI</td>
<td>-0.27</td>
<td>0.29</td>
</tr>
<tr>
<td>Validation</td>
<td>SWAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2008)</td>
<td>Soil water content</td>
<td>8.21</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>Soil salinity concentration</td>
<td>-3.43</td>
<td>3.73</td>
</tr>
<tr>
<td></td>
<td>LAI</td>
<td>14.86</td>
<td>0.43</td>
</tr>
<tr>
<td>HYDRUS-1D</td>
<td>Soil water content</td>
<td>7.68</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>Soil salinity concentration</td>
<td>-4.41</td>
<td>3.72</td>
</tr>
<tr>
<td>LAWSTAC</td>
<td>Soil water content</td>
<td>7.31</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>Soil salinity concentration</td>
<td>-2.57</td>
<td>3.56</td>
</tr>
<tr>
<td></td>
<td>LAI</td>
<td>13.57</td>
<td>0.43</td>
</tr>
</tbody>
</table>

5. Conclusions

In this study, a new coupled hydrology-crop growth model, LAWSTAC, was developed based on Richards equation for soil water flow, the advection-dispersion equation for solute transport, as well as a detailed crop growth model. LAWSTAC considers the soil vertical heterogeneity in simulating water-solute dynamics in the root zone as well as crop growth. The interaction of crop growth and soil water
flow/solute transport was improved by integration of two different root water uptake models (Feddes and S-shaped). LAWSTAC provides eight different hydraulic conductivity internodal averaging methods to account for abrupt variations at the interfaces of soil layers. Numerical testing showed that the model can be used into multilayered soils, and the internodal conductivity computed using the arithmetic mean (AC), the geometric mean (GC) or the triadic mean (TC) were suitable for simulating water infiltration in layered soil.

LAWSTAC was assessed by comparing its simulation results with the other two widely used models, HYDRUS-1D and SWAP. The three models were calibrated and validated for prediction of soil water and salt dynamics, and growth of spring wheat based on experimental data from 2007 (calibration year) and 2008 (validation year) in an experimental station in Northwest China. Under the same scenario, the three models performed almost the same in simulating soil water contents in different soil layers, while LAWSTAC and HYDRUS-1D, in contrast to SWAP, simulated the soil salinity dynamics more consistently and stably. In terms of crop growth simulation, although LAWSTAC requires fewer crop data inputs, it was found to perform reasonable compared with the more complex SWAP model. Therefore, the LAWSTAC can be used for simulating soil water and salt dynamics, and crop growth processes in layered-soil farmland. Note that we have tested LAWSTAC with two years of field data in the arid region of Northwest China. In future study, the model needs to be tested by more data under different climate and soil conditions.
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