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Résumé 

Les gènes Hoxd sont essentiels pour le développement des différents axes du corps chez 

les vertébrés d’où l’importance des mécanismes sous-jacents de régulation. Parmi ces 

différents mécanismes on retrouve les amplificateurs agissant à longue distance qui sont situés 

dans deux paysages de régulation adjacents. Les analyses de l’architecture de la chromatine au 

niveau de ce cluster de gènes a mis en évidence l’existence de deux ″topologically associating 

domains″ de part et d’autre du cluster et qui incluent ces paysages de régulation. Néanmoins, 

les dynamiques de ces régions de régulation ainsi que la stabilité et la contribution fonctionnelle 

des interactions amplificateur-promoteur pendant le développement embryonnaire restent à 

définir.  

Dans ce travail nous avons analysé l’organisation tridimensionnelle de la chromatine et 

le profil de transcription au locus Hoxd, ceci à différentes étapes du développement du 

tubercule génital (TG). Nous observons que la conformation tridimensionnelle de cette région 

est antérieure à l’émergence du TG. En parallèle, nous observons une diminution des niveaux 

de l’ARN qui corrèle avec la diminution des contacts promoteur-amplificateur dans le désert 

génique adjacent. Cette diminution a lieu tout en maintenant un sous-ensemble de contacts 

associés au complexe CTCF/Cohésine qui est préservé indépendamment de l’état de 

transcription du cluster de gènes. 

Afin d’explorer la contribution fonctionnelle de ces paysages de régulation nous avons 

utilisé la technologie CRISPR-Cas9 pour créer des souris avec des délétions partielles de cette 

région et des délétions ciblées de contacts transitoires (associés aux amplificateurs) et 

constitutif (associés au complexe CTCF/Cohésine). Nous observons que des délétions uniques 

de contacts transitoires ou constitutifs ont peu d’effet sur l’expression de Hoxd dans le TG. Au 

contraire, la délétion unique d’un amplificateur déjà caractérisé de Hoxd, l’élément Prox, ou 

des délétions incluant de nombreux amplificateurs résultent en une diminution de l’expression 

des gènes Hoxd. Nos résultats suggèrent alors que tous les éléments amplificateurs dans les 

paysages de régulation complexe n’ont pas la même importance fonctionnelle soulignant 

l’existence d’un système dynamique mais aussi robuste pour réguler l’expression génique de 

Hoxd.  

 

Mots clefs: 

Gènes Hox, amplificateur, paysages régulateurs, TAD, régulation à longue distance, CTCF, 

CRISPR-Cas9, 4C-seq, tubercule génital, Hotair.  
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Abstract 

Hoxd genes are essential for the development of the various body axes in vertebrates 

and hence the underlying regulatory mechanisms are of paramount importance. Among these 

various mechanisms are long-range acting enhancers, which are located in the two adjacent 

regulatory landscapes. Analyses of chromatin architecture at this gene cluster has revealed the 

existence of two topologically associating domains (TADs) flanking the cluster and 

encompassing these regulatory landscapes. However, the dynamics of such regulatory regions 

as well as the stability and functional contribution of specific enhancer-promoter interactions 

during development remains to be established.  

In this work, we analysed the 3D chromatin organization and transcription profile at the 

HoxD locus, at different time points during genital tubercle (GT) development, and observe 

that the 3D conformation of this regulatory region predates the embryonic emergence of the 

GT. Along with this tissue development, we observe a reduction in transcript levels correlating 

with a decrease in enhancer-promoter chromatin loops within the adjacent gene desert. This 

decrease occurs while maintaining a subset of CTCF/Cohesin associated contacts, which are 

preserved independently from the transcriptional status of the gene cluster.  

To further explore the functional contribution of this regulatory landscape, we used 

CRISPR-Cas9 technology to generate mice carrying partial deletions of this region, as well as 

targeted deletions of both transient (enhancer associated) and constitutive (CTCF/Cohesin 

associated) contacts. We observe that single deletions of both transient and constitutive 

contacts displayed little if any effect on Hoxd genes expression in the GT. On the contrary, the 

single deletion of a previous characterized Hoxd enhancer, the Prox element, or deletions 

comprising several enhancers, result in the reduction of Hoxd genes expression levels. Overall 

our results suggest that not all enhancer elements within a complex regulatory landscape have 

the same functional strength, and highlight the existence of a dynamic yet robust system to 

tightly regulate Hoxd genes expression. 

 

 

Keywords:  

Hox genes, enhancers, regulatory landscapes, TAD, long-range regulation, CTCF, CRISPR-

Cas9, 4C-seq, genital tubercle, Hotair 
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1. Introduction 

 1.1 Hox genes 

1.1.1 Homeobox genes  

Homeobox genes are master regulators of a wide range of developmental processes, they 

are found in almost all eukaryotes including animals, plants, and fungi (reviewed in (Holland, 

2013). These genes contain a common DNA sequence element, the homeobox, that encodes a 

DNA binding domain, the homeodomain. The majority of homeodomain containing proteins 

act as transcription factors to activate or repress the expression of target genes. 

In animals the largest group of homeobox genes is the ANTP-class. It is thought that this 

class of genes originated from a hypothetical ancestral ANTP-class gene (Proto-ANTP) that 

underwent extensive tandem gene duplication, leading to an array of related genes positioned 

along a chromosome (Garcia-Fernàndez, 2005; Holland, 2015). Subsequently, many of these 

genes became dispersed in the genome, while others remained aggregated forming three 

independent gene clusters - NK, Hox, and ParaHox- that retained distinct degrees of 

conservation in different evolutionary lineages. For example, vertebrates have very organized 

and conserved Hox and ParaHox gene clusters but disrupted NK gene clusters, whereas 

dipteran flies retained a tight NK gene cluster, but lost some ParaHox genes and have a 

disrupted Hox gene cluster (reviewed in Holland, 2015). 

 

1.1.2 Evolution and organization of Hox genes  

Hox genes are homeobox-containing transcription factors that are present in all bilateria 

and in cnidaria but have not been found in plants or sponges. It is thought that, through their 

evolution and expansion, these genes were crucial for the rapid diversification of the body plans 

of all bilaterians. Usually invertebrates have a single Hox gene cluster (although it is split in 

Drosophila), whereas vertebrates possess multiple clusters as a result of whole-genome 

duplication events. The common ancestor of all chordates is presumed to have had a single 

cluster. It is thought that two rounds of whole-genome duplication (2R hypothesis) occurred in 

early vertebrate evolution (Ohno, 1970), resulting in the four Hox clusters in jawed vertebrates 

(HoxA, HoxB, HoxC and HoxD clusters) (Duboule, 2007) (Figure 1). 

In teleost fishes there was an additional third round (3R) of whole-genome duplication 

resulting in up to seven or eight Hox clusters depending on the species (Amores et al., 1998). 

Interestingly, the consequences of the teleost fish-specific 3R whole-genome duplication did 
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not lead to a major difference in total number of Hox genes in comparison to other vertebrates 

(non-teleost). Human and mouse have 39 Hox genes, whereas teleost fish have on average 48 

Hox genes (e.g., zebrafish has 49, sickleback has 48 Hox genes), this is due to significant loss 

of specific Hox genes after the 3R event in the latter group (Duboule, 2007; Holland, 2013). 

Each duplicated ancestral Hox gene resulted in several genes that are paralogs of each other. 

In mammals, the genes in each of the four clusters (HoxA, HoxB, HoxC, and HoxD) can be 

subdivided into 13 paralogous groups based on their sequence similarity and position within 

the clusters, in each cluster only a subset of paralogous genes was retained (reviewed in 

Maconochie et al., 1996). 

 

 
Figure 1: Schematic representation of the Hox clusters organization 
In Drosophila Hox genes are grouped into two complex loci, the Antennapedia (ANT-C) and Bithorax 
(BX-C) complexes. In both mouse and human, there are 39 Hox genes distributed by four clusters (HoxA, 
HoxB, HoxC, and HoxD) that arose by two rounds of whole genome duplication. Based on sequence 
similarities, members of the different clusters can be classified into paralogous groups 1 to 13 (PG1 to 
PG13). Each gene is represented by a colored box. lab=labial; pb= proboscipedia; Dfd= deformed; 
Scr= sex combs reduced; Antp= antennapedia; Ubx= ultrabithorax; abd-A= abdominal-A; Abd-B= 
abdominal-B. (adapted from (Favier and Dollé, 1997; Mallo and Alonso, 2013)) 
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1.1.3 Collinearity  

Hox genes were first described in Drosophila melanogaster where they are present in 

a fractured gene cluster, the Antennapedia and Bithorax complexes (ANT-C and BX-C, 

respectively) (Lewis, 1978; Kaufman et al., 1980). E. B. Lewis (1978) work on the BX-C 

reported that mutations on the cluster caused homeotic transformations (i.e., transformation of 

a body segment into another) and that the gene order reflected the anatomical areas that are 

under the domain of influence of each single Hox genes. As described for Drosophila 

melanogaster (Lewis, 1978), in vertebrates the linear position of the Hox genes along the 

chromosomes reflects their expression and functional domains along the anterior-posterior (AP) 

body axis during development, in a process named spatial collinearity (Gaunt, Sharpe and 

Duboule, 1988; Duboule and Dollé, 1989). The collinear pattern of expression of Hox genes is 

observed not only in the various embryonic trunk tissues (Graham et al., 1989) but also along 

the secondary body axis structures such as the limbs and the external genitalia (Dollé et al., 

1991; Haack and Gruss, 1993; Nelson et al., 1996) as well as the digestive track and urogenital 

system (Dollé et al., 1991; Yokouchi et al., 1995). 

In addition to spatial collinearity, vertebrate Hox genes are expressed in a time sequence 

that follows their physical order within the cluster, a process referred to as temporal collinearity 

(Dolle et al., 1989; Izpisúa-Belmonte et al., 1991). Genes at the 3’ end of clusters are expressed 

more anteriorly and earlier, while those at the 5’ end of clusters are expressed more posteriorly 

and later in development. In the primary body axis, 3’ Hox genes initiate expression during 

gastrulation (e.g., paralogous groups Hox1 and Hox2) while 5’ genes are expressed later in 

development, in the tail bud after somite formation (e.g., Hoxd13 is expressed in the most 

posterior part of the embryo at early embryonic day (E) 9) (Deschamps and Nes, 2005). This 

temporal activation can also be observed in the secondary body axis (Dolle et al., 1989; Zakany 

and Duboule, 2007), where anterior genes (3’ genes) are activated earlier than posterior genes 

(5’ genes). This way, the precise temporal activation of the Hox genes in their exact domain of 

expression is crucial for establishment of regional identities.  
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1.2. Hox genes in the primary body axis  

1.2.1 Expression and function  

1.2.1.1 Early Hox expression  

As mentioned before, Hox genes are major players in the patterning of the primary body 

axis. In vertebrates, the formation of this axis occurs by the sequential assembly of several 

embryonic tissues in a head to tail fashion as the embryo extends its posterior end. Hox genes 

are present in tissues of ectodermal origin (as the developing central and peripheral nervous 

system), mesodermal origin (notochord, somites and developing urogenital tract) and 

endodermal origin (digestive tract) (Nolte and Krumlauf, 2015).  

The expression of Hox genes starts during the early stages of mouse development and 

will be essential for the patterning of all three embryonic germ layers. During gastrulation, as 

the primitive streak extends, the first 3’Hox genes are activated in the posterior streak area (at 

E7.2, in the mouse). Sequentially the domain of expression spreads to the anterior part of the 

streak that harbors neuro-mesodermal progenitors (reviewed in Neijts and Deschamps 2017). 

As development progresses, more 5’Hox genes start to be expressed and in turn their expression 

domain spreads anteriorly. 

The first region to express Hox genes (around the primitive streak) will become 

extraembryonic mesoderm (Forlani and Deschamps, 2003; Neijts and Deschamps, 2017). Even 

though these cells will not directedly contribute to the future axial and paraxial embryonic 

structures, early Hox expression is relevant for proper trunk development by influencing the 

timing of Hox activation (Neijts and Deschamps, 2017). For example, deletion of an Hoxc8 

early enhancer caused a transient delay in the initial transcription of the gene. This temporal 

delay is sufficient to produce axial skeleton abnormalities (Juan and Ruddle, 2003). Later 

during development, the expression of anterior Hox genes reaches the node region where the 

progenitors of the paraxial mesoderm and neuroectoderm reside and will contribute directly to 

axis elongation. 

 

1.2.1.2 Hox genes role in the patterning of the axial skeleton  

Both gain and loss-of-function experiments have provided evidence for the pivotal role 

of Hox genes in skeleton patterning, with several adjacent Hox genes being linked to vertebrae 

identity at particular levels of the axial skeleton (reviewed in Mallo et al., 2010). Two main 

models have been proposed to explain the role of Hox genes during patterning the AP axis.  
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The “Hox code” model postulates that the identity of a given body segment is specified 

by the particular combination of different active Hox genes (Kessel and Gruss, 1991). This 

model was proposed based on the observation that mice embryos exposed to retinoic acid (RA) 

at E7.5 had posterior homeotic transformation of vertebrae (e.g., the last cervical vertebra gains 

the identity of thoracic vertebrae) while embryos exposed at E8.5 had anterior homeotic 

transformation (e.g., lumbar vertebrae gain rib projections becoming thoracic like). In this 

model, RA would shift the boundaries of Hox genes expression modifying the combination of 

genes expressed in a determinate region of the body plan and in turn lead to homeotic 

transformations (Kessel and Gruss, 1991). However, several additional studies have shown that 

upon perturbation of Hox expression, the phenotypes are often observed only in the most 

anterior part of their particular domain of expression  (reviewed in Favier and Dollé, 1997). 

For example, the combined inactivation of Hox10 paralogous genes in mice, showed 

phenotypes in the anterior domain of expression (with rib baring lumbar segments) but no 

pronounced phenotype in the most posterior domain of expression of the genes (where Hox11 

paralogous genes are co-expressed) (Wellik and Capecchi, 2003). These phenotypes can be 

explained by the posterior prevalence model.  

This model proposes that more posteriorly expressed genes will suppress the activity 

of more anteriorly expressed genes in adjacent Hox domains of expression (Duboule and 

Morata, 1994). The posterior prevalence model was first proposed to explain the results 

observed in chicken wing buds upon retinoic acid treatment. When 3’ Hox genes were activated, 

in regions where more 5’ genes were also expressed, no phenotype was observed. However, 

when more 5’Hox genes, to ones endogenously expressed, where activated there was a 

duplication of structures (Duboule, 1991). Further evidence in favor of this model came from 

genetic experiments. For example, loss-of-function of Hoxa3 only affects the cervical 

structures even though the expression domain of the gene encompasses a more posterior region 

(Chisaka and Capecchi, 1991). Conversely, overexpression of Hoxd4 in regions anterior to its 

wildtype domain of expression results in a posterior homeotic transformation, whereby the 

occipital bones gain cervical identity (Lufkin et al., 1992). Of note, neither of the models can 

fully explain all the observations derived from the genetic analysis of Hox function along the 

AP axis. 
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1.2.1.3 Functional role of Hox paralogous genes 

One important aspect to consider when analyzing Hox gene function in vertebrates is 

the existence of functional redundancy between paralogous group genes. Functional 

redundancy was validated though the generation of compound mutations (reviewed in Mallo 

et al., 2010; Wellik, 2007). In all cases, paralogous mutants exhibited phenotypes that were 

more severe than single or double mutant combinations (reviewed in Wellik 2007). For 

example, whilst single mutants from Hox4 paralogous group resulted in incompletely penetrant 

defects in cervical vertebra (C2 and C3), removal of three of the four paralogous Hox4 genes 

(Hoxa4, Hoxb4, and Hoxd4) resulted in fully penetrant cervical anterior homeotic 

transformations (C2 through C5) (Horan et al., 1995). Hox10 paralogous genes where shown 

to specify lumbar identity, the functional loss of these genes resulted in the morphological 

transformation of the lumbosacral region to thoracic-like (vertebrae with small rib projections) 

(Wellik and Capecchi, 2003). Depletion of Hox11 paralogous genes lead to a lumbar-like 

transformation of the sacral region, showing that they are required for sacral vertebrae 

formation (Wellik and Capecchi, 2003). Further evidence of functional redundancy came from 

the rescue of Hoxa11 and Hoxd11 loss of function phenotype by a Hoxd11 transgene (Záknáy 

et al., 1996). Interestingly, Hox13 paralogous group genes are responsible for terminating the 

axial elongation program. Accordingly, precocious over-expression of Hox13 genes resulted 

in premature arrest of axial growth (Young et al., 2009), conversely deletion of Hoxb13 caused 

elongation of the AP axis (Economides and Capecchi, 2003). In snakes, there is a delay in 

Hox13 group activation correlating with body plan elongation (Di-poi et al., 2010). These 

studies, and others not mentioned here, highlight the role of particular Hox paralogous group 

genes in patterning specific axial anatomic domains.  

 

1.2.2 Regulation  

1.2.2.1 Regulation by the Polycomb and Trithorax protein group 

The Polycomb (PcG) and Trithorax (TrxG) group genes have long been implicated in 

the regulation of Hox genes. Both PcG and TrxG are multi-protein complexes responsible for 

post-translational modifications of histone tails. Polycomb repressive complexes 1 and 2 

(PRC1 and PRC2) are important for gene silencing. EZH2, a PCR2 component, is responsible 

for the tri-methylation of lysine 27 of the histone H3 tail (H3K27me3), a mark associated with 

gene repression (Cao et al., 2002). PRC1 contains the RING1B E3 ubiquitin ligase that is 
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responsible for the ubiquitylation of H2A at lysine 119 (de Napoles et al., 2004; Wang et al., 

2004). Inversely, TrxG complexes are associated with transcriptional activation by the tri-

methylation of histone H3 tail at lysine 4 (H3K4me3) (Ruthenburg and Wysocka, 2007). 

In Drosophila late development, Hox genes expression patterns are maintained by the 

combined action of these proteins. On the one hand, PcG are required for the repression of Hox 

gene expression, on the other hand, TrxG are responsible for maintaining active Hox genes 

transcription in the correct domains, counteracting the activity of PcG silencing 

(Schuettengruber et al., 2017). In mouse embryonic stem cells, the Hox clusters display both 

H3K4me3 and H3K27me3 marks. This bivalent chromatin state is thought to reflect a poised 

chromatin state that would allow for rapid gene activation upon cell differentiation (Bernstein 

et al., 2006). During mouse early tail bud development, there is a gain of H3K4me3 and a loss 

of H3K27me3 marks over the HoxD cluster that accompanies the collinear activation of these 

genes (Soshnikova and Duboule, 2009). The transition zone between these two epigenetic 

states coincides with the transcriptional activation of a specific Hoxd gene in time and space 

(Soshnikova and Duboule, 2009). Furthermore, these chromatin mark dynamics coincide with 

transitions in the spatial conformation of Hox genes (Noordermeer et al., 2011). Repressed Hox 

genes spatially separate from adjacent chromosome regions forming silent domains. Upon Hox 

genes transcriptional activation, the transcribed part of the cluster segregates from the 

Polycomb-repressed domain (Noordermeer et al., 2011). 

While in Drosophila, Polycomb response elements (PREs) target PcG to chromatin 

resulting in gene silencing, in mammals, recruitment of PcG components to target sites appears 

more complex. Several mechanisms for PcG recruitment have been suggested in mammals 

including, hypomethylated CpG islands and other CG-rich sequences (Ku et al., 2008; 

Mendenhall et al., 2010; Riising et al., 2014), interactions between PcG proteins and a number 

of transcription factors, such as SNAIL, RUNX1, JARID2, AEBP2, and YY1, and long non-

coding RNAs (lncRNAs) (reviewed in Schuettengruber et al., 2017). Overall, the available 

evidence suggests that several mechanisms, that may be complementary, are involved in PcG 

recruitment to target regions. 

 

1.2.2.2 Regulation of Hox genes by long non-coding RNAs * 

Long non-coding RNAs (lncRNAs) have been proposed to be involved in the regulation 

of Hox genes. Indeed, there is increasing evidence that long non-coding RNAs can act as gene 

expression regulators, for example by interacting with transcription factors and chromatin 
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modifiers to modulate gene expression during development (Lee, 2012). Several lncRNAs 

associated with the mammalian Hox clusters have been identified (Mainguy et al., 2007; Rinn 

et al., 2007). However, a complete understanding of their roles in Hox gene regulation is 

currently lacking and their in vivo functions have yet to be fully assessed.  

Perhaps the most prominent example of Hox regulation by lncRNAs is the case of 

Hotair (Hox transcript antisense intergenic RNA), a lncRNA transcribed from the intergenic 

region between Hoxc11 and Hoxc12 in the HoxC cluster. Hotair was proposed to repress the 

expression of 5’ Hoxd genes in trans by associating with chromatin modification complexes 

such as PRC2, LSD1, and CoREST/REST (Rinn et al., 2007; Tsai et al., 2010). Indeed, the 

knockdown of Hotair in human fibroblasts led to decreased binding of these repressive 

complexes at the HoxD cluster and to an increase in Hoxd genes expression (Rinn et al., 2007). 

Of note, the role of Hotair in direct PRC2 recruitment has been recently disputed (Portoso et 

al., 2017). 

The function of Hotair has also been addressed in vivo, using genetically engineered 

mouse models that lack Hotair expression. Analyses of a mouse line comprising a genetic 

deletion of the entire HoxC cluster (Suemori and Noguchi, 2000) showed little effect in vivo, 

with no alteration of Hoxd genes expression nor of repressive chromatin marks at the HoxD 

locus (Schorderet and Duboule, 2011). However, a targeted deletion of the two exons of Hotair 

was reported to lead to wrist malformation and to homeotic transformations of the spine in 

mice (Li et al., 2013). These phenotypes were associated with de-repression of Hox genes and 

of imprinted genes by modulation of their chromatin state (Li et al., 2013). Of note, the authors 

did not observe changes in the neighboring Hoxc11 and Hoxc12 genes, supporting the idea that 

Hotair functions in trans (Li et al., 2013). Two additional mouse models were produced, one 

comprising a partial deletion of the two exons of Hotair and the other a partial deletion of the 

second exon (Lai et al., 2015). In both cases a subtle homeotic transformation of the 4th caudal 

vertebra was reported, but no wrist malformation nor homeotic transformation of the lumbar 

vertebrae were observed (Lai et al., 2015). These conflicting results regarding the physiological 

function of Hotair led us to analyze the molecular and phenotypic consequences of deleting 

the Hotair locus in vivo. 

We addressed the disparities found in the literature by using a targeted deletion of 

Hotair (Li et al., 2013) to assess its role during mouse development. We found that deleting 

the Hotair locus has no detectable effects on wrist and spine morphology in the mouse. Whole 

transcriptome analyses revealed that this deletion does not affect Hoxd genes expression in 

trans, in any of the embryonic tissues analyzed. However, we observed significant expression 
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changes of the neighboring Hoxc11 and Hoxc12 genes in the mutant mice, most likely due to 

alterations in the underlying DNA sequence. Taken together, our results suggest that deleting 

the Hotair locus has little to no effect on mouse embryonic development. For further 

information on the work done on Hotair please consult annex 1. 

 

* This section was modified from the introduction of Amândio et al., 2016  

 

1.3. Hox genes in the secondary body axis  

Hox genes were co-opted for different functions many times during vertebrate evolution, 

though always respecting a collinear strategy (Duboule, 2007). In addition to their ancestral 

role in AP patterning of the main body axis, specific genes belonging the Hox cluster were co-

opted for the development/patterning of the secondary body axes, namely the limbs and 

external genitalia which are recently evolved structures (Wagner, Amemiya and Ruddle, 2003). 

Specifically, the Hoxa and Hoxd genes located at the 5’extremity of their respective clusters, 

are necessary for patterning both the digits and the genital tubercle (GT) (Dollé et al., 1991; 

Kondo et al., 1997). 

Unlike the primary body axis, where Hox gene expression is primarily accomplished 

by elements situated inside the clusters themselves, the regulation of Hox genes in novel body 

structures (e.g., the GT and the limbs) is thought to have occurred primarily by the recruitment 

of cis-regulatory sequences located outside the gene clusters (Spitz et al., 2001; Spitz et al., 

2003; Montavon et al., 2011; Andrey et al., 2013; Lonfat et al., 2014). At the HoxD cluster 

these elements are positioned in two regulatory landscapes located on either side of the cluster. 

 

1.3.1 Regulation and transcription of Hoxd genes in the limb 

The vertebrate limb develops from the lateral plate mesoderm mesenchymal cells. Hox 

genes are essential for the proper development of this structure. There are two phases of gene 

activation, in the initial phase, there is a sequential transcription, in both time and space, of 3’ 

and central Hoxd genes (from Hoxd1 to Hoxd11), controlled by enhancers located in the 

regulatory landscape 3’ to the cluster. These cells will give rise to the future arm and forearm 

(Zakany and Duboule, 2007; Andrey et al., 2013). The second phase of transcription occurs in 

the distal part of the limb bud that will eventually give rise to the digits. In this phase, Hoxd 

genes from Hoxd8 to Hoxd13 are transcribed. There is strong transcription of Hoxd13 and 

sequentially lower levels of Hoxd12 to Hoxd8 transcripts (Montavon et al., 2008). Enhancers 
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located in the regulatory landscape 5’ to the cluster control this phase (Zakany and Duboule, 

2007; Montavon et al., 2011; Andrey et al., 2013). Both these regulatory landscapes are 

encompassed within two topologically associating domains (TADs), with the HoxD cluster 

being positioned at the border of these TADs (Figure 2). TADs represent an intermediate level 

of chromatin organization (Dixon et al., 2012; Nora et al., 2012) and their role in privileging 

enhancer-promoter interactions will be explored further in section 1.5.3 of the introduction. 

 

1.3.2 Regulation of Hox genes in the genital tubercle  

Genetic experiments have highlighted the role of the regulatory sequences positioned 

outside the HoxD cluster in controlling Hoxd genes expression in GT and other evolutionary 

novel structures. Upon replacing the entire HoxD cluster with a Hoxd11lacZ transgene, the 

reporter gene showed expression in the GT (as well as in the limbs) (Spitz et al., 2001). 

Moreover, a PAC containing the human HoxD cluster randomly integrated in the mouse 

genome could not recapitulate Hoxd genes expression in the GT nor in any other region outside 

the trunk (Spitz et al., 2001). Together, these results suggest that in the GT sequences located 

outside the gene cluster are able to drive Hoxd genes expression.  

The cis-elements controlling 5’Hoxd genes in the GT (and digits) have been shown to be 

located 5’ to the cluster (Spitz et al., 2003; Spitz et al., 2005), in the centromeric regulatory 

landscape (C-DOM). A large inversion that splits the HoxD cluster in two independent sub-

clusters, resulted in the separation of 5’Hoxd genes (Hoxd11 to Hoxd13) and its associated 5’ 

regulatory landscape (C-DOM) away from the remaining Hoxd genes and the 3’ regulatory 

landscape. In this allelic conformation Hoxd11 was expressed in the GT and in the digits but 

no longer in the proximal limb nor in the cecum, in turn Hoxd10 was no longer expressed in 

the GT nor the digits. These results further revealed that the enhancers controlling 5’ Hoxd 

genes in the GT and digits were positioned 5’ to the cluster (in the C-DOM), while the proximal 

limb, and cecum enhancers where positioned 3’ to the cluster (Spitz et al., 2005) (Figure 2).  

Further evidence came from experiments done on mice with reallocations of the 

centromeric regulatory landscape. Upon repositioning of the full C-DOM approximately 3Mb 

away from the HoxD cluster, along with a Hoxd11lacZ reporter cassette, the expression of 5’ 

Hoxd genes is greatly reduced in the GT (Lonfat, PhD thesis, Tschopp and Duboule, 2011). 

Furthermore, the inverted reporter cassette was able to drive lacZ expression in the GT in a 

pattern identical to the wildtype (Lonfat, PhD thesis, Tschopp and Duboule, 2011). Sequential 

deletions spanning the C-DOM further demonstrated the necessity of this region for the 
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transcription of 5’ Hoxd genes in both the GT and the limbs (Montavon et al., 2011; Lonfat et 

al., 2014). 

Several enhancer elements positioned over the C-DOM have been identified. Initially, the 

use of transgenic analysis identified a Global Control Region (GCR), located approximately 

200kb 5’ to the HoxD cluster, and Prox, an element located between the Lnp and the Evx2 

genes, with enhancer activity in both the GT and the digits (Spitz et al., 2003; Gonzalez et al., 

2007). More recently came the observation that, several enhancer sequences were located 

further away from the gene cluster, in a regulatory landscape covering approximately 700kb 

(Figure 2) (Montavon et al., 2011; Lonfat et al., 2014). These elements were able to interact 

with 5’ Hoxd genes via long-range chromatin interaction forming a regulatory archipelago 

controlling gene expression (Montavon et al., 2011; Lonfat et al., 2014). This regulatory 

landscape (C-DOM), encompassed within a TAD, is shared between digits and GT, however 

some tissue-specific enhancers-promoter interactions were observed (Lonfat et al., 2014). The 

use of chromosome conformation capture based techniques, to study the frequency of 

chromatin interactions at the locus, revealed a DNA region (i.e., GT2) that interacts with 

Hoxd13 in GT but not in digits. Accordingly, this region had a strong GT-specific enhancer 

activity pattern. Conversely, an enhancer-promoter interaction (i.e., island II – Hoxd13) was 

observed in digits but not in GT. Similar differences in the interactions profiles between GT 

and digits were also observed at the HoxA locus (Lonfat et al., 2014). These tissue specific 

modifications of the chromatin structure highlight the various possibilities of interactions 

within a pre-fixed TAD architecture to elicit similar transcriptional responses (Lonfat et al., 

2014). 

 

 
Figure 2: Regulation of Hoxd genes in various tissues 
Schematic representation of the two regulatory landscapes flanking the HoxD cluster and encompassed 
within two TADs. The HoxD cluster is at the border between these two TADs. Enhancers located 3’ to 
the cluster in the telomeric regulatory landscape (T-DOM) are responsible for the regulation of Hoxd 
genes expression in the proximal limb and the cecum (in green). Enhancers located 5’ to the cluster in 
the centromeric regulatory landscape (C-DOM) are responsible for the regulation of Hoxd genes 
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expression in the digits and in the genital tubercle (in blue). WISH of a E12.5 mouse embryo illustrating 
the pattern of expression of Hoxd13 in the digits and in the GT (figure adapted from (Andrey et al., 
2013; Montavon and Duboule, 2013; Lonfat and Duboule, 2015)). 
 

1.4. Genital tubercle development 

1.4.1 Early development  

The GT is composed by both surface ectoderm, mesoderm, and cloacal endoderm. The 

latter will contribute to the formation of the urethral plate epithelium (Seifert et al., 2008). As 

development progresses, this embryonic tissue will originate the penis in males and the clitoris 

in females (Cohn, 2011). The initial phase of GT development starts with the appearance of a 

pair of mesenchymal cell agglomerates, called the genital swellings. These cell agglomerates 

are positioned on each side of the cloaca membrane, caudal to the posterior hindlimb buds and 

at the level of the anterior tail (Perriton et al., 2002; Tschopp et al., 2014). At E11.5, the buds 

will merge to form the GT with the urethral plate epithelium growing out between them 

(Perriton et al., 2002). At E13.5, the mesenchymal preputial swellings begin to form, in the 

proximal lateral region of the tubercle, these secondary outgrowths will continue to develop 

and will form the prepuce, within which the preputial glands are situated (Perriton et al., 2002; 

Georgas et al., 2015). From this developmental stage on, the GT can be anatomically 

subdivided into a proximal and a distal region. At E15, the proximal region of the GT is 

surrounded by the preputial swellings, in the distal region the glans is exposed. These 

anatomical differences highlight the proximal-distal divisibility of the GT (reviewed in 

Georgas et al., 2015). Of note, no apparent morphological differences between males and 

females are observed until this stage (Seifert et al., 2008; Georgas et al., 2015). 

 

1.4.2 Late development (sex specific GT development) 

Mouse GT development can be roughly divided in two parts correlating with the action 

of steroid hormones. The first part, described above, is thought to be independent of steroid 

hormones. After this initial process, at around E16, the development of the genital tubercle 

becomes sex-specific (hormonal controlled), eventually generating sexual dimorphic external 

genitalia (Cohn, 2011). In males, the urethra is internalized by the fusion of the urethral folds. 

Simultaneously the merging of the preputial swellings originates the prepuce. As development 

progresses the prepuce envelops the glans. The urethra is closed in the proximal region of the 

organ and opened in the distal glans (E17.5) (Yamada et al., 2003; Georgas et al., 2015). In 
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female mice, the preputial swellings envelop the clitoris but without fusing. The urethra is not 

surrounded by the mesenchyme and as such is not internalized remaining ventral to the clitoris 

(open at the base of the clitoris). In both sexes, the full development and maturation of the 

external genitalia is not complete until postnatal stages. Eventually the penis and the clitoris, 

corresponding to the initial mesenchymal tissue, will develop bone (Georgas et al., 2015). 

Several studies have highlighted the critical role of androgens and estrogens in 

determining sexual differentiation of the genitalia. Disruption of androgen signaling resulted 

in the de-masculinization of the GT in males. Conversely, exposure to androgen masculinizes 

female external genitalia (Suzuki et al., 2002). Furthermore, absence of estrogen receptor in 

mice leads to females with elongated clitoris (Yang et al., 2010). Altogether, a proper balance 

between estrogen and androgen is required for a correct sexual differentiation of the external 

genitalia.  

 

1.4.3 GT developmental regulators (genetic pathways involved in GT development)  

The evolution of the of two major body appendages, the GT and the limbs, represented 

a major step in vertebrate evolution by facilitating the colonization of the terrestrial 

environment. There are similarities between the development of the vertebrate limbs and the 

GT, with several genetic pathways that are involved in the development of the limbs also 

having a pivotal role in ensuring proper genital development.   

As mentioned above, both endoderm, mesoderm and ectoderm contribute to external 

genital development, with several pathways involved in mediating the interactions between all 

three germ layers to ensure proper GT patterning. Classical experiments have demonstrated 

that removing the distal urethral epithelium (DUE) hampers GT development (reviewed Cohn 

2011). Consequently, it was proposed that the DUE would act as a primary signaling center for 

GT development, similar to the role of the apical ectodermal ridge (AER) during limb 

development. However, this role of the DUE remains controversial (see below).  

Fgf8 is expressed in the DUE in a pattern that resembles its expression domain in the 

limb bud AER. Initially, at E10.5 Fgf8 is expressed in the distal-posterior cloacal endoderm. 

As development progresses from E11.5 to E14.5, this gene is expressed in the DUE. For this 

reason, Fgf8 has been proposed as a candidate for initial regulation of GT development. In fact, 

early experiments have shown that ectopic application of Fgf8 beads to the mouse GT resulted 

in mesenchymal gene expression, and consequentially induced outgrowth of the GT suggesting 

the role of Fgf8 as an initial activator of GT development (Haraguchi et al., 2000). Surprisingly, 
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conditional genetic deletion of Fgf8 from the cloacal endoderm (prior to GT outgrowth) 

resulted in normal external genital development (Seifert et al., 2009). Furthermore, analysis of 

Fgf8 target genes and the distribution of Fgf8 protein showed that Fgf8 is not translated in DUE 

(Seifert et al., 2009).This lack of phenotypic defects in Fgf8-null mice, albeit high gene 

expression in the DUE, challenged the view of the DUE as an organizing center of GT 

development, arguing divergence between the mechanisms that control limb and GT outgrowth. 

However, a more recent study reported that ectopic expression of Fgf8 in the urethra epithelium 

led to cell over-proliferation and aberrant GT morphology (Lin et al., 2013). Accordingly, 

conditional deletion from the urethral epithelium of FGF receptors (Fgfr1 and Fgfr2) resulted 

in smaller GT and abnormal maturation of the urethral epithelium (Lin et al., 2013). These later 

results are in agreement with a similar role of Fgf8 in limbs and GT development. As such, the 

role of the DUE as the GT organizing center is still under debate. Other members of the Fgf 

gene family are also involved in regulating GT development. Deletion of Fgf10 does not affect 

initial outgrowth of the GT. However, later in development, the Fgf10 knockout mice show 

abnormal opening along the ventral surface of the GT suggesting a role of Fgf10 in later GT 

development (Haraguchi et al., 2000).  

Sonic hedgehog (Shh) has also been implicated in GT development. This gene is 

expressed in the whole cloaca epithelium and urethral plate epithelium (Seifert et al., 2009). 

Shh null mice lack external genitalia. Although the initial outgrowth of the GT is started it is 

not maintained (Haraguchi et al., 2001; Perriton et al., 2002; Seifert et al., 2009). In the absence 

of Shh signaling, Wnt5a, Bmp2, Bmp4, Fgf8, and Fgf10, are downregulated and apoptosis 

increases (Haraguchi et al., 2001; Perriton et al., 2002). Using conditional knockout mice for 

Shh it was shown that its signal is not only required during the initial GT budding but also 

during the androgen-independent GT morphogenesis, highlighting that the primary target 

tissue of Shh signaling is the GT mesenchyme, rather than the urethral plate epithelium (Lin et 

al., 2009). In GT mesenchyme cells, the expression of Hoxd13, Fgf10, Ptch1, Gli1, and Bmp4 

is regulated by Shh signaling from the urethral plate epithelium (Haraguchi et al., 2001; 

Perriton et al., 2002; Lin et al., 2009; Miyagawa, Moon, et al., 2009; Seifert et al., 2009). GT 

outgrowth is rescued in Shh null embryos by β-catenin gain-of-function mutation or exogenous 

upregulation (Lin et al., 2009; Miyagawa et al., 2009). These data indicates that Wnt/β-catenin 

signaling in the distal urethral epithelium acts downstream of Shh signaling during GT 

outgrowth.  
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Wnt/β-catenin signaling plays an important role in early androgen-independent GT 

development by both maintaining homeostasis of the urethra, and promoting mesenchymal cell 

proliferation and tissue integrity. Knockout animals for β-catenin develop severe hypospadias 

(i.e., deficiencies in the placement of the urethral opening) in both sexes (Lin et al., 2008). 

Besides the Wnt/β-catenin pathway role in early GT development it was shown that this 

pathway is also essential in late, androgen dependent, GT development. Accordingly, 

overexpression of β-catenin in embryonic mice resulted in masculinization of female external 

genitalia (Miyagawa et al., 2009). 

The expression of Bmp (bone morphogenetic protein) genes has also been implicated 

in regulating GT outgrowth. Bmp7 loss led to a halt in cloacal septation, and defects in urethra 

morphogenesis (Wu et al., 2009).  

 
1.4.4 Hox genes in the GT 

Hox genes have been shown to be indispensable for the formation of the genital tubercle. 

During mouse GT development, 5’ Hoxa and Hoxd genes (Dollé et al., 1991; Montavon et al., 

2008; Lonfat et al., 2014), and Hoxc10 and Hoxc11 are expressed (Peterson et al., 1994; 

Hostikka and Capecchi, 1998; Hostikka et al., 2009). Both the remaining Hoxc genes and Hoxb 

genes are not expressed in this tissue (Lonfat, PhD thesis; Zeltser et al., 1996). Functional 

studies of the HoxC cluster have not reported a role for this group of genes during GT 

development (Papenbrock et al., 2000; Suemori and Noguchi, 2000; Hostikka et al., 2009). 

Both 5’ Hoxa and Hoxd genes have been functionally linked to genitalia patterning. 

Inactivation of Hoxd13 alone resulted in a small morphological alteration in the penile bone 

(baculum), with the proximal segment of this structure being shorter and deformed (Dolle et 

al., 1993). The simultaneous deletion of Hoxd11, Hoxd12 and Hoxd13 induced a stronger 

reduction of this structure. Almost complete agenesis of the baculum was observed upon 

compound mutations for Hoxd11, Hoxd12, Hoxd13, and Hoxa13 demonstrating the 

contribution of Hoxa13 for the morphology of these structure (Zákány et al., 1997). This data 

suggests functional cooperation between these four genes (Hoxd11, Hoxd12, Hoxd13 and 

Hoxa13) for proper GT development. Of note, Hoxa13 loss of function alone results in 

hypospadias as a consequence of a combined loss of expression of Bmp7 and Fgf8 in the 

urethral plate epithelium, leading to loss of apoptosis in this tissue, and a decrease in 

mesenchymal cell proliferation (Morgan et al., 2003). 
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The disruption Hoxa13 and Hoxd13 genes affects the patterning of the GT in a dose 

dependent manner. The analysis of compound mutations for Hoxa13 and Hoxd13 genes has 

revealed that while Hoxa13+/−/Hoxd-13−/− genotype results in abnormal male and female 

external genitalia, homozygous-null mutants for both Hoxa13 and Hoxd13 have complete 

genital tubercle agenesis lacking external genitalia (Dolle et al., 1993; Kondo et al., 1997; 

Warot et al., 1997). In humans, mutations in the Hoxa13 gene are responsible for hand-foot-

genital syndrome affecting the distal aspects of the limb and external genitalia. Mutations in 

Hoxd13 are responsible for synpolydactyly type II characterized by distal limb malformation 

and more rarely hypospadias (Quinonez and Innis, 2014). 

 
1.5. Regulatory landscapes 

1.5.1 Enhancers  

Enhancers were first identified in the simian virus 40 (SV40) over 30 years ago. 

Canonically they are defined as short noncoding DNA sequences (between 100-1000bp) that 

are able to regulate transcription of target genes in a manner that is independent of their 

orientation, location, and distance (reviewed in Long et al., 2016). Since their first discovery, 

many enhancers have been characterized, and their biochemical and functional properties have 

been extensively studied. In the last decade, large-scale studies have identified thousands of 

enhancers that drive gene expression patterns with spatiotemporal specificity (Visel et al., 

2006). Furthermore, techniques to assess opening of chromatin (Song and Crawford, 2010; 

Buenrostro et al., 2013), post-translational histone modifications (reviewed in Shlyueva et al., 

2014), or self-transcribing active regulatory region sequencing (STARR-seq) (Arnold et al., 

2013), have also been used to identify putative enhancers. Overall, enhancers have been 

established as a pervasive feature of the genome, vastly out-numbering the 20,000 protein 

coding genes (ENCODE Project Consortium, 2012). For e in the mouse (in a dataset 

of 19 tissues and cell types), the cis-regulatory sequences annotated add up to 11% of the 

genome (nearly 300,000 murine cis-regulatory sequences) (Shen et al., 2012). 

Genes can be regulated by multiple distal enhancers. In the case of mammals these 

enhancers can be positioned at distances that can exceed a megabase. They can act 

cooperatively or redundantly, with different spatiotemporal activities, permitting a large array 

of combinatory gene expressions. Enhancers contribute to a specific and robust regulation of 

gene expression. It is thought that alterations in these cis-elements during evolution played an 

important role in the acquisition and/or modification of gene expression patterns allowing for 
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pleiotropic gene function and to the appearance of morphological innovations (reviewed in 

Long et al. 2016). Each functional enhancer is composed of several transcription factors 

binding sites. In general, enhancer activation is dependent on the binding of multiples 

transcription factors. This cooperative behavior is thought to be involved in the nucleosome 

eviction process, facilitate downstream effector binding and in turn the activation of enhancers 

(Spitz and Furlong, 2012). Transcription factors recruit co-activators and co-repressors. It is 

the combinatory signals of all bound factors that determine enhancer activity (reviewed in Long 

et al., 2016). 

 

1.5.2 Long-range gene regulation, regulatory landscapes, and redundancy  

Cis-regulatory landscapes play an important role in regulating developmental gene 

expression. They contain enhancers, insulators and other architectural elements that can be 

positioned close to the gene or spread over large genomic distances (reviewed in Spitz, 2016). 

Several studies suggest that the majority of developmental genes are controlled by multiple 

enhancers with both overlapping and distinct spatiotemporal activities. Nonetheless, single 

enhancer can be responsible for controlling the expression pattern of a gene in a specific tissue 

as exemplified by the case of the Shh locus. At this locus, a limb-specific enhancer (ZRS) 

located approximately 1 megabase away from the Shh target promoter, is necessary for the 

expression of this gene in the limbs and in turn for proper limb development (Sagai et al., 2005). 

Although single enhancers can be responsible for controlling expression patterns in a 

specific tissue, and their deletion can have phenotypic effects, this type of regulation seems to 

be the exception. Increasing evidence suggests that the expression of most developmental 

genes is controlled by multiple regulatory elements. Several mechanisms of action have been 

proposed to classify the cooperation between enhancers (extensively reviewed in Long et al., 

2016). For example, the analysis of the enhancer elements controlling α-globin locus 

(collectively termed super-enhancer) showed that each element acts in an additive and 

independent fashion (Hay et al., 2016). Another example of additive enhancer behavior comes 

from a study of the Indian hedgehog (Ihh) locus. Here several enhancers with individual tissue 

specificities work in an additive manner to ensure proper gene regulation (Jerković et al., 2017). 

These studies highlight some of the many examples of modular/additive behavior of enhancers, 

however there is increasing examples of non-additive enhancer activity. 

The notion of redundancy or “shadow enhancers” within a regulatory region has been 

used to describe the activity of enhancers whose function partially or completely overlaps 
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(Hong et al., 2008). A recent study has suggested that enhancer redundancy is a widespread 

feature of mammalian genomes (Osterwalder et al., 2018). The authors have used CRISPR–

Cas9 genome editing technology to individually delete several embryonic enhancers, with no 

noticeable phenotypic effect. However, upon removal of pairs of limb enhancers regulating the 

same gene they observed phenotypic differences (Osterwalder et al., 2018). Also, a study in 

Drosophila has shown that redundant or “shadow enhancer” are present in most regulatory 

landscapes (Cannavò et al., 2015). In some cases, however, shadow enhancers may show 

redundant/overlapping activity patterns but may not be necessarily functionally identical, as 

demonstrated in Drosophila for the shavenbaby (svb) locus (Frankel et al., 2010). In this locus 

enhancers that seem to act redundantly under normal environmental conditions were shown to 

be essential under genetic or environmental stress, conferring robustness against environmental 

or genetic variability (Frankel et al., 2010). Furthermore, a meticulous dissection of the Sox9 

gonadal regulatory elements found that, although several enhancers were redundant, one, 

Enh13, was essential to initiate mouse testis development. Alone, deleting this enhancer was 

sufficient to phenocopy the loss of Sox9 in the gonads (Gonen et al., 2018). This result is an 

illustration that different enhancers, within a regulatory landscape, don’t all act in the same 

way. 

In the case of Hox genes, both HoxA and HoxD clusters digit regulation is controlled 

by several enhancers with complementary specificities (Montavon et al., 2011; Berlivet et al., 

2013). Partial deletions of the HoxD regulatory landscape resulted in alterations in the 

expression of these genes. The combined action of all enhancers present in this regulatory 

landscape is responsible for the final transcription pattern of the genes (Montavon et al., 2011). 

Conversely, HoxD transcription regulation in the GT also relies upon several enhancers 

positioned in the same regulatory landscape, however tissue-specific enhancer-promoter 

interactions were scored (Lonfat et al., 2014). The studies mentioned above illustrate the 

complexity of the cis-regulatory interactions, and describe several ways enhancers can act to 

regulate gene expression.  

 

1.5.3 Topologically associating domains (TADs) 

An important characteristic of enhancers is their capacity to regulate transcription over 

long genomic distances. The development of chromosome conformation capture (3C) based 

technologies, that have been used to determine the physical proximity between DNA sequences 

based on their probability to be crosslinked together, have provided key insights supporting the 
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idea that direct physical contact or proximity is an essential aspect of enhancer function 

(reviewed in de Laat and Duboule, 2013). Enhancer-promoter interaction have now been 

identified in may loci, however they are not always associated with transcription, suggesting 

that some loci display a preformed enhancer-promoter spatial conformation which is poised 

for transcription (reviewed in de Laat & Duboule 2013). 3C based technics have shown that, 

in human fibroblasts cell-line, 54% of the active promoters were interacting with on average 5 

distal enhancers, while the other 46% of the genes did not show any specific distal interactions 

(Jin et al., 2013). 

Most promoter-enhancer interactions occur within topologically associating domains 

(TADs) (Dixon et al. 2012; Nora et al. 2012), which were described as domains of privileged 

DNA interactions (i.e., regions within the same TAD interact with each other at a higher 

frequency than with regions located elsewhere in the genome). TADs are thought to be 

conserved between cell types and across species (Dixon et al., 2012; Rao et al., 2014), however 

variability is observed in intra-TAD domains (Phillips-Cremins et al., 2013). Importantly, this 

compartmentalization of the genome into TADs seems to limit the activity of cis-regulatory 

elements to genes that are in the same TAD creating a hub where enhancer-promoter 

interactions are favored (de Laat and Duboule, 2013). Furthermore, when TAD boundaries are 

disrupted leading to the fusion of neighboring TADs, genes are exposed to enhancers from 

which they were insulated before. These topological abnormalities may lead to ectopic or 

aberrant gene expression and consequentially to congenital disorders as well as cancer 

(reviewed in Spielmann et al., 2018). 

As mentioned above, the HoxD cluster is at the border between two TADs, each 

containing distinct enhancer-rich regulatory landscapes. Different genes in the cluster respond 

to distinct enhancers located in each of the flanking TADs. Furthermore, both of these TADs 

include enhancers of unrelated functions, such as those regulating Hoxd genes in the cecum 

and the proximal forelimb (located in the TAD 3’ to the cluster) or in the GT and the digits 

(located in the TAD 5’ to the cluster). This suggests that TADs at the HoxD cluster, as in other 

loci, act as hubs where novel enhancer sequences have evolved  (Lonfat and Duboule, 2015).  

 

1.5.4 CTCF and TAD boundaries 

A great proportion of TAD boundaries are enriched for both CTCF, a DNA-binding 

protein containing an 11 zinc-finger domain, and Cohesin, a ring-like shaped multiprotein 

complex composed of SMC1-SMC3 heterodimer, RAD21, and SA1/2 subunits, that is able to 
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topologically imprison DNA. Both these proteins have also been largely implicated in 

chromatin loop formation within TADs (reviewed in Bonev and Cavalli, 2016). Loops are 

formed primarily between convergent CTCF sites (i.e., sites with consensus CTCF motifs 

oriented towards reach other) (Rao et al., 2014), CRISPR-Cas9 genome editing studies have 

confirmed that this specific orientation is required for CTCF mediated DNA looping (de Wit 

et al., 2015; Guo et al., 2015). The use of the auxin mediated protein degradation system, to 

induce rapid degradation of CTCF (Nora et al., 2017) and Cohesin (Rao et al., 2017; Schwarzer 

et al., 2017), resulted in a loss of TAD structure. However, gene expression was only partially 

affected by these losses indicating that other mechanisms should be at play to ensure proper 

gene expression. 

Deletion of specific CTCF-binding sites within the HoxA and HoxC clusters resulted in 

ectopic transcriptional activation of these genes (Narendra et al., 2015), ultimately causing 

phenotype alterations (Narendra et al., 2016). At the HoxD cluster the TAD boundary resides 

between Hoxd11 and Hoxd12 in the distal forelimb. The robustness of this TAD boundary was 

assessed by sequential deletions of border elements. Interestingly, merging of the two TADs 

was only observed upon deletion of a 400kb DNA sequence that includes the entire gene cluster, 

highlighting the robust nature of the boundary at the HoxD locus (Rodríguez-carballo et al., 

2017). 

  



 29 

2. Scope of the thesis 

The accurate and precise regulation of Hox genes expression during development is of 

paramount importance to ensure proper embryogenesis and ultimately establish tissue structure 

and function. In evolutionary novel structures (e.g., the GT and the limbs) the regulation of 

Hoxd genes is primarily accomplished by cis-elements positioned in two regulatory landscapes 

flanking the cluster and encompassed within two TADs (Spitz et al., 2001; Spitz et al., 2003; 

Montavon et al., 2011; Andrey et al., 2013; Lonfat et al., 2014). Extensive work, has cemented 

the importance of these regulatory landscapes in controlling Hoxd genes expression. However, 

both the dynamic behavior of such regulatory landscapes, and the functional contribution of 

specific cis-elements during development remained to be established. 

The aim of this work was to understand the complex functional organization of these 

regulatory landscapes to control transcription of Hoxd genes during development. To this end 

we used GT development as a model system. In GT, 5’ Hoxd genes regulation is primarily 

accomplished by elements located 5’ to the gene cluster, in a regulatory landscape (C-DOM) 

extending approximately 700kb. We used a combination of molecular and genetic approaches 

to dissect the regulatory potential of the C-DOM during development. This work will 

contribute to a larger understanding of long-range gene regulation in complex organisms.  
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3. Results 

3.1 Hox genes expression and epigenetic profile during GT development 

Hox genes are essential for proper development of the genital tubercle (GT) (Dolle et 

al., 1993; Kondo et al., 1997). Since GT differentiation is sex-specific in later stages of 

development (see introduction), we decided to asses if there were any differences in the 

expression of Hox genes between females and males in this tissue. To this aim, we micro-

dissected GT from two females and two males at embryonic day (E) 16.5 (in the transition to 

the sex-specific stage) and at E18.5 (hormonal control period of sexual differentiation). We 

extracted RNA from those tissues and performed RNA-seq. We conducted differential gene 

expression analyses between females and males at the two aforementioned stages of GT 

development to assess potential differences in Hox genes expression. We considered as 

significant an absolute expression fold change greater than 1.5 and set the false discovery rate 

(FDR) threshold at 5%. By using these parameters, we observed a total of 182 protein-coding 

genes differentially expressed (114 genes male-biased; 68 genes female-biased) between 

females and males at E16.5 (Figure 3A). At later stage of GT development (E18.5) a total of 

765 protein-coding genes were differentially expressed (332 genes male-biased; 433 genes 

female-biased) between females and males (Figure 3B). These analyses revealed no changes 

in Hox genes expression levels between females and males for any of the developmental stages 

analyzed (Figure 3A and 3B).  

For subsequent analysis we used E17.5 as a proxy for late GT development (see below) 

and performed RT-qPCR to assess the transcript levels of a subset of Hoxd genes (Hoxd13, 

Hoxd12, Hoxd11) in both females and males at this developmental stage. Using this method, 

no difference between sexes were detected regarding the expression of 5’ Hoxd genes (Figure 

3C). Consequently, we included both females and males in the following experiments. 

To obtain a global idea of the expression profile of Hox genes during GT development 

we quantified their expression levels using RNA-seq. We analyzed data from three different 

stages of GT embryonic development, E12.5 (data from Amandio et al., 2016), E16.5 and 

E18.5, corresponding to an early stage (independent of steroid hormones), intermediate stage 

(in the transition to the sex specific stage) and a late stage (corresponding to a hormonal control 

period of sexual differentiation) respectively.   

RNA-seq data revealed that mainly 5’ Hoxa (Hoxa7 to Hoxa13) and 5’ Hoxd (Hoxd8 

to Hoxd13) genes are expressed in all analyzed stages of GT development (Figure 3D-G). 

Furthermore, with the exception of Hoxc11 and Hoxc10, only minimal transcript levels of the 
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HoxC and HoxB clusters were detected (Figure 3E-F), consistent with previous findings (Dollé 

et al., 1991; Hostikka and Capecchi, 1998; Montavon et al., 2008; Hostikka et al., 2009). 

Overall, we observed a global decrease in 5’ Hox transcript levels during GT development, in 

particular for Hoxd12 and Hoxd13 between E12.5 and E16.5 (Figure 3G).  

To further characterize the pattern of Hoxd transcripts during GT development, we 

included additional developmental stages. We micro-dissected cloaca at E10.5 (an embryonic 

tissue that will contribute to the formation of the GT) as well as GT at E12.3, E13.5, E15.5, 

E16.5, E17.5 and E18.5, and performed RT-qPCR for Hoxd13 (Figure 3H). This dataset 

revealed that Hoxd13 is already expressed in the cloaca at E10.5. As development progresses, 

we observed a significant increase of Hoxd13 transcripts between the cloaca at E10.5 and the 

GT at E12.5 (p<0.0001). The levels of these transcripts remained constant in GT between E12.5 

and E13.5, while they were significantly reduced between E13.5 and E15.5 (p<0.0001). After 

E15.5, transcript levels continue to decrease but to a lesser extent (significant between E16.5 

and E18.5; p= 0.038) confirming the RNA-seq results for Hoxd13 (Figure 3G).   

We compared chromatin accessibility and histone modifications in selected 

developmental stages to correlate with transcript levels. We used the cloaca region at E10.5 

(prior to GT formation), GT at E13.5 (an early stage of GT development), and GT at E17.5 

(late stage of GT development) and performed ATAC-seq and ChIP-seq for both H3K27ac and 

H3K27me3 chromatin marks. At the HoxD locus we observed that prior to GT formation, at 

E10.5, all genes in the cluster and Evx2 were accessible, as seen by ATAC-seq (Figure 3I, track 

1). H3K27ac marks accumulate in both promoters and gene bodies of Hoxd9 to Evx2, and at 

the promoters of Hoxd3 and Hoxd1 (Figure 3F, track 2). However, H3K27me3 repressive 

marks were still detected, in particular over 5’ Hoxd genes and Evx2 (Figure 3I, track 3, gray 

area), suggesting the presence of a subpopulation of non-expressing cells in this tissue. As 

development progresses, at E13.5, 5’ Hoxd genes and Evx2 lost H3K27me3 repressive marks 

and gained H3K27ac positive marks (up to the level of Hoxd11) (Figure 3I track 5). In contrast, 

3’ genes lost H3K27ac marks and gained H3K27me3 (Figure 3I, track 6). Accordingly, 

chromatin accessibility at 3’ Hoxd genes was reduced, as seen by the loss of ATAC-seq peaks 

(Figure 3I, track 4). At this developmental stage, there was a clear separation of the cluster into 

two distinct epigenetic domains, with an active domain at 5’ and an inactive domain at 3’, 

reminiscent of what was observed in distal forelimb buds (Andrey et al., 2013). Altogether, 

these results suggest that at E13.5 the majority of cells analyzed expressed primarily 5’ Hoxd 

genes. At E17.5, 5’ Hoxd genes started to gain H3K27me3 marks up to the level of Evx2 

(Figure 3I, gray box in bottom track), indicating that at least some of the cells in this tissue no 
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longer expressed these genes. This data confirms the reduction of 5’ Hoxd genes mRNA levels 

in later stages of development observed by both RNA-seq and RT-qPCR. 

 

 
Figure 3: Characterization of Hox genes expression in developing GT 
A, B) Scatterplots show the correlation of log(1+RPKM) values of all expressed protein coding genes 
between females and males in GT at E16 and in GT at E18. Female biased genes (absolute fold change > 
1.5 and FDR < 0.05) are plotted in pink and male biased genes (absolute fold change > 1.5 and FDR < 
0.05) are plotted in blue. Hox genes are plotted in gray. C) Dot-plot shows relative expression obtained 
by RT-qPCR of the indicated genes. Values plotted indicate the ratio of expression using female as 
reference for each gene. Bars indicate mean with SD, 4 individual biological replicates of female (pink 
dots) and male (blue dots) GT at E17.5 were used. No significant difference between sexes was 
observed for any of the genes analyzed (p-value > 0.05 for t-test).  D-G) Quantification of Hox genes 



 34 

expression by RNA-seq (FPKM values) in GT at E12.4, E16.5 and E18.5. H) RT-qPCR of Hoxd13 in 
different stages of GT development, values plotted indicate the ratio of expression using cloaca as a 
reference (n>3 biological replicates for each sample). We used an unpaired two-tailed t-test to evaluate 
the putative significant changes in Hoxd13 expression. Bars indicate mean with SD, *p<0.05, 
****p<0.0001. I) ATAC-seq (gray) and ChIP-seq profiles for H3K27ac (blue) and H3K27me3 (red) 
show the coverage at the HoxD locus in wildtype cloaca E10.5, GT E13.5 and GT E17.5. Coordinates 
(mm10): chr2:74637433-74775728.  Gray box in 3rd track indicate enrichment of H3K27me3 at 5’ Hoxd 
genes in the cloaca, gray box in bottom track indicate gain of H3K27me3 at 5’Hoxd genes in GT E17.5 
when compared to E13.5. 
 
3.2 Characterization of the HoxD regulatory landscapes during GT development 

It was previously proposed that the functional recruitment of Hox genes during 

evolution of structures, such as the limbs and the GT, occurred preferentially through the use 

of multiple enhancer sequences located outside the gene cluster and distributed into two TADs 

(Figure 4A) (Spitz et al., 2001; Spitz et al., 2003; Montavon et al., 2011; Andrey et al., 2013; 

Lonfat et al., 2014). In the GT, long-range transcriptional regulation of 5’ Hoxd genes is 

primarily accomplished by the centromeric regulatory landscape (hereafter C-DOM) (Spitz et 

al., 2001,  Spitz et al., 2005; Spitz et al., 2003; Gonzalez et al., 2007; Lonfat et al., 2014). To 

further explore the functional dynamics of this regulatory landscape during GT development, 

we examined in detail our ATAC-seq and ChIP-seq datasets (see above) in the two regulatory 

landscapes flanking the HoxD cluster (C-DOM and T-DOM).  

In the cloaca, we observed that both these regions displayed several open chromatin 

sites (as seen by ATAC-seq), some of which corresponded to previously identified GT 

enhancers (e.g., GT1 and GT2) (Lonfat et al., 2014) (Figure 4B, red arrowheads in track 1). 

Interestingly, Prox a known GT and limb enhancer was not yet accessible (Figure 4B, red arrow 

in track 1). Nonetheless, we were unable to detect any clear H3K27ac enrichment, a mark 

which correlates with active regulatory regions (Creyghton et al., 2010; Rada-Iglesias et al., 

2011) suggesting that long-range enhancers were not yet active at this early stage (Figure 4B, 

track 3). As mentioned before, 5’ Hoxd genes were covered by the Polycomb-associated mark 

H3K27me3, however this mark was not detected in the two flanking regulatory landscapes 

(Figure 4B, track 6). 

At E13.5, the C-DOM became progressively active, both chromatin accessibility and 

H3K27ac marks were scored over previously characterized enhancers within this region (e.g., 

Prox and GT2) (Gonzalez et al., 2007; Montavon et al., 2011; Lonfat et al., 2014) (Figure 4B, 

red arrowheads in track 2 and black arrows in track 4). In contrast, the telomeric regulatory 

landscape (T-DOM) remained largely depleted of active H3K27ac marks, while enriched for 

H3K27me3 repressive marks (Figure 4B, tracks 4 and 7). This enrichment was most prominent 
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between Mtx2 and the conserved non-coding sequence CS39 (Andrey et al., 2013) (Figure 4B, 

gray box in track 7). At E17.5, the C-DOM became inactive losing H3K27ac marks and 

accumulating some H3K27me3 marks, preferentially at the level of island I and island V 

(Figure 4B, arrowheads in bottom track). As expected from the absence of 3’ Hoxd genes 

transcripts in GT (Figure 3G), the repression of T-DOM activity was maintained as seen by the 

preservation of H3K27me3 marks over this region (Figure 4B, bottom track).  

 

 
Figure 4: Characterization of the HoxD regulatory landscapes during GT development 
A) Hi-C heat map of E12.5 mouse distal limb cells (Rodríguez-carballo et al., 2017) centered at the 
HoxD locus and covering the two regulatory gene deserts (C-DOM and T-DOM). Coordinates (mm10): 
chr2:73800000-75680000. B) ATAC-seq profiles (gray) of the HoxD locus and its regulatory gene 
deserts in cloaca at E10.5 and GT at E13.5. The cloaca track (upper gray track) represents the average 
of two biological replicates and the GT E13.5 track (lower gray track) represents the average of three 
biological replicates. Red arrowheads indicate GT1 and GT2 enhancers, red arrows indicate the Prox 
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enhancer element. ChIP-seq profiles for H3K27ac (blue) and H3K27me3 (red) show the coverage at 
the HoxD locus and its regulatory gene deserts in cloaca at E10.5, GT at E13.5, and GT at E17.5. Black 
arrows indicate H3K27ac enrichment in the Prox and GT2 enhancer elements in GT at E13.5. Gray box 
indicates H3K27me3 enrichment in the telomeric gene desert in GT at E13.5. Black arrowheads indicate 
H3K27me3 enrichment in the centromeric gene desert at the level of island I and island V in GT at 
E17.5. Coordinates (mm10) for all plots: chr2:73801753-75678206. 
 
3.3 Structural organization of the HoxD cluster and the C-DOM during GT development 

We sought to understand the dynamics of the physical interactions between 5’ Hoxd 

genes and their regulatory landscapes during the development of this embryonic structure. We 

used circularized chromosome conformation capture combined with high-throughput 

sequencing (4C-seq) to study the frequency of chromatin interactions and how their pattern is 

established during development. We micro-dissected cloaca at E10.5 and GT at E12.5, E13.5, 

E15.5 and E17.5 and focused on Hoxd13 as a viewpoint, as it is the Hoxd gene with the highest 

mRNA levels in these tissues and because its disruption lead to morphological alterations in 

external genitals (Dolle et al., 1993). As a control for these experiments we generated 4C 

contact maps for the forebrain at E12.5, an embryonic tissue that does not express any Hoxd 

genes (Figure 5). As a starting point of our developmental temporal series, we used a mouse 

embryonic stem cells (mESC) dataset (Noordermeer et al., 2014), reasoning that these cells 

would reflect the ground state 3D architecture of the HoxD cluster  (Noordermeer et al., 2014). 

As expected, in all samples analyzed, we observed that Hoxd13 contacted preferentially the C-

DOM in comparison to the T-DOM, independently of its transcriptional status (see percentages 

in Figure 5). The majority of contacts observed in mESC were scored within the gene cluster 

itself (Figure 5, track 1) (Noordermeer et al., 2014). Additional contacts were observed in the 

flanking gene deserts, in particular with island V and island II in the C-DOM and with CS39 

in T-DOM (Figure 5, track 1). The CS39 region contains the transcription start sites of the two 

opposite lncRNAs Hotdog and Twin of Hotdog (Delpretti et al., 2013). This 3D architecture 

was globally maintained in the forebrain (Figure 5, track 1 and bottom track), despite some 

reported differences (Noordermeer et al., 2014). Overall, it appears that in the absence of 

transcription, the chromatin structure over the Hoxd gene cluster was generally conserved, with 

discrete contacts established between Hoxd13 and island V and II.  
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Figure 5: Analysis of chromatin architecture at the HoxD locus during GT development 
Hi-C heat map of E12.5 mouse distal limb cells (Rodríguez-carballo et al., 2017) centered at the HoxD 
cluster and covering the two regulatory gene deserts (coordinates (mm10): chr2: 73800000-75680000). 
4C-seq contact profiles from the Hoxd13 viewpoint (gray line) at the HoxD cluster and its regulatory 
gene deserts. 4C-seq profiles from mESC (Noordermeer et al., 2014) (upper track), Cloaca, GT at E12.5, 
GT at E13.5, GT at E15.5, GT at E17.5 and forebrain (bottom track) are represented. Coordinates 
(mm10): chr2:73801753-75678206. The percentages in gray represent the ratios of contacts scored in 
either regulatory gene desert (i.e., C-DOM and T-DOM). A schematic representation of the expression 
of Hoxd genes in each tissue is represented in green (if expressed) or red (if not expressed) on the side 
of the corresponding 4C track. 
 

Upon transcriptional activation, the frequencies of contacts with the C-DOM increased 

and interactions between Hoxd13 and previously characterized enhancers (e.g., Prox, GT2) 

(Gonzalez et al., 2007; Lonfat et al., 2014) were observed (Figure 5 and 6A). By quantifying 

the percentage of interactions between Hoxd13 and the whole C-DOM, we observed a 22% 
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increase in overall contacts in this regulatory region between mESC and the cloaca at E10.5 

(Figure 6A, track 2). Our 4C-seq cloaca dataset showed that the chromatin architecture of the 

C-DOM predated the embryonic emergence of the GT (Figure 6A, track 2). In the cloaca at 

E10.5, we observed contacts between the enhancer regions and Hoxd13, however their 

frequency was lower than what was observed in the early GT developmental stages (E12.5 or 

E13.5). We observed an additional 22% of contacts in the C-DOM of GT at E12.5 when 

compared to cloaca (Figure 6A, tracks 2 and 3), and a difference of 35% when comparing 

cloaca and GT at E13.5 (Figure 6A, track 4). As development progresses, the overall contacts 

established with the C-DOM were progressively lost (Figure 6A, tracks 5 and 6). From E13.5 

to E17.5, there was a 44% decrease in all contacts within the C-DOM. Qualitatively, the GT 

centromeric landscape at E17.5 became similar to either the forebrain or the mESC landscape, 

with loss in contacts with specific enhancers (e.g., GT1 and GT2, see below) (Figure 6A). 

We focused our analysis on specific regions and quantified the percentage of fragments 

in each island by using mESC as a reference (Figure 6B). We observed that the frequency of 

contacts between island II and island V remained fairly constant in all samples analyzed. In 

contrast, the contacts between Hoxd13 and either Prox, GT2 or GT1 increased from mESC to 

GT at E13.5. From GT at E13.5 to GT at E17.5, we observed a decrease in the frequency of 

contacts, correlating with a decrease in Hoxd13 transcript levels. Forebrain cells (where Hox 

genes are not expressed) showed the lowest values of interactions with Prox and GT2 (Figure 

6B). This data suggests that, as transcription decreased, some contacts established with the 

centromeric landscape were lost whereas others were maintained (i.e., island V and island II), 

regardless of the transcriptional activity of Hoxd13 (Figure 6B). This suggests that at the time 

when transcription is switched off, the locus goes back to the pre-organized chromatin 

backbone that was previously described for the tissues that do not express Hox genes 

(Noordermeer et al., 2014). Of interest, these “constitutive” interactions overlapped with strong 

binding of both CTCF and RAD21 to the same sites (see below, Figure 7A). Both CTCF, an 

insulator element, and the Cohesin complex of which RAD21 is a component, are involved in 

facilitating enhancer-promoter contacts by DNA-looping (see Ong and Corces, 2014). 
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Figure 6: Structural organization of the C-DOM during GT development 
A) 4C-seq contact profiles from the Hoxd13 viewpoint (gray line) at the HoxD cluster and C-DOM. 
4C-seq profiles from mESC (Noordermeer et al., 2014)(upper track), Cloaca, GT E12.5, GT E13.5, GT 
E15.5, GT E17.5 and forebrain (bottom track) are represented. Coordinates (mm10): chr2:73815520-
74792376. The percentages of the sum of scores in the C-DOM using mESC as a reference are 
represented in blue. B) Bar plots show the percentage of the sum of scores in selected regulatory regions 
using mESC as a reference. 
 

We validated the interactions identified with Hoxd13 by using the contacted DNA itself 

as a viewpoint for the 4C-seq experiments. These experiments confirmed and further detailed 

the previously identified interactions. We used GT at E12.5 as a proxy for an “active” landscape 

and prepared a multiplexed library containing viewpoints corresponding to seven previously 

identified Hoxd13 interacting DNA regions (Figure 7, island II, III, IV, and  V identified in 

Montavon et al., 2011), (Figure 7, GT1, C, and  GT2 identified in Lonfat et al., 2014). Using 

this approach, we observed that all islands were able to contact Hoxd13 to some degree (Figure 

7A). We used a peak calling algorithm (PeakC) (de Wit et al., 2015) to systematically identify 

chromatin loops in our 4C-seq datasets. In all datasets, the algorithm was able to call peaks in 

the Hoxd13 region (Figure 7A, red dashed line). Of note when using island III as a viewpoint, 

the algorithm was able to call a peak close to Hoxd13 but the frequency of contacts in this 

region was not as prominent as it was when using other islands as viewpoints. We also observed 
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enhancer-enhancer (e.g., GT2-C), enhancer-CTCF (e.g., GT2-island II) and CTCF-CTCF (e.g., 

island V-island II) interactions, as seen by the ability of each island to contact other islands 

(Figure 7A). Upon careful analysis, we observed that all islands contacted with higher 

frequency the Evx2 region and its associated CTCF sites. These contacts were stronger than 

those established with the Hoxd13 gene body (Figure 7B, gray box). 

 
Figure 7: Validation of the C-DOM structural organization 
A) Upper panel shows CTCF ChIP-seq profile of GT E13.5 at the HoxD cluster and C-DOM. Red and 
blue arrowheads show forward and reverse CTCF motif orientation respectively. Lower panels show 
4C-seq contact profiles at the HoxD locus and C-DOM of GT at E12.5, viewpoints are indicated in each 
track. Below each 4C-seq track, peaks identified by the peak calling algorithm (PeakC) are shown by 
black boxes (‘‘4C peaks’’). Coordinates (mm10): chr2:73815520-74792376. Red dashed line indicates 
the Hoxd13 region. B) Upper panel shows a zoom in CTCF ChIP-seq profile of GT at E13.5 at the 
HoxD cluster. Coordinates (mm10): chr2: chr2:74637433-74775728. Red and blue arrowheads show 
forward and reverse CTCF motif orientation respectively. Lower panels show 4C-seq contact profiles 
of GT E12.5 at the HoxD locus, viewpoints are indicated in the right top corner of each respective track. 
Gray box indicates the region of interactions with Evx2. 
 

To further explore the organization of the HoxD regulatory landscape during GT 

development, we selected a subset of Hoxd13 interacting regions, which displayed changes in 

contact frequencies with Hoxd13 during GT development (GT2, island IV, GT1), as well as a 

“constitutive” contact maintained even in the absence of gene transcription (island V). We 

prepared 4C-seq libraries for GT at developmental stages E12.5, E13.5, E15.5, and E17.5, and 

for forebrain at E12.5 as a negative control. We quantified the percentages of fragments in the 
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Evx2 region, where all islands seemed to preferential contact (see above, Figure 7B), using GT 

at E12.5 as a reference (Figure 8B). By using these viewpoints, we confirmed that, with the 

exception of island V, where contact frequency was roughly maintained, all viewpoints showed 

a decrease in contacts with the region close to Hoxd13 from E12.5 to E17.5 (Figure 8A,B), 

confirming our previous analysis from the Hoxd13 viewpoint itself (Figure 6B). Overall, as GT 

development progressed, a decrease in contacts between Hoxd13 and its previously 

characterized enhancers was scored, independently of which viewpoint was considered (Figure 

6, 8A,B).  

 
Figure 8: Decrease in enhancer-promoter contacts during GT development 
A) 4C-seq profiles at the HoxD cluster and C-DOM of GT at E12.5, GT at E13.5, GT at E15.5, GT at 
E17.5, and forebrain are represented. Coordinates (mm10): chr2:73815520-74792376. Viewpoints are 
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identified by green to blue colored lines. Clockwise, first panel represent GT2 viewpoint, then island 
IV, GT1 and island V viewpoints. Red line identifies the Evx2 gene region used for the quantifications. 
B) Bar plots show the percentage of the sum of scores in the Evx2 region using GT E12.5 as a reference, 
for each viewpoint dataset. VP=viewpoint. 
 
3.4 In vivo activity of mouse HoxD cis-regulatory elements  

Previous work from the laboratory identified several regulatory elements located within 

the C-DOM and involved in the regulation of posterior Hoxd genes (Figure 9A) (Spitz et al., 

2003; Gonzalez et al., 2007; Montavon et al., 2011; Lonfat et al., 2014). We set out to further 

explore the regulatory potential of these region during GT development. To this aim, we 

focused on the genomic segment positioned between the SB and rel5 sequences, since this 

region accounted for 76% of Hoxd13 expression in the GT (see below, Figure 10). We selected 

five regions of approximately 30kb in size based on ATAC-seq, H3K27ac, 4C-seq datasets and 

on DNA sequence conservation, and tested them for enhancer activity (Figure 9B). Each 

candidate regulatory region was cloned upstream of a LacZ reporter gene driven by a minimal 

beta-globin promoter and integrated at random positions in the mouse genome to test their 

enhancer potential in vivo.  

Examination of transgenic embryos at E13.5, after X-gal staining, revealed that the IIIE 

and IVE sequences contained enhancer activity in both GT and limb buds (Figure 9C) in a 

pattern that matched at least partially the endogenous expression domains of Hoxd13 in these 

tissues. In the developing GT, the two sequences showed complementary patterns of expression, 

with IIIE being active in the dorsal part of the GT (6 embryos), whereas the IVE sequence was 

more specific for the basal region of the GT (4 embryos) (Figure 9C). These two transgenes 

contained islands III and island IV, respectively, two previously characterized limb enhancers 

(Montavon et al., 2011) for which activity in the GT was not reported. Therefore, these results 

suggest that the regions responsible for GT enhancer specificity correspond to the ATAC-seq 

and H3K27ac peaks identified outside island III and island IV and included in the transgenes 

(see arrows on Figure 9B). Interestingly, in the IIIE construct, the pattern of expression in the 

distal forelimb was almost identical to the domain of expression of Hoxd13, whereas the island 

III transgene generated a signal only in a subset of the proximal limb (Montavon et al., 2011). 

Three embryos injected with the E1 sequence showed a weak basal signal on the GT and no 

reproducible staining in the limb buds (Figure 9C). No reproducible enhancer activity was 

detected neither in the VE sequence (out of 9 PCR positive embryos), nor in E2 (out of 4 PCR 

positive embryos) (Figure 9C). Therefore, despite their chromatin signatures, the VE and E2 

elements were not able to drive any specific transcription, at least in this transgenic assay. Of 



 43 

note, the VE region includes a CTCF binding site, an insulator element involved in facilitating 

enhancer-promoter contact by DNA-looping (see Ong and Corces, 2014).  

Overall, of the five elements tested only E1, IIIE, and IVE showed activity in GT. We 

also re-investigated the activity of GT2 by analyzing embryos transgenic for this region (Lonfat 

et al., 2014), as expected the GT2 sequence displayed strong activity in GT cells exclusively 

(Figure 9C). This set of experiments highlighted the inherent regulatory complexity of this 

cluster, where almost every individual enhancer element displayed a unique pattern of activity. 

In some instances, these activities appeared in complementary domains (e.g., IIIE and IVE), 

while in others, largely overlapping activities were scored (e.g., GT2).  

 

 
Figure 9: In vivo activity of mouse HoxD regulatory elements 
A) Schematic representation of the HoxD cluster and its centromeric gene desert. Previously 
characterized enhancers are shown as black boxes, red arrowheads represent the SB and rel5 sequences. 
B) ATAC-seq profile (average of three biological replicates) (upper track), and ChIP-seq for H3K27ac 
(bottom track) of GT E13.5 in the region between rel5 and SB (Coordinates (mm10): chr2:74084880-
74432824). Input was used for MACS2 peak caller tool, on the H3K27ac ChIP-seq blue boxes under 
the bottom track. This information in combination with 4C-seq and conservation (not shown) was used 
to predict the regions to test for enhancer activity. C) Enhancer activity of individual regulatory 
elements from the rel5-SB interval, gray dash-line boxes highlight the tested regions and the GT2 
enhancer (Lonfat et al., 2014). For each regulatory element a representative staining is shown. 
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3.5 Analysis of partial C-DOM deletions in vivo 

To evaluate the functional importance of the C-DOM for 5’Hoxd genes during the 

development of the GT, we assayed some deletions involving parts of this region, in particular 

the Del(rel1-rel5), Del(rel5-SB) and the Del(SB-Atf2) alleles (Montavon et al., 2011) (Figure 

10A). We also generated a novel allele corresponding to the deletion of the region located 

between island IV and the SB sequence (Del(IV-SB)), by using the CRISPR/Cas9 genome 

editing technology (Figure 10A). This new 154kb large deficiency, removed half of the 

regulatory region between the rel5 and SB sequences and contained three GT enhancers regions, 

E1, IIIE and IVE (see above, Figure 9B, C). We analyzed the effect of each of these deletions 

on the expression of 5’Hoxd genes and Evx2 by RT-qPCR using RNA extracted either from 

control GT or from GT dissected from homozygous deleted mutant at E12.5.  

The Del(rel1-rel5) allele removes one-third of the C-DOM, including two digit and/or 

GT enhancers (GCR and Prox) (Spitz et al., 2001; Gonzalez et al., 2007). In these mice, a 47% 

reduction in Hoxd13 mRNA levels was scored in the GT (Figure 10B) (p=0.0005). The level 

of Evx2 transcripts was reduced by 61% (p<0.0001), whereas, Hoxd12, Hoxd11, and Hoxd10 

were less affected (Figure 10B). Therefore, in the GT at E12.5, the expression of these genes 

was altered by the absence of the GCR and Prox enhancers in agreement with what Lonfat et 

al., 2014 had observed at E15.5. 

The Del(rel5-SB) allele removes 300kb of the C-DOM, including the GT2, island V, 

IV and III sequences. Mice carrying this deletion displayed a greater effect on gene expression. 

The level of Hoxd13 mRNAs was reduced by 76% (p<0.0001), while the expression of Evx2 

was almost abolished (p<0.0001) (Figure 10C). Hoxd12, Hoxd11 and Hoxd10 were also 

affected, yet to a lesser degree (Figure 10C). 

The Del(SB-Atf2) allele deleted the most distal part of the regulatory landscape. In these 

mutant mice, we observed a slight but significant upregulation of both Evx2 and Hoxd13 

mRNA levels (p=0.0009 and p=0.0005 respectively) in the GT, whereas other 5’ Hoxd genes 

were not affected (Figure 10D). All the above results are generally in agreement with what was 

observed for Hoxd13 in GT at E15.5 (Lonfat et al., 2014). Of note, the observed effects seem 

to be more pronounced at E12.5 than at E15.5.   

We next analyzed the Del(IV-SB) allele in both GT and distal forelimb buds (DFL) at 

E12.5 by both RT-qPCR and whole mount in situ hybridization (WISH). This allele removes 

island IV and III but leaves the GT2 and island V sequences in place (Figure 10A). In the GT, 

we observed a 38% decrease in the amount of Hoxd13 mRNAs (p=0.002) and a 57% decrease 
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for Evx2 (p=0.0008) (Figure 10E), yet no significant effect was detected for any other 5’ Hoxd 

genes. In the DFL, a minor reduction of transcript levels for both Evx2 and Hoxd13 was 

observed by RT-qPCR (Figure 10F). The WISH expression pattern of Hoxd13 revealed a loss 

of staining in digit one (Figure 10G, arrows). Noteworthy, we observed a greater reduction of 

Hoxd13 mRNA levels in the GT than in the DFL in the absence of this region. This may be 

due to a difference in the percentage of cells responding to the various GT or DFL enhancers 

and/or to the strengths of these enhancers. Interestingly, when we compared the RT-qPCR 

results for the GT by using either the Del(rel5-SB) or the Del(IV-SB) alleles, we observed that 

for both Hoxd13 and Evx2, the GT2 enhancer alone could account for almost half of the 

expression of these genes, since it was the only active enhancer present in the region between 

island IV and rel5 (as seen by the transgenic assay-Figure 9C).  

We further used the Del(IV-SB) allele (Figure 10A) to carry out ATAC-seq in both the 

developing GT and DFL at E13.5 to look at all sequences associated with chromatin 

accessibility. In DFL, with the exception of the deleted region, we detected no significant 

difference in ATAC-seq profiles between the various alleles (Figure 10H, tracks 1 and 2 and 

MACS2 tracks). In the GT, we observed a loss of a ATAC-seq peak located between GT2 and 

CsB in the Del(IV-SB) allele (Figure 10H, arrows). This peak corresponds to island E, a region 

that showed some activity in a sub-population of cells in the GT when tested using a lacZ 

lentivirus-based reporter transgenesis (Lonfat, PhD thesis). Outside the island E region, any 

minor differences observed were due to individual variation (Figure 10H, MACS2 tracks). 

Therefore, with the exception of island E, which seemed to be sensitive to the deletion of the 

region between island IV and SB in the GT, other accessible DNA sequences appeared to be 

independent from the presence or absence of the (IV-SB) DNA interval. Taken together, these 

results indicate that several non-overlapping regions located on the C-DOM are required for 

target gene activation in the developing GT.  
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Figure 10: Analysis of partial C-DOM deletions 
A) Schematic representation of the alleles analyzed. B-F) Relative expression obtained by RT-qPCR of 
wildtype and the different homozygous null alleles of E12.5 embryos. The title of each plot indicates 
the tissue and the allele used for the RT-qPCR. The mRNA levels of 5’Hoxd genes and Evx2 were 
analyzed, values plotted indicate the ratio of expression using wildtype as a reference (green dots) for 
each gene (n=4 biologically independent WT and mutant GT or distal forelimb (DFL) pairs). We used 
an unpaired two-tailed t-test to evaluate the statistical significance of changes in gene expression. Bars 
indicate mean with SD, * p≤0.01; ** p≤0.001; *** p≤0.0001, ****p≤0.00001; ns= non-significant 
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(p>0.01). G) WISH of Hoxd13 in wildtype (left) and Del(IV-SB) homozygous null (right) littermates 
E12.5 embryos. The arrowheads indicate a loss of expression in presumptive digit I in the mutant 
genotype. H) ATAC-seq profiles of wildtype (green) and Del(IV-SB) (orange) DFL (upper tracks) and 
GT at E13.5 (bottom tracks) at the HoxD cluster and C-DOM regions. Coordinates (mm10): 
chr2:73815520-74792376). Each track represents the average of the corresponding biological replicates. 
Peaks called using MACS2 are displayed under the corresponding tracks for each replicate (black 
rectangles under each track). The black arrow highlights the island E peak which disappears in the 
Del(IV-SB) GT track. 
 

3.6 Functional contribution of different cis-regulatory elements 

The complex expression patterns of Hox genes as well as of many other developmental 

genes, are usually controlled by the action of multiple enhancers, either regulating subsets of 

the global expression pattern, or acting together in a partially redundant manner, as observed 

by transgenesis and genetic experiments (Spitz et al., 2003; Montavon et al., 2011; Lonfat et 

al., 2014). To determine the function of single enhancer element in the regulation of Hoxd 

genes in the GT, we used CRISPR/Cas9 genome editing in fertilized eggs to generate a series 

of alleles where these regulatory elements were either deleted or inverted (Figure 11A, Figure 

18). We generated deletion alleles for all known enhancers located between the rel5 and SB 

sequences (Del(GT2), Del(IV), and Del(IIIE)), i.e. in the DNA interval that when removed, had 

the greater impact upon Hoxd13 expression (see above, Figure 10E). We also generated a 

deletion allele of the Prox sequence, Del(Prox), a known limb and GT enhancer (Gonzalez et 

al., 2007). In addition, to assess the functional importance of the CTCF binding sites located 

within island V and its polarity, we both deleted and inverted this region and its associated 

CTCF sites (Del(V) and Inv(V) respectively). 

We examined whether the loss of individual elements would influence the levels of 

expression of either Hoxd genes or Evx2, by RT-qPCR (Figure 11B). Unexpectedly, with the 

exception of a minor reduction in the mRNAs level of Evx2 in the GT after deletion of the GT2 

enhancer (p= 0.0079) (Figure 11B), we did not detect any significant difference in transcript 

levels after the deletion of any individual regulatory elements, neither in the GT, nor in DFL 

at E12.5 for all regulatory elements located between the rel5 and SB sequences (i.e., Del(GT2), 

Del(IV), Del(IIIE), Del(V) and Inv(V))(Figure 11B). We performed whole mount in situ 

hybridization for Hoxd13 on littermates of both wildtype and single regulatory elements 

deletions to evaluate any potential variation in the expression domain (Figure 11C). There 

again, we did not observe any significant changes, neither in the intensity of the signal, nor in 

the spatial transcript pattern in any of the alleles. These results suggest that no single enhancer 

sequence, located between the rel5 and SB, seems to be essential for proper expression of 5’ 
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Hoxd genes in both GT and DFL, at least at the developmental stages and tissues analyzed. 

These results were particularly surprising for the Del(GT2) allele that from previous 

experiments seemed to be relevant for expression of Hoxd13 in the GT.  

Interestingly, upon analyzing the Del(Prox) allele we observed that homozygous 

animals carrying this deletion displayed a 36% decrease in the expression of Hoxd13 in the GT  

(p=0.0013), a similar effect was observed for Evx2 and Hoxd12 (Figure 11B). In the DFL we 

also detected a significant decrease in expression Hoxd13, Evx2, and Hoxd12 transcript levels 

(16% (p=0.0008), 22% (p=0.006), and 25% (p=0.016) respectively), but to a lesser degree 

when comparing to the GT (Figure 11C). These results suggest that deleting Prox has an impact 

on the regulation of 5’ Hoxd genes in both the GT and DFL. Of note we were unable to detect 

changes in the expression pattern of Hoxd13, by WISH (Figure 11C).  

All together these results highlight that distinct regulatory sequences work in a different 

fashion to regulate gene expression, suggesting a possible temporal and/or functional hierarchy 

between the different cis-regulatory elements present in the C-DOM. In this case, Prox seems 

be both sufficient and necessary for Hoxd expression in the GT whilst the individual cis-

regulatory elements located between the rel5 and SB sequences appear to have a more modest 

role. 



 49 

 
Figure 11: Analysis of single cis-regulatory elements deletion alleles 
A) Schematic representation of the alleles generated by CRISPR-Cas9 genome editing technology. B) 
Relative expression obtained by RT-qPCR of wildtype and the different homozygous null or inverted 
alleles of GT and DFL of E12.5 embryos. The title of each plot indicates the tissue and the allele used 
for the RT-qPCR. The mRNA levels of 5’Hoxd genes and Evx2 were analyzed, values plotted indicate 
the ratio of expression using wildtype as a reference (green dots) for each gene (n≥4 biologically 
independent WT and mutant GT or DFL pairs). We used an unpaired two-tailed t-test to evaluate the 
statistical significance of changes in gene expression. Bars indicate mean with SD, * p≤0.01; ** 
p≤0.001; *** p≤0.0001. C) WISH using the Hoxd13 probe in both wildtype and the correspondent 
homozygous null or inverted littermates E12.5 embryos. The spatial expression of Hoxd13 remains 
globally unchanged. 
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3.7 Chromatin organization in the Del(GT2) allele 

We assessed the impact of the deletion of a single regulatory element upon the 

functional reorganization of the regulatory landscape. To this aim, we selected the Del(GT2) 

allele. This enhancer sequence showed a ubiquitous and specific pattern of expression in the 

GT by transgenic assay and results obtained by using large deletions pointed to its critical 

importance (see above, Figure 10). We performed 4C-seq and ATAC-seq in both control and 

Del(GT2) homozygous GT at E13.5 to try and detect any potential alterations in the regulatory 

landscape (Figure 12). 

The analysis of the ATAC-seq datasets revealed a loss of accessibility (peak) associated 

with island E in the Del(GT2) mutant allele, similar to what had been observed for the Del(IV-

SB) allele in the GT (Figure 12A, black arrows). Overall, the removal of the GT2 sequence had 

only a small impact on C-DOM structure. This result supports the existence of a regulatory 

redundancy, whereby other elements in the C-DOM are capable of compensating for the loss 

of the GT2 enhancer and thus ensure proper Hoxd13 gene expression. Therefore, it is likely 

that the wildtype levels of Hoxd13 transcripts observed in the Del(GT2) mice were 

compensated for by the remaining intact cis-regulatory elements and not by the recruitment of 

novel elements. 

We also examined the potential effect of removing this enhancer upon the interaction 

profile of the regulatory landscape and gene cluster. We observed only minor differences in 

chromatin organization after the deletion of GT2 (Figure 12B). When we used Hoxd13 as a 

viewpoint, both in wildtype and in Del(GT2) mutant GT, this gene was able to contact all other 

previously characterized enhancers in this regulatory region with apparently comparable 

frequencies (Figure 12B, tracks 1 and 2). To evaluate the potential effect of the GT2 deletion 

upon the interactions between other regulatory regions, we used a view-point positioned on 

island IV and produced a 4C-seq profile. With this set up, minor differences in the frequency 

of contacts were observed between the two genotypes (Figure 12B, tracks 3 and 4). The 

statistical significance of these differences was nevertheless not fully established and hence 

they may be due to individual variation. In addition, they were not corroborated by 

corresponding alterations in accessible sites (Figure 12A). Overall the absence of GT2 did not 

seem to importantly affect either the interactions between Hoxd13 and other enhancers, or the 

contacts between the enhancers themselves, indicating that the removal of one enhancer in 

isolation has little effect on the global architecture at the locus. 
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Figure 12: Chromatin architecture in the Del(GT2) allele 
A) ATAC-seq profiles of the HoxD cluster and C-DOM in wildtype and Del(GT2) homozygous null 
GT at E13.5. Coordinates (mm10): chr2:73815520-74792376. The wildtype track (upper track) 
represents the average of three biological replicates and the Del(GT2) track (lower track) represents the 
average of two biological replicates. Peaks called using MACS2 are displayed under the corresponding 
tracks for each individual replicate (black rectangles under each track). Red arrows highlight the deleted 
region, black arrows indicate a lost peak in Del(GT2) (island E). B) 4C-seq profiles of wildtype and 
Del(GT2) homozygous null GT at E13.5. The two upper tracks show profiles from the Hoxd13 
viewpoint (average of two biological replicates). The two lower tracks correspond to 4C-seq profiles 
from the island IV viewpoint of wildtype (average of two biological replicates) and Del(GT2) 
homozygous (average of three biological replicates) null GT at E13.5 Coordinates (mm10): 
chr2:73815520-74792376. Viewpoints are highlighted by a gray line. Red arrows show the deleted 
region.  
 

3.8 The case of Evx2 

The homeobox-containing gene Evx2 is located immediately 5’ to Hoxd13. As a 

consequence, Evx2 shares several regulatory elements with 5’Hoxd genes, for example in the 
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distal limb buds and in the GT (see above and (Kmita et al., 2002; Montavon et al., 2011)). 

Because a mild reduction of Evx2 transcript levels was observed in mice deleted for the GT2 

enhancer (see above, Figure 11B), we performed whole mount in situ hybridization with 

littermates of both control and Del(GT2) embryos at E11.5 and E12.5. We observed a slight 

decrease in signal intensity in Del(GT2) embryos in both E11.5 and E12.5 (Figure 13A, arrows), 

confirming the RT-qPCR results. We thus examined the potential consequences of the GT2 

deletion on long-range interactions involving Evx2. We carried out 4C-seq using Evx2 as a 

viewpoint and all contacts with GT2 were expectedly lost. However, we also observed that 

deleting GT2 reduced the frequency of interactions between GT1, island IV, and Evx2 (Figure 

13B, arrows), suggesting that GT1 and island IV may have also contributed to the decrease in 

Evx2 mRNA levels observed in mutant Del(GT2) GT (see above, Figure 11B). Therefore, the 

deletion of GT2 appeared to have a stronger impact over Evx2 than over Hoxd13.   

 

 
Figure 13: Regulation of Evx2 in the Del(GT2) allele 
A) WISH using the Evx2 probe in both wildtype and Del(GT2) homozygous null littermates at both 
E11.5 (upper panel) and E12.5 (lower panel). Arrows indicate a decrease in intensity of signal in the 
GT of Del(GT2) embryos. B) 4C-seq profiles (average of two biological replicates) of wildtype and 
Del(GT2) homozygous null GT at E13.5. Coordinates (mm10): chr2:73815520-74792376. Evx2 was 
used as a viewpoint (gray line). Red arrows show the deleted region, black arrows indicate changes in 
interactions with GT1and island IV between genotypes. 
 

3.9 Deletion or inversion of CTCF  

The enrichment of bound CTCF and Cohesin at TAD boundaries (Dixon et al., 2012; 

Rao et al., 2014) and their functional importance in maintaining these structures was recently 

documented (Nora et al., 2017; Rao et al., 2017; Schwarzer et al., 2017). However, less is 

known about the function of the CTCF and Cohesin sites that are present within TADs. These 

sites are thought to contribute to the formation of smaller sub-structures, which appear more 

dynamic and cell-type specific (Phillips-Cremins et al., 2013; Rao et al., 2014). In the case of 

the HoxD locus, several CTCF sites are spread throughout the two regulatory landscapes  
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(Rodríguez-carballo et al., 2017). We used ChIP-seq to analyze the occupancy of CTCF and 

RAD21 (a Cohesin sub-unit) in the GT. In the C-DOM, we observed several binding sites for 

both CTCF and RAD21, accumulating primarily between island II and Atf2 (Figure 14A). Of 

note island V was the only region between Evx2 and island II where binding of both these 

proteins was detected (Figure 14A). At the level of the gene cluster itself, binding occurred 

mainly in the 5’ and central parts of the cluster (Figure 14B). With the exception of a more 

prominent CTCF binding on the promoter of Hoxd9, the distribution of CTCF and RAD21 in 

the GT was similar to what was observed in limb buds (Rodríguez-carballo et al., 2017). 

As it was shown that the majority of CTCF mediated chromatin loops are established 

between sites positioned in convergent orientations (i.e., sites with consensus CTCF motifs 

pointing toward each other) (Rao et al., 2014; de Wit et al., 2015; Vietri Rudan et al., 2015), 

we determined the orientation of CTCF sites in the cluster and its centromeric regulatory region 

using the CTCFBSDB database (http://insulatordb.uthsc.edu). Accordingly, we defined the 

CTCF sites located between Evx2 and Hoxd11 as being positioned in the reverse orientation, 

in contrast to the majority of the other sites within the cluster, which are in the forward 

orientation (Figure 14B). In the C-DOM, the sites with the highest enrichments for CTCF and 

RAD21 are in the forward orientation (towards the cluster) (e.g., island C, island II and island 

V). A close examination of island V revealed one prominent CTCF/RAD21 co-binding site 

and a less prominent site close by, which was bound by CTCF only. Interestingly this 

CTCF/RAD21 site on island V correspond to a “stable” chromatin interaction, that is 

maintained independently of the transcriptional status of the gene cluster.   

To investigate the potential effect of removing CTCF/Cohesin on sub-domain 

formation within the HoxD centromeric regulatory landscape, we used the Del(V) and Inv(V) 

alleles (see above, Figure 11A), which either delete or invert the two CTCF sites, respectively. 

We first analyzed the occupancy of CTCF and Cohesin (RAD21) by ChIP-seq in Del(V) GT at 

E13.5. While we observed a complete loss of CTCF and RAD21 associated with island V, this 

deletion did not seem to affect the binding of CTCF and RAD21 either to other sites in the 

centromeric regulatory landscape, or to the gene cluster (Figure 14A and 14B).  

To assess the impact of either removing or inverting these CTCF sites on the remaining 

regulatory elements, we performed ATAC-seq in both wildtype, Del(V), and Inv(V) 

homozygous GT at E13.5. In the Del(V) GT, with the exception of the deleted region, we did 

not observe any change in the peaks profile (Figure 14C) when compared to the control GT. 

Minor changes were not reproduced in the replicates and are likely due to individual variation 

(Figure 14C, MACS2 on replicates). In the Inv(V) GT, we observed again a loss of the ATAC-
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seq peak associated with island E (Figure 14C, black arrow in bottom track), similar to what 

was scored in the Del(GT2) and Del(IV-SB) alleles. These observations support a view whereby 

the deletion or inversion of a CTCF site within a regulatory landscape has little impact on the 

implementation of the remaining regulatory elements, thus corroborating the RT-qPCR results 

where no change in expression of either 5’ Hoxd genes or of Evx2 were observed (Figure 11B).  

 

 
Figure 14: CTCF deletion or inversion 
A) CTCF and RAD21 ChIP-seq profiles of wildtype and Del(V) homozygous null GT at E13.5. Red 
and blue arrowheads show forward and reverse CTCF motif orientation respectively. Red arrows 
indicate deleted CTCF and RAD21 sites on island V. B) CTCF ChIP-seq profiles of wildtype and Del(V) 
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homozygous null GT at E13.5 at the HoxD locus (coordinates (mm10): chr2: 74637433-74775728). C) 
ATAC-seq profiles of the HoxD cluster and C-DOM regions in wildtype, Del(V), and Inv(V) GT at 
E13.5. Coordinates (mm10): chr2:73815520-74792376. The wildtype track (green track) represents the 
average of at three biological replicates and the Del(V) and Inv(V) tracks represents the average of two 
biological replicates. Peaks called using MACS2 are displayed under the corresponding tracks for each 
individual replicate (black rectangles under each track). Red arrows highlight the deleted or inverted 
region. Black arrows indicate a lost peak (island E) in the Inv(V) allele.  
 

To investigate the mechanisms by which CTCF/Cohesin mediated contacts may 

influence the interactions between cis-regulatory elements and promoters and in turn their 

activity, we performed 4C-seq in wildtype, Del(V) and Inv(V) GT at E13.5. We first analyzed 

the Del(V) allele by using Hoxd13 as a viewpoint. As expected, contacts with island V were 

not observed. This contact loss was confirmed by the peak caller. Surprisingly, abolishing 

CTCF binding in island V had a reduced impact on the interactions between Hoxd13 and the 

other enhancers within the C-DOM (Figure 15A). We confirmed this result by using a 

viewpoint positioned on island IV (the closest enhancer to island V in linear distance) and we 

observed a slight reduction in the frequency of contacts between island IV and Hoxd13 (Figure 

15A, bottom track). Therefore, it seems that island V and its associated CTCF sites have a 

marginal importance, if any, in maintaining the chromatin structure of this regulatory landscape.  

We next analyzed the impact of inverting island V along with its two CTCF sites. 

Qualitative analysis of the interaction profile generated using Hoxd13 as a viewpoint revealed 

a specific disruption in the contacts with island V, which was confirmed by the peak caller 

(Figure 15B). Inverting the CTCF binding sites at island V reduced, but did not abolish the 

interactions between this sequence and Hoxd13. We validated this result by doing the reverse 

experiment and placing a viewpoint on island V. In this set up, we observed a reduction in the 

frequency of interactions between island V and Hoxd13 thus confirming the previous result 

(Figure 15B arrow). Noteworthy, we observed an increase in contacts with both island II and 

island C, i.e. with the next convergent oriented CTCF sites (Figure 15B, arrowheads). When 

we used island IV as a viewpoint, we also observed a reduction in contacts with Hoxd13 (Figure 

15B, arrow). Taken together, these results suggest that either the loss or the inversion of island 

V and its associated CTCF sites is only partially important for the maintenance of the chromatin 

structure in this regulatory landscape. Overall, we observed that slight modifications in 

chromatin structure within a TAD are not sufficient to disturb its global functional organization 

in a way that may lead to modifications in gene expression.   
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Figure 15: Chromatin architecture in CTCF deletion or inversion 
A) 4C-seq profiles (average of two biological replicates) of wildtype and Del(V) homozygous-null GT 
at E13.5. Coordinates (mm10): chr2:73815520-74792376. Hoxd13 (upper tracks) and island IV (lower 
track) viewpoints are highlighted by a gray line. Black boxes under the Hoxd13 viewpoint 4C-seq tracks 
show peaks identified by the peak calling algorithm (PeakC) for each individual replicate (Peak calling). 
Red arrows show the deleted region. The profiles from island IV viewpoint are shown as overlays of 
contacts formed by wildtype (red) and Del(V)(green). B) 4C-seq profiles (average of two biological 
replicates) of wildtype and Inv(V) homozygous GT at E13.5. Coordinates (mm10): chr2:73815520-
74792376. Viewpoints are highlighted by a gray line. On Hoxd13 viewpoint, below each 4C-seq track, 
peaks identified by the peak calling algorithm (PeakC) are shown by black boxes for each individual 
replicate (Peak calling). Red arrows show the inverted region. The profiles from island IV and island V 
viewpoint are shown as overlays of contacts formed by wildtype (red) and Del(V)(green). Black arrows 
indicate loss of contacts with the Hoxd13 region in Inv(V), arrowheads highlight gain of contacts with 
island II and island C (the next CTCF sites) in Inv(V). 
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4. Discussion  

In this work we studied the chromatin dynamics at the HoxD locus as well as the 

functional contribution of specific cis-elements to the regulation of Hoxd genes during GT 

development. Upon analysis of the chromatin conformation and transcription profile of this 

locus we observed that the overall chromatin structure of the C-DOM predates the embryonic 

appearance of the GT. As GT development progresses, we observed a reduction in transcript 

levels correlating with a decrease in enhancer-promoter chromatin loops within the C-DOM. 

This decrease occurred while maintaining a subset of CTCF/Cohesin associated contacts, 

which were preserved independently from the transcriptional status of the gene cluster. 

Functional analysis of the HoxD regulatory landscape revealed that while deletion of 

the Prox element or deletions comprising several enhancers affected Hoxd genes expression 

levels, other single deletions of both transient (enhancer associated) and constitutive contacts 

(CTCF/Cohesin associated) displayed little if any effect on gene expression in the GT. Overall 

our results suggest enhancer elements within this complex regulatory landscape have different 

functional strengths, and highlight the existence of a dynamic yet robust system to tightly 

regulate Hoxd genes expression.   

 

4.1 Hoxd genes regulation  

We compared different timepoints during GT development and characterized the 

transcriptional profile, epigenetic status, and chromatin conformation at the HoxD locus. Our 

results show that the chromatin conformation of the C-DOM predates the emergence of the GT 

and that as development progresses there is a decrease in overall Hoxd transcripts that is 

accompanied by the corresponding alterations in histone marks and chromatin accessibility 

sites.   

In the cloaca, a tissue that was proposed to be an organizing center for GT formation 

(Tschopp et al., 2014), all Hoxd genes are accessible as seen by ATAC-seq and positively 

marked for H3K27ac. Our datasets are in accordance with RNA-seq data from a public dataset 

(GEO accession number - GSE88764), showing that both 3’ and 5’ Hoxd genes are expressed 

in the cloaca at E10.5. Interestingly already in the cloaca Hoxa13 and Hoxd13 are the highest 

expressed Hox genes of each respective cluster. Regarding the regulation of Hoxd13 in the 

cloaca, we observed that the C-DOM, the region primarily responsible for the regulation of this 

gene in the GT (Lonfat et al., 2014), displayed several enhancer-promoter contacts with 

Hoxd13 (as seen by 4C-seq) and ATAC-seq peaks, some of them corresponding to previously 



 58 

identified GT enhancers (e.g., GT1 and GT2). Indeed, analysis of the GT2 transgene (Lonfat 

et al., 2014) at E10.5 showed enhancer activity of this element in the cloaca (data not shown). 

Of note, we were unable to detect enrichment for H3K27Ac mark for this element in our ChIP-

seq dataset. 4C-seq analysis from the Hoxd13 viewpoint showed the presence of novel 

interactions with the C-DOM upon Hoxd genes activation in the cloaca. This is contrary to 

what was observed in the trunk, a tissue where the regulation is primarily accomplished by 

elements positioned within the cluster (Spitz et al., 2001). In the latter case, upon gene 

activation, no differences in the interaction profiles between Hox target genes and their 

neighboring gene deserts where observed (Noordermeer et al., 2014). Although further 

analyses are necessary, these data suggest that the C-DOM contributes, at least in part, to the 

long-range regulation of Hoxd13 in the cloaca.  

Although the C-DOM may contribute to Hoxd13 regulation in the cloaca, it is possible 

that elements present within the cluster are also involved in this regulation. Indeed, WISH 

analysis of Hoxd13 in mice lacking the endogenous HoxD cluster but carrying a transgenic 

BAC containing the murine HoxD cluster, randomly integrated into the genome, showed 

staining for this gene in the cloaca region (Beccari unpublished data). This observation supports 

the idea that the cluster alone is able to drive expression of Hoxd13 in the cloaca in the absence 

of the adjacent regulatory regions. Furthermore, a large inversion that relocates the C-DOM 

approximately 3Mb away but leaves the HoxD cluster intact, resulted in expansion of the 

expression domain of Hoxd13 and increased intensity of WISH staining for this gene the cloaca 

region at E10 (Tschopp and Duboule, 2011). Although a full quantification of the effect on 

gene expression of this inversion is needed, it is clear, as observed by WISH, that upon re-

allocation of the C-DOM the expression of Hoxd13 is not reduced, if anything it increases. 

This suggests that the expression of Hoxd13 in the cloaca can be sustained without the C-DOM, 

contrary to what was observed for the DFL at E12.5 (Tschopp and Duboule, 2011) and in the 

GT (Lonfat, PhD thesis). While the underlying regulatory mechanisms controlling Hoxd gene 

regulation in the cloaca remains to be fully understood, it is likely that both sequences located 

inside and outside of the HoxD cluster are involved in controlling Hoxd genes expression in 

this tissue.  

In the GT at E12.5, there is a loss of accessibility sites and H3K27ac marks at 3’ Hoxd 

genes and a gain of H3K27me3 marks, as expected these genes are no longer expressed. In 

turn, 5’ Hoxd genes are expressed and H3K27ac positive. At this stage, the C-DOM is fully 

active with known GT enhancers being positively marked by H3K27ac. Here the contribution 

of the C-DOM to the transcription of Hoxd13, and other 5’ Hoxd genes to a lesser degree, is 
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evident not only by the activation of enhancers but also by the results of the transgenic assays 

and the C-DOM deletions series, which affect 5’ Hoxd genes expression. In late stages of GT 

development, we observed a reduction in the amount of 5’ Hoxd genes transcript levels 

correlating with loss of enhancer-promoter interactions and H3K27ac marks in the C-DOM 

and with gain in H3K27me3 marks at both 5’Hoxd genes and at discrete regions of the C-DOM 

(island I and island V), at least in a subpopulation of cells. These results suggest that the loss 

of 5’ Hoxd genes transcript levels is accompanied by a loss of enhancer activity in the C-DOM. 

Taken together, our results are in accordance with previous experiments suggesting that in the 

GT the C-DOM is the primary contributor to the regulation of Hoxd13 (see introduction) (Spitz 

et al., 2001; Lonfat et al., 2014). 

 

4.2. Constitutive vs. transient interactions: The spatial organization of enhancer-

promoter interactions at the HoxD locus 

During embryonic development, three-dimensional chromatin organization of the 

genome is critical for the accurate control of gene expression. Extensive study of the HoxD 

cluster has provided great insight into gene regulation at this locus. As mentioned before, in 

the case of the GT, the regulation of Hoxd genes is primarily accomplished by the C-DOM 

(Lonfat et al., 2014). However, how the pattern of interactions between the genes and their 

regulatory domains is established during development was still unknown.  

We have examined chromatin dynamics at the HoxD locus during GT development. 

Both in mESC and in forebrain (i.e., the basal state of our 4C-seq analysis and the negative 

control, respectively), in the absence of transcription, the entire HoxD cluster forms a dense 

domain (Noordermeer et al., 2011, 2014). Some discrete contacts are established with the 

surrounding regulatory regions, island V and island II in C-DOM and CS39 in T-DOM, 

correlating with co-binding of CTCF and Cohesin at those genomic locations. Overall, it is 

clear that in the absence of transcription the chromatin structure surrounding the HoxD cluster 

is roughly maintained when using Hoxd13 as a viewpoint. This is consistent with what was 

previously observed for Hoxd13 and other viewpoints (see Noordermeer et al., 2014)). Upon 

activation of target genes transcription, in the cloaca, new contacts with the surrounding 

regulatory regions were observed (e.g., Hoxd13-Prox and Hoxd13-GT2). This observation 

suggests that the overall chromatin structure of the C-DOM predates the emergence of the GT. 

It is interesting to notice that some of the interactions observed in the cloaca correspond to 

ATAC-seq peaks (e.g., GT2) while others do not (e.g., Prox), suggesting that in the case of 
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Prox the initial interaction with Hoxd13 may be independent of the enhancer activity. Indeed, 

a study in Drosophila showed that in some cases, enhancer-promoter interactions are already 

established prior to gene activation, and are frequently associated with paused RNA 

polymerase (Ghavi-Helm et al., 2014). Further confirmation of the Prox activity (or lack of) in 

the cloaca is however needed, for example by an in vivo enhancer assay. 

As development progresses, in GT at E12.5 and E13.5, the C-DOM is fully active with 

the highest frequency of contacts being scored. These contacts occurred within regions 

enriched for H3K27ac marks, which are generally associated with active genes and enhancers 

(Creyghton et al., 2010; Rada-Iglesias et al., 2011), as exemplified by robust interactions with 

GT2. These interactions in a transcriptionally active context were shown to be facilitated by 

the Mediator complex that helps to recruit factors, such as the Cohesin complex, to enable 

promoter-enhancer chromatin interactions (Kagey et al., 2010; Phillips-Cremins et al., 2013). 

While the majority of these interactions were already scored in the cloaca, although with lower 

frequency, the interaction with a sub-domain of island III only appeared in the GT when this 

enhancer became positively marked by H3K27ac, suggesting a correlation between the 

activation of this element during GT development and the appearance of this particular 

interaction peak. This is in contrast with what was observed for Prox, where the interactions 

were pre-formed even before activation of the regulatory element, as evaluated by the absence 

of the Prox ATAC-seq peak in the cloaca.  

Upon continuous decrease in Hoxd transcript levels, all contacts associated to active 

regulatory regions within the C-DOM seem to disappear. In GT at E17.5 the C-DOM acquires 

a mESC/forebrain-like chromatin architecture, keeping a framework of constitutive 

interactions associated to CTCF/Cohesin co-binding sites (i.e., island II and island V). This 

result may be explained by a dilution effect. In this scenario, the decrease in both Hoxd 

transcript levels and contacts associated with active regulatory regions would reflect only 

having a small subset of cells in the tissue that express Hoxd genes.  

Overall it appears clear that there are changes in the regulatory landscape associated 

with the transcriptional status of the cluster. This seems to be a pervasive feature during 

development. Indeed, recent work has also illustrated changes in intra-TAD enhancers-

promoter interactions both in different cell types or during embryonic development (Phillips-

Cremins et al., 2013; Andrey et al., 2016; Freire-Pritchett et al., 2017). Similar to what was 

observed in our case for the HoxD locus, the analysis of hundreds of viewpoints during limb 

development also identified two types of interactions (Andrey et al., 2016). The first type is 

stable across tissues and stages of development, and correspond to CTCF/RAD21 co-binding 
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sites, similar to what we observe for island V and island II. The second type are tissue and cell 

type specific, and are thought to belong to regulatory regions, based on their chromatin marks 

profiles (Andrey et al., 2017). The latter bare resemblance to some of the enhancer-promoter 

interactions we observe (e.g., GT2, Prox). 

It is interesting to notice that contrary to the case of the trunk (Noordermeer et al., 2014) 

and similar to the limb (Montavon et al., 2011; Andrey et al., 2013), in the GT new contacts 

with the C-DOM appear upon gene activation. These new contacts may not occur all in the 

same cell at the same time. It is probable that, in each allelic conformation Hoxd13 is 

interacting with a subset of enhancers at a time. As GT development progresses and the total 

Hoxd transcript levels in the tissue are reduced, the 3D-chromatin conformation of the C-DOM 

becomes similar to that of mESC or forebrain (Figure 16). This way, while some contacts are 

constitutive, others disappear when the enhancers seemingly stop to work, as indicated by the 

loss of H3K27ac and gain of H3K27me3 in discrete domains. Furthermore, multiple regulatory 

elements interact with each other and the vicinity of Hoxd13 pointing to a complex regulatory 

system to fine tune gene expression. Our results indicate a relationship between transcription 

and chromatin conformation, illustrating the various possibilities of interactions within a pre-

existing chromatin structure.  

 

 
Figure 16: Schematic representation of the HoxD locus topology during GT development 
In tissues or cells where Hoxd genes are not expressed there are constitutive interactions established 
between the cluster and some regulatory islands associated to CTCF/RAD21 co-binding sites. In GT, 
upon transcriptional activation, new contacts, associated with active enhancers, are formed. Of note, 
although in this schematic representation all integrations are depicted in the same transcriptional hub, 
this may not be the case. It is likely that at a given allele Hoxd13 is interacting with only a subset of 
enhancers at a time. As development progresses, the total amount of Hoxd transcripts in the tissue are 
reduced and the spatial chromatin conformation at the HoxD locus becomes similar to that of non Hoxd 
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expressing tissues. This later observation is likely a consequence of only having a sub-population of 
cells with an “active conformation” (dilution effect).  
 
4.3 The C-DOM regulatory potential: Effects of partial C-DOM deletions 

As discussed above, in the GT, 5’Hoxd genes transcription regulation relies primarily 

on the presence of elements located in the C-DOM. Indeed, our analysis of the allelic series 

that corresponds to partial deletions of the C-DOM reflects the presence of several elements 

required for 5’Hoxd genes expression in the developing GT. With the exception of the Del(SB-

Atf2) allele, all other deletions resulted with different degrees, in a down regulation of the 

expression of 5’Hoxd genes that are not completely cumulative.  

The deletion between SB and Atf2 resulted in a slight upregulation of Evx2 and Hoxd13 

expression. Several, not mutually exclusive, explanations can account for this latter result. 

Firstly, some weak enhancers in this region may contact and sequester Hoxd13, thus preventing 

it to fully access more potent enhancers located at more proximal positions. Secondly, parts of 

this CTCF-rich region may have insulator properties. Finally, this effect may be a consequence 

of a global reorganization of the genomic landscape, as this deletion removes a TAD boundary. 

Interestingly, removing this region (between SB and Atf2) in the distal limb buds resulted in a 

down-regulation of Hoxd genes expression and phenotypic alteration of the digits (Montavon 

et al., 2011) highlighting that even though both tissues share the same regulatory landscape 

(the C-DOM) some differences in regulation exist (Lonfat et al., 2014).  

Removing the region between the rel5 and SB sequences resulted in the greatest 

reduction of expression suggesting that the sequences present in this region are of great 

relevance for the regulation of 5’ Hoxd genes and Evx2. We further dissected the regulatory 

potential of this region by generating an allelic conformation that removed both island IV and 

III (Del(SB-IV)), while leaving island V and GT2 sequences intact. Using this allele, we 

observed a reduction in Hoxd13 transcript levels that corresponded to half of what was 

observed with the Del(rel5-SB) allele. These results, in combination with our in vivo enhancer 

activity assays, suggested that both island IV and III and GT2 sequences are important for the 

regulation of Hoxd13 in the GT, at least in combination.  

The Del(rel1-rel5) allele also resulted in a decrease in 5’Hoxd genes and Evx2 transcript 

levels, suggesting that elements in the region between the rel1 and rel5 sequences are important 

for the regulation of these genes. In this region we observed several ATAC-seq peaks, however 

with the exception of Prox and the promoter of Lnp, they did not correspond to 4C-seq or 

H3K27ac peaks in GT at E13.5. Furthermore, in vivo enhancer reporter assays for both the CsB 
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and CsA sequences showed no enhancer activity of these elements in the GT (Gonzalez et al., 

2007). Nonetheless, the ATAC-seq peak corresponding to island E showed enhancer activity 

in a sub-population of cells in the GT (Lonfat, PhD thesis). Although further analysis of full 

regulatory potential of the region between the rel1 and rel5 sequences is necessary, Prox seems 

to be the primary active enhancer in this region, as observed by both the presence of 4C-seq, 

ATAC-seq, and H3K27ac peaks as well as by the ability of this sequences to drive reporter 

gene transcription in the GT (Gonzalez et al., 2007), and the single deletion of the Prox 

sequence.  

Of interest, the different partial C-DOM deletions showed that Hoxd12, Hoxd11, and 

Hoxd10 expression in GT is less affected than that of Hoxd13 and Evx2 by the sequences 

present in the C-DOM, suggesting that the enhancers found in this region have a stronger effect 

on Hoxd13 and Evx2 expression. Overall, in accordance with Lonfat et al., 2014, we conclude 

that combined action of a collection of enhancers present in the C-DOM is important for the 

regulation of Hoxd genes in the GT. 

 

4.4 Contribution of specific enhancer sequences to the regulation of Hoxd genes 

Hox genes, as well as many other developmental genes, are regulated by the action of 

multiple enhancers (reviewed in (Spitz and Furlong, 2012; Long et al., 2016)). To assess the 

importance of single cis-acting elements within the C-DOM to the regulation of 5’Hoxd genes 

and Evx2 expression we have used two approaches. First, we evaluated the capacity of 

candidate sequences to drive transcription by in vivo reporter assays. Second, we evaluated the 

necessity of candidate regions for endogenous gene expression by generating mice, using 

CRISPR-Cas9 genome editing technology, with deletions of the target regions. Using these 

approaches, we tested both the sufficiency and necessity, respectively, of the candidate 

regulatory regions.  

Our results suggest that no single enhancer sequence located between the rel5 an SB 

sequences, seem to be essential in isolation, for proper expression of 5’Hoxd genes in both GT 

and DFL, at least at the developmental stages and tissues analyzed. On the contrary, the 

deletion of Prox resulted in a decrease in the transcript levels of 5’Hoxd genes in both the GT 

and DFL, suggesting that not all enhancers have the same functional strength within the C-

DOM. A possible explanation for the lack of an obvious transcriptional deregulation upon 

deleting individual enhancers located between the rel5 an SB sequences, is the presence of 

multiple enhancers associated with 5’Hoxd genes regulation that may have spatiotemporally 



 64 

redundancy, rather than unique activity in both the GT and the distal forelimb buds. Regarding 

the GT, our transgenic assays in combination with previous results reveal that in some cases 

there is at least partial overlap in the functional domain of expression (e.g., GT2, GT1, Prox) 

(Lonfat, PhD thesis; Gonzalez et al., 2007)), whereas in others there is a complementary 

domain of expression (e.g., IIIE and IVE). In conjunction with our single deletion results, these 

findings illustrate a degree of functional overlap between at least some enhancers regulating 

5’Hoxd genes. In this view, the loss of one enhancer may be compensated by the presence of 

the others. Interestingly, it was recently shown that at several loci important for limb 

development, deletions of single enhancers caused no noticeable changes in limb morphology, 

suggesting that this apparent redundancy is a widespread feature of mammalian genomes 

(Osterwalder et al., 2018). 

The notion of redundancy or “shadow enhancers” within a regulatory region has been 

used to describe the activity of enhancers whose function partially or completely overlaps 

(Hong et al., 2008). It is thus possible that the evolution of multiple enhancers in the C-DOM 

provided robustness to Hoxd genes expression. Indeed, with the exception of Prox, only upon 

removal of several regulatory elements (large deletions) did we observe changes in gene 

expression. Alternatively, our experimental approach is lacking the resolution to discern mild 

alterations in gene expression only occurring in a subpopulation of cells. Another possibility is 

that the single enhancer deletions analyzed have a more substantial role at different stages of 

development, or tissues that were not analyzed in this work.  

 

4.5 A transcriptional hub: In-light of the phase separation model 

Recent studies have provided evidence for the phase-separation model for 

transcriptional control (Hnisz et al., 2017). At the super-enhancer level, the formation of RNA-

Polymerase II (RNA Pol II), transcription factors (TF), and Mediator phase-separated 

condensates were shown to ensure robust gene transcription (Boija et al., 2018; Sabari et al., 

2018). It is thus possible that the same principles are applied to long-range enhancer 

interactions to control gene expression.   

Many enhancers seem to contribute to the expression of Hoxd13, and there is evidence 

suggesting that Hoxd13 can interact with multiple elements (e.g., enhancers) in the same cell 

at the same time (Fabre et al., 2017). In this view condensates would provide a permissive hub 

for transcription of a gene, where deleting “weak” enhancers in isolation would not be 

sufficient to elicit alterations in the physical properties necessary for condensate formation (e.g., 
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Mediator; TFs) while deletion of bigger regions or a “stronger” enhancer (i.e., Prox) would 

(Figure 17). Furthermore, the slight alteration in the architecture of the HoxD locus observed 

upon the deletion of single regulatory regions seems not to be enough to perturb the 

transcriptional hub at least concerning Hoxd genes (Figure 17).  

 

 
Figure 17: Effect of cis-elements deletions on the HoxD locus topology and gene expression 
Schematic representation of chromatin topology and transcriptional output in different genetic 
configurations at the HoxD locus. The wildtype (WT) topology and transcript levels are depicted on the 
top-left corner (dashed-line box). Upon deletion of either island IV, IIIE, or GT2 no changes in 
transcription were observed. Deleting or inverting island V and its associated CTCF sites resulted in 
minor alterations in chromatin conformation, nonetheless they were not sufficient to perturb 
transcription. Deletion of Prox resulted in a reduction of transcription with potential alterations in 
chromatin interaction within the HoxD locus. Deletions comprising several regulatory elements resulted 
in reduction of Hoxd genes transcription. Of note, this schematic representation does not take into 
account the dynamic behavior of each individual element. Transcriptional hubs are depicted by blue 
circles or fainted blue ellipses, representing dynamically shared transcriptional resources (e.g., RNA 
Pol II; TF). Arrows and percentages represent the levels of Hoxd13 transcripts in each allelic 
conformation.   
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4.6 Not all enhancers behave the same: The case of Prox 

While all the single regulatory element deletions between the rel5 and SB sequences 

showed no effect on the transcription of Hoxd13, the deletion of Prox resulted in a decrease in 

the transcript levels of this gene in both the GT and DFL. This observation suggests that not 

all enhancers have the same functional strength within the C-DOM. Prox is located closer to 

the cluster in linear distance and its interaction frequency, by 4C-seq, is higher than that of the 

enhancers located in-between the rel5 and SB sequences. One could think of a model where 

enhancer behavior depends on the frequency of the interaction with the promoter. In this view, 

Prox would interact more often and as such would contribute more frequently to the 

transcriptional hub, while the enhancers located between the rel5 and SB sequences (i.e., GT2, 

IV and III) would interact less frequently and in turn would contribute less often. The absence, 

in isolation, of any of the latter group of enhancers would be compensated by the remaining 

elements. Contrarily, in the absence of Prox, because it is more frequently in the transcriptional 

hub, in the wildtype situation, the total amount of transcription factors in the hub would be 

diminished and in turn impact the transcriptional outcome. It is also possible that deleting Prox 

has an effect on the interaction between the other enhancers and Hoxd13 and as a consequence 

impact target gene transcription. Analysis of chromatin conformation would be of great help 

to resolve these questions.  

 

4.7 Not all genes behave the same: The case of Evx2  

Evx2, a mouse gene orthologue to the Drosophila pair-rule gene even-skipped (eve), is 

located 8kb upstream of Hoxd13. This physical proximity to the HoxD cluster is accompanied 

by a partial overlap in the expression pattern of both genes (Dollé et al., 1994). Both Hoxd13 

and Evx2 are expressed in a similar patter during DFL and GT development (Dollé et al., 1994; 

Herault et al., 1996), and share a common regulatory landscape (the C-DOM) (Kmita et al., 

2002; Spitz et al., 2003; Montavon et al., 2011). Both of these genes are located in the same 

TAD and as such exposed to similar regulatory elements, suggesting at least some degree of 

overlap between the enhancer sequences controlling these two genes. Indeed, large deletions 

of the C-DOM affect the expression of these genes (Montavon et al., 2011). Of note, while 

inactivation of Evx2 in the mouse leads to very minor alterations in digits morphology, no 

changes in phenotype where reported for the GT (Herault et al., 1996).  

We observed a mild decrease in Evx2 mRNA levels in the GT upon deleting GT2. As 

expected, because GT2 is not active in DFL, no change was observed in this tissue. The same 
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deletion did not affect the expression of Hoxd13 in the GT. One possible explanation for this 

difference comes from our 4C-seq results using the Evx2 viewpoint. In this context we 

observed changes in interactions with GT1 and island IV suggesting that in the case of Evx2, 

but not Hoxd13, GT2 is important for the interactions between the gene and other enhancers. 

In this conformation the absence of GT2 seems to impair the interactions between GT1 and 

Evx2 and, island IV and Evx2 possibly contributing to the decrease in Evx2 transcript levels. 

When doing the converse experiment and placing a view point on island IV or GT1 (not shown) 

we observed a mild decrease in interactions, in the Del(GT2) allele, with both these enhancers 

and the CTCF site located in the Evx2 gene body, supporting the previous results. However, 

upon using a viewpoint in Hoxd13 we did not observe differences in the interaction frequencies 

with GT1 and island IV in the Del(GT2) allele suggesting that Evx2 and Hoxd13 are not in the 

same transcriptional hub. One could envision one allelic and/or cell conformation where Evx2 

will interact with multiple enhancers in a GT2 dependent way, where in the other conformation 

Hoxd13 would interact with multiple enhancers in a GT2 independent way. As our analysis is 

done at a cell population level we are unable to distinguish between transcriptional hubs.  

  

4.8 Effects of deleting or inverting island V  

The work of our lab and others have suggested that intra-TAD CTCF/Cohesin 

constitutive interactions are pervasive feature during development (Phillips-Cremins et al., 

2013; Noordermeer et al., 2014; Andrey et al., 2016). We wanted to evaluate the impact of 

deleting or inverting island V, a region shown to interact with Hoxd13 in all the tissues and 

developmental stages analyzed thus far, on the genomic 3D-architecture of the HoxD locus. 

We have hypothesized that island V, and its associated CTCF sites, would be important to 

ensure proper chromatin architecture of the locus and in turn correct gene expression, as it is 

one of the two constitutive contacts maintained in the absence of transcription (island II being 

the other), and the only CTCF/Cohesin co-binding site between the cluster and island II (i.e., 

within a 550kb region of the C-DOM). 

The deletion of island V had a negligible effect on the architecture of the regulatory 

landscape. This result is a plausible explanation for the lack of alterations in transcription 

observed upon deleting this island. Indeed, all enhancers in C-DOM specifically the ones 

between rel5 and SB, that when jointly deleted resulted in a 76% decrease in mRNA levels of 

Hoxd13, are still able to contact Hoxd13 suggesting that other factors may be sufficient to 

account for those interactions. Possibly, these interactions reflect the activity of transcription 
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factors bound to these enhancers. The interactions between Hoxd13 and island II, the next 

CTCF/Cohesin co-binding site convergent to the cluster, remained unaltered, as seen both by 

the Hoxd13 viewpoint and the island II viewpoint (data not shown). It is thus likely that the 

deletion of island V has little impact in the formation and/or maintenance of the interactions 

between the CTCFs in the cluster and the remaining convergent CTCFs in the C-DOM.  

The inversion of island V and its associated CTCF sites resulted in a decrease of 

interactions with Hoxd13 and increase in interactions with both island II and island C. In this 

new allelic conformation, these islands are placed in a convergent position to the 

CTCF/Cohesin co-binding site on the inverted island V. This result is in accordance with work 

showing that the majority of CTCF mediated chromatin loops are established between sites 

positioned in opposed and convergent orientations (Rao et al., 2014; de Wit et al., 2015; Vietri 

Rudan et al., 2015). Nonetheless, we need to formally show, by ChIP-seq, that the inversion 

of island V does not impair binding of CTCF and Cohesin. Our ATAC-seq data from the Inv(V) 

allele shows that the chromatin is open at the inverted island V suggesting the presence of 

CTCF and/or Cohesin in this site. However, whether the binding pattern is similar to the 

wildtype allele still needs to be evaluated.  

Inverting island V resulted in slight modifications in intra-TAD structure, specifically 

it reduced the interaction frequency between island IV and Hoxd13 (as seen from the island IV 

viewpoint). However it was not sufficient to have an impact on gene expression, in accordance 

with the RT-qPCR results for the Del(IV) allele. Furthermore, interactions between Hoxd13 

and other enhancers (e.g., GT2, Prox) do not seem to be greatly affected by the inversion of 

island V. Again, as in the case of the deletion of island V, some enhancer-promoter contacts 

seem to be formed independently of the orientation of this island. Overall, altering the CTCF-

Cohesin mediated loop associated to island V, has negligible impact on long-range regulation 

of Hoxd genes within the C-DOM. Alternatively, we are missing the time resolution to observe 

the impact of removing these sites, and as a consequence at the timepoint analyzed the system 

was able to recover and ensure proper transcriptional output of the genes.  
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4.9 Conclusion 

In this work we have analyzed the function of complex regulatory landscapes in 

controlling transcription of Hoxd genes during development. Using a combination of molecular 

and genetic approaches we have found a complex and robust system of regulation where 

several regulatory elements encompassed within a TAD play different roles in controlling gene 

expression. While perturbation of structural elements resulted in slight modifications in intra-

TAD structure, they were not sufficient to disturb gene expression. Furthermore, though 

deletion of some single long-range acting enhancers had no detectable effect on transcription, 

the Prox element is necessary to ensure proper transcription of Hoxd genes, suggesting that not 

all elements within a complex regulatory landscape have the same functional strength, at least 

at a determined timepoint in development.   

Similar concepts are likely to apply to other regulatory contexts as long-range 

regulation within complex regulatory landscapes is not specific to the Hox clusters. In recent 

years it has become evident that the non-coding part of the genome is important for the 

regulation of gene expression during development and, consequently, how failures in this 

regulation can cause disease. Further understanding of the contribution of complex regulatory 

landscape to gene regulation would be of great value to the understanding of both development 

and disease processes. 
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5. Materials and Methods 

5.1 Mouse strains and genotyping  

Genotyping of all alleles was done by PCR. Mouse tissue biopsies were lysed for 15’ 

at 95oC, 800rpm, in lysis buffer (50mM NaOH, 0.2mM EDTA). For all genotyping reactions 

PCR was performed with a standardized cycling protocol (1x(94°3’), 2x(94°1’.62°1’,72°1’), 

30x(94°30’’.62°30’’,72°30’’), 1x(72°10’)). The primers used to genotype the Del(rel1-rel5), 

Del(rel5-SB), and Del(SB-Atf2) alleles are described in (Montavon et al., 2011). Primers used 

to genotype the remaining alleles are listed in Table 1. 

 
Table 1: List of genotyping primers 

Allele Primer name Sequence Product Size (bp) 

Del(Prox)  

590 GACTGTGTTTTGAGGAGGACAGTG 
PCR 590-591: WT: 
488bp PCR 594-597: 
Del:369bp 

591 CTGTGGCAGTAAGAGTGTGCTGAG 
594 CCCAGCTGCAGCAGAAGACC 
597 GTTTCAAAAGGCAAGTCCATGACTCTCTG 

Del(GT2) 
435 TGGGTACAGTTTGGCTCCAT PCR 435-436: WT: 

575bp PCR 433-436: Del: 
500bp 

436 GCCCTTGGTGGCATGTTTAG 
433 CTGCCACCTACCTTCTCCTC 

Del(V) and 
Inv(V) 

RA7 GCTTGTGTCTTGCTGTGTCA PCR RA7-RA8: WT: 
419bp PCR RA7-RA10: 
Del:440bp PCR RA7-
RA9: Inv: approx 300bp 

RA8 AAGGAAAGTGTGTGTGCTGG 
RA9 CCGAATCCCTAGCTGTCGAG 
RA10 CATCTGTAGGTTCTGTGCTTATG 

Del(IV) 

502 CAGTTCTTTTCCACGGTGAGGAAGC 
PCR 502-503: WT: 
504bp PCR 501-507: Del: 
approx 450bp 

503 CACAAAGATGTGTCAAAGTTGGGGCTG 
501 CCTCTTGAACCACGTGCATCGC 
507 GCCAGCAGGAATAGCTATACTAACAGG 

Del(III) 

545 GGAGAGCTCTGGGTGTGATTGC 
PCR 545-542: Wt: 397bp 
PCR 537-544: Del: 600bp 

542 TGGGAAGTGTGGAGTCTTCTGCC 
537 CCCTTCCCCCTATCACTGTATCTCC 
544 CAGACCTTTGCAGTAGGGTCATGG 

Del(IV-SB) 
RA21 TCTGCCTCCGTTCTCACAAT PCR RA21-RA22: Wt: 

480bp PCR RA21-RA24: 
Del:300bp 

RA22 GGACCATCAAGAAGCATCCG 
RA24 GCACTAATCCAAAGCCAGCA 
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5.2 CRISPR-Cas9 

With the exception of Del(rel1-rel5), Del(rel5-SB), and Del(SB-Atf2) alleles 

(Montavon et al., 2011), all mouse strains carrying deletions or inversions of the different 

regulatory regions were generated using CRISPR–Cas9 genome editing technology.   

Single guide RNAs (sgRNAs) were designed flanking the genomic regions of interest 

(5’ and 3’ to the regions of interest) using the crispr.mit.edu web tool (Zang lab) for the Del(V), 

Inv(V), and Del(GT2) alleles, or CCTop (Stemmer et al., 2015) for the Del(III), Del(Pox), and 

Del(IV-SB) alleles (Table 2). All sgRNAs were cloned, as recommended in (Cong et al., 2013), 

into the BbsI site of the pX330:hSpCas9 (Addgene ID 42230) vector.  

The mouse strains Del(V), Inv(V), and Del(GT2) were produced by pronuclear injection 

(Mashiko et al., 2013) of a mix of the two appropriated sgRNA cloned into the  

pX330:hSpCas9 vector (sgRNA:pX330:hSpCas9) (25 ng/µl each). The mouse strains Del(IV-

SB), Del(IV), Del(III), and Del(Prox) were produced by electroporation (Hashimoto and 

Takemoto, 2015) using a mix containing Cas9 mRNA (final concentration of 400ng/µl) and 

two sgRNAs (300ng/µl each) in Opti-MEM 1x injection buffer.  

PCR based genotyping was carried out with primers designed on both sides of sgRNAs 

targets, with an approximate distance of 150-300bp from the cutting site (Table 1). Sanger 

sequence of positive PCR bands was used to identify and confirm the deletion or inversion 

breakpoints of the F0 funder animals (Figure 18). 

 
Table 2: List of sgRNAs  

Allele 5' sgRNA sequence 3' sgRNA sequence 
Del(Prox) ATCTATCACTATTTGCTCCC ACGATACTTAAGACCTAGTC 
Del(GT2) CAGAGATCTGCTTGGCACGT GCAGTGCGTGCTGGTTCGCC 
Del(V)/Inv(V) TCAAATCGTACAGCGCTGCC CACGGGGTGGAGTTATCTAC 
Del(IV) CGCAAAGGCAGATGCGACTT CTTGCCGCTTGACCTGCTAA 
Del(III) TAGAATCATTGGTAGTACGG TGGTTCTAAGATTTCCGTAA 
Del(IV-SB) CTCTTGTTCTTGATCGACAT CTTGCCGCTTGACCTGCTAA 
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Figure 18: Alleles generated by CRISPR-Cas9 
Sanger sequencing results of F0 animals for all alleles generated. Scissors indicate CRISPR-Cas9 
mediated breakpoints flanking each regulatory region. SgRNAs are marked in red or in green. PCR 
based genotyping was carried out with primers designed on both sides of sgRNAs targets, deletions 
were screened with primers F1/R2, inversions with primers F1/F2 and R2/R1, and WT were amplified 
with primers F1/R1 and F2/R2.  
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5.3 Transgenic analysis  

All mouse fosmid clones were obtained from BACPAC Resources Center 

(https://bacpacresources.org) (Table 3). Their integrity was verified by Sanger sequence and 

restriction enzyme fingerprinting. The fosmids were introduced in EL250 cells (Lee et al., 2001) 

and targeted, by ET-recombineering, with a construct containing a PI-SceI restriction site, a 

βglobin::LacZ reporter gene with a FRT-flanked kanamycin selection marker, and flanked by 

50 bp-long homology arms. The targeting constructs were produced by PCR amplification 

using the primers indicated in Table 4 to introduce the homology arms. The WI1-D5 was 

shortened to remove the sequences that corresponded to island-IV. The targeted fosmids were 

selected at 30oC on LB plates containing chloramphenicol and kanamycin. The integrity of 

each modified fosmid was verified by restriction enzyme fingerprinting, and the correct 

integration of the βglobin::LacZ reporter gene was confirmed by PCR and Sanger sequence. 

All fosmids were linearized with PI-SceI and micro-injected into mouse oocytes. Embryos 

were harvested at E13.5 and stained for β-galactosidase activity (according to standards 

procedures). A minimum of three transgenic animals with consistent staining were obtained 

per construct. The transgenic mouse embryos for either the Prox or GT2 were obtained as 

described in (Gonzalez et al. 2007; Lonfat et al., 2014).  

 
Table 3: List of fosmids  

Clone Name  Coordinates  Length  
WI1-1879J12 (island IV) chr2:74235922-74281101 45180 bps 
WI1-2556D5 (island III) chr2:74180517-74223072 42556 bps 
WI1-1741G6 (island V) chr2:74270669-74309212 38544 bps 
WI1-1129A16 (between is-III/SB) chr2:74141402-74180933 39532 bps 
WI1-109B16 (between is-V/GT2) chr2:74346499-74384278 37780 bps 

 
 
Table 4: List of primers used for recombineering  

Primer name Sequence 5’ > 3’ 
WI1-2556D5 
(island III) Fw 

CAGTTCTCAGTCTTCAACTTGCTGAGTCAAAAATCTGTTGTTCCTGTATTG
CTCGAGGTCGACGGTATCG 

WI1-2556D5 
(island III) Rev 

CTTTTCTGTGCTATTCTGAGGAGTGTTGGTGTTGTTACTTCTGGGAAGTG
ATCTATGTCGGGTGCGGAGAAAGAGGTAATGAAATGG 
CGTCCGCCATCTCCAGCAGC 

WI1-1879J12 
(island IV) Fw 

AATAAATGAACAGCGCTGCTCAGCTGCCCCTTCCCCCGTGGCTAGGCATT 
GCTCGAGGTCGACGGTATCG 

WI1-1879J12 
(island IV) Rev 

TCTTAACAGAGTAGCTTCCTATGTGGAATGTCTGTGGTGGAAAGCGAGG
AATCTATGTCGGGTGCGGAGAAAGAGGTAATGAAATGG 
CGTCCGCCATCTCCAGCAGC 
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WI1-1741G6 
(island V) Fw 

ACTGTTCCCTAATTAATACTAAGCCATATGCAAAAACATTCTTGAATACC
ATCTATGTCGGGTGCGGAGAAAGAGGTAATGAAATGGGCTCGAGGTCGACGG
TATCG 

WI1-1741G6 
(island V) Rev 

TCTTAACAGAGTAGCTTCCTATGTGGAATGTCTGTGGTGGAAAGCGAGG
A CGTCCGCCATCTCCAGCAGC 

WI1-1129A16 
(between is-
III/SB) Fw 

TTTTGATCCTGAGGCAGCGGAAGACTGTGCCACACTAGATGTAACTTGAG 
GCTCGAGGTCGACGGTATCG 

WI1-1129A16 
(between is-
III/SB) Rev 

TGATTCTTACCAGACTCTAGTTGTCTGCATCCCAAGTTCCCTACTAGGAC 
ATCTATGTCGGGTGCGGAGAAAGAGGTAATGAAATGG 
CGTCCGCCATCTCCAGCAGC 

WI1-109B16 
(between is-
V/GT2) Fw 

CACCCAGTTTTTTTAATCCTGCCGGATCTTTGCATTGACGGTGGCTGTAA
GCTCGAGGTCGACGGTATCG 

WI1-109B16 
(between is-
V/GT2) Rev 

CAAGCATCTCCTCTTTGGTGTCTCAGAAGCAGTTGGCTAAATGAGCTCCT
ATCTATGTCGGGTGCGGAGAAAGAGGTAATGAAATGG 
CGTCCGCCATCTCCAGCAGC 

Homology Arm - restriction site (PISceI) - Primer 
 
5.4 X-gal staining 

Embryos were stained using standard procedures. Briefly, whole embryos (E13.5) 

were fixed in 4% paraformaldehyde at 4°C for 35 min, stained in a solution containing 1 

mg/ml X-gal at 37°C overnight, washed in PBS, imaged, and stored in 4% paraformaldehyde. 

 

5.5 Whole-mount in situ hybridization  

Whole-mount in situ hybridization (WISH) was performed according to (Woltering et 

al., 2014). Briefly, embryos were dissected in PBS and fixed overnight in 4% 

paraformaldehyde (PFA), washed in PBS, dehydrated, and stored in 100% methanol at -20°C. 

Rehydration was performed by a series of methanol/TBS-T washes, followed by a short 

digestion of Proteinase K, and re-fixation in 4% PFA. Pre- prehybridization, hybridization, and 

post-hybridization steps were carried out at 67°C. For all genotypes, both mutant and control 

wildtype (E12.5) littermate embryos were processed in parallel to maintain identical conditions 

throughout the WISH procedure. DIG-labeled probes for in situ hybridizations were produced 

by in vitro transcription (Promega) and detection was carried out using an alkaline phosphatase 

conjugated anti-digoxigenin antibody (Roche). WISH probes templates were previously 

described in: Hoxd13 (Dollé et al., 1991), Evx2 (Herault et al., 1996). For detection the 

chromogenic substrates NBT/BCIP or BM-purple were used. 
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5.6 RT-qPCR  

Before processing, all tissues were stored at -80°C in RNAlater stabilization reagent 

(Invitrogen). RNA was extracted from single micro-dissected GT (E12.5) or one pair of distal 

forelimbs (E12.5), using Qiagen Tissue Lyser and RNeasy Plus kit (Qiagen), according to the 

manufacturer’s instructions. RNA was reversed transcribed using Superscript III (Invitrogen) 

or Superscript IV (Invitrogen) and random hexamers. qPCR was performed on a CFX96 real-

time system (BioRad) using GoTaq qPCR Master Mix (Promega). Primers were previously 

described in (Montavon et al., 2008). Three technical replicates were use per biological 

replicate. Relative gene expression levels were calculated by the 2−ΔCt method using a reference 

gene. Tubβ was chosen as internal control and the mean of wildtype control samples was set 

as reference to calculate the ratio between the different samples. Graphical representation and 

statistical analysis were performed with GraphPad Prism 7. 

 

5.7 4C-seq 

5.7.1 Sample preparation 

Circular chromosome conformation capture (4C-seq) was performed as described in 

(Noordermeer et al., 2011). Briefly, tissues (20-40 GT or 40 cloaca) were isolated in PBS 

supplemented with 10% Fetal Calf Serum and dissociated to single cell by collagenase 

treatment. Samples were fixed in 2% formaldehyde, lysed, and stored at −80°C. Pools of 

between 20-40 GT or 40 Cloaca were primarily digested with NlaIII (NEB, R0125L) followed 

by ligation under diluted conditions. After decrosslinking and DNA purification DpnII (NEB, 

R0543M) was used for the second restriction. All ligation steps were performed using highly 

concentrated T4 DNA ligase (Promega, M1794). For each viewpoint approximately 1μg of 

DNA was amplified by using 12 individual PCR reactions. Libraries were constructed with 

primers for different viewpoints (see Table 5) containing Illumina Solexa adapter sequences 

and sequenced on an Illumina HiSeq 2500 sequencer, as single-end reads (read length 100 base 

pairs). In some samples 4-bp barcodes were added between the adapter and each specific 

viewpoint to allow sample multiplexing.  

 

5.7.2 Data processing 

4C-seq reads were demultiplexed, mapped on GRCm38/mm10 mouse assembly, and 

analyzed using the 4C-seq pipeline of the Bioinformatics and Biostatistics Core Facility (BBCF) 
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HTSstation (http://htsstation.epfl.ch) (David et al., 2014). Profiles were normalized to a 5Mb 

region surrounding the HoxD cluster and smoothened using a window size of 11 fragments. 

4C-seq peaks were called using the peak calling algorithm (PeakC) (de Wit et al., 2015). C-

DOM and T-DOM quantifications in Figure 5 were performed as in (Yakushiji-kaminatsui et 

al., 2018). C-DOM quantifications on Figure 6 were done by dividing the sum of the scores in 

the C-DOM (chr2: 73,921,943–74,648,943) by the sum of the scores that fall in a non-

interacting region of the T-DOM (chr2:75,166,258-75,571,741) (background local 

normalization). Quantifications of the interactions established with the cis-regulatory elements 

(in Figure 6 and 8) were calculated as a percentage of the sum of the scores of each element 

using the mESC sample as a reference. 

 
Table 5: List of 4C-seq primers 

Viewpoint    Sequence (5' > 3') 

Hoxd13 
iF AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 

XXXXAAAATCCTAGACCTGGTCATG  
iR CAAGCAGAAGACGGCATACGAGGCCGATGGTGCTGTATAGG  

Evx2 
iF AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 

XXXXTTGGAAACCCTGTGAGCCTAC 
iR CAAGCAGAAGACGGCATACGAGGGAAGAAACCTACCACGACAC 

GT2 
iF AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 

XXXXTTCTCTCTTTTAGTGACCTTGGAACA 
iR CAAGCAGAAGACGGCATACGAAGAAATATCCAAAGGTAAAAATCAAGAA 

island V 
iF AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 

XXXXGCTACAAGACTCATTCGTTTAA 
iR CAAGCAGAAGACGGCATACGAAACTAACTTAAGTCCCCTCG 

island IV 
iF AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 

XXXXTACAGCCTAGTCTTTTCTCATCACAT  
iR CAAGCAGAAGACGGCATACGATGTAATTATTTCAGGGTTGGAGTAGAATCA  

island III 
iF AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 

XXXXCTGCTTGAGTGAATACCTGT 
iR CAAGCAGAAGACGGCATACGATCACAGGCTGAGAAGTCT 

island II 
iF AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 

XXXXGCATTCATCAAGCTGTGATTAGCA  
iR CAAGCAGAAGACGGCATACGAAATCCCATAATATGTAGACTGTAGTGTTGC  

island C 
iF AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 

XXXXATGATTTGAGAGGACTATTATGC 
iR CAAGCAGAAGACGGCATACGAAGTTTGGGCTTGAGATAACA 

GT1 
iF AATGATACGGCGACCACCGAACACTCTTTCCCTACACGACGCTCTTCCGATCT 

XXXXTTCTAAAATTAAACAACAAAGTTCATG 
iR CAAGCAGAAGACGGCATACGAGGCGTCCTGTGCATTATTAA 

XXXX – Corresponds to possible barcode sequences  
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5.8 ChIP-seq 

5.8.1 Sample preparation 

Micro-dissected 20-40 GT or 70 Cloaca were crosslinked in 1% formaldehyde/PBS for 20 min 

and stored at -80oC until further processing. Chromatin was sheared using a water-bath 

sonicator (Covaris E220 evolution ultra-sonicator). Immunoprecipitation was done using the 

following antibodies, anti-CTCF (Active Motif, 61311), anti-RAD21 (Abcam, ab992), anti- 

H3K27ac (Abcam, ab4729), and H3K27me3 (Merck Millipore, 07-449). Libraries were 

prepared using the TruSeq protocol, and sequenced on the Illumina HiSeq system (100bp 

single-end reads) according to manufactures instructions.  

 

5.8.2 Data analysis  

ChIP-seq reads processing was done on the Duboule lab local Galaxy server (Guerler 

et al., 2016). Adapters and bad-quality bases were removed with Cutadapt version 1.16 

(Martin, 2011) options -m 15 -q 30 -a GATCGGAAGAGCACACGTCTGAACTCCAGT 

CAC. Reads were mapped to the mouse genome (mm10) using Bowtie2 (v2.3.4.1) 

(Langmead and Salzberg, 2012), with standard settings. The coverage was obtained as the 

output of MACS2 (v2.1.1.20160309) (Zhang et al., 2008). CTCF motif orientation was 

assessed using the CTCFBSDB 2.0 database (Ziebarth et al., 2013), with EMBL_M1 

identified motifs.  

 

5.9 ATAC–seq 

5.9.1 Sample preparation 

ATAC–seq was performed as described in (Buenrostro et al., 2013). Briefly, micro-

dissected tissues (a poll of 2 GT or 2-3 cloaca) were isolated in PBS supplemented with 10% 

Fetal Calf Serum and dissociated to single cell by collagenase treatment. After isolation, 50,000 

cells were lysed in 50 μl of lysis buffer (10 mM Tris-HCl, pH 7.4, 10 mM NaCl, 3 mM MgCl2 

and 0.1% IGEPAL CA-630), nuclei were carefully resuspended in 50μl transposition 

reaction mix (25μl TD buffer, 2.5μl Tn5 transposase and 22.5μl nuclease-free water) and 

incubated at 37 °C for 30min. DNA was isolated with a MinElute DNA Purification Kit 

(Qiagen). Library amplification was performed by PCR (10 to 12 cycles) using NEBNext 

High-Fidelity 2x PCR Master Mix (NEB, M0541S). Library quality was checked on a 
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fragment analyzer, and paired-end sequencing was performed on an Illumina NextSeq 500 

instrument (read length 2 × 37 base pairs). 

 

5.9.2 Data analysis  

ATAC-seq reads processing was done on the Duboule lab local Galaxy server 

(Guerler et al., 2016). Reads were mapped to the mouse genome (mm10) using Bowtie2 

(v2.3.4.1) (Langmead and Salzberg, 2012), (-I 0 -X 2000 --fr --dovetail --very-sensitive-

local). Reads with mapping quality below 30, mapping to mitochondria, or not properly 

paired were removed from the analysis. PCR duplicates were filtered using Picard (v1.56.0). 

Peak calling was done using MACS2 (v2.1.0.20151222) call peak (--cutoff qvalue 0.05 --

nomodel --shift -100 --extsize 200 --call-summits). The coverage was done using the center of 

the Tn5 insertion and extended on both sides by 20bp (script developed by Lucille Delisle). 

When indicated, some coverage profiles represent an average of the replicates, this was done 

by dividing each replicate by the number of million reads that fall within peaks in each sample 

(for normalization) and calculating the average coverage. 

 

5.10 RNA-seq  

5.10.1 Sample preparation 

Micro-dissected GT from different embryonic stages were individual stored at -80°C 

in RNAlater stabilization reagent (Ambion) before further sample processing. Total RNA was 

extracted from tissues using Qiagen RNeasy Plus Micro Kit (Qiagen) after disruption and 

homogenization. RNA quality was assessed using an Agilent 2100 Bioanalyser. Only samples 

with high RNA integrity number were used. Sequencing libraries were prepared according to 

TruSeq Stranded mRNA Illumina protocol, with polyA selection. RNA-seq libraries were 

sequenced on an Illumina HiSeq 2500 sequencer, as single-end reads (read length 100 base 

pairs). 

 

5.10.2 Data analysis  

Raw RNA-seq reads were aligned on the mouse mm10 genome assembly using TopHat 

2.0.9 (Yates et al., 2016). Gene expression computations were performed using uniquely 

mapping reads extracted from TopHat alignments and genomic annotations from Ensembl 

release 82 (Kim et al., 2013) FPKM (fragments per kilo- base per million mapped fragments) 
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expression levels for each gene were calculated using Cufflinks (Roberts et al., 2011). 

Differential gene expression analysis was done using DESeq2 (Love et al., 2014) in R. 
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Abstract

Despite the crucial importance of Hox genes functions during animal development, the

mechanisms that control their transcription in time and space are not yet fully understood. In

this context, it was proposed that Hotair, a lncRNA transcribed from within the HoxC cluster

regulates Hoxd gene expression in trans, through the targeting of Polycomb and consecu-

tive transcriptional repression. This activity was recently supported by the skeletal pheno-

type of mice lacking Hotair function. However, other loss of function alleles at this locus did

not elicit the same effects. Here, we re-analyze the molecular and phenotypic conse-

quences of deleting the Hotair locus in vivo. In contrast with previous findings, we show that

deleting Hotair has no detectable effect on Hoxd genes expression in vivo. In addition, we

were unable to observe any significant morphological alteration in mice lacking the Hotair

transcript. However, we find a subtle impact of deleting the Hotair locus upon the expression

of the neighboring Hoxc11 andHoxc12 genes in cis. Our results do not support any substan-

tial role for Hotair during mammalian development in vivo. Instead, they argue in favor of a

DNA-dependent effect of the Hotair deletion upon the transcriptional landscape in cis.

Author Summary

During mammalian embryonic development, Hox genes must be tightly regulated. It was

proposed earlier that part of this regulation relies upon Hotair, a long non-coding RNA
that recruits repressive protein complexes onto theHoxD gene cluster to keep these genes

silent before they become activated. A genetic deletion ofHotair in mice induced homeo-

tic transformations, thus supporting this hypothesis. However, other alleles involving this

locus gave controversial results and hence we re-assessed the effect of the full deletion of

Hotair in vivo. In our genetic background and using our analytical conditions, we could

not confirm the reported morphological alterations, nor could we detect any mis-regula-

tion ofHoxd genes in those fetal tissues whereHotair is detected in control animals. How-

ever, the genomic deletion induces the mis-regulation in-cis of the neighboring Hoxc11
andHoxc12 genes, a side-effect which may underlie a weakly penetrant alteration

observed in the shape of some tail vertebrae.
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Introduction

Hox genes encode transcription factors with crucial roles in the specification of regional identi-
ties along the body axes during development. Mutations affecting specific Hox genes typically
lead to homeotic transformations, whereby a particular body part is transformed into the iden-
tity of another one [1–4]. In mammals, following the two rounds of genome duplication that
occurred at the basis of the vertebrate lineage (see [5]), four distinct clusters of Hox genes are
found (HoxA to HoxD) (ref. in [6]). During development, Hox genes are transcriptionally acti-
vated in a precise temporal and spatial sequence, which follows their chromosomal order [7,8].
These collinear patterns of transcription are regulated at multiple levels and studies focusing
on the HoxA, HoxB and HoxD loci have revealed the importance of intricate combinations of
local and long-range cis-regulatory elements. Also, studies using micro-dissected embryonic
material have shown that the transcriptional activation of these genes, in different ontogenetic
contexts, is accompanied by major changes in both the epigenetic modifications of the sur-
rounding chromatin and its 3D spatial organization [9–11].

Long non-coding RNAs (lncRNAs) have been proposed to represent yet another layer of
regulatory control at these important developmental loci (e.g. [12–15]). Increasing evidence
indeed suggests that lncRNAs can act as regulators of gene expression, for example by interact-
ing with transcription factors and chromatin modifiers to modulate transcription during
development [16]. Several lncRNAs associated with the mammalian Hox clusters have been
identified, amongst which Hotair (Hox transcript antisense intergenic RNA), a lncRNA tran-
scribed from the intergenic region between Hoxc11 and Hoxc12 within the HoxC cluster and
the founding member of this new class of RNAs. Hotair was proposed to help repress some 5’-
located (posterior) Hoxd genes in trans, through its association with chromatin modification
complexes such as PRC2, LSD1 and CoREST/REST [13,17]. Accordingly, Hotair would recruit
or enrich this part of the HoxD cluster with Polycomb (Pc) complex, thus contributing to its
repressed state before transcription starts. This proposal was substantiated by the knockdown
of Hotair in human fibroblasts, which led to a decreased binding of Pc repressive complexes in
the HoxD cluster and to a concurrent increase in Hoxd genes expression [13].

This important function for a lncRNA in cultured human fibroblasts was however not sup-
ported by the analysis of a mouse line carrying a targeted deletion of the entire HoxC cluster
[18], i.e. including the mouse Hotair lncRNA. This deletion showed little effect in vivo, with no
alteration of Hoxd genes expression. Also, the presence and enrichment of H3K27me3 repres-
sive chromatin marks at the HoxD locus was not dramatically modified [19]. This lack of effect
was tentatively explained by the concomitant in-cis deletion of all Hoxc genes, which may have
masked or compensated a potential alteration caused by the absence of Hotair alone [20]. To
alleviate this problem, three alleles were recently produced where the Hotair transcript was
specifically targeted (Fig 1). The first allele is a targeted deletion of the two major exons of
Hotair. Mice carrying this deletion were reported to display a malformation of the wrist and
homeotic transformations of the spine, either from six lumbar vertebrae (L6) to a L5 vertebral
formula, or within the post-sacral region [20]. These phenotypes were associated with a de-
repression of Hoxd genes and of a set of imprinted genes by modulation of their chromatin
state [20]. These effects were scored in the absence of any change in the transcription of the
neighboring Hoxc11 and Hoxc12 genes, supporting a function of Hotair in trans [20].

Two additional Hotair deletion mutant alleles combined with LacZ reporter knock-in were
recently reported by Lai and colleagues [21]. The first allele deleted nearly the entire Hotair
sequence and the second one comprised a smaller deletion starting in the second exon [21]. In
both cases, while a subtle alteration of the 4th caudal vertebra was scored, the wrist and the
spine appeared normally formed, without any sign of the lumbar homeotic transformation
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Fig 1. Hotair expression in vivo. (A) Schematic representation of the wild typeHotair locus and the variousHotair deletion alleles. The deleted
DNA is in red. TheHoxC allele is from [18] and the shorter deletions in the box from [20] and [21]. (B) Whole mount in situ hybridization (WISH)
ofHotairRNAs on E12.5 wild type CD1 (left) and CBA/C57/B6 (center) control embryos and of aDel(Hotair)-/- mouse embryo (right, n = 3). No
signal was detected inDel(Hotair)-/- embryos, demonstrating the specificity of the probe.Hotair is expressed with a posterior restriction (white
dashed line), resembling the transcript distribution of either aHox11 or aHox12 gene. Black arrowheads indicate expression domain ofHotair in
the hindlimbs, hollow arrowheads indicate the limit ofHotair expression in the trunk and in the genital tubercle. The common artifact signal in the
cerebral vesicles results from incomplete opening of these vesicles and subsequent probe trapping. (C) Schematic representation of the
dissection patterns for RNA-seq. These dissections involved forelimbs (FL, dark green), hindlimbs (HL, green) and the genital tubercle (GT,
magenta), as well as three trunk sections corresponding to the lumbar/sacral (T1, light blue); sacro/caudal (T2, blue) and caudal (T3, purple)
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and wrist alterations previously reported for the deletion of both exons [20]. Due to our long-

lasting interest in the transcriptional regulation ofHoxd genes during development (e.g. [22]),

we addressed these apparently conflicting results by re-assessing the effects of deleting the

Hotair lncRNA during early mouse development, using the largest deletion allele previously

described [20]. In agreement with earlier and more recent results [19,21], we find that the dele-

tion ofHotair has no substantial effect, neither on wrist morphology, nor on the vertebral for-

mula at the lumbo-sacral level. In addition, transcriptome analyses reveal that the absence of

Hotair does not impact uponHoxd genes expression in trans, in any of the embryonic tissues

analyzed. In contrast, we observe subtle yet significant changes in the expression of the neigh-

boringHoxc11 andHoxc12 genes in the mutant mice, indicating an in-cis impact of modifying

the genomic locus. Taken together, our results strongly suggest that theHotair lncRNA has lit-

tle effect–if any- on mouse embryonic development.

Results

Hotair expression in vivo
We extended the analysis of a mouse strain that includes a deletion of the two majorHotair
exons (Fig 1A)[20]. Even though we concluded that this mutation is primarily an allele of the

HoxC cluster (see below) and hence that it should be referred to asHoxCDel(Hotair), we shall

refer to it as Del(Hotair) throughout this study for sake of simplicity. We first confirmed the

expression pattern ofHotair in vivo by whole mount in situ hybridization (WISH) using wild

type mice of two distinct genetic backgrounds (CD1 and CBA/C57/B6) as well as Del(Hotair)-/-

mouse embryos at embryonic day 12.5 (E12.5)(Fig 1B). Staining ofDel(Hotair)-/- embryos con-

firmed the specificity of theHotair probe as no signal was detected in these embryos (Fig 1B).

In contrast, wild type embryos of both genetic backgrounds showed the presence ofHotair
transcripts in the genital tubercle, the proximal part of the hindlimbs and in the caudal part of

the embryo (Fig 1B), confirming previously published data [19] and consistent with the LacZ
staining reported for theHotair knocked-in allele [21]. In both cases, staining was observed

just posterior to the lumbar region and was not scored in developing forelimbs [21].

We quantified the expression levels ofHotair with high coverage RNA-sequencing (RNA-
seq) (Materials and Methods, S1 Table). Based on the spatial expression pattern ofHotair as
determined with WISH and on the skeletal phenotypes reported in mice by Li et al. [20], we

micro-dissected both Del(Hotair)-/- and wild type E12.5 embryos into six distinct parts for

comparative RNA-seq analyses (Fig 1C). We thus separately collected the forelimbs (FL), the

hindlimbs (HL), the genital tubercle (GT), a piece of trunk corresponding to the lumbo-sacral

region (T1); a piece of trunk corresponding to the sacro-caudal region (T2) and finally, a piece

of trunk corresponding to the developing caudal region (T3, Fig 1C). As expected from the

WISH experiments, Hotair transcripts were scored in the hindlimbs, the genital tubercle and

the trunk samples T2 and T3. The highest steady-state levels ofHotair RNAs were detected in

the GT and the T3 embryonic tissues (Fig 1D, S1 Dataset). As a control,Hotair transcripts
were not detected in any tissues derived from homozygous Del(Hotair)-/-mutant embryos (Fig

1D). To better compare this dataset with published results, we analyzed in parallel the RNA-

seq data obtained from primary tail tip fibroblast (TTF), derived from both wild type and Del
(Hotair)-/-mice [20]. This analysis revealed that the expression level ofHotair in control TTF

regions. (D) Quantification ofHotair expression by RNA-seq (normalized RPKM values). (E) Quantification ofHotair expression (normalized
RPKM values) in tail tip fibroblasts (TTF), using data from [20].

doi:10.1371/journal.pgen.1006232.g001
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was very low when compared to its expression levels in the GT or the posterior T3 trunk sam-

ple (Fig 1E, S2 Dataset).

Phenotype of mice lacking theHotair lncRNA
Hotair was reported to be important for both the proper establishment of the mouse vertebral

column and for the formation of the forelimb mesopodial articulation: the wrist [20,21]. To

confirm this phenotypic effect, we inter-crossed Del(Hotair)+/-heterozygous mice and exam-

ined the skeletons of F1 animals at postnatal day 22 (P22). We investigated in particular the

three reported sites of observed alterations in mutant Del(Hotair)-/-mice [20,21]. We first

searched for potential differences in vertebral formulae, as it was reported that 58% of Del
(Hotair)-/-mice had five lumbar vertebrae, while 100% of wild type CBA/C57/BL6 mice had

six lumbar vertebrae [20].

All our mutant alleles atHox loci (see e.g. [23]) are systematically backcrossed onto mixed

(B6xCBA)F1 animals to maintain heterogeneous but similar backgrounds when comparing

experimental crosses. After bringing theHotair mutant mice [20] onto this genetic back-

ground for some generations, we found that 80% of Del(Hotair)-/-mice displayed five lumbar

vertebrae, similar to wild type littermates (Chi-square test, p-value 0.97, Fig 2A, Table 1). In
both wild type and homozygous mutant animals, the L6 formula was sporadically scored, as

well as the mixed L6/S1 vertebral type, often observed in our stocks. Despite a limited number

of specimens observed, but together with the fact that we were unable to detect specific tran-

scripts in the embryonic trunk at this vertebral level by two independent methods, we con-

clude that this lncRNA is very unlikely to have a function in the organization of this very

flexible morphological boundary (see discussion).

We next analyzed the morphology of caudal vertebrae in the post-sacral region. Previous

analyses had concluded that mice withHotair deletions had longer lateral processes on the

fourth vertebra when compared to wild type animals, with full penetrance. In our case, we

observed that three out of ten Del(Hotair)-/-mutant mice had longer processes on the fifth cau-

dal vertebra, compared to wild type (Fig 2B). This may indeed correspond to a very subtle

Fig 2. Hotair deletion has little impact, if any, on skeletal morphology. Alizarin Red and Alcian Blue skeletal staining of wild type andDel(Hotair)-/-

mice. (A) Lumbar region of wild type (left) andDel(Hotair)-/- (right). In our (B6xCBA) background, both control and mutant animals have five lumbar
vertebrae (L5), with an equally low incidence of L6 (see Table 1). (B) The sacro-caudal region of wild type (left) andDel(Hotair)-/- (right) animals, with
the black arrowhead pointing to a moderate gain of lateral protrusion in mutant caudal vertebra 5 (C5), usually not observed in control animals. (C)
Normal wrist and ankle bones in both wild type (left) andDel(Hotair)-/- (right) animals. The number and organization of mesopodial bones remained
unchanged in the mutant condition.

doi:10.1371/journal.pgen.1006232.g002
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morphological alteration in this region of the caudal spine, although the penetrance of this

light phenotype is not 100%. Unlike the lumbo-sacral and wrist alterations [20], this particular

tail vertebral morphology was also scored by Lai and colleagues when analyzing another

mutant allele ofHotair [21].
Finally, and even though we were unable to detect anyHotair transcripts in the forelimbs of

E12.5 mice embryos, unlike for hindlimbs (Fig 1B), we carefully examined both forelimb and

hindlimb skeletons of wild type and Del(Hotair)-/-mutant mice. We did not detect any alter-

ation in limb morphology (Fig 2C and Table 1), in particular in the anatomy of the wrist,

where malformations due to the loss ofHotair had been previously reported (Fig 2C). The

same conclusion was reached concerning the hindlimbs, even thoughHotair transcripts could
clearly be scored in the proximal part. Altogether, we could not reproduce the reported pheno-

typic effects ofHotair deletion at two sites, the wrist and the lumbo-sacral region, where we

were also unable to detect anyHotair transcripts. Regarding tail vertebrae, a slight effect could
indeed be observed, poorly penetrant and likely dependent on the genetic background (see

below).

Transcription profiles ofDel(Hotair)-/-mutant embryonic tissues
To more globally evaluate the effect ofHotair deletion upon developmental gene regulation,

we performed a principal component analysis (PCA) using the expression levels of all autoso-

mal protein-coding genes detected in our RNA-seq experiments (Materials and Methods). We

observed a good separation of the data according to tissue type, although the T1 and T2 sam-

ples clustered together (Fig 3). Principal component 1 (PC1), which explained 61.6% of the

total gene expression variance, separated the trunk segments (T1, T2 and T3) from the other

embryonic tissues. Likewise, the differences between GT, HL and FL were resolved along PC2,

which accounted for 12.5% of the total variance (Fig 3). Part of the variance was also explained

by the genotypes and we observed that wild type and Del(Hotair)-/- samples were separated

along PC2 (Fig 3). Of note, the same separation between wild type and Del(Hotair)-/- on PC2

was observed in all tissues, even in T1 and FL whereHotair is not expressed (Fig 3). In agree-

ment with the results from the clustering between samples, we observed high expression level

Table 1. Phenotypic analysis of wild type andDel(Hotair)-/- skeletons at post-natal day 22 (P22).

wt Del(Hotair)+/- Del(Hotair)-/-

(n = 11) (n = 11) (n = 10)

Lumbar vertebrae

L6 1 1 1

L6/S1* 2 1 1

L5 8 9 8

Wrist

normal 11 11 10

ill-formed 0 0 0

Ankle

normal 11 11 10

ill-formed 0 0 0

* Mixed identity

Various control and mutant specimen were scored for having either five lumbar vertebrae (L5), six (L6) or a

mixed L5-6/S1 vertebra. The mesopodial bones (wrist and ankle) were found normal in shape and number in

all cases.

doi:10.1371/journal.pgen.1006232.t001
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correlations among biological replicates for all tissues (S1 Fig). Furthermore, gene expression

clustering based on pairwise Euclidean distances between samples (see Materials and Meth-

ods) showed a clear separation between four different groups: the limbs (FL and HL), the GT,

the T3 trunk segment and the remaining T1 and T2 trunk segments (S2 Fig). Using this

method, we observed a separation between genotypes only when the T3 sample was

considered.

Altogether, these results point to the reproducibility of replicates and illustrate the good

separation between tissues, with the exception of the T1 and T2 trunk samples. The high simi-

larity in global gene expression between T1 and T2 likely reflects the spatial proximity of these

two tissues, even though we cannot exclude some variation in the positioning of the precise

T1/T2 boundary during dissection, which is a challenging task in such young embryos.

Expression analysis of wild type versus Del(Hotair)-/- embryonic tissues
SinceHotair was proposed to act as a repressor of gene expression in cultured fibroblasts

[13,20], we conducted tissue-specific differential gene expression analyses between wild type

and Del(Hotair)-/- samples to assess such a potential function under physiological conditions.

We only considered as significant an absolute expression fold change greater than 1.5 and we

set the false discovery rate (FDR) threshold at 5%. By using these parameters, we observed

between 64 and 588 protein-coding genes differentially expressed in the various tissues ana-

lyzed (S3 and S4 Datasets). We first compared all tissues that express Hotair in the wild type

Fig 3. Overview of gene expression patterns in wild type andDel(Hotair)-/- embryonic tissues. First
factorial map for the principal component analysis (PCA) of gene expression levels. Tissues are color-coded
(upper right corner) and the genotypes are indicated by either a circle (wild type) or a triangle (Del(Hotair)-/-).
The numbers in parentheses indicate the proportion of the variance explained by PC1 or by PC2.

doi:10.1371/journal.pgen.1006232.g003
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condition, i.e. the T2, T3, GT and HL samples, reasoning that potential differentially expressed

Hotair targets should be identified in these contexts. However, we were not able to identify any

common genes with altered expression between wild type and Del(Hotair)-/- samples (S3 Fig),

suggesting that theHotair deletion does not affect the same set of genes in all tissues analyzed.

We thus divided the differential expression analysis based on the global expression cluster-

ing results. First, we compared the trunk samples T1 (lackingHotair expression), T2 and T3.
We identified 62 down-regulated genes and 13 up-regulated genes between wild type and Del
(Hotair)-/- samples, which are shared in all trunk sections (Fig 4A and 4B). Of note, we

observed a common trend in gene expression differences in all trunk samples, even though

only some of them passed the established thresholds (Fig 4A). Gene ontology (GO) analysis

for either common down-regulated or common up-regulated genes showed no enrichment of

functional terms and the majority of differentially expressed genes were down-regulated,

which was unexpected given the previously proposed role ofHotair as a repressor [20](Fig 4A
and 4B). GO analysis of down-regulated genes in distinct Del(Hotair)-/- trunk tissues revealed
significant enrichment (FDR<10%) in functional terms related to organ development and

multicellular organismal process for most tissues (S5 Dataset). Up-regulated genes in T3 were

Fig 4. Differential expression between wild type andDel(Hotair)-/- dissected samples. A-B) Differential gene expression analysis between wild type
andDel(Hotair)-/- trunk tissues (T1, T2, T3). The absolute fold change is 1.5 and FDR 0.05. The different columns correspond to sample type and rows
correspond to differentially expressed genes. (A) Heat map of centered and scaled gene expression levels (Z-score log2 RPKM). Genes are color coded
vertically, according to tissue and expression changes between genotypes. (B) Venn diagram showing the number of down-regulated (top) and up-
regulated (bottom) genes. C-D) Differential gene expression analysis between wild type andDel(Hotair)-/- forelimbs (FL), hindlimbs (HL) and genital
tubercle (GT). The absolute fold change is 1.5 and FDR 0.05. (C) Heat map of centered and scaled gene expression levels (Z-score log2 RPKM).
Genes are color coded vertically according to the tissue and orientation of expression between genotypes. (D) Venn diagram showing the number of
down-regulated (top) and up regulated (bottom) genes.

doi:10.1371/journal.pgen.1006232.g004

Hotair Is Dispensible for Mouse Development

PLOSGenetics | DOI:10.1371/journal.pgen.1006232 December 15, 2016 8 / 27



 107 

enriched for functional terms related to metabolic and biosynthetic processes and a weak

enrichment for neuron differentiation genes was observed for T2 (S5 Dataset). Differential

expression analysis for FL, HL and GT showed no common genes with altered expression (Fig

4C and 4D). GO analyses for differentially expressed genes in these tissues showed enrichment

for functional terms related to development (S5 Dataset).

We next asked whether Polycomb target genes were preferentially up or down-regulated

uponHotair deletion. We defined putative target genes using H3K27me3 ChIP-seq data from

wild type tail tip fibroblasts [20], selecting genes with a minimum 5-fold enrichment between

H3K27me3 ChIP and input DNA in the gene promoter region (Materials and Methods) and

thus obtained 861 putative target genes (S6 Dataset). We analyzed their pattern of differential

expression in the T3 trunk sample, which includes the fetal tail and thus likely has the cell type

composition in vivomost related to tail fibroblasts. Out of the 485 putative Pc targets that were
expressed in the T3 segment (RPKM>1 in at least one wild type or Del(Hotair)-/- sample), 60

genes were significantly differentially expressed (absolute fold change> 1.5 and FDR<10%),

including 50 down-regulated and 10 up-regulated in the Del(Hotair)-/- samples (S4 Fig). This

indicates that only 17% of all differentially expressed Pc targets were up-regulated in Del
(Hotair)-/- samples, which is slightly lower than the proportion of up-regulated genes among

non-targets (25% up-regulated genes out of 564 differentially expressed non-target genes, Chi-

square test p-value 0.18). Thus, we could not detect any enrichment for up-regulation of puta-

tive Pc target genes when compared to all other expressed protein-coding genes. Therefore,

under these physiological conditions, we could not find evidence supporting a role forHotair
in setting up, maintaining or re-enforcing the repression of this set of Polycomb target genes.

While physiologically relevant, our analysis is however difficult to directly compare with the

situation in tail fibroblasts, as Polycomb occupancy naturally depends on both the tissue-type

and the developmental stage.

Expression of imprinted genes in Del(Hotair)-/- embryonic tissues
Interestingly, a subset of imprinted genes including H19 andMeg3 was shown to be up-regu-

lated upon deletion ofHotair in TTF [20]. We thus analyzed the expression status of known

imprinted genes transcribed (RPKM>1) in at least one sample (S7 Dataset). To ensure maxi-

mum sensitivity, we lowered our FDR threshold to 10% while maintaining an absolute expres-

sion fold change greater than 1.5. With these parameters, we observed a total of 21 imprinted

genes differentially expressed in our samples (S5 Fig, S7 Dataset). We found that 71% of differ-

entially expressed imprinted genes were down-regulated, while only 29% were up-regulated.

Notably,H19 andMeg3 were down-regulated in our samples, in contrast to what was observed

in TTF.

In conclusion, these global transcriptome analyses comparing Hotair deletion mutant and

wild type micro-dissected tissues revealed changes in gene expression upon deletion of the

Hotair locus. Noteworthy, we observed numerous expression changes not only in tissues that

normally express Hotair at detectable levels, i.e. the T2, T3, GT and HL samples, but also in tis-

sues like the anterior trunk (T1) or the forelimb (FL), whereHotair lncRNAs were not
detected. This suggests that such observed differences in gene expression cannot be explained

by a mere direct effect of theHotair RNA. Potential explanations to these unexpected observa-

tions are discussed below.

Hox genes expression in wild type and Del(Hotair)-/-mutant mice
The original observation, which ledHotair to become the paradigm of lncRNAs acting in

trans, was its capacity to regulate several genes members of theHoxD cluster by interacting
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with components of the Polycomb repressive complex 2 (PRC2)[13]. In contrast, no effect was

initially reported uponHoxc genes expression levels [13,20], despite the fact thatHotair is
encoded from within theHoxC locus in both humans and mice [13,19]. We re-assessed this

issue by analyzing the expression of allHox genes across our various tissue samples (Fig 5).

The global expression patterns of all fourHox clusters expectedly corresponded to previously

described expression patterns for such embryonic stage and body levels (e.g. [24,25]).

In order to detect even subtle effects ofHotair uponHox gene regulation, we lowered our
FDR threshold to 10% for differential expression analyses. Under these conditions, we detected

significant down-regulation of some anteriorHoxa genes (Hoxa3, Hoxa5 andHoxa6) in the

three trunk samples (Fig 5 and S6 Fig). Interestingly, these differences were present in all trunk

samples, including in T1 whereHotair is not expressed. We also observed a slight up-regula-

tion ofHoxb9 in HL and GT (Fig 5 and S6 Fig). Notably, in some of the tissues analyzed, we

detected significant expression changes for both Hoxc11 andHoxc12, i.e. the two genes in the

HoxC cluster that flank theHotair locus (see below).
However, in contrast with previous reports using tail fibroblasts [13,20], we did not detect

any significant change in the steady-state levels ofHoxd genes RNAs, in any of the analyzed tis-

sues (Figs 5 and 6A). To clarify this contradictory observation, we re-analyzed the previously

published RNA-seq data from both wild type and Del(Hotair)-/- TTF [20]. By implementing

our analytical pipeline, we could not detect any significant difference in expression for any of

theHoxd genes (S7 Fig, S4 Dataset). Noteworthy, the expression levels of posteriorHoxd genes

in this TTF dataset are either barely detectable or not detected at all, as for theHoxd12 gene,
for example, suggesting that previous conclusions were raised based on particularly low tran-

script levels.

Visualization ofHoxd genes expression in Del(Hotair)-/- embryos
The deletion ofHotair was claimed to alter both the expression levels and the spatial transcript

distribution of theHoxd10 andHoxd11 genes in the trunk [20]. We performed whole mount

in situ hybridization (WISH) on both wild type and Del(Hotair)-/- littermates to appreciate

potential variations in the expression domains of these two genes. By using our well established

protocol, we found thatHoxd10 and Hoxd11 transcripts showed wild type distributions in Del
(Hotair)-/-mutant specimen (Fig 6B). To more precisely evaluate any potential difference in

these expression domains between homozygous mutant and control littermates, we carried

out double WISH for theHox gene of interest in combination with a probe specific for the

MyoD gene, which allowed for unambiguous somite visualization [26]. In both wild type and

Del(Hotair)-/- embryos,Hoxd10 was expressed in the future spine up to the level of somite 26,

whereasHoxd11 was scored from somite level 29 and caudally, as previously reported [27].

NeitherHoxd10, norHoxd11 showed any detectable increase in the intensity of the signal or in

their spatial expression pattern, confirming the RNA-seq results (Fig 6A and 6B). Taken

together, these observations suggest thatHotair has no effect on the regulation ofHoxd genes,

at least in the developmental context and at the stage where the function ofHox genes is critical
for morphological development.

In-cis effect ofHotair deletion upon Hoxc genes transcription
Unlike forHoxd genes, our differential expression analyses between Del(Hotair)-/- and wild
type samples revealed modest but significant changes for both Hoxc11 andHoxc12, the two
genes neighboring theHotair locus and thus flanking the deletion breakpoint (Fig 5). To fur-

ther verify this new observation, we carefully analyzed the expression levels of bothHoxc11
andHoxc12 in all tissue samples from where RNA-seq datasets had been obtained. As expected

Hotair Is Dispensible for Mouse Development

PLOSGenetics | DOI:10.1371/journal.pgen.1006232 December 15, 2016 10 / 27



 109 

from their collinear transcription [28],Hoxc12 transcripts were mainly detected in the most

posterior T3 trunk sample. In this sample, a significant reduction in the level ofHoxc12 RNAs
was scored in Del(Hotair)-/- specimen (Fig 7A). On the other hand,Hoxc11 transcripts were
detected in the hindlimbs (HL), the genital tubercle (GT) and the T2 and T3 trunk samples. In

these tissues, we observed an up-regulation ofHoxc11 RNAs upon deletion of theHotair locus,
which was statistically significant for both HL and T3 (Fig 7B). In addition, a strong positive

Fig 5. Expression ofHox genes in the various wild type andDel(Hotair)-/- embryonic tissues.Heat map
of log2-transformed RPKM expression levels for allHox genes. The columns correspond to sample type
(indicated on top) and the rows correspond toHox genes (indicated on the right). The blue boxes point to
down-regulated genes, whereas the black boxes indicate up-regulated genes (FDR 10%, nominimal fold
change threshold).

doi:10.1371/journal.pgen.1006232.g005
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correlation between the expression levels ofHotair and Hoxc11 was detected in wild type sam-

ples (S8 Fig). The correlation was weaker between Hotair and Hoxc12 expression (S8 Fig).

We asked whether these changes in expression ofHoxc genes in some Del(Hotair)-/- samples

were accompanied by alterations in their spatial expression patterns. We analyzed the expres-

sion of bothHoxc12 andHoxc11 byWISH in Del(Hotair)-/- E12.5 embryos and wild type

Fig 6. The deletion ofHotair does not alterHoxd genes expression in embryo. (A) RNA-seq expression
profiles ofHoxd genes in both the GT and T3 tissues of wild type (green) andDel(Hotair)-/- (orange) E12.5
embryos. The Y-axis represents the per-base read coverage, normalized by dividing by the total number of
million mapped reads in the corresponding samples. The two biological replicates were pooled for this
representation and only uniquely mapping reads were used. (B) WISH ofHoxd10 andHoxd11 on E12.5 wild
type (left) andDel(Hotair)-/- (right) embryos. The dashed lines indicate the rostral limits of the expression
domains in the trunk, neural tube (black) and paraxial mesoderm (white). Adult vertebrae derive from the latter
tissue. (C) DoubleWISH for theMyoDRNAs (for somite visualization) and either theHoxd10 (upper panel) or
Hoxd11 (lower panel) on E12.5 wild type (left) andDel(Hotair)-/- (right) embryos. There was no detectable
difference in the anterior limit of expression for anyHoxd gene analyzed.

doi:10.1371/journal.pgen.1006232.g006
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littermates. We did not observe any change forHoxc12 expression, neither in the transcript

domain, nor in the intensity of RNA signal (Fig 7C). In contrast, Del(Hotair)-/- embryos

showed a clear rostral expansion of theHoxc11 transcript domain in the trunk, as well as an

increased signal intensity in both the hindlimb buds and the trunk, in agreement with our

RNA-seq data (Fig 7D).

The local impact of deleting the Hotair locus
To understand more precisely the reason why the deletion of theHotair locus impacted the

transcription of the flanking Hoxc genes, we analyzed in details the RNA-seq profiles of the

region comprising Hoxc12, Hotair andHoxc11. We first asked if all transcript isoforms derived

from theHotair locus were abrogated in the Del(Hotair)-/- allele and observed that the deleted

region almost perfectly coincides with the annotated boundaries of the locus in the mouse.

However, the inspection of the RNA-seq profiles in tissues that transcribe Hotair RNA
revealed the existence of larger transcripts, extending over at least 2.4 kb upstream of the anno-

tated promoter (Fig 8A). Although we cannot determine the precise location ofHotair tran-
scription start site(s), the presence of continuous transcription upstream of the annotated gene

boundaries indicates that at least one, and probably two of the possibleHotair promoters were

not deleted. Indeed in Del(Hotair)-/- tissues, we detected transcripts initiating upstream of the

annotated Hotair promoter, for instance within theHoxc11 intron, and spanning over the
deleted region (Fig 8A).

Fig 7. The deletion ofHotair affects the expression of the neighboringHoxc11 andHoxc12 genes.Hoxc12 (A)
andHoxc11 (B) expression (normalized RPKM values) in the various dissected tissue samples for wild type (green) and
Del(Hotair)-/- (orange) E12.5 embryos. The asterisk* indicates those samples where significant differences in transcript
levels between genotypes were scored (FDR 10%). (C) WISH using theHoxc12 probe in both wild type (left) andDel
(Hotair)-/- (right) E12.5 embryos. The spatial expression ofHoxc12 remains globally unchanged. D) WISH ofHoxc11 in
wild type (left) andDel(Hotair)-/- (right) E12.5 embryos. The arrows indicate the slight anterior shift in the expression
profile and the increase in signal intensity in the mutant genotype.

doi:10.1371/journal.pgen.1006232.g007

Hotair Is Dispensible for Mouse Development

PLOSGenetics | DOI:10.1371/journal.pgen.1006232 December 15, 2016 13 / 27



 112 

Fig 8. In-cis effects of theHotair deletion on the local transcriptional activity. A) RNA-seq expression profiles of the genomic region neighboring
Hotair in both the developing genitalia (GT, four profiles on top) and the most posterior trunk tissue sample (T3, four profiles at the bottom) from either
wild type (green) andDel(Hotair)-/- (orange) E12.5 embryos. In the wild type GT, only theHoxc11 gene is expressed along withHotair on the opposite
strand, which shows at least three putative start sites (arrows, TSS1 to TSS3). In the mutant GT, a long form of a new lncRNA (AntiHotair) now extends
(grey box) on theHoxDNA strand, going over the deleted region up to theHoxc11 promoter. On the opposite DNA strand, theHotair TSS2 and TSS3
are still functional and produceGhost of Hotair (Ghostair), yet another new species of lncRNA, specific for theDel(Hotair)-/- allele (in orange) and
absent from the control allele (in green). A similar situation is observed in the T3 trunk sample, except thatHoxc12 and AHotair are also expressed
there. In the native locus, anti-Hotair is produced and meets with the end of theHotair transcript. In the deleted allele,Ghostair is produced by the
remainingHotair TSS and terminates close to the 3’ end of theHoxc12 transcript (bottom two profiles). The gray boxes indicate the genomic regions
used for the expression quantifications of AHotair, LAHotair andGhostair. The Y-axis represents the per-base RNA-seq read coverage, normalized by
dividing by the total number of million mapped reads in the corresponding samples. The two biological replicates were pooled for this representation
and only uniquely mapping reads were used. B-D) Expression values (normalized RPKM) for AHotair (B), LAHotair (C) andGhost of Hotair (D) in all
tissue samples. Genotypes are color-coded with wild type in green andDel(Hotair)-/- in orange. The asterisk* indicates those samples where significant
differences in expression were scored between the two genotypes (FDR 10%).

doi:10.1371/journal.pgen.1006232.g008

Hotair Is Dispensible for Mouse Development

PLOSGenetics | DOI:10.1371/journal.pgen.1006232 December 15, 2016 14 / 27



 113 

In contrast to its multiple start site(s),Hotair displayed a very sharp transcription termina-

tion site. In wild type tissues, transcription ofHotair terminated at the annotated site, with vir-

tually no RNA-seq reads mapped downstream of this position (Fig 8A). However, in the Del
(Hotair)-/- samples, we observed transcription downstream of the deleted locus terminating

within 100bp of theHoxc12 termination site (Fig 8A). The presence of this extended transcript,

which likely derives from one of the nativeHotair promoters (as predicted with a de novo tran-
script assembly procedure, S9 Fig), likely resulted from the deletion of the wild typeHotair ter-
mination signals (Fig 8A). To quantify this gain of transcription, we counted RNA-seq reads

mapping on the region between the annotatedHotair termination site and theHoxc12 termi-

nation site, on theHotair strand. We referred to this transcript, which only appears upon dele-

tion ofHotair, as Ghost of Hotair (Ghostair). We observed significant gains of Ghostair
transcription in Del(Hotair)-/- samples, in all tissues that expressedHotair in the wild type con-

dition, i.e. the hindlimb buds, the genital bud and the two trunk samples T2 and T3 (Fig 8B).

Ghost of Hotair and Anti-Hotair
Subsequent analyses of the RNA-seq profiles revealed an additional un-annotated promoter

sequence, yet located on theHox DNA strand. This promoter lies betweenHoxc12 and Hoxc11
and overlaps with a CpG island (Fig 8A). In the wild type situation, it generates a relatively

short, poorly abundant and un-spliced transcript, ca 1.8kb in size. The estimated termination

site for this transcript was found within the region deleted in Del(Hotair), close to the termina-

tion ofHotair itself on the other strand. Accordingly, we refer to this short transcript as Anti-
Hotair (AHotair). In Del(Hotair)-/- samples, this CpG island promoter was still active, giving

rise to a much longer AHotair transcript (Fig 8A, long AHotair or LAHotair), consistent with
the deletion of its termination site. We did not observe any clear boundaries between this

extended transcript and Hoxc11, suggesting that this AHotair RNA could leak onto theHoxc11
transcription unit. This was confirmed by a de novo transcript assembly procedure (see Materi-

als and Methods, S9 Fig).

To quantify this gain of transcription from theHox strand, we further defined two tran-

scribed regions; The first one largely corresponded to the short Anti-Hotair transcript detected
in wild type samples, starting at the CpG island promoter and ending at the boundary of the

deleted region (Fig 8A). The second one, long AHotair, corresponded to the longer transcript

observed in Del(Hotair)-/- samples, starting at the deleted region boundary and ending at the

annotated Hoxc11 transcription start site (Fig 8A). In agreement with our observations based

on the RNA-seq profiles, we detected significant increases in expression for both AHotair and
LAHotair in Del(Hotair)-/-mutant tissues (Fig 8C and 8D). Therefore, the deletion of the two

annotated exons ofHotair [20] had a previously ignored important impact in cis by generating
two new transcripts, which may potentially interact with the transcription of neighboring

Hoxc genes.

Discussion

Homeotic versusHomeopathic phenotypes
In this study, we have re-investigated the phenotypic and molecular effects of deleting the

Hotair lncRNA on mouse development in vivo, as reported in [20]. In this previous study,

three phenotypic differences between wild type and Del(Hotair)-/-mice were reported, namely

wrist malformation, a posterior homeotic transformation from lumbar vertebra L6 to sacral

vertebra S1 identity and a mild anterior homeotic transformation of the 4th caudal vertebra.

We did not detect any wrist malformation, nor did we see any substantial homeotic phenotype

in the lumbar region of mutant animals, thus contradicting two of the three reported
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phenotypic effects of theHotair deletion. InMus musculus, the lumbo-sacral transition shows

great variability between L5 and L6 depending on the inbred strain considered and the total

number of pre-sacral vertebrae. In fact, this number not only varies between inbred strains but

also within the same strain and can even be biased by the sex of the animal [29]. Therefore,

this region must be considered with great care before concluding on the presence of a homeo-

tic transformation.

We note that another study involving two distinct deletion alleles ofHotair–though of

smaller extents- also failed to confirm these latter two phenotypic effects [21]. The lack of effect

ofHotair deletion upon wrist morphology is consistent with the absence of any detectable

Hotair transcripts in mouse embryonic forelimbs (Fig 1) also reported previously [19] and by

[21] using a sensitive lacZ reporter transgene system. Regarding the reported L5 to L6 transi-

tion, it is noteworthy that in wild type animals, detectable expression of Hotair in the paraxial

mesoderm, i.e. in the mesodermal tissue that will generate the vertebrae, barely reaches the

level of the lumbo-sacral transition, a transition labeled by its neighboring Hoxc11 gene
[30,31]. This makes a more anterior (at the L5 to L6 transition) Hotair loss-of-function depen-

dent gain of function phenotype due toHoxd genes difficult to understand.

Our analyses did nevertheless reveal a subtle difference between wild type and Del(Hotair)-/-

mice in the morphology of the post-sacral caudal vertebrae. Although this observation is in

agreement with one of the previously described morphological alterations [20,21], we note

that the penetrance of the mutant phenotype is much lower than the 100% reported by [20].

Also, such an anterior transformation should reflect a loss of function rather than the effect of

de-repressed Hox genes [1,3], as already scored in some instances, for example when abrogat-

ing the function of the nearby locatedHoxc13 gene [32]. Moreover, we also observed variations

in these vertebral morphologies amongst wild type animals. A potential explanation for the

observed difference in phenotypic penetrance may reside in the genetic background of the ani-

mals. In this work, we used a mixed CBAxBL/6 strain, while previous studies used a BL/6 back-

ground. This relatively mild difference in genetic backgrounds may account, at least in part,

for the discrepancy regarding the penetrance of this weak and physiologically poorly signifi-

cant morphological transformation. Should this be the case, we would still have to conclude

that the previously reported phenotypic effects ofHotair deletion are not only very mild but

also inbred strain-specific, definitely arguing against a general role–even minor- ofHotair dur-
ing mouse development. Accordingly, we would refer to these phenotypic alterations as

homeopathic rather than homeotic [20].

The effects of the Hotair deletion in trans
Using sensitive RNA-seq measurements, we showed that the expression of hundreds of genes

changed significantly upon deletion of theHotair locus in vivo. However, none of these changes

in gene expression could be reconciled with the suggested role forHotair in silencing gene

expression in vivo [20]. In particular, the initial proposal thatHotair RNA acts in trans to repress
the expression of posteriorHoxd genes and of a subset of imprinted genes via the recruitment

of the PRC2 complex [13,20] was not supported by our results. Indeed we did not note any sig-

nificant change either in the levels, or in the spatial distribution ofHoxd transcripts, in any of

the tissues analyzed. Also, when a larger set of putative Pc target genes was considered, the same

conclusion was reached (S4 Fig). Finally, the majority (71%) of the differentially expressed

imprinted genes including the reportedHotair targetsH19 andMeg3, were down- rather than
up-regulated in Del(Hotair)-/-mutant samples, again in contradiction with previous results.

Therefore, our results are at odds not only with the phenotypic outcome of theHotair dele-
tion, but also with its effects upon gene expression [20]. One potential explanation to these
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serious discrepancies may be that the regulatory effect ofHotair is highly specific for tail tip or
foreskin fibroblasts, which were previously used for functional investigations [13,20], whereas

not at work in vivo, precisely in those embryonic tissues whereHotair is expressed at the high-

est levels. Indeed bothHotair andHoxd genes transcripts are rather abundant in our tissue

samples, while they are very weakly present in murine tail tip fibroblasts (Fig 1, S7 Fig). Unless

Hotair would function more efficiently at low concentrations, we conclude that our in vivo sys-
tem is better suited to reveal the role ofHotair, if any.

Another possibility is that the function ofHotair might not be exerted at the developmental

stage analyzed (E12.5) but instead, at other time points. This explanation is nevertheless not

compatible with the absence of phenotypic effects on skeletal morphology at P22, which

should still be scored, should the deletion ofHotair deregulate target genes at other develop-
mental stages. Also, the various genetic backgrounds may influence the penetrance of the phe-

notype (see above) and, by genotyping through theHotair deleted locus, one may select for

one particular haplotype associated with the mutant allele, which may result in some differen-

tial gene expression. Finally, it remains possible that a few hours difference in the developmen-

tal timing may lead to substantial relative variations in amounts of transcripts for many genes,

in particular at an embryological stage where many important differentiation events occur.

In this context, it must be noted that the settings used for our transcriptome analyses over-

lap in sensitivity with the biological variations of the system itself, as seen for example with the

variation in the level ofHotair in the GT replicate samples (Fig 1). Such differences can be due

to intrinsic variations, yet most likely to slight variations in the micro-dissection plans or in

the developmental stage of littermate embryos, or both. For example, a slight variation in the

thickness of the piece in the trunk would elicit quantitative differences inHox gene expression,
whereas the depth of the piece (trunk) or the proximal level of the section (limbs, genitalia)

may involve another presumptive tissue type, leading to large qualitative differences in tran-

scripts. In fact, many of the strongest differentially expressed genes are clearly unrelated to

those developmental processes involved in the potential morphological or molecular pheno-

types under scrutiny (S10 Fig). This would also explain that differences are seen even in those

samples where neitherHotair, norHoxc11 are expressed. Accordingly, we do not interpret
these results as reflecting changes in biological processes but, instead, as a sign of the sensitivity

and intrinsic variations of our in embryo approach.

The effects of the Hotair deletion in cis
When investigating the roles of lncRNAs by genetic approaches in vivo, it is often problematic

to separate the lncRNA-dependent effects from those generated by the manipulation of the

corresponding genomic locus [33].Hotair is transcribed from within theHoxC cluster, a

tightly packed and gene-dense locus, and its deletion was reported to have no consequence on

the transcription of the neighboringHoxc genes at the developmental stage and cell types

examined [20]. Here again, our results in embryo contradict this view and showed that the

expression levels of both Hoxc11 andHoxc12 changed upon deleting theHotair locus. We

observed an extension in the spatial distribution ofHoxc11 transcripts in both the trunk and

the hindlimbs of Del(Hotair)-/-mutant specimens. Upon examination of the datasets of [20],

we also found differences forHoxc10 andHoxc12 between wild type and Del(Hotair)-/- tail tip
fibroblasts (S7 Fig). Therefore, the deletion of theHotair locus had a significant impact in cis
onHoxc gene expression, in both in vivo and in vitro systems.

This was confirmed by the observation of Ghost of Hotair (Ghostair), a novel RNA pro-

duced by the anti-Hox strand in the deletion mutant allele. This transcript initiates at one of

the alternative Hotair promoters, which was not included into the deletion, and terminates
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close to the 3’ end of theHoxc12 transcript on the opposite strand. Our analysis also revealed

the existence of AntiHotair, a previously un-annotated transcript on theHox strand, derived
from a CpG island promoter located close to the 3’ end ofHotair. While in the wild type situa-

tion this transcript remains relatively short and ends within the region targeted by theHotair
deletion, a longer AntiHotair transcript was produced in Del(Hotair)-/- samples with no clear

separation withHoxc11. As a consequence, this transcript could leak ontoHoxc11, acting as an
alternative 5’ un-translated region, which gives a mechanistic basis for the light gain ofHoxc11
expression in Del(Hotair)-/- tissues (Fig 9). Such in-cis effects on the local transcription land-

scape by deleting transcription termination signals on both strands are likely independent

from any possible Hotair function.

Hotair back into context
TheHotair lncRNA is transcribed from within theHoxC gene cluster [13], i.e. one of the most

gene-dense and GC-rich regions of mammalian genomes [34]. Due to the particular regulatory

strategy at work on the fourHox gene clusters [8], any endogenous or exogenous promoter

present within such a gene cluster will be transcribed at the place and time where the neighbor-

ingHox genes will be activated. The transcription ofHotair is no exception to this rule, for

transcripts are found posteriorly, roughly matching the expression domains ofHoxc11 or
Hoxc12. While it is indeed possible thatHotair exerts a genuine function during development,

for example by micro-tuning the transcription ofHoxc genes in cis, the question as to whether

or not this RNA could be a mere by-product of the complex regulation occurring in the gene

cluster remains open, in our opinion.

Fig 9. Schematic summarizing the data shown in Fig 8. In a wild type situation and at a body level anterior toHoxc11 expression (from
example in the upper lumbar region such as L3 or L4),Hoxc10 is active whereas the whole posterior part of theHoxC cluster is repressed (top
left). OnceHoxc11 andHoxc12 become activated, in more posterior regions of the body, both theHotair and the AntiHotairRNAs are
produced, from the anti-Hox andHoxDNA strands, respectively (top, right). Upon deletion of theHotair locus, the posterior HoxC cluster
remains closed for transcription in the anterior parts of the body (bottom, left). In contrast, the activation of theHoxc11 region (bottom right)
triggers the transcription ofGhostair on the opposite DNA strand, which meets the 3’ end of theHoxc12 transcription unit, perhaps causing
the light decrease inHoxc12mRNAs. On theHox strand, the anti-Hotair RNA can now cross over the deleted region and contribute to the
transcription ofHoxc11, perhaps inducing the observed light gain of expression of the latter gene.

doi:10.1371/journal.pgen.1006232.g009

Hotair Is Dispensible for Mouse Development

PLOSGenetics | DOI:10.1371/journal.pgen.1006232 December 15, 2016 18 / 27



 117 

In any case, a potential mis-regulation ofHoxc genes should be carefully considered when

investigating Hotair functions. This is desirable not only when studying developmental pheno-

types [18,19,35], where it may represent a confounding factor due to the known roles ofHoxc
genes there, but also when studying the roles ofHotair in other biological processes including

human diseases. For instance, it was reported thatHotair is overexpressed in breast cancer and

that this RNA regulates metastasis by reprogramming chromatin via Polycomb complexes

[36]. Our analysis of expression data obtained from a cohort of cancer samples [37] revealed a

strong positive correlation betweenHotair andHoxc11 expression (S8 Fig), also observed in

our mouse wild type samples (S8 Fig). Therefore, whileHotair may indeed be involved in a

variety of cancer conditions, it is likely that its over-expression in cancer cells is accompanied

byHoxc11 over-expression, which may again confound the observed phenotypes.

Conclusion
Thus far, four different alleles have been studied, which partially or entirely removed the

Hotair lncRNA and no consensus has been found regarding a potential function of this RNA

during mouse development [19–21]. In our hands,Hotair has no function during mouse

development, a fortiori when the regulation ofHoxd genes in trans is concerned. The deletion
of the locus engineered by [20] induces modifications in the transcription of someHoxc genes,
through complex re-allocations of promoter and termination sites leading to novel RNA spe-

cies. This mis-regulation ofHoxc gene transcription may have a slight effect upon some verte-

bral morphologies, yet this impact–if any- would be poorly penetrant and inbred strain-

specific, i.e. of little interest for our understanding of developmental processes at large. Yet

another allele would be necessary to solve these discrepancies, whereby the CRISPR-cas9 tech-

nology would help abrogate theHotair transcription without substantially modifying the in-cis
environment. At this point however, we do not see the urgency of increasing the number of

mutant alleles at this locus, as confounds due to genetic background differences may always

blur the resolution of such subtle effects.

Materials and Methods

Mouse strains
The Del(Hotair) mouse strain was described in [20] and kindly provided by Dr. H. Chang.

Heterozygous mice were crossed back onto a mixed CBAxC57/B6 background (Charles

River). Wild type, heterozygous and homozygous mutant embryos were obtained by inter-

crossing heterozygous mice. Genotyping was performed by PCR analysis on individual yolk

sac lysates using the following primers:

Wild type (F)–CCTTATTCTCCCGGAGCCTAGC

Wild type (R)–CTGCCTCTGGCTCCACTCC

Del(Hotair)-/- (F)–CCTTGCCAACGTGTGGCTTCC

Del(Hotair)-/- (R)–CCAAGTCTACCGCTACACTGGC

Ethics statement
Maintenance of, and experiments on animals were approved by the Geneva Canton ethical

regulation authority (authorization GE/81/14 to D.D.) and performed according to Swiss law.
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Whole-mount in situ hybridization
Whole-mount in situ hybridizations (WISH) were performed according to standard protocols.

Embryos were dissected in PBS and fixed from overnight in 4% paraformaldehyde (PFA),

washed in PBS, dehydrated and stored in 100% methanol at –20˚C. Both Del(Hotair)-/- and
control wild type E12.5 littermates embryos were processed in parallel to maintain identical

conditions throughout the WISH procedure. DIG-labeled probes for in situ hybridizations

were produced by in vitro transcription (Promega) and detection was carried out using an

alkaline phosphatase conjugated anti-digoxigenin antibody (Roche). WISH probes templates

were previously described in:Hotair [19];Hoxd10 and Hoxd11 [27];Hoxc11 [35]; Hoxc12 [34]
andMyoD [26].

Skeletal Preparation
Whole mount skeletal preparation of P22 animals was done with standard Alcian blue/Alizarin

red staining protocols.

RNA extraction and RNA-seq library preparation
Embryonic tissues were stored at -80˚C in RNAlater stabilization reagent (Ambion) before

genotyping. After genotyping and embryo sorting, total RNA was extracted from tissues using

QIAGEN RNeasy Plus Micro Kit after disruption and homogenization. RNA quality was

assessed using an Agilent 2100 Bioanalyser. Only samples with high RNA integrity number

were used. Sequencing libraries were prepared according to TruSeq Stranded mRNA Illumina

protocol, with polyA selection. RNA-seq libraries were sequenced on an Illumina HiSeq 2500

sequencer, as single-end reads (read length 100 base pairs). We obtained between 36 and 54

millions of raw RNA-seq reads for each sample (S1 Table).

RNA-seq processing and gene expression estimation
Raw RNA-seq reads were aligned on the mouse mm10 genome assembly using TopHat 2.0.9

[38]. Gene expression computations were performed using uniquely mapping reads extracted

from TopHat alignments and genomic annotations from Ensembl release 82 [39]. We filtered

the annotated transcript isoforms for protein-coding genes, keeping only transcripts annotated

as ‘protein-coding’, thus discarding transcripts flagged as ‘retained_intron’, ‘nonsense-medi-

ated decay’ etc. ForHox genes, we manually inspected annotated transcripts and retained only

the canonical isoform for each gene, discarding read-through transcripts and retained introns.

For non-coding genes, all annotated isoforms were kept. We then constructed ‘flattened’ gene

models by combining the exon coordinates from all retained isoforms and counted the num-

ber of unique reads that aligned on these exons. We discarded reads that aligned on two or

more overlapping genes on the same strand, as well as reads containing more than 2 mis-

matches or small insertions or deletions. We computed RPKM (Read per Kilobase of Exon per

Million mapped reads) expression levels for each gene based on the unique read counts. The

total number of mapped reads was computed on the entire nuclear genome, discarding reads

that mapped on the mitochondria. RPKM expression levels were then further normalized

across samples with a median scaling procedure, using as a standard the 100 genes with the

least expression rank variation across samples, found in the 25%-75% range of expression lev-

els [40]. As a control, we also computed expression levels using all TopHat mapped reads and

the multi-read and fragment bias correction procedures implemented in Cufflinks [41]. The

same procedure was applied for previously published tail tip fibroblast RNA-seq samples [20].

The RNA-seq data presented in this previous publication were also strand-specific and
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generated with a dUTP protocol that sequences the antisense mRNA strand like the TruSeq

Stranded mRNA protocol.

Statistical analyses and graphical representations
The principal component analysis (PCA) was performed using the dudi.pca function in the

ade4 package in R [42]. The input table for the PCA consisted of log2-transformed RPKM

expression levels, for all protein-coding genes that had RPKM>1 in at least one of our sam-

ples. The data was centered (meaning that the mean expression levels were brought to a value

of 0 for each gene, removing between-gene variations in expression levels) but not scaled prior

to the PCA analysis. Euclidean distances between samples were computed with the standard

dist function in R and clustered using the hierarchical clustering method (hclust). All statistics

and graphical representations were done in R.

Differential expression analyses
We tested for differential gene expression using DESeq2 [43] in R. Specifically, we contrasted a

generalized linear model that explains the variation in read counts for each gene, as a function

of the genotype (wild type or Del(Hotair)-/-) with a null model that assumes no effect of the

genotype. The analyses presented in the manuscript were performed with the likelihood ratio

test (LRT); the Wald test was performed as a control and results are provided in the supple-

mentary datasets. The tests were performed separately for each tissue. The p-values were cor-

rected for multiple testing with the Benjamini-Hochberg approach, for all six tissues at the

same time. The same procedure was applied for previously published tail tip fibroblast RNA-

seq samples, which included wild type, heterozygous Del(Hotair)+/- and homozygous Del
(Hotair)-/- samples. In this case, we performed three separate pairwise comparisons between

the three genotypes.

Gene ontology enrichments
We tested for gene ontology (GO) enrichment in the sets of differentially expressed genes using

the GOrilla webserver [44]. Each enrichment analysis compared two lists of genes, the focal list

containing differentially expressed protein-coding genes (up-regulated and down-regulated

genes analyzed separately) and the background list containing all protein-coding genes

expressed in the corresponding samples. To construct the background list, we computed the

minimum number of reads observed for differentially expressed protein-coding genes, summed

across all relevant samples and selected all genes that had equivalent or higher read counts.

Prediction of Polycomb target genes
To obtain a list of putative Polycomb target genes, we analyzed chromatin immuno-precipita-

tion followed by sequencing (ChIP-seq) data for H3K27me3 and corresponding input data,

from wild type tail tip fibroblasts [20]. We mapped the ChIP-seq data on the mm10 mouse

genome using Bowtie 2 [45]. We removed identical ChIP-seq reads to avoid biases stemming

from PCR duplication and we kept unambiguously mapped reads with at most two mis-

matches. We computed the average H3K27me3 and input read coverage in the promoter

region (defined as 2kb upstream the annotated transcription start site) for each Ensembl-

annotated transcript. The same conclusions were reached when defining promoter regions as

4kb regions centered on the TSS (S6 Dataset). The read coverage was normalized by dividing

by the total number of million mapped reads for each sample. We defined putative Polycomb
targets as those genes for which the ratio between the H3K27me3 and input was at least 5, and
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for which the absolute H3K27me3 normalized coverage was at least 0.1. We discarded genes

that had satellite repeats in the promoter regions as we observed that these repeats are enriched

in H3K27me3 marks (likely as an artifact).

Imprinted genes
The list of known mouse imprinted genes was extracted from http://www.geneimprint.com.

De novo transcript assembly at the HoxC locus
We used RNA-seq data from our Del(Hotair)-/- samples, combined across all six tissues, to pre-

dict transcript sequences for Ghostair and AntiHotair. To do this, we first split each RNA-seq

reads into three segments and aligned them with Bowtie 2 on the DNA sequence delimited by

Hoxc12 andHoxc11. We then extracted all RNA-seq reads that mapped at least partially onto

this region and assembled transcripts de novo using Trinity [46] setting SS_lib_type = R since

our data was strand-specific. We kept Trinity contigs with a minimum length of 1000bp and

aligned them on the mouse chromosome 15 using BLAT [47]. We manually excluded small,

repetitive BLAT hits. See also S8 Dataset.

Expression data in cancer samples
To study the correlation betweenHotair expression and the expression of neighboring genes

Hoxc11 andHoxc12, we analyzed gene expression levels (RPM = reads per total million

mapped reads) for a cohort of cancer samples [37].

Supporting Information
S1 Fig. Correlations between biological replicates. The scatterplots show the correlation of

log2-transformed RPKM expression levels of all expressed protein coding genes between bio-

logical replicates (Pearson and Spearman correlation coefficients). FL, Forelimbs; HL, hin-

dlimbs; GT, genital tubercle; T1, T2, T3; trunk samples corresponding to either the lumbo-

sacral, the sacro-caudal region or the caudal region, respectively.

(TIF)

S2 Fig. Pairwise Euclidean distances between samples.Hierarchical clustering and heat map

of pairwise Euclidean distances between samples, computed on log2-transformed RPKM

expression levels of all protein coding genes. The distances are color-coded, with blue repre-

senting small distances and yellow large distances.

(TIF)

S3 Fig. Numbers of differentially expressed genes, in common among tissues. Venn dia-

grams of differential expression analysis results (fold change> 1.5 and FDR< 0.05) for all tis-

sue samples that express Hotair in the wild type condition (T2, T3, GT and HL). (A) Venn

diagram showing the down-regulated genes. (B) Venn diagram showing up-regulated genes.

(TIF)

S4 Fig. Differential expression for candidate Polycomb target genes in the T3 trunk sample.

(A) Volcano plot representing the log2 fold change and the false discovery rate (log10-trans-

formed) for candidate Polycomb target genes (see Materials andMethods) in T3. The direction of

expression changes is color-coded, with red showing down-regulated genes and green up-regu-

lated genes. Non-significant genes are in blue. (B) Barplot representing the percentage of up-reg-

ulated and down-regulated genes for candidate Polycomb targets (left) and other genes (right).
(TIF)
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S5 Fig. Expression of known imprinted genes in wild type andDel(Hotair)-/- embryonic tis-

sues.Heat map of log2-transformed RPKM expression levels of all imprinted genes (extracted

from http://www.geneimprint.com) expressed in our samples (RPKM>1, S7 Dataset). The col-

umns correspond to samples and the rows correspond to imprinted genes. Blue boxes indicate

down-regulated genes whereas black boxes indicate up-regulated genes (fold change> 1.5 and

FDR< 10%).

(TIF)

S6 Fig. Expression ofHoxa andHoxb genes in wild type andDel(Hotair)-/- dissected embry-

onic tissues. (A) RNA-seq expression profiles of theHoxA genomic region in the trunk T1

(top), T2 (middle) and T3 (bottom) samples of either wild type (green) or Del(Hotair)-/-

(orange) E12.5 embryos. Very subtle differences are scored (arrows), which are nevertheless

considered as significant using our analytical parameters (see also Fig 5). The Y-axis represents

the per-base RNA-seq read coverage, normalized by dividing by the total number of million

mapped reads in the corresponding samples. The two biological replicates were pooled for this

representation and only uniquely mapping reads were used. (B) RNA-seq expression profiles

of theHoxB genomic region in the hindlimbs (HL, top) and genital tubercle (GT, bottom) of

either wild type (green) or Del(Hotair)-/- (red) E12.5 embryos. There again, the difference

observed forHoxb9 (Fig 5) is weak yet considered as significant in our conditions

(FDR< 10%, no fold change threshold).

(TIF)

S7 Fig. Expression ofHox genes in tail tip fibroblasts (TTF). Bar plots showing the quantifi-

cation of allHox genes expression by RNA-seq (normalized RPKM values) in TTF. Datasets

are from [20]. The FDR of the differential expression test (likelihood ratio test in DESeq2)

between wild type and Del(Hotair)-/- samples is indicated in red above each gene.

(TIF)

S8 Fig. Correlations between the expression levels ofHotair and of the neighboringHoxc
genes. (A) Scatterplot of log2-transformed RPKM expression levels forHotair andHoxc11
shows excellent correlation (R = 0.898). (B) Scatterplot of log2-transformed RPKM expression

levels forHotair andHoxc12 with a lower correlation coefficient (R = 0.592). The various tis-

sues samples are represented by a color code and the genotypes are indicated by either a circle

(wild type), or a triangle (Del(Hotair)-/-) (C) Scatterplot of log2-transformed RPM expression

levels forHotair and theHoxc11 gene in a cohort of 376 cancer samples [37], showing a high

correlation coefficient (R = 0.92). (D) Scatterplot of log2-transformed RPM expression levels

forHotair and theHoxc12 gene in the same cohort as in C)[37], showing a lower correlation

coefficient (R = 0.66). The Pearson correlation coefficients are shown above the plot.

(TIF)

S9 Fig.De novo transcript assembly in theHoxC cluster for a pool of the various samples

inDel(Hotair)-/-mutant specimens. (A) Existing annotations forHoxc11, Hoxc12 andHotair,
as extracted from the Ensembl database. (B) Variation in the RNA-seq reads coverage at the

vicinity ofHotair. TheHox and anti-Hox strands are depicted separately. The Y-axis represents
the per-base RNA-seq read coverage, normalized by dividing by the total number of million

mapped reads in the corresponding samples. All our Del(Hotair)-/- samples were pooled for

this representation and only uniquely mapping reads were used. (C) Genomic coordinates of

de novo assembled transcripts, as predicted by Trinity on the basis of Del(Hotair)-/- RNA-seq
data and mapped on the genome with Blat (excluding repetitive hits). The different isoforms

assigned to a single gene were combined for this representation. Note that transcripts may be

fragmented, in particular at repeats and low complexity regions. We observe transcripts
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crossing the deleted region on both theHox strand (Trinity identifier TR5603|c0_g3) and the
anti-Hox strand (Trinity identifier TR5645|c0_g1). (D) Positions of repeated elements in the

vicinity ofHotair.
(TIF)

S10 Fig. Top differentially expressed genes in embryonic tissue samples. The volcano plots

show the log2 fold change and the false discovery rate (log10-transformed) for differentially

expressed genes (fold change> 1.5 and FDR< 0.05) in the various tissue samples. The top dif-

ferentially expressed genes are highlighted in red (fold change> 4 and FDR< 0.00001).

Dashed lines mark absolute fold changes of 2 and 4. FL, Forelimbs; HL, hindlimbs; GT, genital

tubercle; T1, T2, T3; trunk samples corresponding to either the lumbo-sacral, the sacro-caudal

region or the caudal region, respectively.

(TIF)

S1 Dataset. Gene expression data for wild type andDel(Hotair)-/- embryonic mouse tissue

samples.Data are from forelimb buds (FL), hindlimb buds (HL), genital tubercle (GT) and

the trunk T1, T2 and T3 samples. Numbers of uniquely mapped reads and RPKM/FPKM val-

ues are provided in separate files.

(TGZ)

S2 Dataset. Gene expression for either wild type,Del(Hotair)+/- orDel(Hotair)-/- tail tip
fibroblasts (TTF), after re-analysis of the RNA-seq datasets from Li and colleagues [20].

Numbers of uniquely mapped reads and RPKM/FPKM values are provided in separate files.

(TGZ)

S3 Dataset. Differential expression analyses comparing wild type andDel(Hotair)-/-mouse

tissue samples. Data are from the FL, HL, GT, T1, T2 and T3 and are provided in separate

files.

(TGZ)

S4 Dataset. Differential expression analyses comparing wild type, Del(Hotair)+/- andDel
(Hotair)-/- tail tip fibroblasts (TTF), after our re-analysis of the RNA-seq data from [20].

(TGZ)

S5 Dataset. Gene ontology (GO) enrichment analysis, contrasting genes that are differen-

tially expressed between wild type andDel(Hotair)-/-mouse tissues from a background set

of genes expressed at comparable levels in the same tissues. The enrichment analysis was

done for the GO category ‘biological process’, using the GORILLA webserver [44].

(TGZ)

S6 Dataset. Analysis of putative Polycomb target genes, predicted on the basis of

H3K27me3 ChIPSeq data from Li and colleagues [20]. The table provides the H3K27me3

and input read coverage for the predicted Polycomb targets, as well as differential expression

results for these genes in the T3 trunk segment.

(TGZ)

S7 Dataset. Results of the differential expression analyses for imprinted genes. The list of

imprinted genes was extracted from www.geneimprint.com.

(TGZ)

S8 Dataset. Results of the de novo transcript assembly procedure, which we used to con-

firm that Ghostair and AntiHotair cross the deleted region.

(TGZ)
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S1 Table. Basic statistics for the RNA-seq dataset, including the number of raw and

mapped RNA-seq reads and the number of detected genes for each sample.

(XLSX)
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