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Abstract
Most European countries are committed to an energy transition which consists in the substi-

tution of conventional CO2 emitting energy sources by new renewable energy sources (RES),

in particular wind and solar power. As opposed to conventional energy sources, new RES are

distributed, non-dispatchable, fluctuating and inertialess and have negligible marginal costs.

In this thesis, we investigate the impact of the energy transition on the electricity sector in

Europe.

In the first part of this thesis, we investigate the future electricity production and prices in

Europe. We develop a dispatch algorithm on an aggregated model of the pan-European power

grid with which we study the future European productions. We show that, as the penetration

of new RES increases, the transmission grids are more strongly used and that more flexibility

is required from conventional generators. The existing infrastructures seem to able to absorb,

through increased international power exchanges and usage of the existing pumped-storage

hydroelectricity, the variations of new RES productions even for high penetrations. Then we

investigate the effects of new RES on electricity prices. We explain why, due to their negligible

marginal cost and their lack of dispatchability, they tend to drag electricity prices down and can

be considered as a reduction of the load in the electricity pricing. In particular, photovoltaics

decreases the volatility of electricity prices. We show that, in most European countries, the

day-ahead electricity price is strongly correlated with the residual load, which is obtained by

subtracting the non-dispatchable productions, in particular those of the new RES, from the

load. From this observation, we build an effective price model based solely on the residual

load with which the revenues of different electricity producers are evaluated.

The second part of this thesis deals with disturbances in large transmission grids. The substi-

tution of conventional generators by inertialess RES reduces the amount of inertia connected

to power systems which might affect their reliability. To examine the propagation of distur-

bances in large transmission grids, we develop a dynamical model of the continental European

transmission grid. We observe that the magnitude of the disturbance following a power loss

depends on the fault location. We show that when inertia and primary control are uniformly

distributed, the faults exciting the slowest eigenmodes of the network Laplacian are followed

by the strongest disturbances. Reducing inertia on those eigenmodes, which are mostly lo-

cated in the periphery of the grid, affects more its resilience than when the reduction occurs in

its center. Finally, we use perturbation theory to derive algorithms for optimal placement of in-

ertia and primary control when some mild inhomogeneities are present in their distributions.

We show that,when the vulnerability of the whole grid is taken into account, a uniform dis-
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tribution of inertia is optimal and the primary control is best placed in the periphery of the grid.

Keywords: renewable energy integration, power generation dispatch, electricity prices, residual

load, large transmission grid reliability, disturbance propagation, Fiedler vector, rate of change

of frequency (RoCoF), optimal placement of inertia and primary control.
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Résumé
La plupart des pays européens sont engagés dans une transition énergétique qui consiste à

remplacer les énergies fossiles émettant du CO2 par de nouvelles énergies renouvelables (NER),

en particulier par de l’énergie solaire et éolienne. A contrario des énergies conventionnelles, les

NER sont des productions intermittentes, distribuées et non-réglable. Ce sont des générateurs

sans inertie et leurs coûts marginaux de production sont négligeables. Dans cette thèse, nous

investiguons l’impact de la transition énergétique sur le secteur électrique en Europe.

Dans la première partie de cette thèse, nous étudions les futures productions et prix d’élec-

tricité en Europe. Nous développons un algorithme de répartition des productions sur un

modèle agrégé du réseau de transport pan-européen. Nous montrons que, lorsque la pénétra-

tion de NER augmente, les réseaux de transport sont plus sollicités et que plus de flexibilité

est demandé aux générateurs conventionnels. Les infrastructures existantes semblent ca-

pable d’absorber, à travers des échanges internationaux accrus et un fort usage du pompage

turbinage, les variations de production dues aux NER même lorsque leur pénétration est

importante. Ensuite, nous étudions les effets des NER sur les prix de l’électricité. Nous expli-

quons pourquoi, à cause de leur coûts marginaux négligeables et leur manque de flexibilité,

ils tirent les prix de l’électricité vers le bas. Nous notons que les NER peuvent être considérés

comme une réduction de la charge dans le processus du calcul du prix de l’électricité. Nous

montrons que les prix de l’électricité sur les marchés ”day-ahead” sont fortement corrélés avec

la charge résiduelle qui est obtenue en soustrayant de la charge les productions non-flexibles,

en particulier celles des NER. De cette observation, nous élaborons un modèle effectif du prix

de l’électricité à partir de la charge résiduelle et nous l’utilisons pour évaluer les revenues de

différents producteurs d’électricité.

La seconde partie de cette thèse est consacrée aux perturbations dans les réseaux de transport

d’électricité. La substitution des générateurs conventionnels par des NER réduit la quantité

d’inertie connectée aux réseaux électriques, ce qui pourrait réduire leur fiabilité. Afin d’exa-

miner la propagation de perturbations dans les réseaux de transport, nous développons un

modèle dynamique du réseau d’Europe continental. Nous observons que la magnitude des

perturbations suivant des pertes de puissance localisées dépend de l’endroit de celles-ci.

Nous montrons que lorsque l’inertie et le réglage primaire sont uniformément repartis dans

le système, les pertes excitant les modes propres les plus lents du Laplacien du réseau sont

suivies par les perturbations les plus fortes. En réduisant l’inertie sur ces modes, qui se situent

principalement en périphérie du réseau, cela affecte plus sa fiabilité que lorsque la réduction

est faite au centre de celui-ci. Finalement, nous appliquons la théorie des perturbations pour
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dériver des algorithmes de placement optimal pour l’inertie et le réglage primaire dans le cas

où les distributions de celles-ci sont légèrement inhomogènes. Nous montrons que lorsque

l’on considère la vulnérabilité du réseau pris dans son ensemble, une distribution homogène

de l’inertie ainsi que plus de réglage primaire placé en périphérie du réseau sont optimaux.

Mots clés : intégration des énergies renouvelables, répartition de la production, prix de l’électri-

cité, charge résiduelle, fiabilité des réseaux de transport d’électricité, propagation des pertur-

bations, vecteur de Fiedler, taux de changement de fréquence (RoCoF), placement optimal de

l’inertie et du réglage primaire.
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General introduction

Over the 20th century, the average temperature on Earth has increased by 0.66◦C [1]. Today,

there is a consensus among scientists that mankind influences the climate worldwide [2].

Limiting our impact on climate may be achieved by the reduction of our greenhouse gas

emissions, in particular CO2. This materializes in the energy transition which is the ongoing

process during which we depart from fossil energy in favor of new renewable energy sources

(RES) in particular solar and wind power.

The energy transition is a complex interdisciplinary subject. It encompasses branches of

social sciences as well as technical and natural sciences. Policymakers vote incentives for

renewable energy sources or taxes on CO2 emitting sources giving the necessary framework

to the unfolding of the energy transition. The Economics must design new schemes for a

fair competition between new energy sources and conventional ones. Multiple disciplines

of Engineering have to be involved to optimize our energy uses with sustainable transport,

urban planning, building physics, domotics or appliance efficiency. Last but not least, Physics,

which studies complex systems, can help to understand the general laws governing the energy

transition. The present work focuses on the electricity aspect of the energy transition to which

we try to apply Einstein’s moto [3] “Everything should be made as simple as possible, but no

simpler.” by using techniques as coarse-grained modeling and perturbation theory.

Since the end of the 19th century, power systems have grown following the increasing elec-

tricity demand. New generators, mainly relying on fossil fuels, were progressively installed.

Nowadays, 65% of the electricity consumed in the World is produced from fossil fuel. An

alternative to fossil fuel based electricity generation is nuclear power which has the advantage

of not emitting CO2. However, after the Chernobyl disaster and the more recent Fukushima

accident, ecological and safety concerns related to nuclear power emerged in public opinion.

This led Germany to start the withdrawal of nuclear power from its energy mix. In any case,

uranium reserves are limited, nuclear power is not sustainable and cannot be a major contrib-

utor to the World energy mix for more than a century. The only sustainable substitute for fossil

fuel based electricity generation is solar and wind power. Supported by public incentives, their

penetration has rapidly increased in Europe during the last decade. Germany has doubled

its wind power generation capacity and has increased tenfold its installed photovoltaics (PV)

panels over this period of time. On the other hand, fossil-fired generators have mainly been

kept running. Over the same period, the electricity demand in Europe has stagnated, reflecting
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the economic heath since the 2008 financial crisis [4]. This has led to a generation overcapacity

in Europe.

The initial guideline of this work was to investigate how the energy transition will affect the

Swiss electricity sector. In 2011, the Swiss parliament decided not to renew the aging Swiss

nuclear reactors which are about to reach their lifespan. In December 2019, the Mühleberg

power plant will be the first Swiss nuclear power plant to be decommissioned. The others will

follow within two decades. Nuclear plants have produced 38% of the Swiss electricity over the

past twenty years [4]. Therefore, a significant portion of the Swiss electricity supply will be

missing in the near future if nothing is undertaken. The development of hydroelectricity is

capped, most of the resources are already exploited. Switzerland is committed to reducing

its greenhouse gas emissions, hence the commissioning of new thermal power plants seems

unrealistic. The remaining possibility is a drastic increase of new RES in the Swiss energy

mix over the next decades. These new energy sources in Switzerland as well as in Europe

affect the existing infrastructures. They will modify the power flows in the pan-European

transmission grid which will require reinforcement. The Swiss hydroelectricity suffers from

the low electricity prices which are imputed to the increasing penetration of new RES and the

resulting generation overcapacity in Europe.

New RES differ from conventional generators in different aspects: (i) they are distributed,

(ii) they are non-dispatchable and fluctuating, (iii) they have negligible marginal costs and

(iv) they are inertialess. (i) and (ii) affect the power flows in transmission grids. (ii) and (iii)

have strong effects on power markets and electricity prices. Their lack of dispatchability

means a poor adequacy between their productions and electricity demand which forces

the other productions to be more flexible. (iv) affects the reliability of the grid. When less

rotational inertia is present in a power system, it reacts more promptly and more strongly

to contingencies which means less time to restore the situation before a potential cascading

failure. For a harmonious unfolding of the energy transition, it is paramount to mitigate the

non-desirable effects of new RES which can be tackled at the distribution grid or transmission

grid level. The first approach, which relies on smart grids and demand response to maximize

the local use of new RES electricity, mitigates locally the unwanted power fluctuations due to

the new RES. In this distributed approach, electricity is produced and consumed almost only

locally and power exchanges are reduced, making the high voltage transmission grid much less

needed than it is now. However this local approach is quite costly due to the amount of local

storage (electric batteries) required to absorb fluctuations of new RES. The second approach

takes advantage of the spatial and temporal disparities of the wind and solar productions,

surplus electricity is stored in large facilities as pumped-storage power plants or exported

through international power exchanges. In this work, we focus on this latter approach at

transmission grid level.

In the first part of this work, we investigate the future electricity production and prices in

Europe. To carry out our investigation on the substitution of conventional generators by new

RES, we build an aggregated model of the pan-European grid which allows to dispatch the
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national production fleets through an economic dispatch. Once our model is calibrated, we

investigate the future dispatches of conventional generators when the penetration of new RES

in European mixes is significantly higher than its present level. We show that high penetrations

of new RES can be reached with only minor enhancement of the pan-European transmission

grid. However, this requires significantly higher flexibility of conventional generators.

The electricity price depends on the law of supply and demand. Load is, to a large extent,

inflexible and production varies to support it and consequently electricity price used to follow

the load profile. The energy transition in Europe is accompanied by the liberalization of

electricity markets. Nowadays, a significant share of the electricity consumed in Europe

is traded in day-head spot markets, in which the auctions are made on the day prior to

the delivery. Over the last decades, with the increasing penetration of renewable energy

sources, a significant share of electricity production became non-dispatchable. Due to their

negligible marginal prices, the new RES tend to draw down electricity prices, leading to a

loss of profitability of flexible sources. We propose to study future economic opportunities

with residual load which is the national load from which the non-flexible productions are

subtracted. The underlying idea is that electricity price should be proportional to the missing

power that flexible sources must generate to sustain the load. With this economic indicator, we

investigate the future revenues of flexible sources which will be needed for a serene unfolding

of the energy transition in Europe.

The second part of this work deals with the absence of rotational inertia of new RES. In power

systems, there is always an imbalance between generation and load which drives up (down) the

system frequency if there is a surplus (lack) of generation. Synchronous generators connected

to the grid help to mitigate power imbalances, their kinetic energy increases (decreases) which

provides (absorbs) the missing (surplus) power. This grants time to deploy primary control

and to rectify the system frequency. The lack of rotational inertia is never a concern in power

systems extensively supplied by conventional generators. On the other hand, the ongoing

substitution of thermal power plants by PV panels and wind turbines reduces the amount of

inertia connected to the continental European grid which might affect its reliability.

Having a high spatial resolution of the transmission grid is paramount to address the problem

of rotational inertia. Consequently, we develop a detailed model of the European transmis-

sion grid from publicly available databases. We use this dynamical model to investigate the

propagation and the magnitude of disturbances following localized abrupt power losses. We

discover that their magnitudes are strongly dependent on the fault location. We relate the

location of the largest disturbances to an element of graph theory, the Fiedler vector. We show

that when inertia is reduced on the buses with large squared Fielder components the system

gets more easily disturbed then when the same amount of inertia is reduced on buses with

small squared Fielder components.

Finally, as inertia can be emulated by power electronics, we investigate the optimal placement

of rotational inertia and primary control with a perturbation theory approach. We start our
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investigation by the case where inertia and primary control are uniformly distributed in the

system. On this assumption, the system dynamics has a closed-form expression. We quantify

the magnitude of disturbance by a performance measure. We show that, in this case, the

most vulnerable sites are those exciting the slowest eigenmodes of the Laplacian of the grid.

By using perturbation theory, we investigate the cases where some mild heterogeneities are

present in local damping ratio and inertia. We obtain the sensitivities of our measure in local

variations of inertia and primary control and we obtain algorithms to optimally distribute these

resources. We find that primary control must be placed mainly on the slowest eigenmodes of

the Laplacian of the grid and that inertia is required in the vicinity of the fault location. We

conclude our investigation by applying our findings to our continental European grid.
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1 General notions on power system
analysis

In this introductory chapter, we present some basic topics. They are treated in more details in

textbooks on power system analysis, see for instance Refs. [5, 6].

1.1 Notions of Physics

The conservation of the electric charge implies that the current i j injected in the power system

through the bus #j equals the sum of the currents exiting this bus through the transmission

lines, this reads

i j =
∑
k∼ j

ik j , (1.1)

where k ∼ j means that the sum is carried over the buses directly connected to bus #j . Ohm’s

law states that the electric current i flowing along a conductor is related to the voltage differ-

ence v between its ends

v = Ri , (1.2)

where R is its resistance. The electric charge Q stored in a capacitor is related to the voltage

difference v between its poles by Q =C v where C is its capacitance. When the voltage and

the current are time-dependent, in addition to Ohm’s law, they are related by the following

relationships

i =C
dv

dt
, (1.3)

v = L
di

dt
, (1.4)

where L is the inductance of a inductor. Eq. (1.3) describes the charging current i = dQ/dt

in a capacitor when the voltage between its poles varies and Eq. (1.4) describes the induced

voltage when the current varies in an inductor.
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Chapter 1. General notions on power system analysis

1.2 Alternating current

In this section, we introduce the complex quantities (phasors) used for the analysis of the

steady state of power systems.

Since the 1890s and the end of the ”war of the currents”, which resulted in the victory of Nikola

Tesla’s alternating current (AC) against Thomas Edison’s direct current, most power systems

are operated in AC. The main advantage of alternating current over direct current is the ease

with which it can be transformed to a higher voltage to mitigate transmission losses.

When the generators in the system have three identical, but regularly delayed windings, it

results in three distinct phases which have relative phase differences of ±2/3π (120◦). The

advantage of three-phase electric power over single-phase, is that it does not require a neutral

cable for the current to return to the generator. As the amount of conductor to transmit a given

power is reduced, it is economically advantageous, to operate power systems in three-phase.

On the assumption that the three phases are balanced, power systems can be described by

per-phase (single phase) equivalent circuits [5, 6]. In this works, we always assume that the

three phases are balanced.

In alternating current, voltage v(t ) and current i (t ) are given by

v(t ) =V cos(ω0t +θV) , i (t ) = I cos(ω0t +θI) , (1.5)

where θV and θI are the phase shifts of voltage and current phases compared to some reference

and ω0 = 2π f0 with the system frequency f0 = 50 Hz in Europe and 60 Hz in America. With the

choice θV = 0, from Eq. (1.5), the instantaneous power p(t ) = v(t )i (t ) reads

p(t ) = V I

2

[
cos(θ)

(
1+cos(2ω0t )

)+ sin(θ)sin(2ω0t )
]

, (1.6)

where θ = θI −θV is the phase shift between voltage and current. The average transmitted

power
〈

p(t )
〉

is obtained by integrating the instantaneous power p(t ) over a period T = 2π/ω0,

we get

〈
p(t )

〉= 1

T

T∫
0

p(t )dt = V I cos(θ)

2
. (1.7)

By defining the active power P ≡ V I cos(θ)/2 and the reactive power Q ≡ V I sin(θ)/2, the

instantaneous power reads

p(t ) = P
[
1+cos(2ω0t )

]+Q sin(2ω0t ) . (1.8)

From Eq. (1.8), we observe that the instantaneous power consist in two terms: the first one

has an average power of P and the second one has a zero average power. We find that when

v(t ) and i (t ) are in phase, θ = 0, the average transmitted power is maximal and corresponds

6



1.3. Power flow equations

to V I /2 and when there is a phase shift θ =π/2, the average transmitted power vanishes. For

steady state analysis, it is convenient to describe the voltage and current as complex numbers

(phasors). Indeed, as the system frequency ω0 is assumed be constant, the v(t) and i (t) are

fully characterized by their magnitudes and phases and we can describe them by following

complex numbers

V = Vp
2

e iθV , I = Ip
2

e iθI , (1.9)

where we use underlines to denote complex quantities. A relation similar to Ohm’s law relates

I to V

I = Z V , (1.10)

where Z = R + i X is the impedance of the circuit element. The imaginary part X , called

reactance, depends on the inductive or capacitive nature of the element. From Eqs. (1.3) and

(1.4), we find that X = ω0L and X = 1/(ω0C ) for an inductor and a capacitor. The complex

power S is defined as

S =V I∗ , (1.11)

where ∗ denotes the complex conjugate. From Eq. (1.9), we find that S = P + iQ. In the

following we investigate the relationship between the voltage magnitudes and phases and

active and reactive power injections in a transmission grid.

1.3 Power flow equations

In this section, we derive the power flow equations which give the relationships between the

power injections in the system and the bus voltages. On the assumption that the lines are

lossless, that the voltage magnitudes are close to their rated values and that the voltage phases

differences are small, we derive an approximate of the power flow equations, called DC power

flow approximation. We show that, in this case, the power flows in the system can be directly

obtained form the nodal power injection thanks to the DC power transfer distribution factors.

Fig. 1.1 (a) shows the lumped circuit of infinitesimal slice of a transmission line of length dx.

The resistance r km depends on the materials of which the transmission lines are composed.

The inductance l km and the capacitance ckm depend on the geometry of the transmission line,

in particular on the distances between the three cables composing the line and between the

cables and the ground.

From the relationships between the voltages and currents at the extremities of the slice, we get

7



Chapter 1. General notions on power system analysis

Figure 1.1 – (a) Infinitesimal lumped circuit of a transmission line. (b)Π-equivalent circuit of a transmission line.
Source: own illustration loosely based on Refs. [5, 6].

the following equations

d

dx
V = zI , (1.12)

d

dx
I = yV , (1.13)

where z = r km + iω0l km and y = g km + iω0ckm. In Eq. (1.12), we used that I ≈ I −dI . From

Eqs. (1.12) and (1.13), voltage V (x) and current I (x) at any point x of the line are given by

V (x) =V 0 cosh(
p

z y x)+√
z/y I 0 sinh(

p
z y x) , (1.14)

I (x) = I 0 cosh(
p

z y x)+√
z/yV 0 sinh(

p
z y x) , (1.15)

where V 0 is the bus voltage at the first extremity of the line and I 0 is the current exiting this

extremity. We are interested in the relation between voltages and currents at the extremities

of the line. We define V 1 ≡V 0 , I 1 ≡ I 0 , V 2 ≡V (L) , and I 2 ≡−I (L) and ζ≡p
z yL. Eqs. (1.14)

and (1.15) can be reformulated as[
I 1

I 2

]
=

[
y l + ysh −y l

−y l y l + ysh

][
V 1

V 2

]
, (1.16)

where y l ≡−ζ/
(
zL sinhζ

)
is the series admittance of the line and ysh ≡−ζ tanh

(
ζ/2

)
/
(
zL

)
is its

shunt admittance. For short lines, we can obtain approximate expressions of y l and ysh by

truncating the series expansions ζ/sinh(ζ) = 1+ζ2/2+O
(
ζ4

)
and ζ tanhζ/2 = ζ2/2+O

(
ζ4

)
, we

get

y l ≈−1/(zL) , ysh ≈−yL , (1.17)

where the notion of shortness depends on the characteristics of the line. For very short lines,

we can even neglect the shunt admittance ysh which is small in comparison with y l. We

observe that Eq. (1.16) is equivalent to the electric circuit displayed in Fig. 1.1 (b). Hence, we

showed that a transmission line can be described by an equivalent electric circuit and that

8



1.3. Power flow equations

the series impedance z l = 1/y l and the shunt admittance ysh are roughly proportional to the

length of the line. Furthermore, with Eq. (1.16), we expressed the currents exiting the buses as

a function of the bus voltages.

The same construction is applicable for each line in the transmission grid, and the currents

I = [
I 1, · · · , I N

]> injected in the system are related to the bus voltages V = [
V 1, · · · ,V N

]> by

I = Y V , (1.18)

where Y is the admittance matrix, the elements of which read

yi j =
{ ∑

k∼i
(
y l

i k + ysh
i k

)
, if i = j ,

−y l
i j , if i ∼ j .

(1.19)

The admittance matrix is a complex matrix, we can write it as Y = G + i B where G is the

conductance matrix and B is the susceptance matrix. From Eq. (1.18), we have the the

complex power injected in the system at bus #i is given by

Si =V i I∗i =V i

∑
j

y∗
i j V ∗

j . (1.20)

By expressing the complex power injection Si in terms of active and reactive power injections

Pi and Qi and the voltages
{
V j

}
in terms of their magnitudes

{
V j

}
and phases

{
θ j

}
in Eq. (1.20),

we obtain the power flow equations in their standard expression, which read

Pi =
∑

j
Vi V j

[
gi j cos

(
θi −θ j

)+bi j sin
(
θi −θ j

)]
, (1.21)

Qi =
∑

j
Vi V j

[
gi j sin

(
θi −θ j

)−bi j cos
(
θi −θ j

)]
. (1.22)

They are nonlinear equations and must be solved numerically by iterative methods as Newton-

Raphson [5, 6]. Eqs. (1.21) and (1.22) are valid for any balanced power system at any voltage

level. Fig. 1.2 shows that, in high voltage transmission grids, the susceptance bi j is generally

significantly higher than the conductance gi j . For theses systems, one typically neglects gi j in

comparison with bi j which corresponds to the lossless approximation. Eqs. (1.21) and (1.22)

become

Pi =
∑

j
Vi V j bi j sin

(
θi −θ j

)
, (1.23)

Qi =−∑
j

Vi V j bi j cos
(
θi −θ j

)
. (1.24)

In transmission grid, the phase difference between the two ends of a transmission line usually

remains under π/12 (15◦) and hardly ever exceeds π/6 (30◦). Hence, in normal operating

9
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Figure 1.2 – Ratio bi j
/

gi j for the French transmission system. When one averages over all transmission lines, one
obtains 〈bi j 〉 = 8.2〈gi j 〉. Data source: [7].

conditions, we have
∣∣θi −θ j

∣∣¿ 1 and therefore we can linearized Eqs. (1.23) and (1.24), we get

Pi =
∑
j∼i

Vi V j bl
i j

(
θi −θ j

)≡ ∑
j∼i

Pi j , (1.25)

Qi =Vi
∑
j∼i

bl
i j

(
V j −Vi

)−V 2
i

∑
k∼i

bsh
i k ≡ ∑

j∼i
Qi j −V 2

i bsh
i . (1.26)

Transmission lines have a current limit known as thermal limit over which the line is over-

loaded an will trip off. The magnitude
∣∣Ii j

∣∣ of the current flowing through the line connecting

buses #i and #i is given by∣∣Ii j
∣∣=√

P 2
i j +Q2

i j

/|Vi | . (1.27)

Power systems are operated so that the voltage magnitudes
{
Vi

}
remain in the narrow range 95-

105% of their rated voltage
{
V r

i

}
. By comparing the active and reactive power flows along the

line connecting buses #i and #j , we get |Qi j | ≈V r
i V r

j bl
i j

∣∣1−Vi /V j
∣∣¿V r

i V r
j bl

i j

∣∣θi −θ j
∣∣≈ |Pi j |,

hence the active power transmitted on a line is generally significantly higher its reactive

counterpart and we get∣∣Ii j
∣∣≈ ∣∣Pi j

∣∣ /V r
i . (1.28)

Therefore, when investigating the power flows in normal operation conditions, we can gener-

ally discard the reactive power equations and only take into account the active power flows.

Finally, on the assumption that Vi =V r
i , ∀i , we get the power flow equations in DC approxi-

10



1.3. Power flow equations

mation [8], which read

Pi =
∑
j∼i

b̃ l
i j

(
θi −θ j

)
, (1.29)

where b̃ l
i j ≡ V r

i V r
j b l

i j . To determine the power flowing on transmission lines of the system,

firstly one must resolve the system of equations described in Eq. (1.29) for the
{
θi

}
and

secondly we compute Pi j = b̃ l
i j

(
θi −θ j

)
.

1.3.1 Power transfer distribution factors (PTDFs)

These PTDFs relate the change on the power flows to the change in nodal power injections.

The change on active and reactive power flows that we label ∆FP ≡ {
∆Pi j

}
and ∆FQ ≡ {

∆Qi j
}

and active and reactive power injections∆P ≡ {
∆Pi

}
and∆Q ≡ {

∆Qi
}

are related to the change

on voltage magnitudes and phases ∆V ≡ {
∆Vi

}
and ∆θ ≡ {

∆θi
}
,[

∆P

∆Q

]
=

[
∂P /∂θ ∂P /∂V

∂Q/∂θ ∂Q/∂V

][
∆θ

∆V

]
≡ JP

[
∆θ

∆V

]
, (1.30)[

∆FP

∆FQ

]
=

[
∂FP /∂θ ∂FP /∂V

∂FQ /∂θ ∂FQ /∂V

][
∆θ

∆V

]
≡ JF

[
∆θ

∆V

]
, (1.31)

where JF and JP are Jacobian matrices. From Eqs. (1.30) and (1.31), we get[
∆FP

∆FQ

]
= JF J−1

P =
[
∆P

∆Q

]
, (1.32)

ΨAC ≡ JF J−1
P is the AC PTDF matrix. The Jacobian matrices JF and JP are evaluated at a known

initial configuration and generally the AC power transfer distribution factors are only valid in

the vicinity of this initial configuration. Nevertheless in the DC power flow, the PTDFs can be

determined once and for all. In the following we derive their expression in this approximation.

We assign each line an arbitrary orientation, namely one of is extremities becomes its start

and the other its end. The incidence matrix A corresponding to the oriented graph of a power

system is given by

ai k =


−1, if line #k starts at bus #i ,

1 , if line #k ends at bus #i ,

0 , otherwise.

(1.33)

We observe that A>1N×1 =ON×1, where are 1N×1 and ON×1 are the N-vectors with all entries

equal to 1 and 0 respectively. We drop the P index and label Fk ≡ Pi j the active power flowing

on the line #k connecting buses #i to #j and bk ≡ b̃ l
i j its susceptance. From Eqs. (1.23) and

(1.25), the power injection P = [
P1, · · · ,PN

]>and the power flows F = [
F1, · · · ,FNl

]> are related

11



Chapter 1. General notions on power system analysis

to the voltage phases θ = [
θ1, · · · ,θN

]> by

P = Bθ , (1.34)

F = diag
({

bk
})

A>θ . (1.35)

From Eqs. (1.25) and (1.33), we have B = A diag
({

bk
})

A> and therefore B 1N×1 = ON×1. We

note that 1N×1 is an eigenvector of B associated with the eigenvalue zero, that B is a singular

matrix and that 1N×1 spans the kernel of B .1 Pseudoinverses, we label them with †, are the

generalization of inverses for singular matrices. They are not uniquely defined, nevertheless,

every pseudoinverse B † becomes injective if one restricts its codomain to the image of B

and therefore A>B †P is independent of the choice of the pseudoinverse as along as
∑

i Pi =
0, which is always satisfied in DC approximation. Physically, the non-uniqueness of the

pseudoinverse is related to the gauge freedom, the freedom to choose the reference phase

with respect to which one defines all bus phases in the system. Hence, in DC approximation,

the power flows F are related to the nodal power injections P by

F = diag
({

bk
})

A>B †P ≡ΨP , (1.36)

whereΨ is the DC PTDF matrix.

In Section 2.1.1, our dispatch algorithm uses Eq. (1.36) to obtain the power flows in the pan-

European grid from power injections. It optimizes the production of dispatchable energy

sources whiles guaranteeing that the power flows remain below their thermal limits.

1We assume that the graph of the transmission grid is connected, which implies that B has a single eigenvector
associated with the eigenvalue zero.
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2 The future of the electricity sector in
Switzerland and in Europe

Most European countries are now engaged in the energy transition. New RES are considerably

modifying our electricity generation and they compete the conventional productions. Their

increasing penetration will results in a growing inbalance between the electricity generated by

non-dispatchable sources and the electricity demand which forces the conventional sources

to produce with more flexibility. To investigate these issues, we develop a dispatch algorithm

on an aggregated model of the pan-European power grid which generates yearly production

profiles for different dispatchable technologies. In Section 2.1, we detail how we obtain our

aggregated model of the pan-European transmission grid. We explain how we model the

different production technologies and how our economic dispatch works. We calibrate our

model by trying and reproducing the historical production profiles of the year 2015. We obtain

a surprisingly good agreement between our power dispatches and historical productions.

Having calibrated our model, we investigate, in Section 2.2, the future production profiles in

future situations with high penetrations of new RES in most European countries. In particular,

we focus our investigation on conventional (dam) hydroelectricity, the only flexible renewable

energy source, and pumped storage, the most mature technology for electricity storage. In

Section 2.3, we adapt our model to investigate the congestion in the Swiss transmission grid.

To address this problem, we incorporate the actual Swiss grid in our aggregated grid. The

model and most of the results presented in this chapter were published in Refs. [9, 10].

2.1 An aggregated pan-European optimal power dispatch model

Aggregated models are used for systemic investigations where fully accurate power flows are

not crucial and geographically resolved production and load data are hard to obtain. How

these models are obtained depends on their purposes and the available information on the

power systems being reduced. Aggregation procedures that preserve as much as possible

the system structure and the power flows are presented in Refs. [11, 12, 13]. These reduction

methods require detailed spatial information on the production and consumption locations

and the structure of the grid. However, usually only aggregated national production and load

profiles are publicly available [14], we therefore develop an aggregated model whose structure

15



Chapter 2. The future of the electricity sector in Switzerland and in Europe

is mainly given by the spatial resolution of the accessible data.

Fig. 2.1 shows our aggregated European grid, each node representing an independent dispatch

zone. This model was designed to study the effects of the energy transition on Swiss electricity

sector. As Switzerland is located between electricity exporting countries, France and Germany,

to the north and an importing country, Italy to the south, most of the power flows are transiting

North-South through Switzerland. There are several possible parallel paths that the electric

power can take to transit from North to South and we want our model to take them into

account. Portugal is solely connected to Spain, they are therefore aggregated in the same zone.

Benelux countries are importing countries, we aggregate them in a single zone. We separate

the Tyrol from Austria, because this splitting gives us a better agreement between historical

and simulated power flows transiting through the Austria-Switzerland border.

Figure 2.1 – Aggregated model of the Central and Northern

European grid. Each node represents a dispatch zone. The

lines represent interconnections: AC connections are in black

and DC connections in red. Synchronous areas are displayed

in different colors.

AT-AT 2.5 ES-FR 2.9

AT-DE 3.6 FR-IT 3.6

AT-CH 4.3 FR-NL 4.0

AT-CZ 2.9 HR-HU 3.2

AT-HU 2.9 HR-SI 2.5

AT-SI 3.6 HU-SK 2.2

CH-DE 6.5 IT-SI 1.4

CH-FR 7.5 NO-SE 3.6

CH-IT 5.8 PL-SK 2.2

CZ-DE 4.3 DE-SE 0.6

CZ-PL 2.9 DK-NO 1.6

CZ-SK 3.6 DK-SE 1.3

DE-DK 2.9 FR-UK 2.0

DE-FR 6.1 NL-NO 0.7

DE-NL 6.4 NL-UK 1.0

DE-PL 4.3 PL-SE 0.6

Table 2.1 – Thermal limit power of each connec-

tion in GW which are given by the sum of the physical

lines they represent. Source: own assessment.

2.1.1 Interregional power flows

Fig. 2.1 shows the three AC synchronous areas that are considered in our model and the DC

connections forming the pan-European transmission grid. In the following, we describe how

we model AC and DC connections. In order to describe the power flows on AC connections,

we must obtain effective admittances for them. Aggregation of power systems has a relatively

long history [15, 16, 17, 18]. Traditionally, reduction methods were used by TSOs to aggregate

portions of the grid which were out of their control but have influence on the power flowing in

their grids [15, 16]. Recently, reduction methods were used to obtain simple equivalent systems
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2.1. An aggregated pan-European optimal power dispatch model

for systemic investigations [17, 18]. Existing reduction methods cannot be applied to our

problem because they require detailed knowledge on the characteristics of the transmission

grid we want to reduce, in particular its geometry, the electrical parameters of transmission

lines and the locations of producers and consumers. In fact, we find that an equivalent

system obtained by these methods for a winter configuration poorly assess the power flows in

summer and vice versa. We circumvent this difficulty by finding the aggregated admittances

corresponding to our aggregated model that give the best agreement between the historical

yearly international power flow profiles and those computed with our aggregated model.

In Section 1.3 we showed that, within the DC lossless approximation, the power flows in an AC

transmission system are related to the power injections by the DC PTDF matrix

Ψ
({

bk
})= diag

({
bk

})
A>(

A diag
({

bk
})

A>)† . (2.1)

In our model, as in most actual power market auctions, time is discretized hourly, ∆t = 1h,

we define tn = n∆t . For a given set of line admittances b = {
b1, · · · ,bNl

}
, we can compute

mismatch between the historical power flows F h
n ≡ F h(tn) and those obtained with the PTDF

matrixΨ
({

bk
})

and historical power injections P h
n ≡ P h(tn) in the transmission grid and we

define the admittances b for the AC connections in our model as those which minimize this

mismatch over the year,

b = argmin
bk∈]0,1]

∑
n

∥∥∥Ψ({
bk

})
P h

n −F h
n

∥∥∥2
. (2.2)

This minimization is carried out numerically with 2015 historical national productions and

loads and international power flows taken from ENTSO-E database [14]. Thermal limits{
Fmax k

}
of connections are given by the sum of the thermal limits of the physical lines they

represent, their values are listed in Table 2.1. The PTDF matrix elements corresponding to the

Scandinavian and UK grids are trivial because of their aggregated geometries.

The power flow on a DC connection depends on the setpoints of the power electronics at each

end which are controlled by transmission grid operators. Therefore they can take arbitrary val-

ues in their rated power range
[−Fmax k , Fmax k

]
. In our model, we represent a DC connection

as a modification of the power balance in the zones at its extremities, it acts as a power ”sink”

at an end and a power “source” at the other end. The modification of the power balance P dc
i in

the zone #i due to DC connections reads

P dc
i (t ) =∑

k
adc

i k F dc
k (t ), (2.3)

where Adc is the incidence matrix corresponding to the DC connections and F dc
k is the flow

on DC connection #k [for the definition of an incidence matrix, see Eq. (1.33)]. Electricity

transmission on a DC connection is also assumed to be lossless. In a power system consisting

in distinct synchronous areas, the PTDF matrixΨ of the whole system is block diagonal and is
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given by

Ψ=⊕
α
Ψα, (2.4)

where ⊕ denotes the direct sum operation andΨα is the PTDF matrix of the synchronous area

#α. Power injections P inj
i (t) in the pan-European transmission depend on the dispatchable

P disp
i (t ) and the non-dispatchable P ndisp

i productions, on the zonal load Li and on the possible

curtailment Ci (t) of new RES all of which are described in the following paragraphs, P inj
i (t)

reads

P inj
i (t ) = P disp

i (t )+P ndisp
i (t )−Li (t )−Ci (t )+P dc

i (t ) . (2.5)

As we assume a lossless electricity transmission, we obtain that the total production is equal

to the total consumption at any time, this leads to∑
i

P inj
i (t ) = 0, ∀t . (2.6)

2.1.2 Production and consumption

National productions and loads are aggregated within each dispatch zone and attributed to

the corresponding node. Power productions are subdivided into two sets. They are,

• Non-dispatchable productions, mostly consisting of run-of-the-river (RoR)1, solar pho-

tovoltaics (PV) and wind turbine productions. The remaining non-dispatchable pro-

ductions, mainly combined heat and power (CHP), are grouped into “miscellaneous

production”.

• Dispatchable productions: are divided in 6 technologies: (i) dam hydroelectricity, (ii)

pumped-storage hydroelectricity, (iii) gas and oil, (iv) nuclear, (v) hard coal and (vi)

lignite productions.

We differentiate dispatchablity which is the ability of a technology to produce electricity on

demand and flexibility which is the ability of a dispatchable technology to vary its production

rapidly.

For each zone and at each time, we define the residual loads Ri (t ) as the difference between

the load and the non-dispatchable productions,

Ri (t ) = Li (t )−P ndisp
i (t ), (2.7)

where Li (t) and P ndisp
i (t) respectively give the load and the sum of the non-dispatchable

productions at time t in the zone #i . The task of our economic dispatch is to distribute the

1RoR is to some extent dispatchable. However, for the sake of simplicity, we decide to treat RoR as non-
dispatchable in this work.
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2.1. An aggregated pan-European optimal power dispatch model

electricity generation over all dispatchable productions so that their production is equal to

the total residual load at all times. This is equivalent to satisfy the balance condition that

consumption is equal to production at all times.

The association of European transmission grid operators (ENTSO-E) provides data on histori-

cal production and load profiles and installed capacities in the different countries [14] and

forecasts for annual RES productions [19, 20] that we use to set up our model.

Thermal productions

Fuel scarcity is not taken into account in our model, it is assumed that thermal generators2

can always produce. The only limitations on thermal productions are that their production

P s
i (t ) cannot exceed their installed capacity P s

max i of the technology #s in the zone #i , which

reads

0 ≤ P s
i (t ) ≤ P s

max i , (2.8)

and that the hourly variations of P s
i (t) are capped by their maximal ramping rate r s which

depends on the technology∣∣P s
i (t +∆t )−P s

i (t )
∣∣≤ r sP s

max i . (2.9)

The values of r s we use in this work are given in Table 2.2.

Conventional dam hydroelectricity

Dam hydroelectricity is also subject to the constraints described in Eqs. (2.8) and (2.9). Fur-

thermore, dam storage capacity is limited and dam productions must be optimized so that its

storage never run dry or exceed their maximal capacity Sdam
max i , hence the filling Sdam

i (t ) of the

storage is subject to

0 ≤ Sdam
i (t ) ≤ Sdam

max i , ∀i . (2.10)

Dam power plants generate electricity thanks to their water intake Ii (tn) which they collect in

their storage. The filling Sdam
i (t ) of their storage evolves hourly as

Sdam
i (tn +∆t ) = Sdam

i (tn)+
[

Ii (tn)−P dam
i (tn)

]
∆t . (2.11)

For our simulations, we use typical water intakes for dams in the Alps [21]. We assume that

they will not change significantly for the next decade. Conventional dam power plants produce

an amount of electricity equivalent to the multi-annual average of the water intake in their

storage. To take this feature into account, we impose the periodic boundary condition that

2Thermal generators consist in dispatchable technologies (iii) to (vi).
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Chapter 2. The future of the electricity sector in Switzerland and in Europe

Sdam
i

(
t = 0

)= Sdam
i

(
t = 8760h

)
.

Pumped-storage (PS) hydroelectricity

PS hydroelectricity is the most-mature electricity storage technology. Electricity is consumed

to pump water into a reservoir, water that is later flowed through a turbine to generate elec-

tricity. PS hydroelectricity is subject to constraints similar to those on conventional dam

hydroelectricity. The reservoir filling depends on the pump/turbine power profiles P ps
p i (t ) and

P ps
t i (t ) and evolves as

Sps
i (t +∆t ) = Sps

i (t )+
[
ηP ps

p i (t )−η−1P ps
t i (t )

]
∆t , (2.12)

with a typical pump/turbine efficiency of η= 0.9 (each way, see [22, 23]). The water intake in PS

storage is usually negligible and we omit it in our model. In this work, electricity storage relies

only on the pumped-storage which is the only mature technology of large-scale storage [23],

used since more than 50 years. The operation of several storage technologies can be described

by similar constraints [24].

Curtailment of new RES productions

With a large penetration of new RES, their productions might congest international connec-

tions leading to situations where the limit flows constraints are unsatisfiable. We therefore give

the opportunity to our economic dispatch to curtail the new RES production. The curtailment

Ci (t ) must satisfy

0 ≤Ci (t ) ≤ P pv
i (t )+P wind

i (t ) . (2.13)

From Eqs. (2.6) and (2.7), we have∑
i

(
P disp

i (t )−Ci (t )
)
=∑

i
R(t ) , ∀t . (2.14)

Hence, the dispatchable sources must be engaged to sustain the total residual load at any

time. The task of our dispatch algorithm is to obtain their production profiles that minimize

the global annual generation cost. It also minimizes addition costs which depend on the

pumped-storage use, new RES curtailment and power flows.

2.1.3 Economic dispatch

A large number of different optimized power flows algorithms exist [25, 26, 27, 28, 29]. Our

dispatch algorithm is a minimization process that takes into account different costs which are

listed below.
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Generation costs

Our dispatch algorithm minimizes the generation costs. A marginal cost as and a repulsion

cost bs is assigned to each technology #s. The repulsion cost does not directly correspond to

any real economic costs, it progressively increases the total production cost as the production

increases and reaches its maximal possible value. However, we found that they are necessary to

reproduce historical time series faithfully. The values of
{

as
}

and
{
bs

}
we use in our simulation

are listed in Table 2.2.

The generation cost in the zone #i at each time step∆t = 1h is given by a sum over the marginal

and repulsion costs for all technologies as

Wi (t ) =∑
s

[
asP s

i (t )+bsP s
i (t )2/P s

max i

]
∆t , (2.15)

technology as
[
GWh−1] bs

[
GWh−1P−1

max

]
r s

[
h−1

]
dam 90 18 1.0
gas 90 60 1.0
nuclear 25 20 0.2
hard coal 35 35 0.2
lignite 20 20 0.1

Table 2.2 – Effective parameters describing the different dispatchable technologies. The marginal costs {as } are
loosely based on those found in Ref. [27]. The effective ramp rates {r s } and repulsion costs {bs } have been calibrated
so that production profiles reproduce historical data qualitatively.

Curtailment costs

A prohibitive marginal cost acurtail = 1000[GWh−1] is assigned to the curtailment, so that new

RES are curtailed only if they make the optimization infeasible.

Pumped-storage revenues

Pumped-storage (PS) power plants have no marginal cost. Electricity prices give them the

signal whether they must pump or generate and its variations allows them to generate profits.

In Chapter 3, we show that we can define an effective electricity price peff i (t) based on the

residual load Ri (t), which is defined in Eq. (2.7). Here, the effective price peff i (t) ∝ Ri (t) is

normalized to be consistent with the parameters in Table 2.2. In the zone #i , the revenues

GPS i generated by PS hydroelectricity depend on its pump/turbine power profiles P ps
p i (t ) and

P ps
t i (t ) and are given by

Gps
i =∑

n
peff i (tn)

[
P ps

t i (tn)−P ps
p i (tn)

]
∆t , (2.16)
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We define the cost function WPS for PS operations as

WPS =−∑
i

Gps
i . (2.17)

Our economic dispatch maximizes the revenues of PS power plants.

Reliability cost (or line aging cost)

Transmission system operators (TSOs) are reluctant to allow power dispatches that induce

power flows on transmission lines which are close to their thermal limits. The underlying

reasons are that it increases the probability of cascading failures and that it causes premature

aging of the transmission lines. When such situations occur, TSOs may ask a redispatch of the

power generation to mitigate the power flows on their lines. The power flows F = [
F1, · · · ,FNl

]
depend on the power injections in the transmission grid which are the differences between

zonal dispatchable productions and residual loads

F (t ) =ΨP inj(t ) , (2.18)

whereΨ is the PTDF matrix defined in Eq. (2.4) and P inj(t ) ≡ P disp(t )−C (t )−R(t )+P dc(t ) are

the power injections in AC synchronous grids. Our economic dispatch engages the productions

in increasing order of generation costs until a connection reaches its thermal limit.

WF = ∑
k,n

(
cF

k Fk (tn)
/

Fmax,k
)2 , (2.19)

where cF
k is the costs related to operations of the line #k. In principle, it depends on different

characteristics of the connection as its length, the number and the voltage of the physical lines.

We assume the costs to be uniform cF
k ≡ cF. This cost prevents the flows to grow too close to

their maximal value. By increasing the cost cF, one can force each zone to produce electricity

in quasi-autarky and significantly decrease the power exchanges in the pan-European grid.

Problem formulation

In summary, our economic dispatch finds the production profiles of the dispatchable sources

that minimizes the total cost function

W =∑
i ,n

Wi (tn)+WPS +WF +WC , (2.20)

under the following constraints:

Power limits P s
i (t) ≤ P s

max i , ∀t ; the power generated never exceeds its maximal installed

capacity.

Ramp rates |∂P s
i (t )/∂t | ≤ r s P s

max i , ∀t ; each technology has a maximal ramp rate r s at which
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2.1. An aggregated pan-European optimal power dispatch model

the production increases or decreases. These ramp rates are similar, but not exactly

equal, to the real, technical rates. We adapted them slightly when calibrating our model,

to better reproduce historical production time series.

Internodal power flows |Fk (t )| ≤ Fmax k ; they should never exceed their thermal limit Fmax k .

Dam storage Dam hydroelectric plants are constrained by the finiteness of their reservoir

and the annual water intake.

Our economic dispatch is equivalent to a quadratic programming problem [30] with the form

min x>Qx +c>x , (2.21)

s.t. Aeqx = beq ,

Ax ≤ b ,

which is resolved with an optimization software, we use Gurobi solver [31].

2.1.4 Model calibration

The last step of the elaboration of our model is to calibrate it which is carried out by trying

and reproducing the historical production profiles of the year 2015. In the calibration process,

we slightly vary the initial values of effective parameters
{

as
}
,
{
bs

}
and

{
r s

}
to maximize the

agreement between our power dispatches and historical productions. Their final values are

reported in Table 2.2.

In Fig. 2.3 we show the results for a winter and a summer week in Germany, Italy, Poland and

France, after the optimization of effective parameters. The agreement between dispatched and

actual productions is excellent for an aggregated power dispatch model. We find comparable

agreements in the other countries. Fig. 2.2 illustrates that our model qualitatively reproduce

the productions of Swiss and Norwegian dam hydroelectricity. The production dispatches of

the most flexible technologies are hard to predict as they can strongly vary from hour to hour.

From Fig. 2.3 and 2.2, we conclude that our model is calibrated and fully validated and we use

it to investigate future scenarios of the energy transition. We are unaware of another model

that captures the national generation profiles with that level of accuracy at an European scale.
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Figure 2.2 – Dam production of Switzerland (top) and Norway (bottom) for a week in winter (left) and summer
(right) in 2015. Dispatched productions are displayed in blue and actual 2015 production profiles are in red.
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Chapter 2. The future of the electricity sector in Switzerland and in Europe

2.1.5 Similar models

The characteristics of the models describing the electricity sector depends on their purposes.

Models used in long term planning of the extension of the European grid [32, 33] significantly

differ from those used by electrical engineers for N-1 contingencies [34, 35]. In more general

investigations on energy consumption, electricity grids can be coupled to other energy systems,

for instance to natural gas networks [36].

An exhaustive review of the models of the European electricity sector is beyond the scope

of this work. We list below a few models that are relatively similar to the one we developed.

Rodriguez et al. used an aggregated model of the European grid to optimize its extension

while minimizing the required backup of conventional sources [28]. Schaber et al. investigate

the future revenues of different technologies with an aggregated model [26]. Schwippe et al.

developed an aggregated dispatch model to study the future extension of the pan-European

transmission grid [29]. Hörsch et al. developed a PyPSA, a load flow software, which includes

an aggregated model of Europe [37]. Comaty et al. developed an aggregated model which has

a higher spatial resolution (regional distpatch zones) in Switzerland [27].

Our model has some attractive features that most of the previously mentioned models do

not incorporate. It is reproducing the historical production profiles with good fidelity. The

power flows in AC grids are obtained with power transfer distribution factors (PTDFs) which

reproduce the historical power flows profiles. Energy storage (pumped-storage in our model)

is dispatched thanks to an effective electricity price.

2.2 Future power dispatches and international flows in Europe

In this section we investigate future production dispatches in a scenario with large penetration

of new RES in most European countries corresponding to the year 2030. Some assumptions

on the evolution of national loads and installed capacities of the different technologies must

be made. We choose to use 2015 national loads without modifying them. We assume that the

increase of electricity demand due to population growth and sustainable transport is more or

less canceled by higher efficiency of appliances. The future new RES production profiles are

obtained from the 2015 profiles which are scaled up to match the annual generation predicted

in ENTSO-E 2030 Vision 4 of European Green Revolution [20]. For conventional sources, we

take their installed capacities from the same ENTSO-E scenario. We deliberately choose a

scenario with a high penetration of new RES in the European energy mix. The underlying

idea is that if the pan-European power system can handle a new RES oriented scenario, it can

handle any scenario with lower penetration of new RES.

Fig. 2.4 shows the productions of Germany, Italy, Switzerland and Norway for two consecutive

weeks in the winter of the year 2030. One sees first that when new RES production is low (first

five days), dam hydro productions are high to help supplying the electricity demand. When

new RES productions are high, dam hydro production is significantly lowered. In particular,
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2.2. Future power dispatches and international flows in Europe

one sees that, with large new RES productions, Switzerland continuously imports electricity

during several consecutive days, which is never the case nowadays. Pump-storage hydro

is additionally intensively used, as it produces a lot when RES produce little and consumes

(pumps) when RES productions are high.
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2.2. Future power dispatches and international flows in Europe

Fig. 2.5 shows the power flow of three important AC connections in the continental European

grid for the same two weeks. For comparison we added the power flows obtained for 2015

for the same period. We observe that the power flows in 2015 tend to have a dominant

direction, for instance, the connection between Switzerland and Italy is used for Italian import

only. Whereas in 2030, the increased Italian PV capacity results in a reversed flow across this

connection. It is clear that large new RES productions induce increased power exchanges

between European countries, often reversing the direction of the power flows. This leads to

situations where the power flows are regularly close to their thermal limits and sometimes in

an unexpected direction.

Fig. 2.6 shows the production of the same countries for a summer week. It illustrates the role

of PS plants in the 2030 pan-European power dispatches. During summer weeks, PS plants

will work at close to maximal capacity on an almost daily basis. They generate in the morning

and in the evening when load is high and the PV production is not at its peak. At noon PS

pumps consume electricity to refill their storage. We conclude that PS plants will play a crucial

role in the mitigation of daily new RES production fluctuations. The power exchanges among

the European countries are intense, each displayed country exports 7GW or more at some

point in time during the week. More flexibility is asked to the dispatchable technologies, the

most flagrant example is the change in the Italian gas and dam hydro production dispatches

between 2015 and 2030, compare Fig. 2.6 with Fig. 2.3. Finally no curtailment of new RES is

present in Figs. 2.4 and 2.6. Indeed, only about 1% of new RES yearly production in Europe is

curtailed. This means that the power exchanges and PS hydroelectricity operations are able to

absorb the large peaks of the new RES productions.
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Figure 2.6 – Top to bottom: electricity productions of Germany, Italy, Switzerland and Norway for a summer
weeks in 2030. Color convention is as in Fig. 2.4, with additionally, pump-storage production (turquoise) and
pump-storage consumption (pumping; green line).

In conclusion, our investigations show that significant higher penetrations of new RES can be
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Chapter 2. The future of the electricity sector in Switzerland and in Europe

achieved in the European mixes without major enhancements of the existing pan-European

transmission grid. Nevertheless, some reinforcements mainly on North-South connections

will be required to prevent their flows to exceed their thermal limits too often. The PS hy-

droelectricity will have a decisive role for the mitigation of the variations of the new RES

productions on a daily basis. In the next section, we show that a few reinforcements can re-

solve the future congestion of the Swiss transmission system due to the increasing penetration

of new RES in Switzerland and in Europe.

2.3 Future reliability of the Swiss transmission grid

Swissgrid, the owner and operator of the Swiss transmission network, has recently presented

its strategic grid 2025, which is the network it requires to guarantee the reliability of the grid

and to allow electricity to be exchanged indiscriminately. The strategic grid 2025 differs from

the present configuration by about ten reinforcements, for a complete list see Ref. [38]. The

main enhancements are stronger East-West and North-South connections. In this section,

we study the future reliability of the Swiss transmission grid. In this section, we perform an

independent analysis of the strategic grid 2025, we compare it with the present configuration

of the grid.

We build two scenarios, corresponding to the year 2030, with high penetrations of new RES in

the Swiss and European energy mixes. We assume that the capacity of dam hydroelectricity

remains unchanged, that all nuclear power plants, except Leibstadt, are decommissioned and

that the energy transition in Switzerland will mainly rely on solar power to replace nuclear

production. To do so, our first scenario relies on solar power exclusively. In the second scenario,

we reduce the PV production by 4 TWh which are produced by about 600 large wind turbines

instead. In both scenarios the annual RES production is 17 TWh, corresponding to the average

annual production of the decommissioned nuclear power plants. The characteristics of our

two scenarios are summarized in Table 2.3. For the European productions, as previously, we

base our scenarios on ENTSO-E 2030 Vision 4 of European Green Revolution [20].

PV WT
[TWh] [TWh]

100% PV scenario 17 0
RES mix scenario 13 4

Table 2.3 – Swiss PV and wind turbine (WT) annual productions in the 2 scenarios considered in this report.

2.3.1 Disaggregation of Switzerland

We upgrade our pan-European model by disaggregating the Swiss production and load and by

embedding the Swiss transmission grid, either in the present configuration or in the strategic

grid 2025, inside the aggregated European grid, see Fig. 2.7. We describe below the necessary
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2.3. Future reliability of the Swiss transmission grid

modifications to our pan-European model.

Swiss transmission grid

For lines inside Switzerland, we use their true admittances provided by Swissgrid. Effective

admittances are determined for lines between Swiss buses and the aggregated European buses.

They are obtained by the same procedure we applied in Section 2.1.1. Fig. 2.8 illustrates how

well this calibration process works. The PS power plants under construction, Nant-de-Drance

and Linth-Limmern, are connected to the grid. For the present configuration of the grid, we

artificially add a substation to connect Nant-de-Drance power plant to the grid.

Figure 2.7 – The Swiss high voltage transmission network

is embedded into our aggregated model of the pan-European

power grid.
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Figure 2.8 – Calculated (red) vs. historical (black)

power flows on three different interconnections to

Switzerland for four winter (left panels) and four

summer weeks (right panels) in 2015.

Allocation of dispatchable productions

Our economic dispatch determines the total production per technology for the Swiss dispatch

zone, whereas the power flow computations require power injections in the Swiss transmission

network at each individual bus, which we obtain as follows. For a given technology #s, the

distribution factor πs
i depends on the installed capacity P s

max i connected to the Swiss grid bus

#i and it is defined as

πs
i = P s

max i

/
P s

max CH , (2.22)

where P s
maxCH is the total installed capacity of this technology in Switzerland. Then, the power

injection P inj
i (t ) at the bus #i is given by

P inj
i (t ) =∑

s
πs

i P s
CH(t )−Ri (t ) . (2.23)
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Here, Ri (t ) is the residual load at bus #i , defined as the difference between the true 2015 load

and the new RES productions we obtain as explained below.

Distribution of new RES over the Swiss territory

Our Swiss RES production profiles rely on the wind speed and solar irradiance profiles at

several locations in Switzerland, taken from the Federal Office of Meteorology and Climatology

database [39].

Most of the projects of new wind turbines in Switzerland are located in the Jura Mountains,

therefore we consider new wind turbines only there. The production of a wind turbine is

obtained from the wind speed with the following power curve

P tur[v(t )
]=


Prated , if vrated ≤ v(t ) < vmax ,

Prated
/

vrated
[
v3(t )− v 3

min

]
, if vmin ≤ v(t ) < vrated ,

0 , otherwise.

(2.24)

where Prated and vrated are the rated power of the turbine and the corresponding rated speed,

vmin is the minimal wind speed at which the turbine produces, vmax is the cut-out speed

above which the turbine is stopped. In the following we use Prated = 1[p.u.], vmin = 3[m/s],

vrated = 14[m/s] and vmax = 25[m/s]. To obtain the Swiss wind production, we compute the

production of 600 wind turbines. We need to take into account the fact that each wind turbine

is subjected to different winds. There are only a few weather station in the Jura Mountains

that give us wind time series. To each wind turbine we therefore attribute a wind profile that is

defined as the sum

vi (t ) = vws
i (t )+W (i , t ), (2.25)

of the true wind speed vws
i (t) at some weather station and a white noise term W (i , t) ∈

[−W0,W0], with W0 chosen so that the noise term does not dominate. The total wind produc-

tion is given by

P wind(t ) = ξwind
100∑
i=1

P tur[vi (t )
]
, (2.26)

where ξwind normalizes the total wind production profile in order to obtain the desired annual

production. As no information on the topology of the distribution network is available, it

is not possible to anticipate exactly where the production of a wind turbine is injected in

the transmission network. Consequently, we distribute the wind production to buses in the

vicinity of the Jura Mountains with an ad-hoc set of distribution factors.

Solar photovoltaics will be dominantly installed on rooftops in Switzerland. Therefore we

distribute the PV production according to the population. One can argue that the urban

regions with higher population density (i.e. where people live in larger residential buildings
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2.3. Future reliability of the Swiss transmission grid

rather than in individual dwellings), have lower roof surface per capita ratios. However, there

are usually commercial or industrial parks in the vicinity of urban regions offering important

roof surfaces. For the sake of simplicity, we assume that these two aspects balance each other.

The PV production at each bus is the sum of the contributions of all municipalities connected

to it via the low- and medium-voltage grids. We assume that each municipality is served by

its nearest bus. The contribution of the municipality #k depends on its population and its

solar irradiance SIk (t ) which is obtained as the weighted average of the solar irradiances at the

nearest weather stations

SIk (t ) = ∑
dk j<dmax

SIws
j (t )

/
(N dk j ) , (2.27)

where SIws
j (t ) is the solar irradiance at the weather station #j , dk j is the distance between the

municipality #k and the weather station #j , dmax = 40km is an arbitrarily chosen threshold dis-

tance and N =∑
dk j<dmax

d −1
k j . This procedure prevents local perturbations from affecting too

strongly PV production and its injection at buses. The contribution PVk (t ) of the municipality

#k depends on its population popk and is given by

PVk (t ) = popk SIk (t )
/

poptot , (2.28)

where poptot is the Swiss population. Each municipality contributes to the PV production of

its closest bus. The PV production at the bus #i is given by

P pv
i (t ) = ξpv

∑
k∈Ki

PVi (t ) , (2.29)

where Ki is the set of indices of the municipality related to the bus #i and ξpv uniformly scales

to the PV profiles meet the planned annual production.

2.3.2 Comparison between the present grid and the strategic grid 2025

The missions of Swissgrid are (i) to allow electricity to be exchanged indiscriminately and (ii) to

guarantee the reliability of the grid. In the following, we evaluate if the present configuration

of the grid and the strategic grid 2025 allows to fulfill them.

In 2015, Swissgrid presented its strategic grid 2025 [38] which is the result of a two-step

optimization. First, the present grid is enhanced progressively until the resulting grid is

no longer congested. Secondly, each upgraded element is removed sequentially and the

influence of this action on the reliability of the grid is assessed [40]. To assess the strategic

grid 2025 against the current one, Swissgrid used 2-step simulations. The first step is a market

simulation, the productions are dispatched at national scale. Once the national productions

are determined, they are distributed to the buses of a spatially resolved pan-European grid.

The second step consists in standard N-1 power flow computations. Swissgrid used two

commercial programs: Powrsym [41] for the market simulations and presumably PSS/E [42]
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for the power flow computations. Our approach is different in so far as our model find the

economic dispatches and the power flows in a single step. Our modelling of pumped-storage

facilities and their operations, with hourly resolution based on an effective electricity price,

seems more realistic than the one used by Swissgrid for the elaboration of the strategic grid

2025 [40].

Opportunities for PS hydroelectricity operations

We investigate if electricity producers might suffer from production limitations due to the

congestion of the Swiss transmission grid. Here, we focus on PS hydroelectricity, because two

large new PS power plants, Nant-de-Drance (900MW) and Linth-Limmern (1000MW), will be

soon connected to the grid which will double the Swiss PS hydroelectricity capacity.

In order to investigate whether or not the Swiss PS hydroelectricity is hindered by the con-

gestion of the network, we perform numerical simulations with and without thermal power

limits on the Swiss transmission grid. More constraints means that some economically viable

operations cannot be made because they would lead to the violation of some thermal limit

constraints. By comparing simulations with and without constraints, we can determine if

the producers, in particular hydroelectric producers, are limited in their operations by grid

constraints and the associated necessary redispatch.

Fig. 2.9 (a) shows the Swiss PS production with the 2015 grid. When the Swiss flows are

constrained the usage of the PS facilities is reduced by 18% and PS plants can only rarely

produce at full power. The situation significantly improves with the 2025 grid, as can be seen

in Fig. 2.9 (b), where flow constraints affect PS production only weakly. Clearly, the strategic

grid 2025 is beneficial for PS operators, who will be able to operate their facilities almost

without grid constraints.

Swiss network congestion

N −1 contingency calculations are a standard procedure used by TSOs to assess the reliability

of their transmission system. Each line of the Swiss network is tripped sequentially, and a

power flow calculation with the resulting network is performed. We define the worst case N −1

flow F N-1
k (t ) for the line #k at time t as

F N-1
k (t ) = max

i={1,··· ,Nline}

(|Fi ,k (t )|)∀t , (2.30)

where Fi ,k (t ) is the power flow on the line #k after line #i tripped.

Fig. 2.10 (a) shows the annual maximal N −1 power flows in the 2015 grid. We observe that the

grid is strongly congested on several lines. This is particularly the case in sections of the grid

connected to large hydro power plants. Fig. 2.10 (b) shows that the strategic grid 2025 strongly

reduces these congestions. Still, the connection at the far east of the network gets overloaded
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Figure 2.9 – Histograms of the production of Swiss PS plants with (hatched) and without (plain) constraints on
the power in the 2015 grid [panel (a)] and in the strategic grid 2025 [panel (b)]. Negative production means pump
consumption and in both panels, the idle state spike has been removed. The annual pump consumption is higher
than the annual production due to a finite efficiency of η= 0.9 each way.

sometime by the North-South transit. The reinforcements proposed by Swissgrid seems to

strongly reduce the congestion of the Swiss transmission network.

0  0.2 0.4 0.6 0.8 1  1.2 1.4 1.6
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FN-1/Fmax

2015 2025

Figure 2.10 – (a) Annual N-1 maximal flows in the 2015 grid. (b) Annual N-1 maximal flows in the strategic grid
2025. These flows correspond to the 100% PV scenario, similar results are obtained with the RES mix scenario. The
two large new PS facilities are displayed with black dots.

Our investigations show that the Swiss transmission network will be considerably less con-

gested after the enhancement of the grid from its present configuration to the strategic grid

2025. In particular, Swiss hydroelectricity producers will not be affected by limitations due

to grid congestion. The strategic grid 2025 allow Swissgrid to fulfill its missions, whereas

the existing configuration fails to guarantee their fulfillment. For our final investigations, we

exclusively use the strategic grid 2025.
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2.3.3 Future power flows in the Swiss network

We conclude our investigation of the future reliability of the Swiss grid by observing how the

variations of new RES productions in Europe increase the flows in the Swiss transmission

network and how it might congest it.

Fig. 2.11 (a) shows simulated dispatched productions of Switzerland, France, Germany and

Italy for ten consecutive days in winter. During the first three days, the RES production in

Europe is high, in particular from wind power. Wind turbine generation in Germany is actually

sufficient to cover alone the whole German load during the first day shown. During that time,

hydroelectricity production in Switzerland is low and almost zero during offpeak periods. RES

production in Europe decreases over the next three days. Dispatchable productions start to

produce more to compensate this decrease. In the last 4 days shown, RES productions in

Europe are low. Hydroelectricity in Switzerland produces near or at its maximal power most of

the time. Fig. 2.11 (b)-(e) present snapshots of the maximal N-1 power flows corresponding to

times indicated by dashed lines in panel (a). In the situation described in panels (b) and (c),

the Swiss production is very low, with essentially only Leibstadt producing. The Swiss load is

8.5 GW higher than the national production, while at the same time, Italy is strongly importing

too. Even under these exceptional conditions, we see that the strategic grid 2025 behaves well

and very few, very localized congestions occur - mostly the eastmost connection.

Fig. 2.12 (a) shows the production of Switzerland, France, Germany and Italy for ten consec-

utive days, this time in summer. Italy and Switzerland which have high penetration of PV

in their mixes, have large production around midday. Italy uses its PS pumps every day at

noon and its PS turbines in the evening. Comparing Figs. 2.11 (e) and 2.12 (b), one observes

that the Swiss peak production in summer exceeds by far that of winter, with production

peaks at 15GW. Nevertheless the grid is less congested in summer, which we attribute to the

geographically homogeneous spreading of the PV production in the grid.

As a final remark, the few reinforcements proposed by Swissgrid seem to be sufficient to

guarantee the reliability of the Swiss transmission grid until at least 2030. More results are

presented in Ref. [10].
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Chapter 2. The future of the electricity sector in Switzerland and in Europe

2.4 Conclusion

We have constructed a pan-European model for the future electricity market. Using a reduction

method, we obtained an aggregated model of the pan-European transmission grid. We built

an economic dispatch based on the minimization of the generation cost and additional costs

related to the curtailment of new RES, pumped-storage operations and power flows. We

calibrated it so that it reproduces 2015 production profiles. As a summary, the main features

of our model pan-European power dispatch are:

• A remarkable reproduction of historical production profiles.

• Pumped-storage hydroelectricity is dispatched in the most realistic way by maximizing

its revenues obtained with an effective price based on the residual load.

• Realistic power flows in the AC grids obtained with power transfer distribution factors

(PTDFs), AC and DC connections are treated distinctly.

• An additional quadratic “repulsion” term for each technology to obtain more realistic

production profiles.

• An effective TSOs redispatch through an addition cost on power flows.

We investigated how dispatchable sources will be engaged in 2030. We found unsurprisingly

that, as the penetration of new RES increases the European mixes, large variations of non-

dispatchable productions require more flexibility from conventional dispatchable sources.

What is more surprising is that power exchanges and existing PS hydroelectricity are able to

absorb the variations of new RES productions, even for a relatively high penetration of new

RES in the European energy mix.

We embedded the Swiss network in our aggregated model of the pan-European transmission

grid and created RES production profiles for every Swiss bus, based on its location and data

from weather stations. We used our model to compare the 2015 grid and the strategic grid

2025 of Switzerland. We showed that the few enhancements proposed by Swissgrid strongly

reduce the congestion of the Swiss transmission network. Hydroelectric producers should be

able to produce without being restricted in a future with a high penetration of new RES in the

Swiss energy mix.

Our investigations suggest that no technical constraint should hinder the energy transition

in Europe during the next decade. This is expected to change in further stages of the energy

transition, at the horizon of the year 2050, where even more flexibility, more energy storage

and/or new RES curtailment will be required. Our results are consistent with those of Ref. [43].

They find that more flexible production is required as the penetration of new RES increases

and that flexible sources become essential when the penetration of new RES reaches 50%.

This chapter has illustrated that our pan-European dispatch model Eurotranselect is a well-

designed, multipurpose, adaptive tool for systematic investigations of future European elec-

tricity sectors.
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3 Electricity prices: the paradox of the
energy transition

In this chapter we investigate the effect of the increasing penetration of new RES on the

electricity prices. We start by showing that the residual load, corresponding to the load

to which the nonflexible productions are subtracted, is strongly correlated with the day-

ahead electricity price. From this observation, we conclude that we can build an effective

electricity price based on the residual load. Armed with this physico-economic indicator, we

investigate the future revenues of different production technologies. In the early stage of the

energy transition, we show that the new RES, in particular the PV productions, reduce the

residual load variations and consequently decrease the volatility of electricity prices which

affects particularly the revenues of pumped-storage hydroelectricity. The new RES tend to

decrease the average price of electricity, especially if thermal baseload productions are not

decommissioned. This affects particularly the revenues of the mostly flexible productions. As

we demonstrated in Chapter 2, flexible energy sources and energy storage will be required in

a later stage of the energy transition for its harmonious unfolding. In this chapter, we focus

our investigations on Germany and Spain which have already a large penetration of new RES

in their energy mixes. We show that the hydroelectricity becomes profitable again when the

penetration of new RES has sufficiently increased. Most of the results presented in this chapter

were published in Ref. [44].

3.1 Electricity markets

We briefly explain the energy markets in which electricity is traded, we show that electricity

price depends on the load and the new RES productions.

In the 20th century, national European transmission grids were progressively interconnected

to increase their reliability which granted the opportunity of international power exchanges.

At that time, electricity was mainly produced and traded with long term contracts by national

monopolistic companies. The EU acted a directive which initiated the liberalization of electric-

ity markets in 1996. The first power exchange markets in Europe were founded in the following

years. On these markets, electricity is mainly traded in day-ahead auction in which electricity
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Chapter 3. Electricity prices: the paradox of the energy transition

is traded the day prior the delivery. Nowadays a significant share of the electricity consumed

in Europe is traded on these markets, see Table 3.1.

Fig. 3.1 illustrates the merit order which is a simplified version of the real auction used in power

markets. It consists in the ranking of the available generation capacity in increasing order of

generation cost to determine which power plants generate electricity. The low price producers

are favored and produce most of the year, while the expensive ones are only engaged in peak

load situations. The point where the hourly load crosses the merit order curve gives the hourly

electricity price and all the electricity traded for this delivery hour is remunerated at that price.

Once installed the new RES produce electricity at no cost, at least at a negligible cost when

compared to those of conventional sources. Consequently, when the new RES produce, they

correspond to a right shift of the merit order generation capacity curve, which can alternative

be represented by a left shift of the load as shown in Fig. 3.1. Therefore when new RES are

present in an energy mix, they decrease the average electricity price. Furthermore, the most

flexible power plants, which are usually also the most expensive ones, see their capacity factor

significantly decrease. The capacity factor is defined as the ratio of the amount of electricity

produced to the maximal possible output over a given period of time.
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Figure 3.1 – Illustration of the merit order based on the German energy mix: nuclear (orange), lignite (brown),
hard coal (black) and gas (magenta). Each technology has a different generation cost.

Several articles investigated historical data vs. the penetration of new RES to empirically

express electricity prices as a function of green in-feed [45, 46]. The effect of merit order on

historical electricity prices under increased penetration of new RES has been investigated by

[47], who extrapolated their findings to evaluate future revenues of the new RES. Going further,

a number of studies investigated electricity markets where prices are determined by simulated

merit orders with marginal costs as inputs [48, 49, 50], which often rely on self-consistent

optimizations. As interesting as these works are, they are based on heavy algorithms as well as

many assumptions (for instance future fuel prices) to build the merit order.

The starting point of our investigation is the observation that the German residual load and

day-ahead electricity price are strongly correlated, see Fig. 3.2. In analyzing other European
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3.2. The residual load and the determination of the must-run

countries, we moreover observe that the correlation between residual load and day-ahead

prices is generally stronger in countries with higher penetration of new RES. The penetration

of new RES is expected to significantly increase in the future, it is natural to expect that this

correlation will also increase. Here we define a simple effective electricity price solely based

on the residual load in place of the previously mentioned rather complex algorithms.
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Figure 3.2 – German residual load (green) and day-ahead electric-

ity price (blue) for a winter (top) and summer (bottom) week in 2015

[data taken from [14]]. Vertical dashed lines indicate noon time.

Market Trades

zone [TWh] %

AT/DE 264 53

BE 24 29

CH 23 38

CZ 20 28

ES/PT 259 79

FR 106 23

IT 195 62

NL 43 39

NO 133 103

PL 24 18

SE 128 94

UK 47 19

Total 1264 49

Table 3.1 – Traded electrical energy and

corresponding load percentage of several Eu-

ropean day-ahead markets in 2015. Sources:

[51], [52], [53] and [54].

3.2 The residual load and the determination of the must-run

In this section, we refine the notion of residual load that we introduced in Section 2.1.2. In

particular, we explain that a share of the dispatchable energy sources acts for economic reason

as if it was non-dispatchable. This share is known as the must-run [55, 56, 57] and our goal is to

assess its current volume in Germany and to find some possible trends of its future evolution.

We remind that the residual load corresponds to the subtraction of the non-dispatchable

production to the load. The non-dispatchable productions consist mainly in the new RES.

Some power plants keep producing even when electricity prices are below their production

costs to avoid ramping costs, this contribution to the residual load is often neglected as it

comes from dispatchable energy sources [58]. Nevertheless, it is consistent with the definition

and meaning of the residual load to include the must-run productions in non-dispatchable

productions and treat them as demand reduction. With this addition, the residual load Ri is
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then defined in each zone #i as

Ri (t ) = Li (t )−P pv
i (t )−P wind

i (t )−P mrun
i . (3.1)

Here, Li (t) is the national load, and P pv
i (t), P wind

i (t) and P mrun
i are PV, wind and must-run

productions respectively. In the following, the run-of-the-river (RoR) is incorporated in the

must-run. As in Chapter 2, we hourly discretize their profiles, tn = n∆t , with ∆t = 1 hour. We

assume that, in a given year, P mrun
i does not depend on time. For our initial investigations,

we take Li (t) as the 2015 national load from ENTSO-E database [14] without modification,

given the relatively short time span of our investigations (up to 2020). We conclude our

investigations by adding a term describing effectively the action of active demand response

on the residual load. As in Chapter 2, PV and wind production profiles are obtained from

historical 2015 production profiles, taken from ENTSO-E database [14], which we scale up

country by country to take into account planned capacity evolution as given in ENTSO-E 2020

Expected progress [20].

To obtain Ri (t ), we are left with evaluating the must-run power which is not a uniquely defined

procedure [56, 55]. In the following, we use two different approaches to determine the must-

run in Germany, which lead to comparable volumes of must-run power. Our first approach

is to determine the must-run from the historical day-ahead electricity price and share of

the different technologies producing. Fig. 3.3 shows the shares of the different technologies

composing the German energy mix for each hour of 2017 and the corresponding day-ahead

electricity price. From these scatter plots we assess that the must-run corresponds to 75%

of the total nuclear capacity, 40% of the total lignite capacity, 45% of the RoR capacity and

5% of the total capacity of gas and hard coal capacities. By summing these contributions,

we obtain a must-run in Germany of about 21 GW in 2017. When applied to the year 2015,

this assessment gives a must-run of about 23 GW. From the similar scatter plots presented in

Ref. [58], we obtain a must-run corresponding to 85% of the total nuclear capacity, 70% of the

total capacity of lignite power plants and 10% of the total capacity of hard coal power plant

for the period from October 2008 to November 2009. This estimate sums up to about 36 GW.

This procedure is tedious as it requires detailed information on the different production and

the price of electricity, furthermore it is hard to use it to extrapolate the future trend of the

must-run.

In our second approach, we base the determination of the must-run on the evaluation of load

duration curves. Fig. 3.4 explains the procedure, where for sake of readability, it is limited

to a single week. Fig. 3.4 (a) shows the German load from which we subtract the new RES

productions. Fig. 3.4 (b) shows the duration curve of the resulting power profile (green curve)

which gives the time during which the profile is over a certain power. By definition, must-run

corresponds to the power that exceeds a certain level ”most of the time”, otherwise it would

not be economically viable. The must-run volume we obtain with this procedure depends on

what we consider as ”most of the time”.
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Figure 3.3 – Engaged proportion of the different technologies in the German energy mix as electricity price evolves,
each point corresponds to an hour of 2017.
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Figure 3.4 – Assessment of the must-run power by duration curves. (a) Residual load (green area) is obtained
by subtracting the new RES productions [wind (cyan) and PV (yellow)] and the must-run (light red band) to the
load (red curve). (b) Determination of the must-run form duration curve of load minus new RES productions (green
curve).

By applying this procedure to the load and new RES production yearly profiles corresponding

to the years 2000 to 2020, we obtain different duration curves and we can track the evolution

of the must-run. Fig. 3.5 (a) shows the residual load duration curves for four different years in

Germany. We extract the must-run as the corresponding power threshold exceeded during

”most of the year”, and chose this to mean 7000 (vertical red dashed line) or 8000 hours (black

dashed line). The obtained must-run is plotted in Fig. 3.5 (b) for these two choices (dashed

lines). We see that the two curves mostly differ by a vertical shift of 3-4 GW. The must-run

is about 30-35 GW in 2010, and keeps decreasing thereafter, as the penetration of new RES

increases. Our two approaches to the determination of the must-run are in good agreement.

We therefore validate our procedure for estimating the volume of must-run production and

use it to compute residual loads based on the scenario ENTSO-E 2020 Expected progress [20].
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Figure 3.5 – (a) Duration curves of German load minus RES productions for the years 2000 (solid), 2010 (dashed),
2015 (dotted) and 2020 (dash-dotted). (b) Must run power as obtained from the duration curves [red and black dashed
curves, corresponding to the red/black dashed vertical lines in panel (a), the red circles illustrate the connection
between panel (a) and panel (b).] and our three scenarios: keeping thermal production capacity “as long as possible”
(blue), “exact substitution” (red), “interpolated path” (orange). The green triangles indicate the estimates we obtain
from market prices and production profiles.

It is important to realize that the procedure just described underestimates (overestimates) the

must-run for exporting (importing) countries. As a matter of fact, Fig. 3.5 (b) suggests that the

German must-run started to decrease already in 2013, instead, German thermal production

capacity has been kept constant in 2013–2016 while its exports have increased significantly.

This suggests that Germany will keep a large must-run as long as it can export its production

when needed. To take this effect into account, we introduce three different scenarios for

must-run evolution which we will use in our investigations. These three scenarios are shown

in Fig. 3.5 (b). The ”as long as possible” (blue) scenario corresponds to a must-run that is

constant until 2015 after which it decreases with the same rate of 3 [GW/year] in 2016-2020

as the dashed lines. The ”exact substitution” (red) scenario corresponds to the opposite case

where thermal capacities are withdrawn exactly at the same rate as new RES are installed.

Finally, the ”interpolated path” (orange) scenario is a smooth curve interpolating somehow

arbitrarily between the blue and red scenarios. None of them will exactly be realized, we use

these scenarios to understand the influence of must-run on electricity prices. Finally, while we

just focused on the German case to describe the procedure for evaluating must-run capacity,

the described method is applied to other European countries, in particular to Spain.

3.3 An effective electricity price based on the residual load

Fig. 3.2 illustrates that a strong correlation exist between national residual loads Ri (t) and

day-ahead prices pdai (t ). In this section, we first validate this by quantifying the correlation

between national residual loads and day-ahead electricity prices in several European countries.

Having validated it, we confidently construct an effective price on the residual load. We use this

simple effective price to investigate qualitatively the future electricity prices as the penetration
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of new RES increases in the European energy mixes. Finally, we determine the parameters

relating the electricity price to the residual load.

The residual load indicates, by definition, the periods of surplus or deficit of production of

new RES. It has been the focus of many recent investigations evaluating the needed capacity of

energy storage, of thermal storage and of additional dispatchable productions to help absorb

large penetrations of new RES [56, 57, 59, 60]. In his analysis of negative price regimes, Nicolosi

illustrated a connection between the residual load and the merit order [61]. von Roon and

Hubber have been the only ones so far to report a direct correlation between residual load and

spot electricity prices [62]. Their investigation of the German electricity market before 2010

further assumed that the coal and natural gas price determine the electricity price most of the

time. They proposed to model electricity prices as a function of the natural gas price and of

the residual load.

To the best of our knowledge, we are the first to investigate the future revenues of electricity

producers obtained with effective electricity prices solely based on the residual load.

3.3.1 Correlation between national electricity prices and residual loads

While some degree of correlation between the residual load and spot market prices is expected,

a strong correlation between them has been reported in Ref. [62] for Germany in 2007–2009.

We quantify this correlation for different European countries by measuring their Pearson’s

correlation coefficient which for two discrete sets of data X = {xk } and Y = {yk } reads

r (X ,Y ) =
∑

k (xk − x̄)(yk − ȳ)√∑
k (xk − x̄)2 ∑

k (yk − ȳ)2
, (3.2)

where x̄ and ȳ are the average values of the two sets. By definition, one has r ∈ [−1,1], with

r = 0 indicating the absence of correlation between the two sets, r = 1 two perfectly correlated

sets, r =−1 two totally anticorrelated sets and r > 0.5 indicates an already strong correlation.

We obtain correlation coefficient r (pda i ,Ri ), for the years 2012-2015, from hourly sets of data

for both residual loads Ri and day-ahead prices pda i , from which we removed the 2 % highest

and lowest values – corresponding to those that are further away from the average than two or

three standard deviations. These extreme events correspond to exceptional situations with

forecast errors, unplanned production outages and so forth [63, 64]. These events are hardly

predictable and lie beyond the scope of the present work. Table 3.2 shows the evolution of

correlations between residual loads and day-ahead prices of the four largest countries in

continental Europe. All values are large, r > 0.58, and seem to be constant or perhaps even

increasing with time.

We further investigate the correlation coefficient for 2015 data in a number of continental

European countries. Fig. 3.6 plots the correlation coefficient between national residual load
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Chapter 3. Electricity prices: the paradox of the energy transition

and day-ahead electricity price as a function of new RES penetration, which we took as the

ratio of yearly RES production to the total electricity production. Data are taken from ENTSO-E

database [14] and have been crosschecked and completed where necessary with data obtained

from national grid operators and power markets.

The correlation coefficients in Table 3.2 and Fig. 3.6 satisfy r (pdai ,Ri ) > 0.58 in all cases, in-

dicating a strong correlation between the residual loads and day-ahead prices. Additionally,

r (pdai ,Ri ) is larger in countries with larger penetration of new RES, with the exception of

Switzerland, where the correlation is presumably higher due to a large penetration of hydro-

electricity. Given this trend, and the planned increase in new RES penetration in all European

countries, it seems natural to expect an even larger correlation between residual loads and

day-ahead prices in the future.
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Figure 3.6 – Pearson’s correlation coefficient r between national

residual loads Ri and 2015 national day-ahead prices pdai as

a function of the penetration of new RES in several European

countries.

2012 2013 2014 2015

FR 0.65 0.74 0.71 0.67

DE 0.78 0.86 0.89 0.89

IT 0.63 0.58 0.61 0.77

ES # # 0.77 0.88

Table 3.2 – Evolution of the correlation

r (pdai ,Ri ) between national day-ahead prices

and residual loads.

3.3.2 Evolution of electricity prices during the energy transition

We validated that there is a strong correlation between residual loads and day-ahead electricity

prices and therefore that our assumption pda i (t ) ∝ Ri (t ) holds. Here, we use this relationship

to qualitatively forecast electricity prices and price fluctuations at different stages of the

unfolding of the energy transition.

The new RES progressively substitutes thermal productions, doing so they reduce the must-

run and change fluctuations in the residual load. The way these fluctuations change depends

on the chosen RES mix. PV panels produce more around noon, therefore their production

is correlated with the main load peak. Wind productions are more erratic and are therefore

relatively uncorrelated with the load at least on short timescales. Consequently, fluctuations

in residual loads will always increase if the substitution mix is made of wind power only, while
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3.3. An effective electricity price based on the residual load

they will first decrease before increasing again if the mix is dominated by PV. This is illustrated

in Fig. 3.7 which sketches the behavior of the residual load at three different stages of the

energy transition. Panel (a) shows the situation at the very initial stage of the energy transition,

with low RES penetration. The shape of the residual load is very similar to the load itself and

the must-run is high. Panel (b) illustrates the transition period with increased RES penetration

with a significant fraction of PV, corresponding to the German mix. PV significantly decreases

the load peak during office hours, which reduces fluctuations of the residual load. The must-

run is still high. In our model, this reduces fluctuations in electricity prices, therefore there are

less financial opportunities for flexible productions. In the final stages of the energy transition,

the large RES penetration completely changes the shape of the residual load, which looks now

very different from the load, see Fig. 3.7 (c). The must-run power is lower, bringing average

prices higher. Most importantly, fluctuations in the residual load are comparable to and even

higher than those at the early stages of the energy transition.
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Figure 3.7 – Sketch of the residual load (green area) and must-run (light red band) at three stages of the energy
transition: (a) Initial, (b) intermediate and (c) late stages of the transition. PV (yellow) and WT (light blue) production
profiles are superimposed. Red arrows indicate the magnitude of fluctuations of the residual load. Vertical dashed
lines indicate noon time.

3.3.3 Determination of the pricing parameters

We construct an effective electricity price as a linear regression of the residual load,

pda(t ) =∆pdaR(t )+pda0 , (3.3)

47



Chapter 3. Electricity prices: the paradox of the energy transition

We focus on electricity prices and revenues for various productions in Spain and Germany,

two large European countries that are already well engaged in their energy transition in the

electric sector, with large penetration of new RES. As we restrict our investigations to only two

countries, we drop the country index #i . The RES mix has proportionally less PV in Spain than

in Germany, which allows us to identify differences in the evolution of prices from different

choices of RES mixes. Based on 2015 data, we obtain ∆pda ≈ 1 and 2.2 [e/MWh·GW−1] and

pda0 ≈ 20 and 30 [e/MWh] in Germany and Spain respectively for the parameters in Eq. (3.3).

We found very little change in these parameters during the years 2013–2015 in Germany and

therefore assume these parameters to be constant in time in each country, for a time window

ranging from 2015 to 2020. That this is reasonable is illustrated in Fig. 3.8 which shows that

the effective price pda(t) of Eq. (3.3) reproduces historical day-ahead prices quite well. The

agreement is already good in 2006 and becomes even better in 2013. Exceptional price spikes

are not totally captured, which correspond however to unusual situations beyond the reach of

our modeling.

In the following, we investigate future expected revenues of electricity producers on the

assumption that ∆pda and pda0 remain constant. Fig. 3.8 shows that this assumption hold

retrospectively over a decade. In the future, if economic conditions vary, it may impact the

pricing parameters ∆pda and pda0 and other scenarios with different values of ∆pda and pda0

can be investigated. Qualitatively, one anticipates that pda0 is determined by the marginal

cost of must-run production. In Europe this is essentially the marginal price of electricity from

coal-fired plants, and therefore pda0 increases if carbon taxes increase. The parameter∆pda on

the other hand is more directly related to the order of merit, and thus to the marginal cost of

electriciy from gas-fired power plants. As such it will follow the evolution of both carbon taxes

and natural gas prices. How much these parameters vary for given variations in gas prices and

carbon taxes needs to be calibrated. Performing this calibration is beyond the scope of the

present work.

3.4 Future revenues of electricity producers

We investigate the future revenues of different electricity productions in Europe with the

effective electricity price defined in Eq. (3.3). We initially focus on the hydroelectric sector,

which can provide production flexibility and storage capacities needed to integrate new RES

into the electric grid. We next turn our attention to general power plants characterized by their

annual number of operation hours and finally we investigate how active demand respond

affects our findings. We show that the length of the intermediate period where the revenues for

flexible productions and PS hydroelectricity are reduced depends on (i) the rate at which RES

penetration increases, (ii) the chosen RES mix, and (iii) the rate at which must-run is reduced.
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Figure 3.8 – Effective electricity price defined in Eq. (3.3) built on the residual load (green line) and actual day-
ahead electricity price (blue line) during a week in winter and summer 2006 (top two panels) and 2013 (bottom two
panels) in Germany. Dashed lines show the monthly average price and the dotted-dashed lines prices exceeded 10
and 90 % of the time during that month. Vertical dashed lines indicate noon time.

3.4.1 The profitability of hydroelectricity

We focus on the revenues of hydroelectric power plants. As we mentioned earlier, Swiss hy-

droelectricity is suffering from the low electricity prices. Due to the strong interconnection

between the German and Swiss transmission grids, electricity prices in Switzerland are partic-

ularly affected by the German new RES production peaks. Consequently, it is reasonable to

investigate the future revenues of the Swiss hydroelectricity with the effective electricity price

based on the German residual load.

Pumped-storage facilities

To show how insightful our simple effective description of electricity prices can be, we start by

an analytical investigation of the future revenues of PS hydroelectricity, then we corroborate

our findings with numerical simulations.

The revenue G of a PS plant over a time interval t ∈ [
ti , t f

]
is given by

G =
∫ t f

ti

pda(t ) ·P ps(t )dt , (3.4)
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Chapter 3. Electricity prices: the paradox of the energy transition

where P ps(t) account for the power produced by the PS power plant as well as the power

consumed to pump. Optimizing the revenues of PS plants means producing when pda(t) is

large and consuming when pda(t ) is low. It therefore makes sense to assume that P ps and pda

are strongly correlated. This assumption is confirmed in Fig. 3.9, which shows the production

of a Swiss PS plant and the day-ahead price for 10 consecutive days in 2015. Neglecting losses

for the time being, we write

P ps(t ) ∼=πps · [pda(t )− p̄da
]

, (3.5)

where p̄da is the average price over the considered time period and πps is a prefactor linking

prices to production. Eq. (3.5) guarantees that
∫ t f

ti
P ps(t)dt = 0 as should be for a PS plant

without loss. Inserting Eq. (3.5) into (3.4) and using Eq. (3.3), we get

G ∼=πps∆p2
da T Var

[
R

]
, (3.6)

for the annual revenue with T = 8760 hours. This result shows that the revenue of a lossless PS

power plant is proportional to the variance of the residual load. With the consideration we

made in Section 3.3.2, and under the assumptions described above, it is easy to qualitatively

predict the future revenues of a PS power plant. When the new RES mix is dominated by the PV

productions, they first decrease in the initial stages of the energy transition, where increased

RES penetration reduces price fluctuations. The revenues however increase later, once the RES

penetration is such that it restores large fluctuations in residual loads and thus in electricity

prices. When the new RES mix is dominated by the wind productions, the revenue always

increases.

We next investigate numerically the revenues of PS power plants in Germany and Spain in the

period 2005-2020. Residual loads are calculated from 2015 data for the load and RES profiles,

the latter being scaled up from year to year to interpolate linearly between the 2015 realized

annual production and the planned 2020 annual production [65]. The evolution of the annual

RES productions is given in Fig. 3.10 (c) and (d). As in Chapter 2, the revenues of a PS power

plant depend on its pumping and producing operations P ps
t (tn) and P ps

p (tn), they are given by

Gps =∑
n

pda(tn)
[
P ps

t (tn)−P ps
p (tn)

]
∆t . (3.7)

We generate PS power profiles by maximizing the revenue G of Eq. (3.7). Using the actual

day-ahead price, this procedure generates a fictitious PS production profile given by the dotted

black curve in Fig. 3.9, which is very close to the actual one (solid black curve). We attribute

the few discrepancies to the fact that our maximization of G in Eq. (3.7) is made with perfect

advance knowledge of the load and RES productions. This test substantiates our procedure

for calculating power profiles and evaluating revenues of PS plants.

Now that we validated that we obtain realistic PS operation with our maximization, we cal-

culate revenues of PS plants from Eqs. (3.7) with the effective price of Eq. (3.3). Revenues of
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Figure 3.9 – The actual (solid black curve) and computed (dotted black curve) production of a typical Swiss PS
plant and the day-ahead price (blue curve). Negative production means pump load. Sources: Swissgrid and [14].

German and Spanish PS plants as the energy transition unfolds are shown in Fig. 3.10. One

observes that they remain approximately constant in both countries from 2005 to 2008/2009,

even though the wind production increases by 40 % in Germany and almost 50 % in Spain.

Revenues decrease significantly in Germany from 2009 on, reaching a minimum around 2013

with revenues reduced by as much as 20 %. The revenues decrease more when the must-run

reduction is faster [see Fig. 3.10 (a)]. This is easily understandable when one realizes that

a higher must-run reduces the residual load, and with it, the electricity price. Power losses

due to the finite efficiency of the plant, η< 1, cost less at higher must-run, which increases

revenues.

Figure 3.10 – (a)-(b) Normalized revenue (divided by the revenue of 2005 in the scenario ”as long as possible”) of
a PS power plant in Germany [panel (a)] and in Spain [panel (b)], with η= 0.9, for the three must-run scenarios
presented in Fig. 3.5 (b). (c)-(d) Evolution of wind (light blue) and PV (yellow) annual production in Germany [panel
(c)] and in Spain [panel (d)]. Dashed rectangles correspond to planned future evolution [65].

The striking feature in Fig. 3.10 (a) is that, as expected from the discussion in Section 3.3.2

together with Eq. (3.6), the drop in revenues corresponds to the acceleration of the penetration

of PV, which reduces the mid-day residual load peak. The fluctuations of the residual load go
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Chapter 3. Electricity prices: the paradox of the energy transition

down, leading to reduced revenues through Eq. (3.6). As the penetration of PV further increases,

so do the fluctuations of the residual load – one enters the stage depicted in Fig. 3.7 (c) and the

revenues increase again. The drop in revenues does not last long. The importance of PV in

this phenomenon becomes clear when comparing Fig. 3.10 (a) and Fig. 3.10 (b). The revenues

of the Spanish PS power plant displays no significant drop. This is so, because the mix of new

RES is clearly dominated by wind power in Spain. Fluctuations in residual load are increased

at all stages of the transition, regardless of the chosen scenario for must-run reduction. Thus,

from Eq. (3.6), revenues also always tend to increase.

Conventional dam power plants

With the same notations we introduced in Chapter 2, the filling Sdam(t ) of a conventional dam

storage evolves and is subject to the constraints we presented in Section 2.1.2. A conventional

dam hydroelectric plant is characterized by its rated power P dam
max , its storage capacity Sdam

max and

the annual electricity generation σdam =∑
n P dam(tn)∆t . Relative revenue evolution therefore

depends on only two dimensionless parameters which we take as Sdam
max /(P dam

max∆t) ≡ Nempty

and σdam/(P dam
max∆t ) ≡ Nop, giving the number of hours of operation at full power to empty the

reservoir and to use all the annual energy inflow respectively. Their revenue is given by

G =∑
n

pda(tn)P dam(tn) . (3.8)

We find that revenues depend only very weakly on Nempty, and therefore focus on the evolution

of revenues vs. Nop. In multiannual average, dams produce their annual energy inflow σdam.

In continental Europe, this usually corresponds to Nop ∈ [
1000,3000

]
hours of full power

operation [66].
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Figure 3.11 – Normalized revenue of conventional dam hydroelectric plants with high (Nop = 1000 hours; solid
lines) and low (Nop = 3000 hours; dashed lines) power capacity in the Alps, with Nempty = 1000 hours and for the
three must-run scenarios presented in Fig. 3.5 (b).

Fig. 3.11 shows the revenues of conventional dam hydroelectric plants with Nempty = 1000
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and Nop = 1000 and 3000. One sees a similar non-monotonous behavior as for PS plants in

Germany. How much and until when the revenue drops depends strongly on the chosen

scenario for must-run withdrawal. Generally, we find that revenues drop more and longer

for delayed must-run withdrawal – the flexibility of conventional dam hydroelectric power

plants is best rewarded for exact substitution of production capacity, where production from

thermal plants is reduced at the same rate as new RES production increases. Only in that case

we would see no drop in revenue for conventional hydro power plants. Regardless of the must-

run scenario, revenues return to their pre-energy transition level by 2020 in all considered

scenarios. We observe that plants with higher rated power P dam
max , i.e. lower number Nop of

annual operation hours, see their revenue decrease less than those with lower power, because

the higher the rated power, the easier it is to produce almost only when the price spikes.

3.4.2 The influence of the annual operation time on revenues

To better understand the trends discussed above, we finally investigate different types of

productions characterized only by the number of hours Nop per year they operate at maximal

power Pmax with no further constraint. Accordingly, we consider four classes of power plants

which are

(i) super-peaking power plants, functioning Nop = 1000 hours per year at peak power Pmax,

(ii) peaking power plants Nop = 2000,

(iii) load-following power plants with Nop = 5000,

(iv) base-load power plants with Nop = 8000.

Their revenue is simply given by

G =∑
n

pda(tn)P (tn) , (3.9)

where we impose no other restriction, than
∑

n P (tn) = Pmax Nop. Fig. 3.12 shows the evolution

of these revenues as the energy transition unfolds in Germany, for our three scenarios for must-

run reduction. We see first, that regardless of must-run reduction, peaking power plants always

have higher revenues and second, that faster must-run withdrawal leads to smaller reductions

in revenues. In particular, there is no significant decrease in revenue in the exact substitution

scenario, in which thermal plants are retired in direct proportion to the penetration increase

of new RES.

These results indicate that the currently very low electricity prices in Europe (and the poor

revenues of the hydroelectricity sector) are due to an overcapacity of electricity production

more than anything else. Thermal plants are currently retired too slowly compared to the rate

at which the penetration of new RES increases. We therefore conjecture that the paradox of

the energy transition can be overcome by phasing out thermal plants faster.
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Figure 3.12 – Normalized revenues of super-peaking plants (solid lines), peaking plants (dashed lines), load-
following plants (dotted-dashed lines) and base-load plants (dotted lines) under the three must-run scenarios
presented in Fig. 3.5 (b).

3.4.3 The competition of active demand response

Another approach to mitigate undesirable effects of the new RES is to tackle them locally, at

distribution grid level. This approach relies in particular on active demand response (ADR) [67].

We want to assess the maximal effect that ADR can have on the results we presented in the

chapter. How ADR is concretely implemented is out of the scope of the present work, we

simply add an effective contribution to the national residual load that models the sum of all

active demand response contributions. With ADR, the residual load is given by

R(t ) = L(t )+δL(t )−P pv(t )−P wind(t )−P mrun = R0(t )+δL(t ) , (3.10)

where changes in the load profile due to ADR are included in δL(t ) and R0 is the residual load

without ADR, as in Eq. (3.1). ADR can be deployed for various reasons, for instance to reduce

electricity costs of end users or to mitigate load fluctuations on the distribution network. In

both instances, ADR tends to reduce variations in the residual load, and we incorporate this

goal in an optimizing procedure which we briefly describe. For the sake of simplicity, we do

not incorporate specific load constraints such as comfort temperature intervals for ADR with

thermostatically controlled loads. The only constraint on the ADR profile is∣∣δL(t )
∣∣< δLmax ,∀t , (3.11)
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where δLmax is the maximal ADR power. We further assume that the annual consumption

remains unchanged,

t f∫
ti

δL(t )dt = 0. (3.12)

Recent estimates of the potential of ADR indicate that only a fraction of the total consumption

can be shifted,

t f∫
ti

∣∣δL(t )
∣∣dt ≤ 2σ

t f∫
ti

L(t )dt , (3.13)

withσ' 0.01 giving the maximal fraction of the total consumption that can been shifted, while

the maximal ADR power δLmax is about 10 % of the maximal load Lmax (roughly corresponding

to 7 GW in Germany) [67]. These numbers may seem rather small, however they have been

obtained assuming a broad load participation in ADR [67].

Our procedure is to compute the ADR profile that minimizes the fluctuations of the residual

load,

min
δL

[
Var(R)

]= min
δL

[
Var(L+−L−+R0)

]
, (3.14)

where we defined L±(t) = max
[
0,±δL(t )

]
. We linearly increase σ and δLmax/Lmax from 0 in

2015 to σ= 0.01 and δLmax/Lmax = 0.1 in 2025. Because we neglect specific load constraints

on ADR, our results likely overestimate the impact of ADR on the residual load, and therefore

on electricity prices.

Fig. 3.13 (a) shows the effect of ADR on the revenues of a PS plant. ADR being a form of storage,

it competes with PS and reduces its revenues, however, the effect is rather moderate, with 2020

revenues still exceeding those of 2005. Fig. 3.13 (b) shows the revenues of a conventional dam

hydroelectric plant, which are even less affected by ADR than those of the PS plant.

3.5 Conclusion

Our interest in this Chapter was to investigate how the increasing penetration of new RES

affect electricity prices in Europe. We showed that day-ahead electricity price is strongly

correlated with residual loads in most European countries. From this observation we built

an effective price based solely on the residual load. With this physico-economic indicator we

investigated the revenues of different electricity producers.

As a summary, we found that:
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• Residual load and day-ahead electricity prices are strongly correlated in Europe.

• A simple physico-economic indicator can be used to investigate the future electricity

prices.

• New RES drag electricity prices down, PV particularly decreases the volatility of electric-

ity prices.

• The insufficient withdrawal of must-run productions plunges the revenues of flexible

sources.
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Figure 3.13 – (a) Revenues of a PS plant in Germany with (dashed) and without (plain) ADR. (b) Revenues of a
conventional dam hydroelectric plant in Germany with (dashed) and without (plain) ADR. ADR linearly evolves
from zero in 2015 to its maximal potential in 2025, with δLmax = 7[GW] and σ= 0.01 [67].
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Part IIThe roles of inertia, primary control
and grid geometry on disturbances in

transmission grids
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4 Disturbance propagation in large
transmission grids

The rotational inertia of conventional generators helps the system to be resilient against

contingencies. The substitution of thermal generators by inertialess new RES may jeopardize

power system stability in particular within the first few seconds after the occurrence of a

fault. In this chapter, we investigate the propagation of disturbances in large transmission

grids following abrupt power losses. To that purpose, we construct a dynamical model of

the Continental European transmission grid, its elaboration is detailed in Section 4.1. We

investigate the system disturbance following abrupt power losses in Section 4.2. We show that

for a given amount of lost power the magnitude of the following disturbance strongly depends

on the fault location. Furthermore we show that the strongest disturbance magnitudes are

related to the buses located in the “Fiedler areas” which consist in the buses with large squared

Fiedler components. The Fiedler vector is the eigenvector corresponding to the smallest

non-zero eigenvalue of the network Laplacian. In Section 4.3, we investigate the influence

of the placement of inertia by removing the inertia of certain generators. We show that the

resilience of the grid against contingencies strongly depends on where inertia was removed.

The system is more prompt to be disturbed when inertia is reduced in the “Fiedler areas”.

To confirm our conclusions, we alternatively use a model of the Texas ERCOT transmission

grid [68], where we obtain inertia and damping coefficients using the same procedure as

for the European model. The model and most of the results presented in this chapter were

published in Ref. [69].

4.1 A dynamical model of the continental European transmission

grid

For our investigation on disturbances in large transmission grids, we need detailed information

on them. In this section, we elaborate our dynamical model of the continental European

transmission grid1.

1We built our grid model from different publicly available databases under Creative Commons licenses.
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There are only few publicly available models of part or all of the synchronous grid of continen-

tal Europe. To the best of our knowledge, the first one was released by Zhou and Bialek [70]

and later upgraded to incorporate the Balkans [71]. Other models include ELMOD [72], PE-

GASE [35, 34] and PyPSA-Eur [37]. These models are intended for power flow computations

and they have not been extended to dynamical simulations. Furthermore, except PyPSA-Eur,

they lack bus geolocalization which makes the interpretation of the results tedious. None of

those model can be used straightforwardly for dynamical investigations, this motivated us to

develop our own model.

Similar elaboration procedures to the one presented in this work were used in Refs. [70, 72, 73].

A similar model has recently been constructed, whose parameters do not seem to be publicly

available [73].

4.1.1 Construction of the initial load flow solution

The first step of our model elaboration is to obtain the steady state solution that will later be

disturbed, it is obtained as follows. The geographical location and the electrical parameters of

each bus including voltage level, generator type and rated power are determined from publicly

available databases. Line capacities are extracted from their length. Different load situations

are investigated using a demographically-based distribution of national loads, together with a

dispatch based on a DC optimal power flow.

Wiegmans has extracted geolocalization data for the continental European grid from the

ENTSO-E interactive map [74]. Our starting point is his database, which contains location

and voltage of buses, identified as either generator or load buses, lengths and voltages for

transmission lines and voltages for transformers. We determined the principal component of

that grid and discarded non-connected buses. The final network we obtain has 3809 buses

connected by 4944 transmission lines.

Electrical parameters of transmission lines

Fig. 4.1 shows the transmission grid in Continental Europe which consists in transmission

lines operated at two different rated voltages, 220 kV and 380 kV, and the transformers. In the

following, electricity production is dispatched with an optimal power flow in DC approxima-

tion, in which the lines have purely imaginary admittances. In Section 1.3, we showed that the

series admittance of a transmission line is approximately inversely proportional to its length.

Hence, the admittance of the line #k is given by

bk = 1
/(

xkmLk
)

, (4.1)

where Lk is its length, xkm is the kilometric reactance corresponding to this type of line, we

use xkm = 360mΩ/km for 220 kV lines and xkm = 265mΩ/km for 380 kV lines. These values

correspond to averages of those found in Ref. [75]. We compare the admittances obtained
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4.1. A dynamical model of the continental European transmission grid

with this procedure with known exact values for a number of lines and find them to be in good

agreement.

Disaggregation of national loads

The procedure we use to distribute the national loads to the transmission grid buses is similar

to the one we used in Chapter 2 to distribute the PV production to buses in the Swiss transmis-

sion network. The national load profiles of European countries are available on the ENTSO-E

database [14]. For each country, we distribute those loads demographically over the national

buses, similar procedures were used in Refs [70, 72]. Geographical population distributions

are first determined from the GeoNames database [76]. Second, the population of each town

is distributed over all buses that are less than dmax = 50 km away from it proportionally to their

weight w = 1 for 220 kV buses and w = 3 for 380 kV buses. The goals of this weighted distri-

bution are twofold: to effectively model the underlying distribution grid and to prevent that

excessive loads are assigned to buses in the vicinity of large cities leading to infeasible power

load equations. This weighted distribution determines the effective population attributed to

each bus. Then, the national load is distributed to each national bus in proportion to their

attributed population. The validity of the procedure is at least partly confirmed by the strong

correlation between population and load distributions in Italy reported in Ref. [70].

Figure 4.1 – Continental European grid, 380kV and

220kV lines are displayed in red and green.

Figure 4.2 – Load on each bus in continental Europe.

The disk areas are proportional to the load. National

loads are disaggregated on the national buses according

to population distributions.

Economic dispatch of conventional generators

The last step to obtain our initial state is to determine how much electric power each generator

produces. Wiegmans’ extract of ENTSO-E interactive map contains partial information on

generator types and rated power [74]. The missing generator data are obtained from the global

energy observatory website [77]. Fig. 4.3 compares the national conventional generation
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Chapter 4. Disturbance propagation in large transmission grids

capacities for several European countries listed on ENTSO-E database [14] with those we

obtained by summing the rated power of the generators in our model, we observe that there

is a good agreement between the actual national generation fleets and those in our model.

For a given distributed load and with the thermal limit constraints on the transmission lines,

the economic dispatch of power generation is obtained thanks to a DC optimal power flow.

For each technology #s, we use a different marginal cost cs , see Table 4.1. For this work, we

build two opposed initial steady state cases: a winter evening hour with an high consumption

and a large generating fleet and a summer evening hour with a low consumption and a small

generating fleet.
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Figure 4.3 – Installed capacity according to our grid model (left col-

umn) and to Ref. [14] (right column) for several European countries.

cs
[
MWh−1]

hydro 80

nuclear 20

lignite 20

hard coal 35

gas 100

other 10

Table 4.1 – Marginal costs for differ-

ent technologies of conventional genera-

tors, they are loosely based on the values

found in Ref. [27].

4.1.2 Addition of power system dynamics

In the previous paragraphs, we obtained the solution of an optimal power flow which is the

initial steady state that we disturb with an abrupt power loss. Here, we briefly describe the

equations that govern the power system dynamics.

Synchronous generators

In Section 1.3, we showed that the power flow equations in lossless approximation and only

taking into account active power flows read

P e
i = ∑

j∈V

bi j Vi V j sin
(
θi −θ j

)
, (4.2)

where we label V is the set buses in the system and P e
i the electric power injected in the grid at

the generator #i to differentiate it from the mechanical power P m
i transmitted to the turbine.

Here, bi j gives the imaginary part of the admittance of the power line connecting bus #i at
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4.1. A dynamical model of the continental European transmission grid

voltage Vi to bus #j at voltage V j and V is the set of the N buses in the system. Voltages are

assumed constant, Vi =V (0)
i and are equal to either 220 or 380 kV.

The kinetic energy of a generator depends on its moment of inertia Ji and its angular speed

ωi , it is given by

Ekin = 1

2
Ji ω

2
i . (4.3)

Conventional generators are designed to operate in a narrow range of frequencies around the

nominal system frequency f0 = 50 Hz, typically between 47.5 and 51.5 Hz in Europe. On the

assumption that ωi remains close to its nominal value ω0 = 2π f0, then its kinetic energy varies

as

dEkin i

dt
≈ω0 Ji ω̇= P m −P e , (4.4)

By defining H as the time during which the rated power S of the generator provides a work

equivalent to its kinetic energy, we get

Hi = Ekin i

Pmax i
≈ Ji ω

2
0

2Pmax i
. (4.5)

For a given technology #s, Hs is more or less independent of the size of the generator and is

known as the inertia constant. Table 4.2 summarizes the values of inertia constants we use in

our grid model. From Eqs. (4.3) and (5.38), The inertia coefficient mi of the generator depends

on its nominal power Pmax i and its inertia constant Hs(i ) and is given by

mi = 2Hs(i )Pmax i
/
ω0 . (4.6)

Fig. 4.4 shows the inertia distribution over the continental European grid. We observe that

the vast majority of the system inertia comes from thermal generators which are substituted

by new RES as the energy transition unfolds. The distribution of inertia over the grid is not

uniform, there is more inertia in the center of the grid.

When a generator is not rotating at its nominal frequency an asynchronous torque, mainly due

to Eddy currents in the damper windings, appears which tend to restore its frequency. The

corresponding “damping” power P d
i is generally difficult to calculate, nevertheless it can be

obtained under some assumptions, in particular that the damping power is solely produced

by the damper windings [78]. Conventional generators have damper windings which have

different tasks as: providing starting torque, suppressing hunting phenomenon, preventing

distortion of the voltage wave shape and damping the oscillations [79]. Damping coefficients

di of conventational generators are obtained for each generator type from Eq. (5.24) and Table

4.3 in Ref. [78] and the damping power reads

P d
i =−diωi . (4.7)
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Figure 4.4 – Inertia parameters of generators in our model of the syn-

chronous grid of continental Europe. The disk size is proportional to

mi and the colors label hydro (blue), nuclear (orange), gas (magenta),

coal (black) and other (green) power plants.

Hs [s]

hydro 4

nuclear 6

lignite 6

hard coal 6

gas 6

other 3

Table 4.2 – Inertia constants for dif-

ferent technologies of conventional gen-

erators, they correspond to the maximal

values found in Ref. [80].

Frequency dependent loads

In dynamical analyses, the assumption that the consumer buses consist of frequency depen-

dent loads is frequently made [81, 82]. This means that the load Li at consumer bus #i differs

from its nominal value L(0)
i when this bus is subject to a frequency deviation ωi given by

Li = L(0)
i +di ωi ≡ L(0)

i +∆Li , (4.8)

where di > 0 is the load frequency coefficient. The frequency dependence of loads was

experimentally investigated [83, 84]. The results are given in the form

∆Li

L(0)
i

=αωi

ω0
, (4.9)

with the frequency sensibility α ∈ 0.8−2 [83, 84]. From Eqs.(4.8) and (4.9) the load frequency

coefficient di reads

di =
αL(0)

i

ω0
. (4.10)

In this work, we use α= 1.5.
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4.2. Disturbance following an abrupt power loss

Structure preserving model

A dynamical power system model with frequency dependent loads is often called a structure

preserving model [81]. We briefly resume the characteristics of our structure preserving model.

We denote Vgen ⊂ V the subset of buses corresponding to generator buses. Their dynamics is

described by the swing equations [78, 81]

mi ω̇i +diωi = P (0)
i −P e

i , if i ∈ Vgen , (4.11)

where P (0)
i ≡ P m

i is the power input, mi is the inertia and di the damping coefficients of the

generator at the bus #i . The complement subset Vload = V \Vgen contains inertialess generator

or consumer buses with frequency dependent loads [81] and their dynamics determined by

diωi = P (0)
i −P e

i , if i ∈ Vload , (4.12)

where P (0)
i ≡−L(0)

i is the load prior to the disturbance. We consider that Eqs. (4.11) and (4.12)

are written in a rotating frame with the rated frequency of ω0 = 2π f0 with f0 = 50 or 60 Hz, in

which case
∑

i∈V P (0)
i = 0.

In this work, the primary control of frequency is modeled by a damping term in the swing

equations describing the dynamics of generators. This is a relatively strong approximation,

it corresponds to assuming an instantaneous response of the control. In reality, generators

have deadbands in which the no frequency regulation is performed and governors regulate

the response of the generators as a negative feedback loop [85]. This leads to a time delay and

a ramping of the response. This means that our model probably overestimates the effects of

primary control.

4.1.3 Numerical integration

The results presented in Sections 4.2 and 4.3 are obtained by numerical integration of the

system dynamics described by Eqs. (4.11) and (4.12). At first, we used the well-known Kunge-

Kutta fourth-order method and we faced numerical stability problems. This forced us to

use very small time steps and therefore long computation times were necessary to obtain

the simulations. We circumvented these problems by changing the integration method to

the Radau5 method which was specially developed for the resolution of stiff differential

equations [86].

4.2 Disturbance following an abrupt power loss

In this section, we study the system disturbance following an abrupt power loss. We motivate

our choice to focus our investigations on the rates of change of frequency (RoCoFs). We

observe that the disturbance magnitude strongly depends on the location of the fault. From

spectral decomposition of the network Laplacian, we show that the main contributions to the
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Chapter 4. Disturbance propagation in large transmission grids

RoCoFs come from the slowest eigenmodes of the grid. In order to corroborate this obser-

vation, we perform a systematic investigation. For this purpose, we introduce a disturbance

magnitude measure based on local RoCoFs.

In order to investigate transient dynamics following a plant outage, we consider abrupt power

losses P (0)
i → P (0)

i −∆P with ∆P = 900 MW on the European grid and 500 MW on the ERCOT

grid. In both cases, faults are localized on single power plants and are only performed on power

plants with P (0)
i ≥∆P . The values of ∆P are chosen so that many contingencies with different

locations homogeneously distributed over the whole grid can be investigated. Frequency

changes are then calculated from Eqs. (4.11) and (4.12), with initial conditions given by their

stationary solution and the faulted bus #b treated as a load bus with power injection Pb =
P (0)

b −∆P , vanishing inertia, mb = 0.

4.2.1 Disturbance monitoring and measuring

The question we address in the following is how to monitor the propagation and to quantify

the magnitude of disturbances in transmission systems. The answer naturally depends on the

characteristics of the system in particular of its size. Different measures were introduced to

quantity a disturbance of the system, the most often used ingredients are frequency deviations

in frequency nadirs and RoCoFs. Here we compare the evolution of frequency deviations and

RoCoFs for a large transmission system as conventional generators are substituted by new

inertialess generators. There is no close-form solution for the local frequency nadirs. However,

from Eqs. (4.11) and (4.12), we can obtain the post-fault fpf which reads

fpf =ωpf /(2π) =∆P
/(

2π
∑
i∈V

di

)
. (4.13)

For our winter evening case, we get
∑

i∈load di ≈ 1800 MWs and
∑

i∈gen di ≈ 3100 MWs. For a

power loss ∆P = 900 MW the post-fault frequency deviation fpf ≈ 30 mHz. In the hypothetical

case where no conventional generator is connected to the grid the frequency dependence

of the loads is sufficient to maintain the post-fault frequency deviation to fpf ≈ 80 mHz. For

comparison, the first wave of load-shedding occurs for a frequency deviation 1 Hz [78]. We

conclude that the frequency deviations remain generally small in large transmission grids.

To investigate the evolution of RoCoFs, we introduce the system frequency fsys = ωpf
/

(2π)

where

ωsys ≡
∑

i∈Vgen
mi ωi∑

i∈Vgen
mi

. (4.14)

fsys is also known as the frequency of the center of inertia [87]. After a fault, the initial system

RoCoF depends on the power imbalance ∆P in the system and system inertia Msys and reads

RoCoFsys ≡
d fsys

dt

∣∣∣∣
t=0+

= ∆P

2πMsys
, (4.15)

66



4.2. Disturbance following an abrupt power loss

where Msys = ∑
i∈Vgen

mi . From Eq. (4.15), we obverse that, for a given loss of power ∆P ,

RoCoFsys varies depends on the inertia that is connected to the system. We observe that the

initial system RoCoF diverges when the system inertia vanishes. The system inertia Msys

depends on the generation fleet and it varies from hour to hour. Furthermore, as the penetra-

tion of inertialess new RES increases, conventional generators contribute less predominantly

to electricity production leading to a lower system inertia. We can qualitatively investigate

the evolution of RoCoFsys with our pan-European power dispatch algorithm, described in

Chapter 2. For each hour of the year, the system inertia Msys(t ) is approximately given by

Msys(t ) '∑
i ,s

2Hs P s
i (t )/ω0 , (4.16)

where Hs is the inertia constant of the technology #s and P s
i (t ) the corresponding production

in the zone #i .

Fig. 4.5 shows the distribution of RoCoFsys after a 900 MW power loss in the continental

European grid based on the hourly historical production profiles of the year 2017 from ENTSO-

E database [14] and the production profiles we obtained for the year 2030. In 2017, RoCoFsys

is on average equal to 28 mHz/s and hardly ever exceeds 40 mHz/s. The narrowness of

the current RoCoF distribution results from the fact that currently there is always a fleet of

baseload power plants. The distribution of RoCoFsys for the year 2030 is broader. Its average

only slightly increase to 35 mHz/s, but it reaches 100 mHz/s for a few hours in the year.
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Figure 4.5 – Initial RoCoF in Continental Europe in the years 2017 (red) and 2030 (blue) for a 900 MW power loss.

In large power systems, RoCoFs seem to be better indicators of the severity of a disturbance

following a localized contingency than frequency deviation which will remain small due to

sufficient primary control and load response.
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Chapter 4. Disturbance propagation in large transmission grids

4.2.2 Disturbance propagation following abrupt power losses

In the following we first illustrate that location of a fault strongly affects the magnitude of the

resulting system disturbance. We show that this cannot be explained by the inhomogeneity of

inertia in the system. Then we perform a spectral decomposition of the local RoCoFs under

the assumption of homogeneous inertia and damping in the system. We observe that the

slowest eigenmodes have larger contributions to the RoCoF than fastest eigenmodes, at least

when the RoCoFs are measured over a time period higher than a few 100 ms.

The starting point of the following investigation is the observation that, for a given amount of

lost power ∆P , the propagation of the disturbance in the system strongly differs from a fault

location to another. Indeed, Fig. 4.6 shows series of snapshots illustrating the propagation

of the disturbance over the continental European grid for two different fault locations which

only differ by the location of the power loss. In the top row the faulted power plant is in Greece,

while in the bottom row it is in Switzerland. In both instances, the lost power is ∆P = 900

MW and the grid, including loads and feed-ins, inertia distribution, damping parameters

and electrical parameters of all power lines, is the same. The two disturbance propagations

shown are dramatically different. For a fault in Greece, RoCoFs reach 0.5 Hz/s for times up to

2s. The disturbance seems to propagate through the continental European grid while only

disturbing slightly the geometrical center of the grid. For a fault in Switzerland, on the other

hand, RoCoFs never exceed 0.1 Hz/s and the disturbance does not propagate beyond few

hundred kilometers. Finally we observe that local RoCoFs can be significantly higher than

RoCoFsys.

Figure 4.6 – Spatio-temporal evolution of local RoCoFs for two different power losses of ∆P = 900 MW in a
moderate load (typical of a standard summer evening) configuration of the synchronous grid of continental Europe
of 2018. The top five panels correspond to a fault in Greece and the bottom five to a fault in Switzerland. In both
cases, the fault location is indicated by a purple circle. Panels correspond to snapshots over time intervals 0-0.5[s],
0.5-1[s], 1-1.5[s], 1.5-2[s] and 2-2.5[s] from left to right.

One might argue that these different behaviors are due to the distribution of inertia in the

European grid. Indeed, there is more inertia close to the geometric center of Europe than in

the periphery of the grid as shows Fig. 4.4. To investigate the influence of inertia distribution

on frequency disturbance propagation, we artificially reduce the inertia in France by a factor
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4.2. Disturbance following an abrupt power loss

two or alternatively double the inertia present in the Balkans. By investigating the same

fault locations as in Fig. 4.6, we find that when inertia is reduced in France, the disturbance

following the fault in Switzerland propagates more in France. On the other hand, it has almost

no effect on the propagation of the Greek fault. Fig. 4.7 (a) shows how the fault in Greece

disturbs the local frequency of three buses in the Balkan, France and Spain with the actual

inertia distribution, while Fig. 4.7 (b) shows local frequency deviations for the same fault at

the same buses but with the inertia in France reduced by a factor two. By comparing Fig. 4.7

(a) and (b), we observe that this inertia reduction had a negligible effect on the Greek fault.

Increasing the inertia in the Balkan mitigates the maximal RoCoFs in this region, however

for the Greek fault, the relatively strong RoCoFs are still present for time t > 2 s. We therefore

conclude that the inhomogeneous distribution of inertia in the system cannot alone explain

the difference in the disturbance propagation we observed in Fig. 4.6. We perform the same

investigation for our winter evening case. As the total load is higher, more generators are

producing to the grid and more inertia is present in the system. Consequently the RoCoFs are

reduced, nevertheless we also find distinct disturbance propagations depending on where

faults occur.

0 5 10 15 20
-0.15

-0.1

-0.05

0

0.05

0 5 10 15 20
-0.15

-0.1

-0.05

0

0.05

Figure 4.7 – Frequency deviations for the fault in Greece (same location as in Fig. 4.6) and (b) in the top row of
Fig. 4.6 [with inertia in France reduced by a factor of two compared to panel (a)], for three buses in the Balkans
(green), France (blue) and Spain (red).

We can gain some qualitative understanding into disturbance propagations through spectral

graph theory under simplifying assumptions on model parameters. The spectral decomposi-

tion applied to transmission grid is presented in Section 5.2. In real power grids frequencies

are monitored at discrete time intervals t → k∆t , with ∆t ranging between 40 ms and 2 s [88].

RoCoFs are then evaluated as the frequency slope between two such measurements. Energy

Networks Association recommends a time delay of 0.5 s in the RoCoF determination for dis-

tributed generators in the UK [89]. We follow its recommendation and set ∆t = 0.5 s. The

RoCoF at the bus #i reads

ri (t ) = ωi
(
t +∆t

)−ωi
(
t
)

2π∆t
. (4.17)
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Spectral decomposition

In the following, we use some elements of spectral analysis to interpret our simulations of

disturbance propagations. Spectral analysis to applied power systems has a long history [80,

78, 90]. The Lyapunov spectrum is used to determine the linear stability of power systems,

see for instance Refs. [91, 92, 93]. Spectral decomposition of the network Laplacian is often

used for graph partition [94, 95]. The relation between the smallest non-zeros eigenvalue,

the corresponding eigenvector and the disturbance propagation is investigated in Ref. [96].

Tamrakar et al. [97] studied the disturbance propagations for different grid structures. They

show that the localization, the damping and the propagation speed of the disturbances strongly

depend on the meshness of the grid. Spectral analysis is used to understand inter-area

oscillations, buses are clustered by using the slowest eigenmodes of the system dynamics. This

approach is called slow coherency [90].

Spectral decomposition is not the only approach to investigate the disturbance propagation

in large transmission grids. Alternatively, transmission grids can be treated as continuums

and disturbance propagations are described in terms of electromechanical waves in this

medium [98, 99, 100].

Anticipating the results we obtain in Section 5.3, for an uniform distribution of inertia and

primary control in the system, we get

ri (t ) = ∆Pe−γt/2

πm

∑
α

uαi uαb

fα∆t

[
sin

(
fα(t +∆t )

2

)
− sin

(
fαt

2

)]
, (4.18)

where fα =
√

4λ(0)
α /m −γ2 and λ(0)

α is the αth eigenvalue of the network Laplacian. For more

information on spectral decomposition, see Section 5.2. The term α = 1 gives a position-

independent contribution to ri (t ). All other terms α> 1 have oscillations with both amplitude

and period depending on fα/2. Eigenmodes with large α and large eigenvalues λα therefore

contribute much less than eigenmodes with small α, both because their oscillation ampli-

tude is reduced and because they oscillate faster, which leads to faster cancellation of terms.

With our choice of ∆t = 0.5 s we find f2∆t ∈ [
1.08, 823

]
for α > 1 in our model. The second

lowest value is f3∆t = 1.78, almost twice larger than the first one. One expects that only few

eigenmodes of the network Laplacian, corresponding to its smallest non-zero eigenvalues,

effectively matter in the spectral sum in Eq. (4.18).
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Figure 4.8 – Color plot of the normalized squared components u2
2k of the Fiedler vector on generator buses in the

European and ERCOT grids. Labeled buses correspond to labeled symbols in Figs. 4.9 and 4.10. The Texas ERCOT

transmission grid is taken from Ref. [68] and we obtained inertia and damping coefficients using the same procedure

as for the European model.

Eq. (4.18) shows that, for homogeneous inertia and damping, the short-time RoCoF response

ri (t ) is inversely proportional to the inertia. The behavior at longer times is determined by the

magnitude of the few slowest eigenmodes of the network Laplacian both on the fault location

and the bus where the RoCoF is measured. This simple spectral analysis seems to demonstrate

that the distinct disturbance propagations shown in Fig. 4.6 is related to different excitations

of the slowest eigenmodes of the network Laplacian. Indeed, in focusing on the Fiedler vector

we observe that the Greek fault excites this mode while the Swiss fault does not, see Fig. 4.8.

The Fiedler (α= 2) vector is located in the peripheral areas of the grid and avoid its center, the

same observation was made for the German grid in Ref. [96]. We find that the third (α= 3)

eigenmode has essentially the symmetric counterpart to the asymmetric Fiedler vector, see

Fig. 5.1 in Section 5.2. This means that
{
u2

3i

}
is similar to squared Fiedler components

{
u2

2i

}
.

Furthermore, the next eigenmodes α= 4, . . .6 largely avoid the geometric center of continental

Europe. Higher modes have fα>6∆t > 4 f2∆t , accordingly, their contribution to ri in Eq. (4.17)

are at least four times smaller and oscillate four times faster than the Fiedler mode.

In the following, we perform a systematic investigation of the relationship between disturbance

magnitudes and the Fiedler vector. To assess the disturbance magnitude of a power loss at the

bus #b over the whole grid, one needs to gather information on RoCoFs at different times and

locations. We therefore introduce the performance measure

Mb =
N sim∑
k=1

∑
i∈V

∣∣ri (k∆t )
∣∣ , (4.19)

where N sim = 10 is the number of time intervals ∆t = 0.5 s considered in our numerics. Fig. 4.7

shows that the total time N sim∆t = tsim = 5 s considered in our numerical calculation of Mb is
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set to include major initial oscillations while neglecting oscillations at longer times which are

of little concern.

Our spectral analysis suggests that RoCoFs are larger following power losses on buses with

large components of the eigenvectors with smallest eigenvalues of the Laplacian matrix. To

check whether this result also holds in realistic power grids with inhomogeneous distribution

of inertia, we numerically calculate Mb for 20 abrupt power losses homogeneously distributed

on the European and ERCOT grids. Fig. 4.9 shows that the disturbance magnitude Mb grows

with the squared Fiedler component u2
2b of the location #b of the power loss. The disturbance

magnitude is more than twice larger in the European grid and almost three times larger in the

ERCOT grid for power losses on buses with largest u2
2b , than for losses on buses with low u2

2b .

We have found that the same trend persists when plotting Mb against the squared component

u2
3b of the second slowest mode of the Laplacian. The magnitude of the disturbance following

an abrupt power loss is therefore determined by its location, in particular on the amplitude

u2
αb on the faulted bus #b of the Fiedler mode (α= 2) and of the next slowest mode (α= 3) of

the network Laplacian. In the following, we call “Fiedler areas” (“non-Fiedler areas”) the set of

buses {i } where u2
2i and u2

3i are large (small).

Figure 4.9 – Global RoCoF disturbance magnitude Mb as a function of squared Fiedler components u2
2b for power

losses on 20 different bus #b for (a) the European and (b) the ERCOT grid. Labeled symbols correspond to locations
indicated in Fig. 4.8. The plots look similar when Mb is plotted against the squared component u2

3b of the second
slowest mode of the Laplacian.

4.3 Disturbance magnitude and the placement of inertia

We showed that disturbance magnitudes are dependent on the fault locations. Stronger

disturbances follow the faults exciting the slowest eigenmodes of the network Laplacian.

As new RES are inertialess producers, their increasing penetration leads to low inertia situa-

tions [101]. The lack of rotational inertia rises important issues of power grid stability, which

is of much higher concern to transmission system operators than the volatility of the RES

productions [102, 103, 104]. For a fixed amount of inertia, meshed grids are more resilient to
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4.3. Disturbance magnitude and the placement of inertia

disturbances [105]. We finish our investigations by varying the amount and the distribution of

inertia connected to the grid.

We modify inertia on the network following three different procedures where the inertia of

a generator on bus #i is increased/decreased according to one of the following probability

distributions

pU
i ∝ 1, (uniformly) (4.20)

pF
i ∝ u2

2i , (mainly in Fiedler areas) (4.21)

pnF
i ∝ 1/u2

2i . (mainly in non-Fiedler areas) (4.22)

The three distributions reduce/add inertia uniformly, preferentially on buses with large

squared Fiedler components and preferentially on buses with small squared Fiedler compo-

nents.

7 8 9 10 11 12 13 14 15
200

300

400

500

600

700

800

900

1000 1

2
3

4

5

6
7

1
2
3
4
5

6

7

(a)

1.8 1.9 2 2.1 2.2 2.3 2.4 2.5
150

200

250

300

350

400

450

500

550

1

2
3

4

5

6

7

1

2
3

4
5

6

7

(b)

Figure 4.10 – Global RoCoF disturbance magnitude Mb as the system inertia Msys is artificially uniformly reduced
in the European grid (a) and in the ERCOT grid (b). Each point corresponds to the loss of a single power station, with
colors related to the squared component u2

2b of the Fiedler vector on the power loss bus. Color code and label symbols
are the same as in Fig. 4.8. The arrow indicates the data point corresponding to the top left data point, also indicated
by an arrow in Fig. 4.11.

Fig. 4.10 shows the evolution of Mb as a function of total inertia, Msys = ∑
i mi , for power

losses of ∆P = 900 MW on the same 20 power plants as in Fig. 4.9. The data corresponding to

today’s synchronous grid of continental Europe are the rightmost, with the largest amount

of inertia. The inertia is then reduced following the first procedure where generator buses

become randomly inertialess according to the homogeneous probability distribution (4.20).

One sees that Mb follows the ranking defined by the squared Fiedler components, almost

regardless of the amount of inertia in the system, and faults in the Fiedler areas are generically

more critical than those in the non-Fiedler areas.

The situation can be dramatically different when inertia is added/removed in certain areas

following the other two distributions
{

pF
i

}
and

{
pnF

i

}
. In Fig. 4.11, the top left data point
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Chapter 4. Disturbance propagation in large transmission grids

(indicated by an arrow) corresponds to the data labeled 2 in the top left of Fig. 4.10 (also

indicated by an arrow). Paths (1) and (3) correspond to adding inertia according to procedure

described by Eq. (4.22), i.e. mostly outside the Fiedler area. This procedure reduces Mb by less

than 10 % while increasing the total inertia Msys by 30 %. Path (2) follows procedure described

by Eq. (4.21) by adding inertia almost exclusively on the Fiedler area. This is much more

efficient and leads to a reduction of Mb by more than 30 % with the same total increase of Msys

by 30 %. Finally, path (4) illustrates a procedure where inertia is removed from Fiedler areas

and added to non-Fiedler areas. In that case, the RoCoF disturbance magnitude increases,

even with a global increase of inertia. Path (4), when taken in reverse direction, shows that grid

resilience against faults such as power losses can be enhanced while simultaneously reducing

the total amount of inertia.
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Figure 4.11 – Global RoCoF disturbance magnitude Mb vs. artificially modified total system inertia. Along paths
(1) and (3), inertia is added according to procedure (4.22), i.e. mostly on the non-Fiedler area. Path (2) follows
procedure (4.21) by adding inertia almost exclusively on the Fiedler area. Path (4) follows a selected procedure where
inertia is removed from the Fiedler area and added on the non-Fiedler area. The top left data point corresponds to
the data point indicated by an arrow in Fig. 4.10.

We finally show in Fig. 4.12 how global RoCoF disturbance magnitudes depend on the location

of each of the 20 power losses considered in Fig. 4.10. The three data sets correspond to

unchanged inertia M 0
sys = 14.7 GWs2 (crosses), inertia Msys = 0.6M 0

sys reduced mostly in the

Fiedler area, following the probability distribution (4.21) (empty circles) or outside the Fiedler

area, according to (4.22) (full circles). Fig. 4.12 clearly shows that (i) regardless of the position of

the fault, inertia reduction on the Fiedler area systematically leads to an enhanced sensitivity

to power loss, compared to inertia reduction outside the Fiedler area and (ii) the sensitivity

increase is larger for faults on the Fiedler area.
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Figure 4.12 – Global RoCoF disturbance magnitude Mb horizontally ranked in increasing order of the squared
Fiedler mode amplitude u2

2b on the faulted bus #b. Crosses are for a system with inertia M0
sys = 14.7 GWs2 (cor-

responding to today’s European grid, Fig. 4.6) and circles for reduced inertia Msys = 0.6M0
sys, with system inertia

mainly reduced outside Fiedler areas (solid circles) or mainly reduced inside Fiedler areas (empty circles).

4.4 Conclusion

In this chapter we investigated the propagation of disturbances in large transmission grids. To

that purpose, we developed a dynamical model of continental European transmission grid

from publicly available databases. We showed that in large transmission grids the frequency

deviations remain small even if a large share of the conventional generators are substituted

by inertialess new RES and we conclude that for large transmission grids RoCoFs are better

disturbance indicators.

We found that the magnitude of the disturbance following an abrupt power loss depends on the

fault location. To perform a systematic investigation, we introduced a performance measure

based on local RoCoFs. We were able to relate the magnitude of the disturbances to the

excitation of the slowest eigenmodes of the network Laplacian. In particular we showed that

the disturbance magnitudes are higher for faults occurring on buses with exciting Fiedler mode,

the eigenmode associated with the smallest non-zero eigenvalue of the network Laplacian.

We call the portion of the grid containing those buses with large squared Fiedler components

the Fiedler areas. We found that inertia reduction on the Fiedler area leads to an amplified

RoCoF response, while reducing the inertia on non-Fiedler area has a much weaker effect,

with only a moderate increase of local RoCoFs.

Our findings emphasize an important aspect of optimal inertia location. Our results show that

the substitution of a large share of the German coal-fired or the French nuclear power plants

by new RES seems feasible without jeopardizing the reliability of the continental European

grid. This is a consequence of the fact that these generators are located in the non-Fiedler
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Chapter 4. Disturbance propagation in large transmission grids

area of the continental European grid. On the other hand, our results dissuade from reducing

the inertia in the Fiedler areas (the Balkan and Spain). These areas might benefit from local

additions of virtual inertia or synchronous condensers for a harmonious incorporation of new

RES in their energy mixes.

In short, in this chapter we found that:

• For large transmission grids, RoCoFs are better indicators of the disturbance magnitude

than the frequency deviations.

• The disturbance magnitude following a localized fault depends on how much it excites

the slowest eigenmodes of the system in particular the Fielder vector.

• A power system is more resilient when more inertia is present in its ”Fiedler areas”.

The results presented in Section 4.3 highlight the importance of optimal placement of iner-

tia. In low inertia power systems, inverters of the new RES can emulate inertia with proper

control [106, 107, 108]. In Chapter 5, we continue to investigate the relationship between

the spectral decomposition of the network Laplacian and the magnitude of disturbances

following abrupt power losses. We use this spectral decomposition to perform a perturbation

theory analysis and we are able to develop algorithms to distribute inertia and primary control

optimally.
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5 Optimal placement of inertia and
primary control

The problem addressed in this chapter is closely related to the one addressed in the previ-

ous chapter, where we investigated the propagation of disturbances in large transmission

grids following abrupt localized power losses. We showed that, when the system inertia is

reduced in certain portions of the grid, the Fiedler areas, it becomes less resilient against

contingencies, in particular those occurring in these areas. In this chapter we seek the optimal

placement of inertia and primary control in transmission grids to maximize their resilience

against localized contingencies. For that purpose, we introduce a mathematical L2−norm

performance measure based on local frequency deviations. The system dynamics and conse-

quently our performance measure have closed-form expressions under strong assumptions

as uniform damping ratios. To circumvent this limitation, we apply perturbation theory to

obtain closed-form approximate expression of the system dynamics and of our measure when

some mild inhomogeneities are present in the distributions of inertia and primary control.

Section 5.1 gives an introduction to perturbation theory. Spectral decomposition is applied

to power systems in Section 5.2. Section 5.3 deals with the case where inertia and primary

control are uniformly distributed in the system. The performance measure that quantifies

system disturbances is introduced and we calculate its value for abrupt power losses. In

Section 5.4 we apply matrix perturbation theory to calculate the sensitivities of our measure

in local variations of inertia and primary control. Section 5.5 presents the optional placement

of inertia and primary control in the case of weak inhomogeneity. In Section 5.6 we apply our

optimal placements to the continental European grid. Most of the results presented in this

chapter will be published in an upcoming article [109].

There are different approaches to tackle the problem of the optimal placement of inertia and

primary control which lead either to more analytical or more numerical results. Analytical

results often require strong assumptions and/or simplifications of the dynamical model. They

rely on the minimization of performance measures based on Hp or Lp norms [110, 111, 112],

which are rather far from what the transmission grid operators are able to measure. Poolla et al.

proposed a different placement optimization based on the minimization of H2 norms [111],

while Pirani et al. adopted an approach based on H∞ norms [112]. On the other hand, the
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minimization of quantities, as local RoCoFs or frequency deviations that can be measured

in transmission grids, has usually no close-form solution and is obtained with numerical

methods. Borsche et al. evaluated damping ratios and transient overshoots to optimize the

placement of virtual inertia [113]. Borsche and Dörfler extended the latter work to minimize

the maximal RoCoF or frequency deviation by an optimal placement of inertia [114]. There

are attempts to bridge the gap by finding analytical expressions for quantities measurable in

real transmission grids [115].

5.1 An introduction to perturbation theory

Perturbation theory is widely used in Theoretical Physics and consequently this topic is treated

in introductory textbooks on quantum mechanics, see for instance Refs. [116, 117]. Outside

the Physics community, this method is little known. The following is a brief explanation

of perturbation theory, it is mainly intended as an assistance for non-physicists to better

understand Section 5.4 where we apply perturbation theory to power system dynamics. Per-

turbation theory relies on the idea that, when one adds a small term to a system that was

already diagonalized, the eigenvalues and eigenvectors of the full system (the initial system

and the small term) must only slightly differ from those of the initial system and that one can

compute the corrections.

In the following, we apply perturbation theory to a simple two-state system and we com-

pare the approximate expressions of its eigenvalues and eigenvectors we obtain with their

exact expressions. Our simple system H consists in an already diagonalized H0 and a small

perturbation λV , with λ¿ 1 a dimensionless small parameter.

H =
[
ε(0)

1 0

0 ε(0)
2

]
+λ

[
0 ∆

∆ 0

]
≡ H0 +λV , (5.1)

where 0 < ε(0)
1 ,ε(0)

2 ,∆. Without loss of generality, we assume that ε1 < ε2. H is easily diagonalis-

able, its eigenvalues read

ε1 =
[
ε(0)

1 +ε(0)
2 −

√
ξ
]/

2, (5.2)

ε2 =
[
ε(0)

1 +ε(0)
2 +

√
ξ
]/

2, (5.3)

where ξ= (
ε(0)

2 −ε(0)
1

)2 +4λ2∆2. The corresponding eigenbasis reads

1

n+n−

[
λ∆n+ λ∆n−(

ε1 −ε(0)
1

)
n+

(
ε2 −ε(0)

1

)
n−

]
, (5.4)

where n± =
√(

ε(0)
2 −ε(0)

1 ±√
ξ
)(
ε(0)

2 −ε(0)
1

)
/2+2λ2∆2. The first (second) column is the eigen-

vector associated with ε1(ε2) . In the following we use Dirac notation, the eigenvectors of H0
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5.1. An introduction to perturbation theory

are denoted

∣∣1(0)〉≡ (
1

0

)
,
∣∣2(0)〉≡ (

0

1

)
and their transposes

〈
1(0)

∣∣≡ (
1 0

)
,
〈

2(0)
∣∣≡ (

0 1
)

. (5.5)

The relationship between H and its eigenvalues and eigenvectors, in Dirac notation, reads

H
∣∣n〉= εn

∣∣n〉
, (5.6)

In the following derivation, we depart from our simple system and treat the general case of

a N-state system. We assume that eigenvalues and eigenvectors can be expended in power

series

εn =
∞∑

i=0
λiε(i )

n , (5.7)

∣∣n〉= ∞∑
i=0

λi
∣∣n(i )〉 , (5.8)

in particular we know that if λ= 0, then εn = ε(0)
n and |n〉 = |n(0)〉. We want the eigenvectors of

H to be unitary which imposes

〈
n

∣∣n
〉= ∞∑

i=0

∞∑
j=0

λi+ j 〈
n(i )

∣∣n( j )〉= 1, (5.9)

which in order of λ reads

• zeroth order: 〈n(0)|n(0)〉 ≡ 1,

• first order: 〈n(1)|n(0)〉+〈n(0)|n(1)〉 ,

• second order: 〈n(2)|n(0)〉+〈n(1)|n(1)〉+〈n(0)|n(2)〉 ,

• . . .

The zeroth order contribution to Eq. (5.9) imposes that the other contributions vanish, in

particular 〈n(1)|n(0)〉 ≡ 〈n(0)|n(1)〉 = 0. Inserting Eqs. (5.7) and (5.8) into Eq. (5.6), it becomes

(
H0 −λV

) ∞∑
i=0

λi
∣∣n(i )〉= ∞∑

i=0

∞∑
j=0

λi+ jε(i )
n

∣∣n(i )〉 , (5.10)

which in order of λ reads

• zeroth order: H0|n(0)〉 = ε(0)
n |n(0)〉 ,

• first order: H0|n(1)〉+V |n(0)〉 = ε(0)
n |n(1)〉+ε(1)

n |n(0)〉 ,

• second order: H0|n(2)〉+V |n(1)〉 = ε(0)
n |n(2)〉+ε(1)

n |n(1)〉+ε(2)
n |n(0)〉 ,

• . . .

Multiplying by 〈n(0)| the first order contribution to Eq. (5.6), we obtain

ε(1)
n = 〈

n(0)
∣∣V

∣∣n(0)〉 . (5.11)
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The eigenvectors of H0 form a orthonormal basis which leads to the completeness relation

N∑
n=1

∣∣n(0)〉〈
n(0)

∣∣= 1N , (5.12)

where 1N is the N ×N identity matrix. Using this relationship in the first order contribution to

Eq. (5.6), we obtain

∣∣n(1)〉= ∑
k 6=n

〈k(0)|V |n(0)〉
ε(0)

n −ε(0)
k

∣∣k(0)〉 , (5.13)

The second order corrections are obtained similarly, they read

ε(2)
n = ∑

k 6=n

〈k(0)|V |n(0)〉
ε(0)

n −ε(0)
k

, (5.14)

∣∣n(2)〉= ∑
k 6=n

∑
l 6=n

〈k(0)|V |l (0)〉〈l (0)|V |n(0)〉(
ε(0)

n −ε(0)
l

)(
ε(0)

n −ε(0)
k

) ∣∣k(0)〉− ∑
k 6=n

〈n(0)|V |n(0)〉〈k(0)|V |n(0)〉(
ε(0)

n −ε(0)
k

)2

∣∣k(0)〉
− 1

2

∑
k 6=n

〈k(0)|V |n(0)〉2(
ε(0)

n −ε(0)
k

)2

∣∣k(0)〉 , (5.15)

As the computation of corrections becomes more and more tedious as the orders increase,

third or higher order corrections are rarely computed. From Eqs. (5.11), (5.13) – (5.15), we

compute the first non-vanishing corrections to the first eigenvalue and to the corresponding

eigenvector of H . For the first order corrections, we get

ε(1)
1 = 〈

1(0)
∣∣V

∣∣1(0)〉= 0, (5.16)∣∣1(1)〉= 〈2(0)|V |1(0)〉
ε(0)

1 −ε(0)
2

∣∣2(0)〉= ∆

ε(0)
1 −ε(0)

2

(
0

1

)
(5.17)

As the first order correction ε(1)
1 vanishes, we compute the second order correction

ε(2)
1 = 〈

1(0)
∣∣V

∣∣2(0)〉2 / (
ε(0)

1 −ε(0)
2

)
=∆2/ (

ε(0)
1 −ε(0)

2

)
. (5.18)

To compare theses results with those in Eqs. (5.2) and (5.4),we first note that, if λ¿ 1,
√
ξ≈

ε(0)
2 −ε(0)

1 −2λ2∆2/
(
ε(0)

2 −ε(0)
1

)
, from which we find that

ε1 −ε(0)
1 ≈λ2∆2/

(
ε(0)

1 −ε(0)
2

)
, (5.19)

n− ≈λ∆ . (5.20)

From Eq. (5.19), we find that ε1 ≈ ε(0)
1 +λ2ε(2)

1 . Inserting Eqs. (5.19) and (5.20) into the first row

of Eq. (5.4), we get that |1〉 is approximately equal to(
1

λ∆
/(
ε(0)

1 −ε(0)
2

) )
, (5.21)
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which is equivalent to |1(0)〉+λ |1(1)〉. Perturbation theory therefore allowed us to correctly

approximate the first eigenvector and eigenvalue of H .

In this section, we applied the perturbation theory to a simple system that can be exactly

diagonalized for educational purposes. Hovever, the true strength of perturbation theory lies

in the fact that it gives approximate expressions of eigenvalues and eigenvectors for system

which cannot be analytically diagonalized as we show in Section 5.4.

5.2 Spectral decomposition applied to transmission grids

In this section, we introduce the network Laplacian L and perform its spectral decomposition.

The spectral decomposition approach used here has recently drawn the attention of a number

of groups and has been used to calculate performance measures in power grids and consensus

algorithms e.g. in Refs. [115, 112, 118, 119].

In Section 1.3, we showed that, within the lossless approximation, the power flow equations

are given by

Pi =
∑

j
Vi V j bi j sin

(
θi −θ j

)
. (5.22)

Here, we assume constant voltage magnitudes
(
Vi ≡V (0)

i , ∀i
)

and we label
{
θ(0)

i

}
the solutions

of Eq. (5.22). In the vicinity of these solutions, with θi (t ) = θ(0)
i +δθi (t ), the deviations {δθi } in

voltage phases under a change in active power Pi → Pi +δPi , can be obtained by linearizing

Eq. (5.22),

δPi =
∑

j
V (0)

i V (0)
i bi j cos

(
θ(0)

i −θ(0)
j

)(
δθi −δθ j

)
. (5.23)

In matrix form, it reads

δP = A diag
({

bk cos(δk )
})

A>δθ ≡ Lδθ , (5.24)

where A is the incidence matrix of the network [see Eq. (1.33) for its definition], bk ≡V (0)
i V (0)

j bi j

the weighted admittance of the line #k which connects the buses #i and #j and δk ≡ θ(0)
i −θ(0)

j

the phase difference on this line. As we showed in Section 1.3, A>1N×1 =ON×1, therefore 1N×1

is an eigenvector of L associated with the eigenvalue zero. The Laplacian matrix is real and

symmetric, it can be diagonalized by unitary transformation U (0),

L =U (0)>Λ(0)U (0) , (5.25)

where Λ(0) = diag
({
λ(0)

1 = 0, . . . ,λ(0)
2 ,λ(0)

N

})
, U (0) = [

u(0)
1 , . . . ,u(0)

N

]
is the eigenbasis of L. The

superscript (0) denotes that the terms are related to the network Laplacian L. With the proper

normalization to be unitary, we obtain u(0)
1 = (1, . . . ,1)/

p
N associated with λ1 = 0. If the grid is
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connected, as in our case, all other eigenvalues of L are strictly positive, λα > 0, ∀α> 1. Due to

their orthogonality to u(0)
1 the other eigenvectors

{
uα

}
satisfy

∑
i u(0)

αi = 0, ∀α> 1.

Fig. 5.1 shows the eigenvalues λ(0)
α and the eigenvectors corresponding to the six smallest

non-zero eigenvalues of the continental European transmission grid. In particular, we note

that the λαÀλ2 for α& 6. Fig. 5.1 (2) – (7) show that the slowest eigenmodes of the network

Laplacian are mainly located in the peripheral areas of the grid.
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Figure 5.1 – (a) Eigenvalues
{
λ(0)
α

}
of the network Laplacian L. Panels (2)-(7) display the eigenvectors correspond-

ing to
{
λ(0)

2 , . . . ,λ(0)
7

}
, colors span the interval

[−umax,umax
]

where umax = maxα∈{2,··· ,7}
∣∣u(0)
αi

∣∣.

First eigenvector of the inertia weighted Laplacian

Later in this chapter, we need the expression of the first eigenvector of LM = M−1/2L M−1/2.

From Eq. (5.24) and the discussion below it, we find that the vector
(
m1/2

1 , . . . ,m1/2
N

)
is an

eigenvector of LM associated with the eigenvalue zero. Once normalized, the first eigenvector

u1 of LM associated with the eigenvalue zero is a unit vector and we find that

u1i =
√

mi∑
j m j

, ∀i , (5.26)
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5.2.1 Resistance distances and centrality

In the following, we introduce the resistance distances and show that a centrality measure

can be derived from them. Finally, we use resistance distances to cluster the buses of the

continental European grid into areas. This clustering increases the readability of our time

domain simulations presented in Section 5.6.

Resistance distances were first introduced in Ref. [120]. The resistance distance between buses

#i and #j is given by

Ωi j = L‡
i i +L‡

j j −L‡
i j −L‡

j i , (5.27)

where L‡ is the Moore–Penrose pseudo inverse of L which is a particular case of the pseudo-

inverses we presented the the end of Section 1.3. It can be expressed as

L‡ =U (0)>diag
({

0,λ(0)−1
2 , · · · ,λ(0)−1

N

})
U (0) . (5.28)

With Eq. (5.28), we can reformulate Eq. (5.27) as

Ωi j =
∑
α>1

(
u(0)
αi −u(0)

α j

)2/
λ(0)
α . (5.29)

A centrality measure, called resistance centrality, can be obtained from resistance distances [121],

it is expressed by

Ci = N
(∑

j
Ωi j

)−1
. (5.30)

The larger Ci is, the more central the bus #i is.

Areal clustering

For the sake of readability of our results in Section 5.6, we average bus frequencies into areal

frequencies. We obtain these areas with k-mean clustering [122] based on their resistance

distances defined in Eq. (5.27).

k-means algorithm:

1. k randomly chosen buses become the centroids
{
cα

}
2. asign each bus #i to the nearest centroid #cα to get Sα = {

i
∣∣ cα = argminβ={1,...,k}Ωi cβ

}
, ∀α

3. redefine the centroids as cα = argmini∈Sα

∑
j∈SαΩi j , ∀α

4. repeat steps 2 and 3 until convergence

We choose k = 8 which is a good compromise between readability and spatial resolution. The

results of the k-means partitioning depends on the initial set of centroids. We quantify the
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goodness of a partition by computing

R =
k∑

α=1

∑
i∈Sα

Ωi cα , (5.31)

We applied k-means algorithm with 104 different initial conditions, the optimal partition

minimizing R is displayed in Fig. 5.2.
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Figure 5.2 – Areas obtained by k-means clustering based on resistance distances.

5.3 Unperturbed system dynamics

For a better comprehension of the Sections 5.3 to 5.5, we sketch the general approach as

follows.

When the damping ratios are homogeneous over the grid, the system dynamics decouples

when it is expressed with the eigenmodes
{
ξα

}
of the inertia-weigthed network Lapacian LM .

As
{
ξα

}
are independent from each other, their closed-form solutions for an abrupt power loss

is straightforward to obtain. We want to quantify the disturbance following a localized abrupt

power loss and therefore we introduce a disturbance measure Mb and obtain its closed-form

expression. When, furthermore, we assume that inertia is uniformly distributed in the grid,

we observe that the faults exciting the slowest eigenmodes of the network Laplacian L have

higher values of the disturbance measure.

When some inhomogeneity is present in the inertia distribution, disturbance measure depends

on the eigenvectors and eigenvalues of LM which only slightly differ from those of m−1L where

m is the average inertia. We apply perturbation theory to obtain the corrections. With them,

we compute the sensitivities of the disturbance measure in local changes in inertia distribution.

When some inhomogeneity is present in the damping ratios, the system dynamics is no more

directly related to the eigenmodes of LM . Once again we apply perturbation theory, we get

approximate expressions describing the system dynamics when some mild homogeneities
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are present in the damping ratios. From these expressions, we deduce the sensitivities of our

measure to local changes in damping ratios. We derive algorithms to optimally place inertia

and primary control from those sensitivities.

5.3.1 Transmission grid model

To obtain closed-form expressions describing the system dynamics, we must simplify the

structure preserving model we introduced in Chapter 4. Here we assume that every bus has

inertia. In Section 4.1.2, we showed that the dynamics of buses with inertia is governed by the

swing equations,

mi ω̇i +diωi = Pi −
∑

j
Bi j sin

(
θi −θ j

)
, (5.32)

where mi is the local inertia and di the local damping coefficients (primary control). We

introduce the damping ratio γi ≡ di /mi . In the vicinity of a stable point
{
θ(0)

i

}
, we can linearize

Eq. (5.32) to obtain

Mω̇+Dω=δP −Lδθ , (5.33)

where M = diag
({

mi
})

, D = diag
({

di
})

.

5.3.2 Exact solution for homogeneous damping ratio

When the damping ratio is constant, di /mi = γi = γ, ∀i , Eq. (5.33) can be integrated ex-

actly [123, 114, 115, 124]. To see this we first transform angle coordinates as δθ = M−1/2δθM

to obtain

ω̇M +M−1D︸ ︷︷ ︸
Γ

ωM +M−1/2 L M−1/2︸ ︷︷ ︸
LM

δθM = M−1/2δP , (5.34)

where we introduced the diagonal matrixΓ= diag
({

di /mi
})≡ diag

({
γi

})
. The inertia-weighted

Laplacian matrix LM is real and symmetric, therefore it can be diagonalized

LM =U>ΛU (5.35)

with an orthogonal matrix U , the αth row of which gives the components uα,i , i = 1, . . . N of

the αth eigenvector uα of LM . The diagonal matrixΛ= diag
({
λ1 = 0,λ2, · · · ,λN

})
contains the

eigenvalues of LM with λα <λα+1. For connected networks only the smallest eigenvalue λ1

vanishes, which follows from the zero row and column sum property of the Laplacian matrix

LM . Rewriting Eq. (5.34) in the basis diagonalizing LM gives

ξ̈+UΓU>ξ̇+Λξ=U M−1/2δP , (5.36)
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where δθM = U>ξ. This change of coordinates is nothing but a spectral decomposition

of angle deviations δθM into their components in the basis of eigenvectors of LM . These

components are cast in the vector ξ. The formulation of the problem in Eq. (5.36) makes it

clearer that, if Γ is a multiple of identity, the problem can be reformulated as a set of ordinary

differential equations that can be exactly integrated. This is done below in Eq. (5.42), and

provides an exact solution on which we construct a matrix perturbation theory in the next

section.

Proposition 1 (Unperturbed evolution) For an abrupt power loss, δP (t) = δPΘ(t) with the

Heaviside step functionΘ(t ), and with homogeneous damping ratio, Γ= γ1N with the N ×N

identity matrix 1N , the frequency coordinates ξ̇α evolve independently as

ξ̇α(t ) = 2Pα

fα
e−γt/2 sin

( fαt

2

)
, ∀α> 1, (5.37)

where fα =
√

4λα−γ2 and Pα =∑
i uαi δPi

/
m1/2

i .

This result generalizes Theorem III.3 of Ref. [118].

Proof: The proof goes along the lines of the diagonalization procedure proposed in [115, 124,

125]. Eq. (5.36) can be rewritten as

d

dt

[
ξ

ξ̇

]
=

[
ON 1N

−Λ −γ1N

]
︸ ︷︷ ︸

H0

[
ξ

ξ̇

]
+

[
ON×1

P

]
, (5.38)

where P =U M−1/2δP ,ON×M is the N×M matrix of zeroes and 1N is the N×N identity matrix.

The matrix H0 is block-diagonal up to a permutation of rows and columns [124], and can easily

be diagonalized block by block, where each 2×2 block corresponds to one of the eigenvalues

λα of LM . The αth block is diagonalized by the transformation[
χ(0)
α+
χ(0)
α−

]
= T L

α

[
ξα

ξ̇α

]
, T L

α ≡ i

fα

[
µ(0)
α− −1

−µ(0)
α+ 1

]
, (5.39)[

ξα

ξ̇α

]
= T R

α

[
χ(0)
α+
χ(0)
α−

]
, T R

α ≡
[

1 1

µ(0)
α+ µ(0)

α−

]
, (5.40)

with the eigenvalues µ(0)
α± of the αth block,

µ(0)
α± =−1

2

(
γ∓ i fα

)
. (5.41)

The two rows (columns) of T L
α

(
T R
α

)
give the nonzero components of the two left (right)
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eigenvectors t (0)L
α± (t (0)R

α± ) of H0. Following this transformation, Eq. (5.38) reads

d

dt

[
χ(0)
α+
χ(0)
α−

]
=

[
µ(0)
α+ 0

0 µ(0)
α−

][
χ(0)
α+
χ(0)
α−

]
+ i

fα

[
−Pα

Pα

]
. (5.42)

The solutions of Eq. (5.42) are

χ(0)
α± =± i Pα

fαµ
(0)
α±

(
1−eµ

(0)
α±t

)
, ∀α> 1. (5.43)

Inserting Eq. (5.43) back into Eq. (5.39), one finally finds Eq. (5.37) which proves the proposi-

tion.

5.3.3 Performance measure

We want to mitigate disturbances following an abrupt power loss. To that end, we use perfor-

mance measures which evaluate the overall disturbance magnitude over time and the whole

power grid. Performance measures have been proposed, which can be formulated as L2

and squared H2 norms of linear systems [111, 115, 124, 125, 126, 127, 128, 129, 130] and are

time-integrated quadratic forms in the angle, δθ, or frequency,ω, deviations. Here we focus

on frequency deviations and use the following performance measure

M =
∞∫

0

(
ω>− ω̄>)

M
(
ω− ω̄)

dt , (5.44)

where ω̄ = (
ωsys,ωsys, . . .ωsys

)> is the instantaneous average frequency vector with compo-

nents

ωsys(t ) =∑
i

mi ωi (t )
/ ∑

i
mi . (5.45)

It is straightforward to check that M reads

M =
∞∫

0

∑
α
ξ̇2
α(t )dt − 1∑

k mk

∞∫
0

∑
α,β,i , j

m1/2
i m1/2

j uαi uβ j ξ̇α(t )ξ̇β(t )dt , (5.46)

when rewritten in the eigenbasis of LM . From Eq. (5.59), the second term in Eq. (5.46) is equal

to
∫ ∞

0 ξ̇2
1(t )dt and we finally get

M =
∞∫

0

∑
α>1

ξ̇2
α(t )dt . (5.47)

Proposition 2 For an abrupt power loss, δP (t) = δPΘ(t) on a single bus labeled b, δPi =
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δi b δP, and with an homogeneous damping ratio, Γ= γ1N ,

Mb = δP 2

2γmb

∑
α>1

u2
αb

λα
, (5.48)

in terms of the eigenvalues λα and the components uαb of the eigenvectors uα of LM .

Note that we introduced the subscript b to indicate that the fault is localized on that bus only.

The power loss is modeled as Pi = P (0)
i −δPi Θ(t ) with δPi = δi b δP with the Kronecker symbol

δi b = 1 if i = b and 0 otherwise.

Proof: Equation (5.37) straightforwardly gives

∞∫
0

ξ̇2
α(t )dt = u2

αb δP 2

2γmb λα
,α> 1, (5.49)

which, when summed over α> 1 gives Eq. (5.48).

Remark 1 For homogeneous inertia coefficients, M = m1N , the eigenvector and eigenvalues

of the inertia-weighted Laplacian LM defined in Eq. (5.34) are given by uα = u(0)
α , and λα =

m−1λ(0)
α , in terms of the eigenvectors u(0)

α and eigenvalues λ(0)
α of the Laplacian L. In that case,

the performance measure reads

M (0)
b = δP 2

2γ

∑
α>1

u(0)2
αb

λ(0)
α

, (5.50)

With the resistance centrality defined in Eq. (5.30) and with Eq. (5.27), one can show that

[119, 130, 131]

∑
α>1

u(0)2
αb

λ(0)
α

=C−1
b −N−2Kf1 , (5.51)

where Kfp are the generalized Kirchhoff indices [132, 130], they read

Kfp = N
∑
α>1

λ
−p
α , (5.52)

Because Kf1 is a global quantity characterizing the network, it follows from Eqs. (5.50) with

Eq. (5.51) that, when inertia and primary control are homogeneously distributed in the system,

the disturbance magnitude as measured by M (0)
b is larger for disturbances on peripheral (less

central) buses [69, 133].
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5.4. Matrix perturbation

5.4 Matrix perturbation

In the previous section, we treated the case where inertia and primary control are uniformly

distributed in the system. Our goal is to lift this restriction to obtain Mb when some mild

inhomogeneities are present. We parametrize these inhomogeneities by writing

mi = m +δm ri , (5.53)

di = miγi =
(
m +δm ri

)(
γ+δγai

)
, (5.54)

with the average m and γ and the maximum deviation amplitudes δm and δγ of inertia

and damping ratio. Inhomogeneities are determined by the coefficients −1 ≤ ai ,ri ≤ 1 with∑
i ri =∑

i ai = 0 which are determined following a minimization of the performance measure

Mb (5.44). In the following two paragraphs we construct a matrix perturbation theory to

linear order in the inhomogeneity parameters δm, and δγ to calculate the performance

measure Mb =M (0)
b + riρi +aiαi +O (δm2,δγ2). This requires to calculate the susceptibilities

ρi ≡ ∂Mb
/
∂ri and αi ≡ ∂Mb

/
∂ai .

Perturbation theory was applied in the context of electric power grids in Ref. [124, 111] and

for consensus networks in Ref. [127]. Coletta et al. used this method to calculate quadratic

performance measures following a line fault from the eigenvalues and eigenvectors of the

network Laplacian before the fault [124]. Poolla et al. used it to obtain the gradient in their

iterative optimization [111]. More generally eigenvalues and eigenvectors sensibilities on the

variation of a parameter are used in Refs. [134, 135], they emphasized an interesting correlation

between the location of inertia reduction and specific electromechanical modes in the case of

increased wind turbine and photovoltaic penetration respectively.

5.4.1 Inhomogeneity in inertia

When inertia is inhomogeneous, but the damping ratios remain homogeneous, the system

dynamics and Mb are still given by Eqs. (5.38) and (5.48). However, the eigenvectors of the

inertia-weighted Laplacian matrix LM differ from those of L and consequently Mb is no longer

equal to M (0)
b . In general there is no simple way to diagonalize LM , but one expects that if the

inhomogeneity is weak, then the eigenvalues and eigenvectors of LM only slightly differ from

those of m−1L, which allows to construct a perturbation theory.

Assumption 1 (Weak inhomogeneity in inertia) The deviations δm ri of the local inertias mi

are all small compared to their average m. We write M = m
[
1N +µdiag

(
{ri }

)]
, where µ ≡

δm/m ¿ 1 is a small, dimensionless parameter.

To linear order in µ, the series expansion of LM reads

LM = M−1/2 L M−1/2 = m−1
[

L +µV1 +O
(
µ2)] , (5.55)
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with V1 =−(
RL+LR

)
/2 and R = diag

({
ri

})
. In this form, the inertia-weighted Laplacian matrix

LM is given by the sum of an easily diagonalizable matrix, m−1L, and a small perturbation

matrix, (µ/m)V1. Truncating the expansion of LM at this linear order gives an error of order

∼µ2, which is small under Assumption 1.

Matrix perturbation theory gives approximate expressions for the eigenvectors uα and eigen-

values λα of LM in terms of those (u(0)
α and λ(0)

α ) of L. To leading order in µ one has

λα = m−1
[
λ(0)
α +µλ(1)

α +O
(
µ2)] , (5.56)

uα = u(0)
α +µu(1)

α +O
(
µ2) , (5.57)

with

λ(1)
α = u(0)>

α V1u(0)
α , (5.58)

u(1)
α = ∑

β 6=α

u(0)>
β

V1u(0)
α

λ(0)
α −λ(0)

β

u(0)
β

. (5.59)

From Eqs. (5.48), (5.56) and (5.57), the first-order approximation of Mb in µ reads

Mb =M (0)
b + µδP 2

2γ

∑
α>1

λ(0)−1
α

(
2u(0)

αbu(1)
αb − rbu(0)2

αb −u(0)2
αb λ(0)−1

α λ(1)
α

)
+O

(
µ2) . (5.60)

Proposition 3 For an abrupt power loss, δP (t) = δPΘ(t) on a single bus labeled b, δPi =
δi b δP, and under Assumption 1, the susceptibilites ρi ≡ ∂Mb

/
∂ri are given by

ρi =−µδP 2

γN

∑
α>1

u(0)
αbu(0)

αi

λ(0)
α

. (5.61)

Proof: Taking the derivative of Eq. (5.60) with respect to ri , withλ(1)
α and u(1)

αb given in Eqs. (5.58)

and (5.59), one gets

∂Mb

∂ri
= µδP 2

2γ

 ∑
α>1
β 6=α

u(0)
αbu(0)

βbu(0)
αi u(0)

βi

(
1

λ(0)
α

− 2

λ(0)
α −λ(0)

β

)
−δi b

∑
α>1

u(0)2
αb

λ(0)
α

+ ∑
α>1

u(0)2
αb u(0)2

αi

λ(0)
α

]
+O (µ2) , (5.62)

The first term in the square bracket in Eq. (5.62) gives

∑
α>1
β 6=α

u(0)
αbu(0)

βbu(0)
αi u(0)

βi

λ(0)
α

= ∑
α>1,
β

u(0)
αbu(0)

βbu(0)
αi u(0)

βi

λ(0)
α

−∑
α>1

u(0)2
αb u(0)2

αi

λ(0)
α

= δi b

∑
α>1

u(0)2
αb

λ(0)
α

−∑
α>1

u(0)2
αb u(0)2

αi

λ(0)
α

, (5.63)
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where we used
∑
βu(0)

βi u(0)
βb = δi b . This term therefore exactly cancels out with the last two

terms in the square bracket in Eq. (5.62) and one obtains

ρi = ∂Mb

∂ri
=−µδP 2

γ

∑
α>1
β 6=α

u(0)
αbu(0)

βbu(0)
αi u(0)

βi

λ(0)
α −λ(0)

β

+O
(
µ2) . (5.64)

The argument of the double sum in Eq. (5.64) is odd under permutation of α and β, therefore

only terms with β= 1 survive. With u(0)
1i = 1/

p
N , one finally obtains Eq. (5.61).

5.4.2 Inhomogeneity in damping ratios

Eq. (5.37) gives exact solutions to the linearized dynamical problem defined in Eq. (5.36),

under the assumption of homogeneous damping ratio, mi /di ≡ γ. In this section we lift that

constraint and write γi = γ+δγai . With inhomogeneous damping ratios, Eq. (5.38) becomes

d

dt

[
ξ

ξ̇

]
=

[
ON×N 1N

−Λ −γ1N −δγV2

]
︸ ︷︷ ︸

H

[
ξ

ξ̇

]
+

[
ON×1

P

]
, (5.65)

which differs from Eq. (5.38) only through the additional term −δγV2 with V2 =U AU>, A =
diag

({
ai

})
. Under the assumption that the dimensionless parameter g ≡ δγ/γ ¿ 1, this

additional term gives only small corrections to the unperturbed problem of Eq. (5.38), and we

use matrix perturbation theory to calculate these corrections in a polynomial expansion in g .

Assumption 2 (Weak inhomogeneity in damping ratios) The deviations δγai of the damp-

ing ratio γi from their average γ are all small compared to their average. We write Γ =
γ
[
1N + g diag

(
{ai }

)]
, where g ≡ δγ/γ¿ 1 is a small, dimensionless parameter.

We want to integrate Eq. (5.65) using the spectral approach that provided the solutions

Eq. (5.43). In principle this requires to know the eigenvalues and eigenvectors of H in Eq. (5.65),

which is not possible in general, because V2 does not commute withΛ. As for LM , we use first

order perturbation theory to compute the corrections to eigenvectors and eigenvalues. In this

case, as H is not a symmetrical matrix, left and right eigenvectors differ, see Eqs. (5.39) and

(5.40) and we must compute their corrections separately. They are given by formulas similar
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to Eqs. (5.58) and (5.59),

g µ(1)
αs = t (0)L

αs

[
ON×N ON×N

ON×N −δγV2

]
t (0)R
αs , (5.66)

g t (1)R
αs = ∑

β,s′

t (0)L
βs′

[
ON×N ON×N

ON×N −δγV2

]
t (0)R
αs

µ(0)
αs −µ(0)

βs′
t (0)R
βs′ , (5.67)

g t (1)L
αs = ∑

β,s′

t (0)L
αs

[
ON×N ON×N

ON×N −δγV2

]
t (0)R
βs′

µ(0)
αs −µ(0)

βs′
t (0)L
βs′ , (5.68)

where
∑

indicates that the sum runs over (β, s′) 6= (α, s). One obtains

g µ(1)
αs =−δγ

(1

2
+ i s

γ

2 fα

)
V2;αα , (5.69)

g t (1)R
αs = 2δγ

∑
β,s′

V2;αβµ
(0)
αs

fβ(ss′ fα− fβ)
t (0)R
βs′ , (5.70)

g t (1)L
αs = 2δγ

∑
β,s′

V2;αβµ
(0)
βs′

fα( fα− ss′ fβ)
t (0)L
βs′ , (5.71)

with V2;αβ =
∑

i ai uαi uβi .

Remark 2 By definition, −1 ≤ V2;αα ≤ 1. Therefore, Eq. (5.69) indicates, among others, that

when the parameters
{

ai
}

are correlated (anticorrelated) with the square components
{
u2
αi

}
for

some α then that mode is more strongly (more weakly) damped. Accordingly, Theorem 2 will

distribute the set
{

ai
}

to increase the damping of the slow modes of H .

Proposition 4 For an abrupt power loss, δP (t) = δPΘ(t) on a single bus labeled b, δPi =
δi b δP, and under Assumption 2, ξ̇α(t ) reads, to leading order in g ,

ξ̇α(t ) =Pα

fα
e−γt/2

[
2
(
sα+ g

γ2

f 2
α

V2;αα

)
− gγtV2;αα

(
sα+ γ

fα
cα

)]
+ gγ

∑
β 6=α

V2;αβPβ

λα−λβ
e−γt/2

[
γ

fβ
sβ−

γ

fα
sα+ cα− cβ

]
+O (g 2) , (5.72)

where sα = sin( fαt/2) and cα = cos( fαt/2), and Pα and fα are defined below Eq. (5.37).

Proof: The proof follows the same steps as for Proposition 1. One first performs a unitary

transformation to rewrite Eq. (5.65) in the left and right eigenbasis of H . The unitary ma-

trices T L,R that do this transformation, T L HT R = diag
({
µαs

}) ≡ µ, have elements given by

components of the left and right eigenvectors of H , which we calculate to first order in g
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with Eqs. (5.70)–(5.71). In this basis, one has an equation similar to Eq. (5.42), with perturbed

eigenvalues
{
µαs

}
which one also calculates perturbatively to first order in g with Eq. (5.69).

The expansion has to be transformed back to the original ξ-basis and this is again done in

linear order in g . It is rather tedious, though algebraically straightforward to obtain Eq. (5.72).

We sketch the calculational steps.

Following the transformation with T L,R , Eq. (5.65) reads

χ̇=µχ+T L

[
ON×1

P

]
≡µχ+ P̃ . (5.73)

The solutions of Eq. (5.73) read

χα± =−P̃α±
µα±

(
1−eµα±t

)
, ∀α> 1, (5.74)

Using Eqs. (5.69)–(5.71) one calculates the eigenvalues and eigenvector components of H

from those of H0 and the first-order corrections in g and next we compute the first order

approximate expressions of Eqs. (5.73) and (5.74). Including the first-order correction in g , T L
α

reads

T L
α =

(
t (0)L
α+ + g t (1)L

α+
t (0)L
α− + g t (1)L

α−

)
, (5.75)

and a similar equation holds for T R
α . To leading order in g , the element of P̃ read[

P̃α+
P̃α−

]
= i

fα

([
µ(0)
α− −1

−µ(0)
α+ 1

]
− gγV2;αα

f 2
α

[
λα −µ(0)

α−
−λα µ(0)

α+

])[
0

Pα

]

+ i gγ

fα

∑
β 6=α

V2;αβ

(λα−λβ)

[
λβ −µ(0)

α+
−λβ µ(0)

α−

][
0

Pβ

]
+O (g 2) , (5.76)

Expanding Eq. (5.74) to leading order in g , we get

χα± =− 1

µ(0)
α±

[
P̃ (0)
α±+ g P̃ (1)

α±− g
µ(1)
α±P̃ (0)

α±
µ(0)
α±

](
1−eµ

(0)
α±t

)
+ g t

µ(1)
α±P̃ (0)

α±
µ(0)
α±

eµ
(0)
α±t +O

(
g 2) , (5.77)

Finally, we find ξ and ξ̇ by calculating T Rχ to the leading order in g , we get[
ξα

ξ̇α

]
=

[
1 1

µ(0)
α+ µ(0)

α−

][
χα+
χα−

]
− gγV2;αα

f 2
α

[
µ(0)
α+ µ(0)

α−
λα λα

][
χ(0)
α+
χ(0)
α−

]

− gγ
∑
β 6=α

V2;αβ

λα−λβ

[
µ(0)
β+ µ(0)

β−
µ(0)2
β+ µ(0)2

β−

][
χ(0)
β+
χ(0)
β−

]
+O (g 2) . (5.78)

Eq. (5.72) is obtained from Eqs. (5.77) and (5.78) and applying trigonometric identities.
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Proposition 5 For an abrupt power loss, δP (t) = δPΘ(t) on a single bus labeled b, δPi =
δi b δP, and under Assumption 2, the susceptibilities αi ≡ ∂Mb

/
∂ai are given by

αi =− gδP 2

2γmb

[ ∑
α>1

u2
αi u2

αb

λα
+γ2

∑
α>1
β 6=α

uαi uαbuβi uβb

(λα−λβ)2 −2γ2(λα+λβ)

]
. (5.79)

Remark 3 We have found numerically that the second term is generally much smaller than the

first one and gives only marginal corrections to our optimized solution.

Proof: From Eq. (5.72), to first order in g , one has

∞∫
0

ξ̇2
α(t )dt = P 2

α

2γλα

(
1− gV2;αα

)− gγ
∑
β 6=α

V2;αβPαPβ

(λα−λβ)2 −2γ2(λα+λβ)
+O (g 2) . (5.80)

Taking the derivative of Eq. (5.80) with respect to ai with the definition of V2;αβ given below

Eq. (5.71), and summing over α> 1 one obtains Eq. (5.79).

Finally, we briefly comment our mild inhomogeneity assumptions. Inertia and primary control

usually roughly scale up with the rated powers of generators [78]. Hence, for generator buses,

the assumption that mild inhomogeneities in the damping ratios {γi } should hold and it is

commonly used [126, 124, 111]. The assumption that inertia is roughly uniformly distributed

in the grid seems to be a stronger assumption as the generator rated powers scale from a few

megawatts to more than one gigawatt. Nevertheless, we have obtained preliminary numerical

results, not presented in this work, which seem to show that even large inhomogeneities in

local inertia {mi } do not significantly differentiate the slow eigenvectors of LM from those

of L as long as they have no spatial correlations. This observation leads us to think that our

perturbation theory approach must be valid in real power systems as long as coarse-grained

inhomogeneities are mild.

5.5 Optimal placement of inertia and primary control

In general it is not possible to obtain closed-form analytical expressions for the parameters ai

and ri determining the optimal placement of inertia and primary control. Simple optimization

algorithms can however be constructed that determine how to distribute these parameters

to minimize Mb . Theorems 1 and 2 give two such algorithms for optimization under the

assumption that some mild inhomogeneity is present in the inertia coefficients or in the

damping ratios. Additionally, Conjecture 1 proposes an algorithm for optimization under the

assumption that both inertia and the damping ratios are mildly inhomogeneous.

Theorem 1 For an abrupt power loss, under Assumption 1 and with Γ = γ1N , the optimal

distribution of parameters
{
ri

}
that minimizes Mb is obtained as follows.
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1. Compute the sensitivities ρi = ∂Mb
/
∂ri from Eq. (5.61)

2. Sort the set
{
ρi

}
i=1,...N in ascending order

3. Set ri = 1 for i = {
1, . . . , Int

[
N /2

]}
and ri =−1 for i = {

N − Int
[
N /2

]+1, . . . , N
}

The optimal placement of inertia and primary control is given by

mi = m +δm ri , di = γ
(
m +δm ri

)
. (5.81)

Proof: With Proposition 3, we get ∂Mb
/
∂ri = ρi +O (µ2). Consequently, to leading order in

µ, the problem described in Theorem 1 is equivalent to the following linear programming

problem [136]

min
{ri }

∑
i
ρi ri , (5.82)

s.t. |ri | ≤ 1, (5.83)∑
i

ri = 0. (5.84)

To solve this problem, we introduce the following Lagrangian function

L =∑
i
ρi ri +

∑
i
εi

(
r 2

i −1
)+ε∑

i
ri , (5.85)

where εi and ε are Lagrange multipliers. We get

∂L

∂ri
= ρi +2εi ri +ε= 0, ∀i . (5.86)

The solution must satisfy the Karush-Kuhn-Tucker (KKT) conditions [136]. In particular,

complementary slackness (CS) condition imposes that either εi = 0 or ri =±1, ∀i . The choice

εi = 0 leads generally to a contradiction, so we choose ri = ±1. From Eq. (5.86) and dual

feasibility condition, one gets

εi =−ε+ρi

2ri
≥ 0. (5.87)

Eq. (5.87) imposes that ri = −sgn
(
ε+ρi

)
. To ensures that

∑
i ri = 0 is satisfied, we set ε to

minus the median value of
{
ρi

}
. When the number of bus N is odd, the ri corresponding to

the median value of
{
ρi

}
is set to zero.

Theorem 2 For an abrupt power loss, under Assumption 2 and with M = m1N , the optimal

distribution of parameters
{

ai
}

that minimizes Mb is obtained as follows.

1. Compute the sensitivities αi = ∂Mb
/
∂ai from Eq. (5.79).

2. Sort the set
{
αi

}
in ascending order,

3. Set ai = 1 for i = {
1, . . . , Int

[
N /2

]}
and ai =−1 for i = {

N − Int
[
N /2

]+1, . . . , N
}
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The optimal placement of primary control is given by

di = m
(
γ+δγai

)
. (5.88)

Proof: With Proposition 5 and M = m1N , we get Eq. (5.79). The proof is the same as the one for

Theorem 1, but with
{
αi

}
instead of

{
ρi

}
.

We next conjecture an algorithmic combined linear optimization treating simultaneously

Assumptions 1 and 2. The difficulty is that for fixed total inertia and damping, one must

have
∑

i mi = N m,
∑

i di = N d . From Eq. (5.54), the second condition requires
∑

i ai ri = 0.

This is a quadratic, nonconvex constraint, which makes the problem nontrivial to solve. The

following conjecture presents an algorithm that starts from the distribution
{

ai
}

and
{
ri

}
from

Theorems 1 and 2 and orthogonalizes them while trying to minimize the related increase in

Mb .

Conjecture 1 (Combined linear optimization) For an abrupt power loss, under Assumptions 1

and 2, the optimal placement of a fixed total amount of inertia
∑

i mi = mN and primary con-

trol
∑

i di = d N that minimize Mb is obtained as follows.

1. Compute the parameters ri and ai from Theorems 1 and 2.

(a) If N is odd, align the zeros of
{
ri

}
and

{
ai

}
. Let ir 0 and ia0 be the indexes of these

zeros. Their new common index is ialign = argmin
i

(
riρir 0 + aiαia0 − riρi − aiαi

)
.

Interchange the parameter values rir 0 ↔ rialign and air 0 ↔ aialign .

(b) If N is even, do nothing

2. If n ≡∑
i ri ai = 0, the optimization is done.

3. Find the set I = {
i |sgn(ri ai ) = sgn(n)

}
. To reach

∑
i ri ai → 0, our strategy is to set to

zero some elements of I . Since however
∑

i ai =∑
i ri = 0 must be conserved, this must be

accompanied by a simultaneous change of some other parameter.

4. Find the pair (ai 1, ai 2 = −ai 1) or (ri 1,ri 2 = −ri 1) ∈ I ×I which, when sent to (0,0),

induce the smallest increase of the objective function Mb . Send it to (0,0). Because the

pair has opposite sign, this does not affect the condition
∑

i ai =∑
i ri = 0.

5. go to step # 2.

It is not at all guaranteed that the algorithm presented in Conjecture 1 is optimal, however,

numerical results to be presented below indicate that it works well.

The optimization considered so far focused on a single fault on bus labeled #b. We are

interested, however, in finding the optimal distribution of inertia and/or primary control for

all possible faults. To that end we introduce the following global vulnerability measure

V =∑
b
ηb Mb

(
δPb

)
, (5.89)

where the sum runs over all generator buses. The vulnerability measure V gives a weighted
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average over all possible fault positions, with the weight ηb accounting for the probability that

a fault occurs at b and δPb accounting for its potential intensity as given, e.g. by the rated

power of the generator at the bus #b.

For equiprobable fault locations and for the same power loss everywhere, ηb ≡ 1. From

Eqs. (5.89) and (5.61), it is straightforward to see that ∂V /∂ri = 0+O (µ2). Therefore, to leading

order, there is no benefit in scaling up the inertia anywhere. On the other hand, from Eq. (5.79)

and with M = m1N , we get

∂V

∂ai
=−gδP 2

2γm

∑
α>1

u(0)2
αi

λ(0)
α

+O (g 2) . (5.90)

The corresponding optimal placement of primary control can be obtained with Theorem 2,

from which we observe that the damping ratios are increased for the buses which have

large squared components u(0)2
αi for the slow modes of L. These modes are displayed in

Fig 5.1. One concludes that, with a non-weigthed vulnerability measure, ηb ≡ 1 in Eq. (5.89),

a homogeneous inertia is a local optimum for V , for which damping parameters need to be

increased primarily on peripheral buses.

5.6 Numerical investigations

We illustrate our main results on a model of the synchronous power grid of continental Europe.

The network has 3809 nodes, among them 618 generators, connected through 4944 lines.

For details of the model and its construction we refer the reader to [131, 69]. To connect to

the theory presented above, we remove inertialess buses through a Kron reduction [137] and

uniformize the distribution of inertia to mi = 29.22MWs2, and primary control di = 12.25MWs.

This guarantees that the total amounts of inertia and primary control are kept at their initial

levels.

Fig. 5.3 (a) shows the value of M (0)
b calculated for each possible fault locations. Buses in the

periphery of the grid tend to have larger values of M (0)
b than those in the geometric center of

Europe, which more or less coincides with center of the continental grid in terms of resistance

centrality. For the sake of clarity, we average local frequencies ωi into areal frequencies ωα as

follows

ωα =
∑

i∈S j
mi ωi (t )∑

i∈S j
mi

. (5.91)

A map of the areas as well as the procedure we used to obtain them are presented in Sec-

tion 5.2.1. Panels (b)-(d) display the evolution of areal frequencies for three contingencies

which are chosen so that they correspond to a small, an intermediate and a large value of Mb .

Despite of the fact that the lost generation is 500MW in each case, the disturbance magnitude

significantly differs from a fault location to another. In Fig. 5.3 (b), the areal frequencies
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smoothly decrease to the post-fault frequency ωpf = δP/(d N ). In Fig. 5.3 (c), some areal

frequencies drop below the post-fault frequency. The system is more disturbed than in the

previous case. In Fig. 5.3 (d), the area where the fault occurs is subject to a drastic drop of

frequency which dives significantly below the post-fault frequency. Other areal frequencies en-

counter disturbances comparable to those in Fig. 5.3 (b). We conclude that the faults exciting

the slowest eigenmodes of the network Laplacian are those disturbing the grid the most.
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Figure 5.3 – (a) Performance measure M (0)
b for each possible fault location in continental Europe when inertia

and primary control are uniformly distributed in the grid. (b)-(d) Areal frequencies ωα after the loss of 500[MW] for
three fault locations which are highlighted in panel (a). Areas are presented in Fig. 5.2.

Fig. 5.4 shows the optimal placement of inertia and primary control for 4 different fault

locations obtained with Theorem 1 and 2. The upper row of Fig. 5.4 shows the optimal

placement of inertia for four different fault locations. The local increases of inertia (ri =
1) are concentrated in the vicinity of the fault, they usually form a connected area. One

better understands this result by reformulating Eq. (5.61), with Eqs. (5.51)-(5.29), in terms of

resistance distances, as

ρi ∝
(
1−N−1)Ωi b −N−1

∑
j 6=b
Ωi j , (5.92)

For large system, Eq. (5.92) shows that the first-order sensitivity ρi depends mainly on the re-

sistance distanceΩi b between the fault location and the bus #i . This is particularly noticeable

by comparing the blue areas in the upper row of Fig. 5.4 with the areas we obtain by minimal

resistance distance clustering displayed in Fig. 5.2. The bottom row of Fig. 5.4 shows the

optimal placement of primary control for the same faults. The increases in primary control

(ai = 1) are mostly in the periphery of the grid. Even central faults have most of their positive

abatement parameters on the periphery. We observe that these two optimizations lead to

significantly different distributions of these two resources.
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Figure 5.4 – Optimal parameters {ri } (top) and parameters {ai } (down) for four fault locations: ai ,ri =−1,1 are
displayed in red and blue respectively. The locations of the fault are displayed in yellow.

Fig. 5.5 (a) and (b) show the
{
ri

}
and

{
ai

}
parameters obtained with Conjecture 1 for a fault

located in Greece. We observe that
{
ri

}
and

{
ai

}
were already mostly orthogonal and that

minor adjustments guarantee that the total primary control is conserved. Fig. 5.5 (c) shows

the areal frequencies of the two most disturbed areas after this fault. The disturbance is the

highest for homogeneous inertia and primary control. With solely optimized
{
ri

}
parameters,

we observe that the disturbance is lowered and delayed. With solely optimized
{

ai
}
, the

disturbance is more strongly damped. Finally, for optimal inertia and primary control based

on the jointly optimized
{
ri

}
and

{
ai

}
parameters, the disturbance is delayed and strongly

damped, leading to the strongest mitigation of the disturbance. We conclude that Conjecture 1

seems to offer the best distributions of inertia and primary control in the vicinity of the

homogeneous case.

Fig. 5.6 (a) and (b) show the optimal inertia and primary control distribution that minimize V

of Eq. (5.89) with constant weights, ηb = 1. With that choice of global vulnerability measure, a

homogeneous distribution of inertia is a local optimum. This directly follows from Eq. (5.61),

with
∑

b u(0)
αb = 0, ∀α> 1. Primary control on the other hand needs to be distributed primarily

on peripheral buses. Fig. 5.6 (c) furthermore shows that the minimization of V significantly

reduces the performance measure Mb for fault location b where it is largest, i.e. for faults

leading to the largest transient response, while not affecting much Mb where it is small. The

optimal placement of primary control displayed in Fig. 5.6 (b) decreases V by more than 12%

with respect to the homogeneous case.
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(a)

(b)

Figure 5.5 – Combined optimization: (a) optimal
{
ri

}
parameters (b) Optimal

{
ai

}
parameters. ri , ai =−1,0,1

are displayed in red, white and blue respectively. The location of the fault is displayed in yellow. (c) Evolution of

areal frequencies ω7 and ω8 for a 500[MW] fault in Greece: with inertia and primary control uniformly distributed

(green), with solely optimized
{
ri

}
parameters (red), with solely optimized

{
ai

}
parameters (blue) and with jointly

optimized
{
ri

}
and

{
ai

}
parameters (black). We use µ= g = 0.3. Areas are displayed in Fig. 5.2.
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Figure 5.6 – Deviation from homogeneous inertia (a) and primary control (b) following the minimization of V in
(5.89) with homogeneous weight ηb ≡ 1. ri =−1,0,1 (left) and ai =−1,0,1 (right) are displayed in red, white and
blue respectively. (c) Vulnerability Mb vs. fault location (in increasing order of Mb ) for the homogeneous model
(black) and the optimized model corresponding to panels (a) and (b) (green).
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5.7 Conclusion

In this chapter we investigated the optimal placement of inertia and primary control in

transmission grids to maximize their resilience against localized contingencies. We introduced

a mathematical L2−norm performance measure based on local frequency deviations to

quantify the magnitudes of disturbances. We showed that the power system dynamics is

described by closed-form expressions only under the assumption of uniform damping ratios.

This assumption strongly limits the possible analytical investigations of optimal placement of

inertia and primary control. We circumvent this limitation by applying perturbation theory to

find approximate expressions of our measure in the cases where some mild inhomogeneities

are present in inertia and primary control distributions. We used these expressions to calculate

the sensitivities of our measure in changes in inertia and primary control and we built optimal

placement algorithms on them.

In this chapter, we found that:

• When inertia and primary control are uniformly distributed, the faults exciting the

slowest eigenmodes of the network Laplacian have the largest values of our disturbance

measure.

• For a given fault location, it is optimal to have inertia in its vicinity and primary control

on the slowest eigenmodes which are excited by this fault.

• When the vulnerability of the whole grid is assessed with equiprobable fault locations,

uniform distribution of inertia is optimal and the primary control is best placed in the

periphery of the grid.
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Conclusion and perspectives

In this work, we presented different aspects of the energy transition which consists in the

substitution of the conventional CO2 emitting energy sources by new renewable ones. The

latter differ from the former by the following aspects: they are distributed, non-dispatchable,

fluctuating and inertialess and they have negligible marginal costs. We investigated the impact

of the energy transition on the electricity sector in Europe.

In Chapter 2, we developed a dispatch algorithm on an aggregated model of the pan-European

power grid with which we studied the future European productions. Our results shows that

more flexibility is asked to conventional generators as the penetration of new RES increases.

Our investigations suggest that no technical constraint should hinder the energy transition

in Europe during the next decade. Existing infrastructures seem to be able to cope with a

relatively high penetration of new RES in the European energy mix. We showed that the

proposed enhancements of the Swiss transmission network seem to considerably reduce the

congestion in the grid. We also paid a special attention to the hydroelectric producers and

observed that they should not suffer form generation restriction due to grid congestion. Finally,

our results show that increased international power exchanges and existing PS hydroelectricity

are able to absorb, to a large extend, the variations of new RES productions.

In Chapter 3, we investigated the effects of new RES on electricity prices. We explained that,

due to their negligible marginal cost and their lack of dispatchability, they can be seen as a

reduction of the load for electricity pricing. A share of the dispatchable productions, called

must-run, acts as a non-dispatchable source for economic reasons. We showed that, in most

European countries, the day-ahead electricity price is strongly correlated with residual load,

which is obtained by subtracting the new RES and must-run productions from the load. From

this observation, we built an effective price based solely on the residual load. With this physico-

economic indicator we investigated the revenues of different electricity producers. Our results

shows that new RES tend to drag electricity prices down, PV particularly decreases the volatility

of electricity prices. They also suggest that an insufficient withdrawal of must-run productions

is one of the main reasons for the current low revenues of flexible sources in Europe.

In Chapter 4, we examined the propagation of disturbances in large transmission grids. We

developed a dynamical model of the continental European transmission grid. We observed

that the magnitude of the disturbance following an abrupt power loss depends on the fault
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location. We were able to relate this magnitude to the excitation of the slowest eigenmodes

of the network Laplacian. Our results suggests that they are stronger when the faults excites

the slowest eigenmodes of the system in particular the Fielder mode. We found that inertia

reduction on the Fiedler area leads to an amplified RoCoF response, while reducing the inertia

on non-Fiedler area has a much weaker effect, with only a moderate increase of local RoCoFs.

Our results show that power systems are more resilient when more inertia is present in their

“Fiedler areas”.

In Chapter 5, we sought the optimal placement of inertia and primary control in transmission

grids to maximize their resilience against localized contingencies. We showed that when

inertia and primary control are uniformly distributed, the faults exciting the slowest eigen-

modes of the network Laplacian have the largest values of our disturbance measure, which

corroborates our findings in Chapter 4. We used perturbation theory to obtain the sensitivities

of a disturbance measure to the local changes in inertia and primary control distributions.

We derived algorithms for optimal placement of inertia and primary control when some mild

inhomogeneities are present in their distributions. For a given fault location, it is optimal to

have inertia in its vicinity and primary control on the slowest eigenmodes which are excited

by this fault. Our results shows that, when the vulnerability of the whole grid is taken into

account, a uniform distribution of inertia is optimal and the primary control is best placed in

the periphery of the grid.

As a extension to the present work, we will investigate future power dispatches in Europe when

new RES become prominent in the energy mix. In particular there is a trade-off between the

requirement of new storage facilities and the acceptance of new RES curtailment. The surplus

power can be used to produce hydrogen or methane through power-to-gas technologies [138].

We can probably enhance our electricity price model by incorporating the CO2 taxes which

are one of the leverages that policymakers have to drive the energy transition in Europe. It

would the investigations more realistic on longer time scales. Another interesting topic would

be to study the evolution of the revenues of new RES. They have a levelized cost of energy

(LCOE) comparable to those of conventional sources. The LCOE is obtained by dividing the

total expenditures (construction, fuel, maintenance, . . . ) of a generator by its total production

over its lifetime. When new RES become prominent in the European mix, they might drive

their average revenue below their LCOE due to their negligible marginal cost.

We will also continue our investigation on disturbances in power systems, in particular on the

optimal placement of inertia and primary control. The first idea that comes to the mind is

to extent our perturbation theory to the second order corrections. This would give us more

refined optimal distributions of inertia and primary control.
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