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Abstract

In Alan Westin’s generally accepted definition of privacy [1], he describes it as an individual’s right “to control, edit, manage, and delete information about themselves and decide when, how, and to what extent information is communicated to others.” Therefore, privacy is an individual and independent human right. The great Mahatma Gandhi once said that “interdependence is and ought to be as much the ideal of man as self-sufficiency. Man is a social being.” To ensure this independent right to inherently social beings, it will be difficult, if not impossible. This is especially true as today’s world is highly interconnected, technology evolves rapidly, data sharing is increasingly abundant, and regulations do not provide sufficient guidance in the realm of interdependency. In this thesis, we explore the topic of interdependent privacy from an adversarial point of view by exposing threats, as well as from an end-user point of view, by exploring awareness, preferences and privacy protection needs.

First, we quantify the effect of co-locations on location privacy, considering an adversary such as a social-network operator that has access to this information: Not only can a user be localized due to her reported locations and mobility patterns, but also due to those of her friends (and the friends of her friends and so on). We formalize this problem and propose effective inference algorithms that substantially reduce the complexity of localization attacks that make use of co-locations. Our results show that an adversary can effectively incorporate co-locations in attacks to substantially reduce users’ location privacy; this exposes a real and severe threat.

Second, we investigate the interplay between the privacy risks and the social benefits of users when sharing (co-)locations on OSNs. We propose a game-theoretic framework for analyzing users’ strategic behaviors. We conduct a survey of Facebook users and quantify their benefits of sharing vs. viewing information and their preference for privacy vs. benefits. Our survey exposes deficits in users’ awareness of privacy risks in OSNs. Our results further show how users’ individual preferences influence, sometimes in a negative way, each other’s decisions.

Third, we consider various types of interdependent and multi-subject data (photo, co-location, genome, etc.) that often have privacy implications for data subjects other than the uploader, yet can be shared without their consent or awareness. We propose a system for sharing such data in a consensual and privacy-preserving manner. We implement it in the case of photos, by relying on image-processing and cryptographic techniques, as well as on a two-tier architecture. We conduct a survey of Facebook users; it indicates that there is interest in such a system, and that users have increasing privacy concerns due to prejudice or discrimination that they have been or could still easily be exposed.
In conclusion, this thesis provides new insights on users’ privacy in the context of interdependence and constitutes a step towards the design of novel privacy-protection mechanisms. It should be seen as a warning message for service providers and regulatory institutions: Unless the interdependent aspects of privacy are considered, this fundamental human right can never be guaranteed.

*Keywords:* privacy protection, interdependent privacy, multi-subject data, location privacy, co-location, genomic privacy, online social networks, Bayesian inference, game theory, consensual sharing
Résumé

Dans son ouvrage *Privacy and Freedom* [1], Alan Westin décrit la protection de la sphère privée comme un droit humain, individuel et indépendant: celui de pouvoir contrôler, modifier et effacer les informations à propos de soi et d’être capable de décider quand, comment et dans quelle mesure celles-ci peuvent être transmises à des tiers. D’autre part, les paroles de Mahatma Gandhi rappellent le caractère fondamentalement social de l'être humain et portent l’interdépendance au niveau d’idéal pour l’Homme, au même titre que l’autosuffisance. Il semble difficile, voire impossible, de garantir un droit individuel et indépendant à un être fondamentalement social, en particulier dans le monde hautement interconnecté d’aujourd’hui. Cette thèse explore l’impact de la nature interdépendante des données personnelles sur la protection de ces dernières.

Premièrement, nous quantifions l’impact des données de co-localisation sur la protection de la sphère privée. Dans le contexte des médias sociaux par exemple, un utilisateur peut être localisé non-seulement à partir des données qu’il a directement partagées, mais également à partir de celles partagées par ses amis, amis d’amis et ainsi de suite. Nous formalisons ce problème et montrons comment les données de co-localisation peuvent être utilisées pour (mieux) localiser un individu. Pour ce faire, nous proposons un algorithme d’inférence de localisation et mesurons son impact, exposant ainsi une menace sérieuse et réelle.

Deuxièmement, nous investiguons les interactions entre les risques (en termes de sphère privée) et les bénéfices qui découlent du partage de données de (co-)localisation sur les médias sociaux. Nous proposons un modèle fondé sur la théorie des jeux pour analyser le comportement des utilisateurs. Nous en estimons les différents paramètres à l’aide d’une enquête menée auprès d’utilisateurs de Facebook. Nos résultats montrent comment les préférences d’un individu peuvent influencer les décisions d’autres utilisateurs, les poussant parfois à divulguer plus d’information.

Troisièmement, nous nous concentrerons sur le partage de différents types de données interdépendantes ou multi-sujets (photos, co-localisations, génomes). Bien souvent, la décision de partager ces données est prise de manière unilatérale par un individu, sans consentement unanime parmi les sujets concernés, voire à l’insu de ces derniers. Nous proposons un système permettant de partager ces données de manière consensuelle, tout en protégeant la sphère privée des participants. Afin d’évaluer sa faisabilité technique, nous l’implémentons dans le cadre du partage de photos, en utilisant des techniques cryptographiques et de traitement d’image. Enfin, via une enquête ciblée, nous montrons un intérêt pour notre système de la part des utilisateurs de médias sociaux.

En conclusion, cette thèse permet de mieux comprendre les enjeux liés à la protection
de la sphère privée dans un contexte d’interdépendance des données et constitue une avancée dans la conception de mécanismes de protection adaptés. Ce travail constitue également un message aux fournisseurs de services de partage en ligne et aux institutions de régulation: tant que les aspects interdépendants de la protection de la sphère privée ne sont pas pris en compte, ce droit humain ne pourra pas être pleinement garanti.

*Mots-Clés:* protection de la sphère privée, interdépendance, données multi-sujets, données de (co-)localisation, médias sociaux, inférence Bayésienne, théorie des jeux, partage consensuel, données génomiques
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Chapter 1

Introduction

The defence of privacy will be the saviour of the future, essentially.

Svea Eckert

History provides abundant examples of technology having unanticipated, underestimated and lasting consequences on humanity. Privacy is no exception to this, despite having been one of the main concerns in our society for more than a century. With each new wave of the industrial revolution, we have found ourselves in an increasingly challenging situation in terms of ensuring the right to individual privacy, long recognized to be a fundamental human right. The situation is becoming dire. With the advent of GPS and camera-equipped smartphones and the growing popularity of online social networks (OSNs), we interact with an increasing number of devices, services, and individuals, and in an unprecedented number of ways: We track and share our fitness activities; we immortalize our every move and social interaction through photos and posts on OSNs; we search for directions everywhere we go; we hunt for jobs; we chat, shop, date, read books, watch movies, and listen to music; and we can even determine our ancestry – all in the digital environment. The cost? Our data and, consequently, our privacy. Be it through the Web, mobile phones, or social media, in our daily activities, we produce increasing amounts of data, such as traces of our location over time, our social ties, our preferences, even our personal genome. But we trade these data in exchange for the many services that we enjoy.

Sadly, grasping the extent of where and how this data, which is often held by corporations, is and could be used is a massive challenge; and one that we, as a society, have so far failed. To name only a few examples, the research community has showed how, from simple location data, a user’s social ties [2, 3], her interests [4], her personal locations (e.g., home and workplace) [5], and her identity [6] can be inferred; even aggregate location data can be exploited for membership inference attacks (i.e., determining whether

\[footnote{No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.” Article 12, Universal declaration of human rights, United Nations, 1984}
or not a target user is part of the aggregate), as shown by Pyrgelis et al. [7]. Seemingly harmless information that a user shares, such as her music interests, can ultimately be exploited in order to leak private information (e.g., her gender, relationship status and age) by making use of information from other people (virtual strangers), whose harmless interests are similar to hers [8]. Moreover, from our connections on OSNs or the data that they share, information about us can be retrieved, such as our age [9] and our (potentially hidden) OSN profile – representing our entire online identity – can be exposed [10,11]. From the genomic data that our relatives share on dedicated online platforms, our own genomic code can be inferred [12]. This code represents our entire biological identity, from which extremely sensitive information can be extracted, such as our predisposition to certain diseases.

Undoubtedly, much of the data that is made available very often involves (and has privacy implications for) data subjects other than the individual who shares it online; and these individuals often have no control over the sharing decision, or might not even be aware of the fact that the data was made available. The consequences of this sharing can often be very dramatic, even when there is no ill intent from the individual who shared the data. An example of this is the case of an individual, whose decision to share his genome online made possible the discovery of illegitimate siblings and ultimately lead to his parents divorce [13]. With malicious intent, the damage can be catastrophic to a person’s reputation. A sadly popular example of this is revenge pornography [14–16] (i.e., the disclosure, by a former partner, of photos or videos portraying sexually explicit activity after the end of the relationship). This phenomenon has even led its victims to commit suicide [17,18].

Although we are naturally linked as human beings and, as a result, our data is naturally correlated and our actions inherently have consequences on others, our opinions on the topic of privacy differ [19]; this is another aspect of the problem. Furthermore, our awareness regarding privacy threats is also variable and often insufficient. This is partly due to the fact that, whenever a user opts to use a service, its benefits are advertised but the associated privacy risks are not; these risks are often impossible to grasp, due to the complexity of the interactions and to the lack of transparency on how the data is handled. Yet, it is well known that privacy and utility have been and, most likely, will always be conflictual. At present, there are little to no mechanisms in place to prohibit the disclosure, by one individual, of information that could affect another individual. Hence, there is no incentive for service providers to change their behavior: Current regulations do not enforce it (most likely due to the complexity of such a task), and users do not enforce it (partially due to their lack of awareness).

The limits of how far data can be exploited, by the service provider holding it, or by third parties, to the detriment of an individual are extremely fuzzy. Government agencies already use data shared on OSNs for surveillance; and companies have and will find new ways to use such available data to discriminate against people (for insurance purposes, for hiring purposes, etc.) [20]. It is, therefore, paramount that we do not stop asking ourselves about how far surveillance, discrimination, prejudice, blackmail and reputation damage could extend, if left untamed. It is critical, perhaps now more than ever, for the future of our society that we continually fight to ensure the fundamental right to privacy, equally, for each and every individual.

In this thesis, we strive to push the balance of power towards the users and the legislative authorities, by exposing new situations where individual privacy can be affected
in unforeseen ways, typically due to data interdependencies, and by designing technical solutions to keep users informed and to mitigate the privacy risks introduced by others.

Contributions

In this thesis, we address privacy issues related to various types of interdependent and multi-subject personal data. Our main contributions are as follows:

1. We identify the user-localization problem when co-location information is used. This kind of information about users is increasingly available online: For instance, by tagging the names of the friends with whom they are, mobile users increasingly frequently report their co-locations with other users in the messages and the pictures they post on OSNs. The users’ IP addresses also constitute a source of co-location information. Combined with (possibly obfuscated) location information, such co-locations can be used to improve the inference of the users’ locations, yet at the cost of high complexity. We formalize this problem and derive an optimal inference algorithm that also exploits co-location information, by incorporating probabilistic knowledge of the users’ mobility and their disclosed locations. We analyze its complexity and show that, in practice, this kind of inference algorithm is intractable due to the explosion of the state-space size. We further suggest several approximate inference algorithms, including a solution that relies on the belief propagation algorithm executed on a Bayesian network model. We contribute implementations of the proposed algorithms and extensively evaluate their performance on a mobility dataset. One of our main findings is that the belief-propagation method (approximate inference that makes use of the data from all the users) converges to the solution of the optimal inference in polynomial time; thus, we show that an adversary can effectively incorporate co-locations to better localize users. Using the mobility dataset, we further quantify the effect of co-location information on location privacy, under different user mobility settings (e.g., frequency of co-location disclosures, whether or not the user obfuscates her location before disclosing it, etc.). Our experimental results show that, even in the case where the adversary considers co-locations of the targeted user with a single friend, the median location privacy of the user is substantially decreased. Furthermore, in the case where a user does not disclose any location information herself, her privacy can decrease by up to 21% simply due to the information reported by her friends. This finding is paramount, as it brings to light the fact that users do not have full control over their location privacy. Therefore, we reveal a new threat to location privacy and suggest that protection mechanisms must not ignore the social aspects of location privacy. For a first attempt at mitigating the privacy risks stemming from co-location information, we propose and evaluate some simple countermeasures, including reporting fake co-locations and coordinated location disclosure; the latter is entirely within users’ control and can reduce the privacy loss by up to 50%. Finally, we propose other generalization-based methods that socially aware location privacy-protection mechanisms could employ, such as generalizing the identity of the co-located users or the time of a shared co-location.

2. We study one of the most popular features in location-based OSNs (such as Facebook and Foursquare); this feature permits users to post location and co-location
CHAPTER 1. INTRODUCTION

(involving other users) information. Such posts bring social benefits to the users who post them but also to their friends who view them. They also constitute a severe threat to the privacy of all users involved and can have long-lasting and unanticipated effects for other users. This is due to the interdependences that co-location information introduces: Many users become connected and the collection of the data that is shared can have privacy implications for all of them. We identify the need to evaluate such benefits and privacy consequences, for a first step to understanding users’ reasons for sharing such information and to providing the missing appropriate features that inform the affected users and solicit their consent. We propose the first game-theoretic framework for formalizing these complex interdependences and for analyzing the strategic behaviors of users; we take into account different attitudes and preferences regarding the sharing of location and co-location data. In order to design parametric utility functions that are representative of the users’ actual preferences and to avoid the pitfalls of purely theoretical results, we also conduct a survey of 250 Facebook users and use conjoint analysis to quantify the users’ benefits of sharing vs. viewing (co)-location information and their preferences for privacy vs. benefits. We extensively evaluate our framework through data-driven numerical simulations on a mobility dataset: We study the resulting equilibria and their properties, using values of the parameters derived from the empirical data. We analyze how users’ individual preferences influence each others’ decisions, and we determine several factors that significantly influence these decisions. Our simulations unravel situations in which one of the users can be forced into a situation that she does not desire, and we demonstrate that sharing co-location information can also encourage users to over-share their locations; this is a fact that service providers could exploit by promoting co-location sharing features with the purpose of actually gathering more location data from their users. The survey also reveals the high diversity of opinions in terms of social benefits and location privacy. Our findings demonstrate the need to deploy, in practice, appropriate mechanisms for assisting users in their sharing decisions. Our generic framework represents the basis of such an effort.

3. We propose the first system that addresses the critical problem of consensual and privacy-preserving sharing of multi-subject personal and interdependent data in the online environment: Before such data is published, our system determines the affected parties, in a private manner, and asks for their consent. The key difference from the related works is that our proposed system is privacy-preserving with respect to both other individuals using the system and the involved service providers. We identify the many different challenges inherent to the design of such a system, we propose the main building blocks, and we discuss the incentives for adoption of all the parties involved. We implement and evaluate our system, ConsenShare, in the case of photos, by relying on image processing and cryptographic techniques, as well as on a two-tier architecture: one entity for detecting the data subjects and contacting them and another entity for hosting the data and for collecting consent. We benchmark the performance (CPU and bandwidth) of ConsenShare by using a dataset of 20k photos that we collected from Flickr. We conduct a survey of Facebook users (N = 321). Our experimental results demonstrate the feasibility of our approach (in terms of the acceptability of the overheads), and the survey results
demonstrate a potential desire from the users. We conclude that it is technically possible, without much overhead, to ensure users’ privacy by giving them control in the sharing of photos in which they appear, and to preserve the main features of existing online platforms. We further discuss how each building block can be adapted to other types of data (e.g., co-locations, videos, genomic data, etc.). In doing so, our work lays the foundation for the design of systems that will enable the sharing of data in a respectful manner, for the privacy of all the users involved, and without the need to trust these systems with the sensitive data.

Thesis Outline

This thesis contains three parts. In Chapter 2, we show how an adversary can efficiently exploit co-location information to better localize users by identifying a novel threat to users’ location privacy. In Chapter 3, we analyze the interplay between friends on location-based OSNs and study how their individual preferences and shared data affects their respective sharing decisions over time. In Chapter 4, we describe a system that supports the sharing of interdependent and multi-subject personal data in a consensual and privacy-preserving way.

Publications

Chapter 2 is a combination of the results from [21] and [22]. Chapter 3 contains the findings of [23]. Chapter 4 relies on the results of [24].
2.1 Introduction

Increasingly popular GPS-equipped mobile devices with Internet connectivity enable users to enjoy on-the-go a wide range of online location-based services. For instance, mobile users can search for nearby points of interest and get directions, possibly in real time, to their destinations. Yet, these location-based services raise serious privacy concerns because a large amount of personal information can be inferred from a user’s whereabouts. The research community has extensively studied the problem of location privacy; more specifically, location-privacy protection mechanisms (so-called LPPMs), which can anonymize and obfuscate the users’ locations before sending them to online location-based services, have been proposed [16]. In addition, formal frameworks for quantify location privacy in the case where users disclose their (possibly obfuscated) locations have been proposed [19, 20]. In such frameworks, the mobility profiles of the users play an important role in the inference of the users’ locations, namely in a localization attack.

In parallel, social networks, and in particular location-based social networks, have become immensely popular. Every day, millions of users post information, including their locations, about themselves, but also about their friends. An emerging trend is to report co-locations with other users on social networks, e.g., by tagging friends on
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Figure 2.1: Examples showing how co-location information can be detrimental to privacy. (a) A user reports being in a given area, and a second user reports being in another (overlapping) area and that she is co-located with the first user. By combining these pieces of information, an adversary can deduce that both users are located in the intersection of the two areas, thus narrowing down the set of possible locations for both of them. (b) Two users (initially apart from each other, at 10am) declare their exact individual location. Later (at 11am), they meet and report their co-location without mentioning where they are. By combining these pieces of information, the adversary can infer that they are at a place that is reachable from both of the initially reported locations in the amount of time elapsed between the two reports.

pictures they upload or in the messages they post.\footnote{Note that the fact that a user tags one of her friends in a post does not necessarily mean that they are co-located; our formalism takes this fact into account.} For instance, our preliminary survey involving 132 Foursquare users, recruited through Amazon Mechanical Turk, reveals that 55.3% of the participants report co-locations in their check-ins and that for the users who do so, on average, 2.84%±0.06 of their check-ins contain co-location information. In fact, co-location information can be obtained in many different ways, such as automatic face recognition on pictures (which contains the time and location at which the picture was taken in their EXIF data, e.g., Facebook’s Photo Magic [25]), Bluetooth-enabled device sniffing and reporting neighboring devices. Similarly, users who connect from the same IP address are likely to be attached to the same Internet access point, thus providing evidence of their co-location. Such data falls into the category of multiple-subject personal data [26].

Attacks exploiting both location and co-location information (as mentioned in [27]) can be quite powerful, as we show in this chapter. Figure 2.1 depicts and describes two instances in which co-location can improve the performance of a localization attack, thus degrading the location privacy of the users involved. It is clear that the proper exploitation of such information by an attacker can be complex because he has to consider jointly the (co-)location information collected about a potentially large number of users. This is due to the fact that, in the presence of co-location information, a user’s location is correlated with that of her friends, which is in turn correlated to that of their own friends, and so on.

This family of attacks and their complexity is the focus of this chapter. More specifically, we make the following four contributions: (1) We identify and formalize the localization problem with co-location information, we propose an optimal inference algorithm and analyze its complexity. We show that, in practice, the optimal inference algorithm is intractable due to the explosion of the state space size. (2) We describe how an at-
tacker can drastically reduce the computational complexity of the attack by means of well-chosen approximations. We present a polynomial-time heuristic based on a limited set of considered users (i.e., optimal inference with the data of only two or three users) and an approximation that is based on the belief propagation (BP) algorithm executed on a general Bayesian network model of the problem (approximate inference with the data of all the users). (3) Using a mobility dataset, we evaluate and compare the performance of the different solutions in different scenarios, with different settings. The belief propagation-based solution gives results significantly better (in terms of the performance of the inference) than the heuristic. (4) We propose and evaluate some countermeasures (i.e., social-aware location-privacy protection mechanisms), including fake co-locations reporting and coordinated location disclosure. Our experimental results show that, even in the case where the adversary considers co-locations with only a single friend of the targeted user, the median location privacy of the user is decreased by up to 62% in a typical setting. Even in the case where a user does not disclose any location information, her privacy can decrease by up to 21%, due to the information reported by other users. A paramount finding of our work is that users partially lose control over their location privacy because co-locations and individual location information disclosed by other users substantially affect their own location privacy. Our experimental results also show that a simple countermeasure (i.e., coordinated location disclosure) can reduce the privacy loss by up to 50%. To the best of our knowledge, this is the first attempt to quantify the effects of co-location information that stems from social relationships, on location privacy; thus making a connection between OSNs and location privacy.

The remainder of the chapter is organized as follows. In Section 2.2, we define and formalize the system model. In Section 2.3, we present the optimal localization attack for $N$ users and assess its complexity. In Section 2.4, we show how this complexity can be reduced by means of approximations. In Section 2.5, we propose and evaluate some countermeasures. In Section 2.6, we briefly analyze the co-location problem from a differential privacy perspective. In Section 2.7, we report on the experimental evaluation of the localization attack with co-locations. In Section 2.8, we survey the related work. In Section 2.9, we conclude the chapter and suggest directions for future work.

### 2.2 System Model and Formalization

We consider a set of mobile users who move within a given geographical area. While on the go, users make use of some online services to which they communicate potentially obfuscated locations (i.e., where they are) and co-location information (i.e., who they are with). Note that such information could be communicated unintentionally by the users (e.g., leaked from their IP addresses) without their knowing it. We consider that a curious service provider (referred to as the adversary) wants to infer the location of the users from this information hence to track them over time. In order to carry out the inference attack based on which the location privacy of the users is evaluated, the adversary would model the users as described below. Our model is built upon [28] and uses similar notations. Figure 2.2 on page 10 gives an overview of the considered scenario and Table 2.1 on page 11 summarizes the main notations used in our formalization throughout the chapter.
Figure 2.2: Scenario of (co-)location exposure. Three users move in a given geographical area. They communicate their potentially obfuscated locations and accurate co-location information to a service provider (i.e., the adversary) who wants to infer their locations.

2.2.1 Users

We consider a set $\mathcal{U} = \{u_1, \ldots, u_N\}$ of $N$ mobile users who move within a given geographical area that is partitioned into $M$ regions (locations) $\mathcal{R} = \{R_1, \ldots, R_M\}$. Time is discrete, and we consider the state of the system (including the locations of the users) at the successive time instants $\{1, \ldots, T\}$. The region in which a user $u \in \mathcal{U}$ is at time instant $t \in \{1, \ldots, T\}$ is called the actual location of the user and is denoted by $a_u(t)$. The mobility of the users is modeled by a first order time-homogeneous Markov chain. We denote by $p_u(\rho, r)$ the probability that user $u$ moves from region $\rho$ to region $r$ during one time instant, and by $\pi_u(r)$ the probability that user $u$ is in region $r$ at time $t$ (i.e., the stationary distribution of $p_u$). We use the term "co-location" for when two users are at the same location at some point in time. The fact that users $u$ and $v$ are co-located at time $t$ means that $a_u(t) = a_v(t)$; we denote by $u \leftrightarrow_t v$ the fact that a co-location between users $u$ and $v$ at time $t$ is reported (by either of them), and we consider an associated binary variable $c_{u,v}(t)$; specifically, $c_{u,v}(t) = c_{v,u}(t) = 1$ if $u \leftrightarrow_t v$ and $c_{u,v}(t) = c_{v,u}(t) = 0$ otherwise. Note, however, that a co-location being reported does not necessarily mean that the users are really co-located (for instance, on OSNs, users sometimes tag a friend in a picture just to get their attention, although they are not actually together). We consider the process of users reporting co-location information to be probabilistic. Specifically, for any pair of users $u$ and $v$, the probability of reporting a co-location, knowing both their actual locations is denoted by

$$g_{u,v}(r, r') \triangleq \Pr (u \leftrightarrow_t v | a_u(t) = r, a_v(t) = r')$$ (2.1)

We assume that co-locations reported by a user at different time instants are being reported independently of each other and of those reported by other users. We also assume that the reporting process for any user does not depend on time. Intuitively, this co-location reporting function can incorporate social ties (users report co-locations on social networks only with their friends), selective reporting of co-location (not every time that Alice is with Bob in the same location does she report that on their favorite social network), as well as erroneous co-locations (Alice might tag Bob in a picture, even though he is not really in that picture). Examples of erroneous co-locations also include the case where Alice and Bob have the same IP address but they are not together (e.g., they make use of the same proxy). More generally, this case includes the false positives...
2.2. SYSTEM MODEL AND FORMALIZATION

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>Set of mobile users</td>
</tr>
<tr>
<td>$R$</td>
<td>Set of regions that partition the whole area</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of users ($N =</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of regions ($M =</td>
</tr>
<tr>
<td>$T$</td>
<td>Number of time instants</td>
</tr>
<tr>
<td>$p_u(\cdot, \cdot)$</td>
<td>Mobility profile of user $u$</td>
</tr>
<tr>
<td>$\pi_u(\cdot)$</td>
<td>The stationary distribution of $p_u$</td>
</tr>
<tr>
<td>$f_u(\cdot)$</td>
<td>Obfuscation function employed by user $u$</td>
</tr>
<tr>
<td>$g_{u,v}(\cdot, \cdot)$</td>
<td>Co-location reporting function for users $u$ and $v$</td>
</tr>
<tr>
<td>$K$</td>
<td>Adversary’s background knowledge</td>
</tr>
<tr>
<td>$a_u(t)$</td>
<td>Actual location of user $u$ at time $t$</td>
</tr>
<tr>
<td>$a(t)$</td>
<td>Actual locations of all the users at time $t$</td>
</tr>
<tr>
<td>$u \oplus_t r$</td>
<td>User $u$ reports being in $r$ at time $t$</td>
</tr>
<tr>
<td>$o_u(t)$</td>
<td>Obfuscated location of user $u$ at time $t$</td>
</tr>
<tr>
<td>$o(t)$</td>
<td>Obfuscated locations of all the users at time $t$</td>
</tr>
<tr>
<td>$u \leftrightarrow_t v$</td>
<td>A co-location was reported between $u$ and $v$ at time $t$</td>
</tr>
<tr>
<td>$c_{u,v}(t)$</td>
<td>Binary variable incorporating whether $u \leftrightarrow_t v$</td>
</tr>
<tr>
<td>$C_t$</td>
<td>Set of all reported co-locations at time $t$</td>
</tr>
<tr>
<td>$C$</td>
<td>Set of all reported co-locations</td>
</tr>
</tbody>
</table>

Table 2.1: Table of notations.

of the underlying co-location detection technique used by the adversary, and possibly fake co-locations reported by users to protect their privacy. The probabilistic co-location reporting function and its parameters are assumed to be known to the adversary; in practice, it could be learned from models of the users’ behavior, or from ground-truth data or, when applicable, from theoretical models of the underlying technical co-location detection method. Concrete examples of co-location reporting functions are given in Section 2.7. We assume all user-reported co-locations are observed by an adversary.

2.2.2 Location-Privacy Protection Mechanisms

In order to protect their privacy, we assume that users rely on location-privacy protection mechanisms (LPPM) for obfuscating their individual location information before this is communicated to an online service provider. We denote by $u \oplus_t r'$ the fact that user $u$ reports being at location $r'$ at time $t$ to the online service. The online service observes only the obfuscated location of the users; we denote this by $o_u(t)$ for user $u$ at time $t$. We denote by $R'$ the set of obfuscated locations; typically $R'$ is the power set of $R$, as LPPMs can return a set of locations instead of only one location. Typical LPPMs replace the actual location of a user with another location (i.e., adding noise to the actual location) or merge several regions (i.e., reducing the granularity of the reported location). We model an LPPM with a function that maps a user’s actual location to a random variable that takes values in $R'$, i.e., the user’s obfuscated location. This means that the locations of a user at different time instants are obfuscated independently of each other and of those of other users. This also means that the way a user’s locations are obfuscated does not depend on time. Formally, an LPPM is defined by the function $f_u(r, r')$ that denotes the probability that the LPPM used by $u$ obfuscates location $r$ to $r'$, i.e., $\Pr(o_u(t) = r' | a_u(t) = r)$. Excluding the co-location information, our model corresponds to a hidden Markov model (HMM) [29]. We assume that co-location infor-
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mation is not obfuscated and users do not rely on pseudonyms.\footnote{Note that even if pseudonyms are used, the identity of the users can be inferred by using their social network \cite{30} or their locations \cite{28}. We make this assumption because our main target scenario is users posting information attached to their real identities on social networks.} We denote by $o(t)$ the vector of the observed locations of all the users at time $t$. More generally, we use bold notations to denote a vector of values of all users. We define $C_t = \{c_{u,v}(t)\}_{u,v \in U}$ and $C = \bigcup_{t=1}^T C_t$.

### 2.2.3 Adversary

The adversary, typically an online service provider (or an external observer who has access to this information, e.g., another user of the social network), has access to the observed locations and co-locations of one or several users and seeks to locate users, at a given time instant, specifically, carry out a localization attack.\footnote{This attack is somewhat similar to correlation attacks on continuous location-based queries with cloaking as presented in \cite{31}.} Because of the co-location information, the locations of the users are not independent (they are correlated), thus when attacking the location of a given user, the adversary takes into account information potentially about all the users. The attack is performed \textit{a posteriori}, meaning that the adversary has access to the observed traces over the complete period, namely $\{o(t)\}_{t=1..T}$ and $C$, at the time of the attack. In addition to the observations during the time period of interest (i.e., $\{1, \ldots, T\}$), the adversary has access to some of the users’ past location traces, from which he builds individual mobility profiles for these users, under the form of transition probabilities $\{p_u\}_{u \in U}$. See \cite{28} for more details about the knowledge construction, in particular, on how the mobility profiles can be built from obfuscated traces with missing locations. The mobility and co-location reporting profiles constitute, together with the knowledge of the LPPMs used by the users (including their parameters), the adversary’s \textit{background knowledge} $K = \{p_u(\cdot, \cdot)\}_{u \in U}, \{f_u(\cdot)\}_{u \in U}, \{g_{u,v}(\cdot, \cdot)\}_{u,v \in U}$.

The output of a localization attack that targets user $u$ at time $t$, is a \textit{posterior probability distribution} over the set $\mathcal{R}$.

$$h_u^u(t) \triangleq \Pr(a_u(t) = r | \{o(t)\}_{t=1..T}, C, K). \quad (2.2)$$

### 2.2.4 Location-Privacy Metric

The location privacy $LP_u(t)$ of user $u$ at time $t$, with respect to a given adversary, is captured by the expected error of the adversary when performing a localization attack \cite{28}. Given the output $h_u^u(\cdot)$ of the localization attack, the location privacy writes

$$LP_u(t) \triangleq \sum_{r \in \mathcal{R}} h_u^u(r) \cdot d(r, a_u(t)), \quad (2.3)$$

where $d(\cdot, \cdot)$ denotes a distance function on the set $\mathcal{R}$ of regions, typically the Haversine distance between the centers of the two regions.

### 2.3 Optimal Localization Attack

Without co-location information (as in \cite{28}) and under the assumptions described in the previous section, the localization problem translates to solving an HMM inference
problem, for which the forward-backward algorithm is a known solution. Essentially, the forward-backward algorithm defines forward and backward variables that take into account the observations before and after time $t$, respectively. The forward variable is the joint probability of the location of user at time $t$ and all of the observations up to, and including, time $t$. The backward variable is the conditional probability of all observations after time $t$, given the actual location of user at that time instant. Then, the posterior probability distribution of the possible locations for the targeted user is obtained by combining (i.e., multiplying and normalizing) the forward and backward variables. With co-location information, the locations of the users are not mutually independent: as soon as two users are co-located at some point in time $t$, their locations, before and after time $t$, become dependent. Actually, the fact that two users meet a same third user (even if they meet her at different time instants) suffices to create some dependencies between their locations; this means that, to perform the localization attack on a user, the adversary must take into account the locations (i.e., the obfuscated location information and the co-location information) of all the users who are connected to $u$ by a chain of co-location (i.e., the connected component of $u$ in the co-location graph). Formally speaking, this means that the adversary cannot rely only on the marginal distributions of the users’ location; instead he must consider the joint distributions. In other words, co-locations turn $N$ disjoint inference problems (i.e., HMM problems solved by the forward-backward algorithm) into a joint inference problem.

To solve the localization problem, we consider all the users jointly and show that it translates to an HMM problem, as depicted in Figure 2.3. Note that more advanced learning techniques, such as neural networks, could also be used. We solve this problem by using the forward-backward algorithm [32, 33]. For a set $\mathcal{U}$ of users and time $t$, we define the following forward and backward variables:

$$
\alpha_{t}^{\mathcal{U}}(\mathbf{r}) \triangleq \Pr(\mathbf{o}(1)\ldots \mathbf{o}(t), C_1\ldots C_t, \mathbf{a}(t) = \mathbf{r} | \mathcal{K})
$$

$$
\beta_{t}^{\mathcal{U}}(\mathbf{r}) \triangleq \Pr(\mathbf{o}(t+1)\ldots \mathbf{o}(T), C_{t+1}\ldots C_T | \mathbf{a}(t) = \mathbf{r}, \mathcal{K})
$$

(2.4)

where $\mathbf{r}$ denotes a vector of size $N$, i.e., $\mathbf{r} \in \mathcal{R}^N$, and represents the actual locations of all users at a single time instant. These variables can be defined recursively (over $t$) and, unlike in the case where no co-location observations are available, their expressions involve the co-location information. More specifically, we prove that for all $\mathbf{r} \in \mathcal{R}^N$, we have

---

For the sake of simplicity and clarity, we define the variables at $t = 0$ even though no observations are made at this time instant.
\[
\alpha_t^U(r) = \begin{cases} 
\pi_U(r) & \text{if } t = 0 \\
\sum_{\rho \in \mathcal{R}} \alpha_{t-1}^U(\rho) \cdot f_U(\rho, r) & \text{if } t > 0
\end{cases}
\] (2.5)

and

\[
\beta_t^U(r) = \begin{cases} 
\sum_{\rho \in \mathcal{R}} l_{t+1}(\rho, C) \cdot \beta_{t+1}^U(\rho) & \text{if } t < T \\
p_{U}(\rho, r) \cdot f_U(\rho, o(t+1)) & \text{if } t = T \\
1 & \text{if } t = T
\end{cases}
\] (2.6)

where \( r = (r_1, \ldots, r_N) \in \mathcal{R}^N, \rho = (\rho_1, \ldots, \rho_N) \in \mathcal{R}^N, r' = (r'_1, \ldots, r'_N) \in \mathcal{R}^N, \) and

\[
\pi_U(r) = \prod_{i=1}^{N} \pi_{ui}(r_i), \\
f_U(r, r') = \prod_{i=1}^{N} f_{ui}(r_i, r'_i), \\
p_{U}(\rho, r) = \prod_{i=1}^{N} p_{ui}(\rho_i, r_i).
\]

\( l_t(\cdot, \cdot) \) denotes the joint probability that the users report the set of co-locations observed at time \( t \), when the configuration of their actual locations at \( t \) is given. That is, formally,

\[
l_t(r, C) \triangleq \Pr(C_t | a(t) = r) = \prod_{u_i, u_j \in U} \begin{cases} 
g_{u_i, u_j}(r_i, r_j) & \text{if } (u_i \leftrightarrow u_j) \in C_t \\
1 - g_{u_i, u_j}(r_i, r_j) & \text{otherwise}
\end{cases}
\] (2.7)

More specifically, this is a likelihood function that captures the probability that the co-locations in \( C_t \) are reported, and that takes into account the individual co-location reporting function for every pair of users. As we assumed that co-locations are reported independently of one another, this likelihood can be expressed as a product of individual co-location reporting functions for all pairs of users.

The intuition behind Equation (2.5) is that the forward variable at time \( t \) can be expressed recursively, with respect to time, by combining, for all possible locations of the users at time \( t - 1 \): (1) the joint probability that the users were at location \( \rho \) at time \( t - 1 \) and reported the obfuscated locations and co-locations observed by the adversary up to time \( t - 1 \) (this is captured by \( \alpha_{t-1}^U \)), (2) the joint probability that the users move from the locations \( \rho \) to the locations \( r \) (this is captured by \( p_U \)), (3) the joint probability that the users obfuscate their locations \( r \) to those observed by the adversary \( a(t) \) (this is captured by \( f_U \)), and (4) the joint probability that the users report co-locations \( C_t \) observed by the adversary, assuming their locations \( r \) (this is captured by \( l_t(r, C) \)). Because users obfuscate their locations independently from each other, the joint obfuscation probability is the product of the individual obfuscation probabilities (hence the expression of \( f_U \)). The same applies to \( p_U \) and \( l_t(r, C) \). A similar line of reasoning applies to Equation (2.6).
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The function $l_t(\cdot, \cdot)$ captures the likelihood of observing a set of co-location information (or not) given the actual users’ locations. Schematically speaking (with a deterministic vision where only real co-locations are reported, for the sake of clarity), the set of possible locations for a user $u_i$ (at time $t$), co-located with a user $u_j$, consists of the locations that can be obfuscated into the location reported by $u_i$ at time $t$, that can be reached (according to $u_i$’s mobility profile) from a possible location of $u_i$ at time $t - 1$, that can be obfuscated into the location reported by $u_j$ at time $t$, and that can be reached (according to $u_j$’s mobility profile) from a possible location of $u_j$ at time $t - 1$.

2.3.1 Development of Equation (2.5)

As the adversary does not have knowledge about conditional mobility profiles for the users, their mobility profiles are independent of each other – formally, $\Pr(a_u(t) = r|a_{u'}(t) = r') = \Pr(a_u(t) = r)$, for any users $u$ and $u'$. Using Bayes’ rule it follows that, for any $r \in \mathcal{R}^N$

$$\Pr(a(t) = r) = \prod_{i=1}^{N} \Pr(a_{u_i}(t) = r_i) \quad (2.8)$$

We start the development of Equation (2.5) by proving its base case: $t = 0$.

$$o_0^{(t)}(r) = \Pr(a(0) = r | \mathcal{K}) \quad (2.9)$$

$$= \Pr(a_{u_1}(0) = r_1 | \mathcal{K}) \times \cdots \times \Pr(a_{u_N}(0) = r_N | \mathcal{K}) \quad (2.10)$$

$$= \pi_{u_1}(r_1) \cdots \pi_{u_N}(r_N) \quad (2.11)$$

$$= \pi_u(r) \quad (2.12)$$

In step (2.9)→(2.10) of the derivation, we use the independence assumption (2.8); in step (2.10)→(2.11), we use the fact that the probability of a user $u$ being in some region $r$ at time $t = 0$, given her mobility profile, is captured by the steady state vector, i.e., $\pi_u(r)$, as there are no observations at, or before, $t = 0$.

We now complete the development for any $t > 0$.

$$o_t^{(t)}(r) = \Pr(o(1) \cdots o(t), C_1 \cdots C_t, a(t) = r | \mathcal{K}) \quad (2.13)$$

$$= \Pr(C_t | o(1) \cdots o(t), C_1 \cdots C_{t-1}, a(t) = r, \mathcal{K}) \cdot \Pr(o(1) \cdots o(t), C_1 \cdots C_{t-1}, a(t) = r | \mathcal{K}) \quad (2.14)$$

$$= \Pr(C_t | a(t) = r, \mathcal{K}) \cdot \Pr(o(1) \cdots o(t), C_1 \cdots C_{t-1}, a(t) = r | \mathcal{K}) \quad (2.15)$$

$$= l_t(r, C) \cdot \Pr(o(1) \cdots o(t-1), C_1 \cdots C_{t-1}, a(t) = r | \mathcal{K}) \quad (2.16)$$

$$= l_t(r, C) \cdot f_{ul}(r, o(t)) \quad (2.17)$$
\[
\begin{align*}
\Pr (o(1) \ldots o(t-1), C_1 \ldots C_{t-1}, a(t) = r | K) \\
= l_t(r, C) \cdot f_{Ut}(r, o(t)) \cdot \sum_{\rho \in R_N} \Pr (o(1) \ldots o(t-1), C_1 \ldots C_{t-1}, a(t) = r, a(t-1) = \rho | K) \\
= l_t(r, C) \cdot f_{Ut}(r, o(t)) \cdot \sum_{\rho \in R_N} \Pr (o(t+1) \ldots o(T), C_{t+2} \ldots C_T, a(t+1) = \rho | a(t) = r, K)
\end{align*}
\]

In step (2.13)→(2.14) of the derivation, we apply the chain rule. In step (2.14)→(2.15), we use conditional independence: given \(a(t) = r\), the probability that the locations \(r\) can represent the reported \(C_t\) depends neither on the observations, nor on \(K\). In step (2.15)→(2.16), we use Definition (2.7). In step (2.16)→(2.17), we apply the chain rule and use conditional independence: given \(a(t) = r\), \(o(t)\) does not depend on the past observations. In step (2.17)→(2.18), we use the fact that the location obfuscation process is applied independently for each user. In step (2.18)→(2.19), we apply the law of total probability, conditioning over all the possible actual locations \(\rho\) users could have been at, at time \(t-1\). In step (2.19)→(2.20), we use the chain rule and conditional independence: given \(a(t-1) = \rho\), \(a(t)\) does not depend on the past observations. In step (2.20)→(2.21), we use Definition (2.4).

### 2.3.2 Development of Equation (2.6)

We start the development of Equation (2.6) with the case \(t = T\). As there are no observations at or after \(T + 1\), using Definition (2.4), we consider

\[
\beta_T^d(r) = \Pr (\emptyset | a(T) = r, K) = 1
\]

We now complete the development for any \(t < T\).

\[
\begin{align*}
\beta_t^d(r) &= \Pr (o(t+1) \ldots o(T), C_{t+1}, \ldots, C_T | a(t) = r, K) \\
&= \sum_{\rho \in R_N} \Pr (o(t+1) \ldots o(T), C_{t+1}, \ldots, C_T, a(t+1) = \rho, a(t) = r | K) \\
&= \sum_{\rho \in R_N} \Pr (C_{t+1} | a(t+1) = \rho, K) \cdot \Pr (o(t+1) \ldots o(T), C_{t+2}, \ldots, C_T, a(t+1) = \rho, a(t) = r, K) \\
&= \sum_{\rho \in R_N} l_{t+1}(\rho, C) \cdot \Pr (o(t+1) \ldots o(T), C_{t+2}, \ldots, C_T, a(t+1) = \rho, a(t) = r, K)
\end{align*}
\]
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\[ \sum_{\rho \in \mathbb{R}^N} l_{t+1}(\rho, C) \cdot \Pr(o(t+1) \mid a(t+1) = \rho, K) \]

\[ \sum_{\rho \in \mathbb{R}^N} \frac{l_{t+1}(\rho, C) \cdot f_U(\rho, o(t+1))}{\Pr(o(t+2), \ldots, o(T), a(t+2), \ldots, a(T) \mid a(t) = r, K)} \]

\[ \Pr(o(t+2), \ldots, o(T), C_{t+2}, \ldots, C_T, a(t+1) = \rho \mid a(t) = r, K) \]  \hspace{1cm} (2.27)

\[ \Pr(o(t+2), \ldots, o(T), C_{t+2}, \ldots, C_T, a(t+1) = \rho \mid a(t) = r, K) \]  \hspace{1cm} (2.28)

\[ \Pr(o(t+2), \ldots, o(T), C_{t+2}, \ldots, C_T, a(t+1) = \rho, K) \]  \hspace{1cm} (2.29)

\[ \Pr(o(t+2), \ldots, o(T), C_{t+2}, \ldots, C_T, a(t+1) = \rho) \]  \hspace{1cm} (2.30)

In step (2.23→2.24) we apply the law of total probability, conditioning over all the possible actual locations users could have been at, at time \( t + 1 \). In step (2.24→2.25) we apply the chain rule and use conditional independence: given \( a(t+1) = \rho \), the probability that these actual locations are consistent with \( C_{t+1} \) does not depend on other past observations, actual locations or \( K \). In step (2.25→2.27) we apply the chain rule and use conditional independence: given the actual locations of users \( a(t + 1) = \rho \) at time \( t + 1 \), the probability of observing \( o(t + 1) \) does not depend on other observations or actual locations of other time instants. In step (2.27→2.28) we use the fact that the obfuscation process is independently applied for all users. In step (2.28→2.29) we apply the chain rule and use conditional independence: given \( a(t + 1) = \rho \), the probability of observations at times \( t \) or after \( t + 1 \) does not depend on \( a(t) = r \). Finally, in step (2.29→2.30) we use Definition (2.4).

Finally, the posterior probability distribution of the users’ locations can be computed based on the forward and backward variables, by using the following formula, for \( u_i \in U \) and at time \( t \):

\[ h_i^u(r) \triangleq \Pr(a_{u_i}(t) = r \mid \{o(t)\}_{t=1,T}, C, K) \]

\[ = \frac{\sum_{r \in \mathbb{R}^N \mid r_i = r} \alpha_i^U(r) \cdot \beta_i^U(r)}{\sum_{r \in \mathbb{R}^N} \alpha_i^U(r) \cdot \beta_i^U(r)} \]  \hspace{1cm} (2.31)

In short, the probability that the users are at given locations at time \( t \) is computed based on all the observations before and at time \( t \) (\( \alpha_i \)) and the observations after time \( t \) (\( \beta_i \)). The denominator is simply a normalization factor.

2.3.3 Development of Equation (2.31)

Using Definition (2.4), the conditional independence given \( a(t) = r \) and the chain rule, we first compute the following, \( \forall r \in \mathbb{R}^N \):
\[ \alpha_U^t(r) \cdot \beta_U^t(r) = \Pr(o(1) \ldots o(t), C_1 \ldots C_t, a(t) = r | K) \]

\[ \Pr(o(t + 1) \ldots o(T), C_{t+1} \ldots C_T | a(t) = r, K) \]  
\[ \Pr(o(t + 1) \ldots o(T), C_{t+1} \ldots C_T | o(1) \ldots o(t), C_1 \ldots C_t, a(t) = r, K) \]

\[ \Pr(o(t + 1) \ldots o(T), C_1 \ldots C_T, a(t) = r | K) \]

\[ \Pr(\{o(t)\}_{t=1}^{T}, C, a(t) = r | K) \]  
\[ = \Pr(\{o(t)\}_{t=1}^{T}, C, a(t) = r, a(t) = r | K) \]

Using Bayes Rule, the total law of probability and (2.35), we get

\[ h_a^t(r) = \frac{\Pr\{o(t)\}_{t=1}^{T}, C, a(t) = r | K \cdot \Pr(o(t) | a(t) = r, K)}{\Pr(o(t) | K) \cdot \Pr(a(t) = r | K)} \]

\[ \sum_{r \in R^N} \Pr(\{o(t)\}_{t=1}^{T}, C, a_u(t) = r, a(t) = r | K) \]

\[ \sum_{r \in R^N} \alpha_U^t(r) \cdot \beta_U^t(r) \]

\[ \sum_{r \in R^N | r \neq r_a} \Pr(\{o(t)\}_{t=1}^{T}, C, a(t) = r | K) \]

\[ \sum_{r \in R^N | r \neq r_a} \alpha_U^t(r) \cdot \beta_U^t(r) \]

We now take a simple example. Consider regions \( R' = R = \{a, b\} \) and no LPPM, hence \( f(a, a) = f(b, b) = 1, f(a, b) = f(b, a) = 0 \). Consider users \( \mathcal{U} = \{u, v\} \) with mobility profiles \( p_u = \begin{bmatrix} 0.5 & 0.5 \\ 0.5 & 0.5 \end{bmatrix} \) and \( p_v = \begin{bmatrix} 0.9 & 0.1 \\ 0.1 & 0.9 \end{bmatrix} \) (thus \( \pi_u = \pi_v = \begin{bmatrix} 0.5 & 0.5 \end{bmatrix} \)). Assume users always report co-locations and do not lie, then \( g_{u,v}(r_u, r_v) = \begin{cases} 1 & \text{if } r_u = r_v \\ 0 & \text{otherwise} \end{cases} \). Furthermore, assume one time instant \( (T = 1) \) and two observations at this instant: \( u \leftrightarrow_1 v \) and \( v \leftrightarrow_1 a \). By Equation (2.5), it follows that \( \alpha_U^t([a, b]) = 0.25; \alpha_U^t([a, a]) = \alpha_U^t([b, b]) = 0 \) (because the likelihood of reporting being co-located when users' locations are different is 0); \( \alpha_U^t([b, b]) = 0 \) (because \( f(b, a) = 0 - \text{user } v \text{ cannot report } a \text{ while in } b \)):
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and \( \alpha_U^1([a,a]) = 0.25 \). Similarly, by Equation (2.6), it follows that \( \beta_U^1([\cdot,a]) = 1 \); \( \beta_U^0([\cdot,a]) = 0.45 \) and \( \beta_U^0([\cdot,b]) = 0.05 \). Finally, using Equation (2.31) to localize user \( u \) at \( t = 1 \) yields: \( h_1^u(a) = 1 \) and \( h_1^u(b) = 0 \). This result can easily be verified: if the adversary knows that \( u \) is with \( v \) and \( v \) is in \( a \), \( u \) must also be in \( a \).

We now evaluate the complexity of the joint localization attack. The first observation is that the size of the state space (i.e., the locations of all users) is \( M^N \). To attack a user at time \( t \), the adversary needs to compute the values of \( \alpha \) up to time \( t \) and the values of beta down to time \( t \) (using dynamic programming for optimal performance). At each time instant, the adversary needs to compute the values of these two variables for all possible values of their inputs \( r \in \mathcal{R}^N \) (there are \( M^N \) possible values for \( r \)). The computation of each of these values requires summing over the \( M^N \) possible locations \( \rho \) at time \( t-1 \); for each of the possible locations, the computation of one element of the sum takes \( \Theta(N^2) \) operations (the complexity of the computation of \( l \) dominates for the computation of \( \beta \)). Therefore, the computation of the forward and backward variables, at all time instants, for all possible values of the localizations is \( \Theta(N^2TM^{2N}) \) operations. Note that the complexity is the same whether the adversary attacks one or all the users at one or all time instants. In fact, the adversary can pre-compute the \( h_u^t \) for all \( u \) and all \( t \), with a complexity that is dominated by that of the computations of the forward and backward variables. In summary, the complexity of the localization attack on one or all of the users in \( \mathcal{U} \) is

\[
c_{\text{opt}}(N,T,M) = \Theta(N^2TM^{2N}) \ .
\]

The complexity of the optimal localization attack is prohibitively high and prevents its use for the entire set of users of a mobile social network; the optimal localization attack is tractable only for small values of \( N \), i.e., 2 or 3. In the next section, we propose low-complexity alternatives for performing low-complexity approximate localization attacks.

2.4 Approximate Localization Attacks

We propose two low-complexity alternatives for performing approximate localization attacks. Essentially, the first carefully selects a small set of users to consider when attacking a target user and performs an optimal joint localization attack on this small set of users (i.e., considering only the co-locations between these users). The intuition behind this heuristic is that the locations of a user are significantly correlated with those of only a limited number of users (e.g., a few co-workers during work hours, and her family and close friends the rest of the time). The second alternative makes use of all available location and co-location information (from all users) but only performs an approximate inference attack to localize users. We formulate the localization problem as a Bayesian network and apply a well-known inference algorithm, namely, loopy belief propagation.

2.4.1 Limited User-Set Heuristic

As discussed in Section 2.3, the optimal localization attack can be efficiently performed only on small sets of users. This is because the location of a target user \( u \) depends on locations of all other users that are connected to \( u \) in the co-location graph (where there is an edge between two users \( u \) and \( v \) if \( u \leftrightarrow_t v \) for some time \( t \)). The rationale of our first approximation is to limit the number of users, to whom the target user’s location
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depends on, and to consider only those that have a high location correlation with \( u \). Concretely, we choose the user(s) who have the largest number of reported co-locations with the targeted user, and we perform an optimal localization attack on the resulting set of users. We call these users the co-targets of the targeted user. Depending on his computational power, the adversary can choose one or two such users (i.e., \( N = 2 \) or \( N = 3 \)) to attack the target with. The co-targets of a user \( u \) are chosen as follows:

\[
\text{co-target}_1(u) \triangleq \arg\max_{v \in U \backslash \{u\}} |\{t \in \{1, \ldots, T\} \mid u \leftrightarrow_t v\}|
\]

\[
\text{co-target}_2(u) \triangleq \arg\max_{v \in U \backslash \{u, u'\}} \left[ |\{t \in \{1, \ldots, T\} \mid u \leftrightarrow_t v\}| + |\{t \in \{1, \ldots, T\} \mid u' \leftrightarrow_t v\}| \right]
\]

where \( u' = \text{co-target}_1(u) \) and \(| \cdot |\) denotes the cardinality of the set. More specifically, the first co-target of a user \( u \) is the user with whom \( u \) has the most reported co-locations during the time interval considered for the localization attack. The second co-target of \( u \) is chosen so as to maximize the number of co-locations with \( u \) plus the number of co-locations with \( u \)'s first co-target. Note that the set of considered users can be different for every targeted user; in particular \( v = \text{co-target}_1(u) \Rightarrow u = \text{co-target}_1(v) \). In practice, an adversary could also take into account the function \( g \) when choosing \( u \)'s co-targets, to better reflect the trustworthiness of the reported co-locations. The complexity of this heuristic is \( \Theta(TM^4) \) for \( N = 2 \) and \( \Theta(TM^6) \) for \( N = 3 \) (obtained by replacing \( N \) by its value in the generic expression (2.41) of the complexity of the optimal attack).

2.4.2 Bayesian Network-Based Approximation

We propose using approximation algorithms on Bayesian networks, as a low-complexity alternative solution to the localization problem. A Bayesian network is a graphical model that encodes the probabilistic dependencies between different random variables of interest [33,34]. More specifically, a Bayesian network is a directed acyclic graph in which nodes represent random variables and where the edges model conditional dependence between the variables corresponding to the nodes they connect. In addition to its (graph) structure, a Bayesian network is also specified by its parameters: Each node has an associated conditional probability distribution (CPD) that specifies the probability that the corresponding variable will take a certain value, given a combination of values of the variables associated with its predecessor nodes. Modeling our problem as a Bayesian network enables us to exploit existing approximate inference algorithms, such as the belief propagation (BP) algorithm [34, 35] (which we use in the evaluation). BP is an algorithm that converges to the optimal solution by iteratively updating the posterior of a random variable, based on that of its neighbors and on its CPD, by using values of the observed variables. For Bayesian networks that do not contain undirected loops, which is not the case of our model, the BP algorithm converges to the optimal solution in only one iteration. Because of its iterative aspect, it balances (through the number of iterations) execution time and accuracy. A typical choice for the number of iterations is two times the number of nodes in the Bayesian network. Moreover, by running the BP-based solution, the adversary can obtain coarse-grained estimates of the users’ locations after a few iterations and update them with better estimates as BP progresses.
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Figure 2.4: Sample Bayesian network for \( N = 3 \) users and \( T = 3 \) time instants. Actual location nodes are represented by red circles, observed location nodes by blue rectangles and observed co-location nodes by green rectangles with rounded corners. Probabilistic dependencies are specified by edges and conditional probability distributions (CPD), e.g., a co-location observation depends only on the actual locations of the two involved users and the probabilistic dependency is captured by \( g \).

presented in the previous sub-section makes the most out of a subset of the available information (i.e., optimal inference on the data of the target user and her co-targets), whereas the BP-based solution only approximates the optimal solution but exploits all the available information (approximate inference on the data of all the users).

We build a Bayesian network, as illustrated in Figure 2.4 (for \( N = 3 \) and \( T = 3 \)). For any user \( u \) and any time instant \( t \), a node is associated with the variable \( a_u(t) \) and another with the variable \( o_u(t) \). To represent the fact that the observed location depends only on a user’s actual location at that time, an edge connects the corresponding nodes and the corresponding CPD is \( f_u \). Additionally an edge connects the node corresponding to a user \( u \)’s actual location at time \( t \) to her actual location node at time \( t + 1 \), with its CPD determined by her mobility profile \( p_u \) (following from the Markov assumption). For any pair \( u, v \) of users and any time instant, an observed co-location node is associated with variable \( c_{u,v}(t) \), with its CPD specified by \( g_{u,v} \) (it depends on the actual location of the two users involved). Our Bayesian network consists of \( T \cdot N \) actual/observed location nodes and \( T \cdot N(N - 1)/2 \) observed co-location nodes.\(^5\) Location nodes have one incoming

\(^5\)Note that when the probability of two users reporting a co-location between them is null (e.g., non-friend users in a social network), the corresponding nodes can be removed. As suggested by Dunbar’s number [36], a user has a limited number of friends. Therefore, in many contexts, the number of co-location nodes grows linearly with \( N \).
edge, and co-location nodes have two. Consequently, the complexity for one iteration of the belief propagation algorithm is $O(N^2 \cdot T \cdot M^2)$.

Specifically, for nodes $\{a_u(1)\}_{u \in U}$, we define the CPD $\forall r \in \mathcal{R}$ as

$$\Pr(a_u(1) = r) = \pi_u(r) \tag{2.44}$$

For nodes $\{a_u(t)\}_{u \in U, t \in \{2, \ldots, T\}}$, we define the CPD $\forall \rho, r \in \mathcal{R}$ as

$$\Pr(a_u(t) = r \mid a_u(t-1) = \rho) = p_u(\rho, r) \tag{2.45}$$

For nodes $\{o_u(t)\}_{u \in U, t \in \{1, \ldots, T\}}$, we define the CPD $\forall r, r' \in \mathcal{R}$ as

$$\Pr(o_u(t) = r' \mid a_u(t) = r) = f_u(r, r') \tag{2.46}$$

Finally, for nodes $\{u \leftrightarrow t v\}_{u, v \in U, t \in \{1, \ldots, T\}}$, we define the CPD $\forall r, r' \in \mathcal{R}$ as

$$\Pr(u \leftrightarrow t v = T \mid a_u(t) = r, a_v(t) = r') = g_{u,v}(r, r') \tag{2.47}$$

We compare the approximate localization attack to the optimal localization attack, and we measure its accuracy by the average Hellinger and statistical distance between their output region distributions. Specifically, if $\hat{h}$ denotes the output of the optimal localization attack $\hat{h}$ that of the approximate localization attack, then

$$\frac{1}{N \cdot T} \sum_{u \in U} \sum_{t \in \{1, \ldots, T\}} \frac{1}{\sqrt{2}} \sum_{r \in \mathcal{R}} \left( \sqrt{h_u^v(r)} - \sqrt{\hat{h}_u^v(r)} \right)^2$$

$$\frac{1}{N \cdot T} \sum_{u \in U} \sum_{t \in \{1, \ldots, T\}} \frac{1}{2} \sum_{r \in \mathcal{R}} \left| h_u^v(r) - \hat{h}_u^v(r) \right|$$

\subsection{2.5 Countermeasures}

So far, we have presented and analyzed a localization attack that exploits co-location information. In this section, we propose two countermeasures that mitigate the (negative) effect of co-locations on the users’ location privacy. These countermeasures apply to the case where users explicitly report their co-locations, typically on a social network. For co-location information leaked by the underlying technologies, such as IP addresses and Bluetooth and Wi-Fi scans of neighboring devices, technology-dependent techniques should be used. For instance, a user can hide her IP address from the service provider by using a proxy, a VPN or a peer-to-peer anonymization network such as Tor. Note that countermeasures are not limited to those presented in this section. Altering the individual LPPM settings (the value of $\lambda$, using obfuscation or cloaking) would also reduce, to some extent, the privacy risk. Unfortunately there is not much else a user can do to protect herself, other than hide or generalize co-location information or prevent it from being inferred. In practice, this would translate to hiding IP addresses, disabling Bluetooth, or blurring faces in pictures posted on online social networks, as proposed in [37]. Simply put, the proposed countermeasures operate as follows: The first consists in making co-located users report the same (obfuscated) location and the second consists in generalizing time and/or user information in the reported co-locations.
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2.5.1 Coordinated LPPMs

In order to make the inference attacks we described in previous sections less effective, we propose a simple countermeasure: user coordination. This means that if users report being co-located at some time instant and also want to report obfuscated individual check-ins, they should coordinate (i.e., report the same obfuscated location). Such a mechanism requires collaboration between users, which can be challenging to achieve in practice. A possible solution, in the case of explicitly reported co-locations, is that a user who posts a co-location information embeds her obfuscated location so that all the co-located users report the same obfuscated location (if they do report their locations). Collaboration could also be achieved by means of short-range ad-hoc communication technologies, such as Wi-Fi Direct or Bluetooth, as the co-located users are physically close. We emphasize that this does not mean that co-located users have to also report individual check-ins, rather that if they want to report individual check-ins, they must agree to make them the same. We argue this would bring no detriment to users’ utility of individual check-ins, as the obfuscation mechanism selects a random neighboring location to the actual location, which users have no control or preference over. Intuitively, reporting single co-locations in a coordinated fashion should give an adversary less information, because it maximizes the set of possible locations co-located users could be in. As described in Figure 2.1 on page 8, based on individual check-ins of co-located users, an adversary can infer that both users should be located in the intersection of possible locations of each of the co-located users. With coordination, the possible locations of users are the same, thus maximizing their intersection. Note that this countermeasure has an effect only if both users use obfuscation.

2.5.2 Generalization of Co-locations

We propose another countermeasure for reducing the effectiveness of inference attacks that make use of co-location information. In the case of single location observations, a recommended privacy-protection technique is obfuscation by generalization (i.e., report a large area that contains the user’s actual location). Similarly, we propose that users generalize co-location information, in a coarse-grained fashion; specifically, this implies generalizing the time component of a co-location, and/or the co-located user(s) component. Generalizing the time component in a co-location information means reporting a time range instead of the exact time (e.g., use “morning” instead of “10am”). Generalizing the user component means excluding the names of the friends a user is with and reporting only the number of friends (e.g., instead of reporting being with her friend Alice, a user would just report being with a friend). More generally, in the case where a user \( u \) is co-located with \( k \) friends \( u'_1, u'_2, \ldots, u'_k \) he would no longer report \( k \) pairwise co-locations with each of them \( (u \leftrightarrow_{t_1} u'_1, \ldots, u \leftrightarrow_{t_k} u'_k) \), but instead report one generalized co-location \( u \leftrightarrow_{k\text{ friends}} \). The user component of the co-location could also contain information on social ties, such as “with two colleagues”, or “with some friends”.

We analyze in more depth the case of generalizing the co-located user(s) component of a co-location. Intuitively, if this mechanism is employed by the users, it is harder for the adversary to exploit a co-location information because he has to explore all possible combinations of real users a user is with and assign a likelihood to each of them. This leads to \( \binom{N_{\text{colleagues}}}{k} \) possible choices for exploring the generalized co-location “with \( k \) colleagues”, where \( N_{\text{colleagues}} \) is the number of user \( u \)’s colleagues in the social net-
work, and $2^{N_{\text{friends}} + N_{\text{family}}} - 1$ choices for the generalized co-location “with some friends and/or family”. More specifically, the joint variables $\alpha^U(\cdot)$ and $\beta^U(\cdot)$ (Equation (2.5) and Equation (2.6)) would include a summation in the computation of the likelihood of observing the obfuscated co-locations $(l(\cdot, C))$ for all possible instantiations of all reported co-locations at time $t$ (for $\alpha$) or $t+1$ (for $\beta$) by all users. This would drastically increase the complexity of the optimal inference attack. Note that generalizing the user component of the co-locations would also drastically increase the complexity of the BP-based solution; the current Bayesian network (Figure 2.4 on page 21) could not be used anymore. We will investigate this as part of future work. In summary, this countermeasure protects the users’ privacy by making the inference prohibitively computationally expensive for the adversary.

Obfuscating the time component of co-locations would also lead to a drastic increase in complexity because the adversary would have to consider all combinations of exact time instances when users are co-located (which makes the computation of the joint $\alpha, \beta$ variables nontrivial). Naturally, obfuscating both components of co-location information would result in the greatest complexity increase. We leave the design and in-depth analysis of inference algorithms when a combination of the proposed counter-measures is employed by users to future work. We intend to analytically evaluate the inference complexity and empirically evaluate the users’ privacy gain and potential utility loss in different scenarios of employed countermeasures.

### 2.6 Differential-Privacy Perspective

In this section, we complement our inferential approach to privacy quantification, presented in the previous sections, with a brief analysis of the effect of co-locations on users’ location privacy from a differential-privacy perspective. In the geo-indistinguishability framework [38,39] (i.e., the application of differential privacy to geo-location), each observation has a privacy cost that depends on the level of noise added by the mechanism used (typically drawn from a planar Laplace distribution). For instance, in order to guarantee $\varepsilon$-differential privacy, noise must be introduced with an amplitude such that the expected distance between the actual location and the reported location is proportional to $1/\varepsilon$.

Consider the case of a single time instant. If two co-located users each report one obfuscated version of their actual locations, the adversary has access to two observations of the same variable, i.e., the users’ common location. Following the composability property of differential privacy, this means that, to guarantee $\varepsilon$-differential privacy for the users’ location, each individually reported obfuscated location should satisfy $(\varepsilon/2)$–differential privacy (unless the two users agree on reporting the same obfuscated location, as discussed in Section 2.5 dedicated to countermeasures). This means that the expected distance between the users’ actual locations and the obfuscated locations they report is doubled, thus causing a substantial utility loss. This reasoning can be generalized to an arbitrary number of co-located users: Intuitively, at every time instant, the level of noise a user must introduce (and thus the utility loss she faces), in order to retain the same privacy level in the presence of co-locations, is proportional to the number of co-located users.

A study by Kifer et al. [40], effectively shows that if data correlations are ignored, the released data will have a privacy guarantee lower than expected. A more complex analysis of the effect of co-locations, from a differential-privacy perspective, could be carried out
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Using a dataset of mobility traces, we evaluate the effect of co-locations on users’ privacy, with respect to the various localization attacks presented in the previous sections.

2.7.1 Dataset, Methodology, and Experimental Setup

The dataset was collected by Microsoft Research Asia, in the framework of the GeoLife project [48]. It comprises the GPS traces (i.e., sequences of time-stamped latitude-longitude couples, sampled at a rate of one point every 1-5 seconds) of 182 users, collected over a period of over three years. The GPS traces are scattered all over the world; but most of them are located in the region of Beijing, China. We processed the data as follows, in order to fit in our formalism.

**Space Discretization.** We select the area of \(~4.4 \text{ km} \times 4.4 \text{ km}\), within Beijing, that contains the largest number of GPS samples, and we filter out GPS samples that are outside of this area. This geographic area corresponds to the campus of Tsinghua University (longitude ranging from 116.3 to 116.35 and latitude ranging from 39.97 to 40.01, see Figure 2.5). We partition the selected area into 25 regions by using a \(5 \times 5\) square grid. The GPS coordinates of each sample are translated into the region (i.e., the grid cell) they fall into.

**Time Discretization.** We divide the continuous time interval into one-hour time sub-intervals that correspond to time instants in our formalism. For each time sub-interval \(t\) and for each user \(u\), we set the user’s actual location in that time interval (i.e., \(a_u(t)\)) to the region corresponding to the sample that is the closest to the midpoint of the

---

6Since the publication of our article [22], several other studies (e.g., [46, 47]) have proposed methods to effectively take data correlations into account when proposing protection techniques based on differential privacy.
considered time sub-interval. If a user’s trace does not contain any samples in a given time sub-interval, the user’s actual location is set to a dummy region $r_{⊥}$, leaving us with partial user traces.

**Co-location Generation.** As the dataset does not contain explicit co-location information reported by the users, we use synthetic co-locations that we generate as follows: At each time instant, we generate a co-location between two users according to the probabilistic co-location reporting function $g_{·}(·, ·)$, based on their discretized actual locations (if they are different from $r_{⊥}$). We consider a special case of the co-location reporting function (Equation (2.1)) as follows:

$$g_{·}(r_{u}, r_{v}) = \begin{cases} \nu & \text{if } r_{u} = r_{v} \\ \mu & \text{if } r_{u} \neq r_{v} \end{cases} \quad (2.49)$$

As stated in the model, the adversary is assumed to know the values of $\mu$ and $\nu$. Intuitively, $\mu$ represents the probability a fake co-location is reported, and $\nu$ represents the probability a true co-location is reported. This model assumes that for any user, reporting a co-location does not depend on the actual location where she and her friend are and that the user chooses to report their co-location with a fixed probability. In order to simplify the evaluation, we assume that the co-location reporting function is the same among any pair of users, as in the case of a Bluetooth scenario. We could relax this assumption and make $\nu$ and $\mu$ functions of the particular pair of users; for example, if a social graph of relationships between users were available, we could consider $\nu, \mu > 0$ only for pairs of users for which a social relationship exists, and 0 for all other user pairs, as users typically report co-locations on social networks only with their friends. Regarding the values of $\nu$ and $\mu$, several cases can also be considered: $\nu = 1$ and $\mu = 0$ would correspond, for example, to an ideal Bluetooth scenario, in which devices automatically discover each other and report co-locations with all neighboring devices; $\nu < 1$ and $\mu = 0$, could also correspond to a Bluetooth scenario, where co-locations are reported only with some of the neighboring devices. In our evaluation, we will consider both cases.

For each user, we compute the number of real co-locations\(^7\) she has with every other user in the dataset, across the full user traces. We keep only the users for which there exists another user with whom they have at least 200 co-locations. For these users, we consider their common time interval (i.e., the longest time interval during which all these users have at least one sample); we obtained an interval of $\sim6000$ hours. Within this interval, we sample 10 short traces of 300 continuous hours such that (1) all users have at least 10% of valid samples (i.e., different from $r_{⊥}$) and (2) all users have at least 20 co-locations with their co-target\(_1\) (as defined in Eq. (2.43)). This leaves us with a total of 5 users.

**User Mobility Profile Construction.** We build the mobility profiles $\{p_{u}\}_{u \in U}$ of the users based on their entire discretized traces by counting the transitions from any region to any region (in $R$) in one time instant.

**Obfuscation.** We consider that users report a single (or none), potentially obfuscated, location at each time instant.\(^8\) This means that the set $R'$ in which the obfuscated loca-

\(^7\)Note that, by real co-locations, we mean that the users are at the same location (i.e., their actual locations at a given time instant are the same), regardless of the fact that the co-location is reported or not.

\(^8\)We assume this because of the limited size of the considered grid.
tion $o_u(·)$ takes values is $\mathcal{R} \cup \{r_{\perp}\}$. We consider, for each user $u$, that two location-privacy protection mechanisms are used together: First, the location is hidden (i.e., obfuscated to $r_{\perp}$) with a probability $\lambda_u$ and then, if the location has not been hidden, it is replaced by a region (chosen uniformly at random) at a distance of at most $d_u$ from the user’s actual discretized location (i.e., a region). If the actual location of a user is not known (i.e., set to $r_{\perp}$), the LPPM returns $r_{\perp}$ with probability 1. In our evaluation, we vary $\lambda_u$ from 0 to 1 and we set $d_u$ to the size of one grid cell; this means that, if it is not hidden, a user’s location is obfuscated either to its actual value (with probability 0.2) or to one of the four adjacent regions (e.g., 2, 6, 8 and 12 for Region 7 in Figure 2.5 on page 25), each with probability 0.2.

**Privacy Evaluation.** We evaluate the location privacy of the users based on the metric defined in (2.3). For each user and for each short trace, we generate 20 random obfuscated traces (remember that obfuscation is a random process), and we perform a localization attack on each of them. We compute the average location privacy of each user across the different obfuscated traces and across the different time instants. Time instants for which the location of a user is not known (i.e., set to $r_{\perp}$) are not taken into account in the computation of their average over time.

**Limitations.** Unfortunately, we could not obtain real datasets from online social networks containing both (coarse-grained) location and co-location data. Due to the synthetic nature of the reported location and co-location information in our data source, our experimental setup does not perfectly reflect a real usage case. Deciding whether to report locations and co-locations is a complicated process that involves many factors, such as the users’ contexts, their privacy preferences, and the shared information itself. Therefore, the results presented in this section should be taken with a pinch of salt as they cannot directly be interpreted as the magnitude of the threat in real life. Yet, we believe that they are significant enough for understanding the effect of co-locations on location privacy, the sources of privacy loss, and the relative performance of the proposed heuristics. Also, the number of users considered in most of our evaluations (i.e., 5), as well as the active area considered, are relatively small. Hence, the results might not be representative of the entire population. In order to overcome the aforementioned shortcomings, we intend to collect a large-scale dataset from an existing social network. We also intend to run experiments on large grids (i.e., larger than $5 \times 5$).

### 2.7.2 Experimental Results

We experimentally evaluate the algorithms, presented in Section 2.4, in different scenarios, with different settings. For the solution based on belief propagation, we relied on the implementation provided in the Bayes Net Toolbox for Matlab (https://code.google.com/p/bnt/); for the optimal inference algorithm, we used our own Java implementation. The purpose of our evaluation is to assess the raw performance of our algorithms, but also to compare their results. We also analyze the effect of the different parameters of the model (including the individual LPPM settings of the users and the differences between the individual LPPM settings of the users) and of the set of co-locations considered in the localization attack.
Effects of True Co-locations and LPPM Settings

We begin our evaluation by analyzing the effect of (1) the amount of reported true co-locations and (2) the LPPM settings (i.e., with or without obfuscation and the location hiding probability $\lambda$, assumed to be the same across users) in the case of two users, i.e., the target user and her first co-target are considered jointly in an optimal localization attack, namely the limited user set approximation with $N = 2$. For this evaluation, we consider the case where no fake co-locations are reported. The results are depicted in Figure 2.6 on page 29. Figure 2.6a on page 29 shows the case where no obfuscation is used (i.e., the users disclose their actual locations with probability $1 - \lambda$ and hide them otherwise), and Figure 2.6b on page 29 shows the case where obfuscation is used (i.e., the users disclose their obfuscated locations, specifically a region chosen uniformly at random among the actual location and the four immediate neighboring regions, with probability $1 - \lambda$ and hide them otherwise). The top graphs show a box-plot representation (i.e., first quartile, median, third quartile and outliers) of the users’ location privacy expressed in terms of the expected error of the adversary, in kilometers (left axis) and in proportion of the size of the considered geographic area (right axis). For each couple of values $(\lambda, \nu)$, we draw one box-plot to aggregate the data-points obtained for all users and for all the 20 randomly generated obfuscated versions of each of the considered actual traces. Note that without obfuscation, the case $\lambda = 0$ leads to zero privacy, as users always disclose their actual locations. It can be observed that the proportion of reported true co-locations consistently decreases the location privacy of the users. To quantify this decrease, we plot (middle and bottom graphs) the privacy loss caused by the use of co-location information, with respect to the case where no true co-locations are reported, i.e., $\nu = 0$. We show both the median absolute privacy loss, in kilometers (middle graph), and the median relative privacy loss, in percentage of the privacy in the case $\nu = 0$ (bottom graph). Note that the median privacy loss is equal to the median of the differences (w.r.t. the case $\nu = 0$) and not to the difference of the median privacy. Consider for example, the case $\lambda = 0.4$ and $\nu = 0.5$: In the case without obfuscation, the median privacy loss is approximately 80m, which corresponds to a decrease of approximately 21%. The median absolute privacy loss can go up to 260m ($\lambda = 0.8$, $\nu = 1$) and the median relative privacy loss up to 62% ($\lambda = 0.2$ and $\nu = 1$). We observe the same trend, with a more modest loss, in the case where obfuscation is used. We emphasize that when there is an obfuscated location observation, the adversary has only five choices of cells to locate the user: the cell of her actual location and four neighboring cells of the actual location. Hence, an upper bound for privacy in this case is given by the inter-cell distance (0.87km). It can be observed in Figure 2.6b on page 29 that when all observations are available ($\nu = 0$), this upper bound is indeed respected.

Effects of True Co-locations and Spatial Cloaking

For a complementary experiment, we also studied the effect of co-location information when users employ spatial cloaking instead of obfuscation. Similarly to our experimental setup presented in Figure 2.6b on page 29, we evaluate user privacy for a different LPPM, namely, location hiding (with probability $\lambda$) or spatial cloaking (with probability $1 - \lambda$). When using cloaking, a user does not report the region corresponding to her actual location, but instead a meta-region consisting of four regions, one of which is the actual location. In Figure 2.7 on page 30, we present our results.
We conclude that the proportion of reported true co-locations consistently decreases the location privacy of the users (as was the case for the other LPPM based on location hiding and location obfuscation), but in this case the privacy loss is more evident. This could be explained by the fact that in the case of cloaking, when observing a meta-region of size four regions, the adversary has to explore four possible regions as candidates for the user’s actual location; whereas, in the case of obfuscation, five possible candidates for the actual location have to be explored (one of the four neighboring regions of the observed (obfuscated) region and the observed region itself).

In the next sections, we focus on the case where users obfuscate their locations, report true co-locations with probability $\nu = 0.5$ and do not report fake co-locations ($\mu = 0$).

**Effects of the Differences of Individual LPPM Settings**

We now analyze the effect of the differences, in the users’ LPPM settings, on the location privacy (loss) due to co-locations. To do so, we focus on the case of two users, a target and her co-target, both who obfuscate their locations but with different hiding probabilities $\lambda_{\text{target}}$ and $\lambda_{\text{co-target}}$. We perform a joint optimal localization attack. The results are
Figure 2.7: Privacy (top), absolute privacy loss (middle) and relative privacy loss (bottom) for the limited user set attack with $N = 2$ users, when users do not report fake co-locations ($\mu = 0$) and use spatial cloaking or location hiding as protection mechanisms. The privacy loss is expressed w.r.t. the case where no co-locations are available ($\nu = 0$, $\mu = 0$); the histograms show median values.

depicted in Figure 2.8 on page 32, under the form of heat-maps that represent the target user’s location privacy (a) as well as her absolute (b) and relative (c) privacy loss (with respect to the case $\nu = 0$) as functions of the respective LPPM settings $\lambda_{\text{co-target}}$ (x-axis) and $\lambda_{\text{target}}$ (y-axis).

A first observation is that co-locations always decrease the privacy of the target (i.e., all values in Figure 2.8b on page 32 are positive) and that the more information the co-target discloses, the worse the privacy of the target is (i.e., the cells of the heat-map depicted in Figure 2.8a on page 32 become lighter, when going from right to left on a given row).

The diagonals of the heat-maps correspond to the case $\lambda_{\text{co-target}} = \lambda_{\text{target}}$, which is depicted in more detail in Figure 2.6 on page 29. The region of the heat-map above the diagonal corresponds to the case where the target is more conservative, in terms of her privacy attitude, than her co-target (i.e., $\lambda_{\text{co-target}} < \lambda_{\text{target}}$). It can be observed that the information disclosed by the target herself compromises her privacy more than the information disclosed by her co-target, e.g., the cell (0.6,0) is lighter (which means that the target’s privacy is lower) than the cell (0.0,6).
By comparing the columns “$\lambda_{\text{co-target}} = 1$” and “no co-target” (two right-most columns in Figure 2.8a on page 32), we can observe the privacy loss that stems from the use, through the co-location information, of the co-target’s mobility profile alone (as the co-target never discloses her location). This is substantial. The intuition behind this result is that co-located users are likely to be at a place that is often visited by both of them, which narrows down the choice of locations the adversary needs to explore when localizing both users.

Finally, in the extreme case where the target never discloses location information and her co-target always does so (top-left cell of the heat-maps in Figures 2.8b and 2.8c on page 32), the privacy loss for the target is 190m, which corresponds to a decrease of 18%. This case (and in general the cases where the target never discloses location information, i.e., the top row of the heat-maps) highlights the fact that, as reported co-locations involve two users, users lose some control over their privacy: Without revealing any information about herself, a user can still have her privacy decreased by other users, due to co-location information.

For the rest of the evaluation, we focus on the case where all users have the same LPPM settings (i.e., same values of $\lambda$).

**Comparison of the Proposed Low-Complexity Alternatives**

Here, we compare, through experimentation, the proposed inference algorithms for the localization attack, by taking into account different scenarios, as depicted in Figure 2.9 on page 33. We assume all users use the same LPPM settings, i.e., same value for $\lambda$ and disclose only their obfuscated locations. In Scenario (a), we consider, in turn, all target users in our set and perform an individual localization attack on each of them, using only their own reported locations and no co-locations. This corresponds to the baseline case $\nu = 0$, which was presented in detail in Figure 2.6b on page 29. We then consider the case of an adversary that exploits co-locations. We assume users report only a limited proportion of their true co-locations, with probability $\nu = 0.5$, and no fake co-locations ($\mu = 0$). Scenario (b) corresponds to the case of an adversary that, in order to attack a target user, performs an optimal joint inference attack on the target and her co-target, as described in Section 2.3. This scenario corresponds to the case $\nu = 0.5$ in Figure 2.6b on page 29. Scenarios (c) and (d) correspond to the case of an adversary that performs an optimal joint attack on the target and her two co-targets. We distinguish two cases: (c) in which the co-locations between the co-targets are ignored, and (d) in which all co-locations between any of the three users are considered. We make this distinction solely to quantify the privacy loss that stems from the use of co-locations that do not directly involve the target. In practice, an adversary would always consider Scenario (d) because it takes into account more information at no extra cost. Finally we consider Scenario (e) that corresponds to an adversary that uses all reported co-locations but solves an approximate joint inference problem, as described in Section 2.4.2. We set the maximum number of iterations of the BP algorithm to 20.

Figure 2.10 on page 34 shows the results of our comparison. The top graph shows a box-plot representation of users’ privacy, for each of scenarios (a)-(e). To quantify the different effects on the users’ privacy of the set of considered co-locations and of the inference algorithm used, we show (bottom) the absolute and relative privacy loss, with respect to Scenario (a), for each of the scenarios (b)-(e). It can be observed by comparing
Figure 2.8: Median values of the target’s location privacy (loss), for the limited user set attack with $N = 2$ users, when the target and her co-target have different values of $\lambda$ (with obfuscation, $\nu = 0.5$, $\mu = 0$). The diagonals correspond to the values of Figure 2.6b on page 29.

scenarios (a)-(d) that, unsurprisingly, the users’ privacy decreases with the amount of considered co-locations. The comparison between scenarios (c) and (d) shows that co-locations between the target’s co-targets improve the performance of the localization attack, but not as much as co-locations that directly involve the target user (Scenario (b) and Scenario (c)). Finally, we observe that the approximation based on belief propagation (Scenario (e)), which takes into account all co-locations and the location information of all the users, outperforms the first heuristic ($N \leq 3$), at a low computational cost. In this scenario, the median absolute privacy loss can go up to 182m ($\lambda = 0.8$) and the median relative privacy loss up to 27% ($\lambda = 0$), when $\nu = 0.5$ and $\mu = 0$. We can thus conclude that, when using belief propagation instead of joint optimal inference, the loss in inference accuracy is far less than the gain that stems from using all of the available
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Figure 2.9: Co-locations considered in the evaluation: (a) no co-locations (also referred to as “No co-target”), (b) only co-locations between the target and co-target \(_1\) (heuristic, \(N = 2\)), (c) only co-locations between the target and co-target \(_1\) and between the target and co-target \(_2\) (heuristic, \(N = 3\)), (d) all co-locations between the target, co-target \(_1\) and co-target \(_2\) (heuristic, \(N = 3\)), (e) all co-locations (belief propagation in our proposed Bayesian network formalization depicted in Figure 2.4 on page 21).

In order to assess the performance of the belief propagation algorithm, we also compared it with the optimal inference algorithm, for all scenarios (a)-(d). For each of these scenarios, we computed the Hellinger distance between the BP algorithm and the optimal inference. We obtained the following distances: 3.79E-4 for Scenario (a), 5.18E-3 for Scenario (b), 1.79E-2 for Scenario (c) and 3.31E-2 for Scenario (d). Similarly, we computed the statistical distances and obtained the following: 1.86E-4 for Scenario (a), 3.79E-3 for Scenario (b), 1.84E-2 for Scenario (c) and 3.10E-2 for Scenario (d). These very small values for both the Hellinger and statistical distance, for all scenarios, show that the BP algorithm converges in about 20 iterations, while also proving that our formulation of the localization problem as a Bayesian network (depicted in Figure 2.4 on page 21) is correct. In fact, we observe that the approximation provided by the BP algorithm is already quite close to the optimal after a very small number of iterations (i.e., 2-3) which suggests that the attack can be carried out efficiently by the adversary.

To further analyze and compare the performance of the different inference algorithms, we measured their execution times in a typical setting (\(\lambda = 0.2\), \(\nu = 0.5\) and \(\mu = 0\), for a single user) on an 8-core Intel(R) Xeon(R) CPU E3-1270 V2 @ 3.50GHz with 16GB of RAM. We obtained the following results: Scenario (a): 1.82±0.0471s; Scenario (b): 3.87±0.0498s; Scenario (c): 2.711±0.91s; Scenario (d): 2.555±73.6s; Scenario (e): 2.66±0.0151s. These results demonstrate the practicality of the BP-based attack in comparison to the optimal localization attack, which is already very expensive for Scenarios (c) and (d), where co-locations between three users are considered.

Effects of Users Reporting Fake Co-locations

Here, we analyze the effect of reporting fake co-locations. We focus on the case of two users, a target and her first co-target, who both obfuscate their locations and use the same location hiding probability. We present the case where \(\lambda = 0.2\), but we observe the same trend for all values of \(\lambda\). We vary \(\nu\) – the probability of reporting true co-locations, as well as \(\mu\) – the probability of reporting fake co-locations. We perform a joint optimal localization attack. The results are depicted in Figure 2.11 on page 35. The top graph shows a box-plot representation of users’ privacy, and the middle and bottom graphs show the median absolute and relative privacy loss, with respect to Scenario (a) (where no co-location information is considered). We observe that when all the true co-location
information between the target and her co-target is reported ($\nu = 1$), the users’ privacy increases as there are more fake co-locations reported (as $\mu$ increases). However, when none of the true co-locations are reported ($\nu = 0$), we observe that the users’ privacy decreases with the increase of available fake co-location information. In other words, an adversary can exploit the absence of a reported fake co-location at some time instant to infer that the users must, in fact, be co-located (for large values of $\mu$).\(^9\) This is an interesting observation that shows an adversary can learn not only from available co-location information but also from the absence of co-location information. Finally, in the case where only some of the true co-location information is reported ($\nu = 0.5$), we observe the largest users’ privacy for values of $\mu$ which lead to a high uncertainty for the adversary (these are middle values of $\mu$). We emphasize that users’ privacy in the case where $\nu = \mu = 0$ (users never report co-location regardless of whether they are co-located or not) is the same as that where $\nu = \mu = 1$ (users always report co-location regardless of whether they are co-located or not). Finally, an important observation is that regardless of the amount of available co-location information (true or fake), users’ privacy is never

\(^9\)This is similar to the case of the entropy of a binary variable that is flipped with a given probability.
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Figure 2.11: Privacy (top), absolute privacy loss (middle) and relative privacy loss (bottom) for the limited user set attack with \( N = 2 \) users, with obfuscation, \( \lambda = 0.2 \) and \( \nu \in \{0, 0.5, 1\} \). The privacy loss is expressed w.r.t. the case where no co-locations are available; the histograms show medians. We observed similar results for other values of \( \lambda \) (not shown).

Effects of User Coordination

We present the effect of using coordination for Scenario (e), where all available co-location information is used. We infer the user location by using the BP algorithm for Scenario (e) and optimal inference for Scenario (a). We focus on the case where all users use obfuscation and have the same location hiding probability, \( \lambda \). We assume users report true co-location information with probability \( \nu = 0.5 \) and no fake co-location information. We consider both the case where all users use coordination and the case where no users coordinate.

We compare these with Scenario (a), where no co-location information is observed. Figure 2.12 on page 36 shows the results of our experiment: a box-plot representation of user privacy in the top graph, and the median privacy loss with respect to Scenario (a) in the bottom graphs. We observe that when users coordinate, their privacy can still decrease compared to the case where no co-locations are used, but there is a privacy gain.
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Figure 2.12: Localization attack with and without coordination for scenario (e) depicted in Figure 2.9 on page 33, with obfuscation, $\nu = 0.5$ and $\mu = 0$. The privacy loss (middle and bottom) is evaluated w.r.t. scenario (a). With respect to the case where co-locations are reported in an uncoordinated fashion, this privacy gain is higher, as $\lambda$ decreases. For instance, when $\lambda = 1$, users always hide their individual location and there is nothing to coordinate, hence coordination has no effect on users’ location privacy. However, as users report more individual check-ins ($\lambda$ decreases), the privacy gain stemming from coordination increases, with a peak for $\lambda = 0$ (where users’ privacy loss is reduced by half when coordinating). We can conclude that, by coordinating their individual check-ins with their friends at times where users also report being co-located, users can limit the privacy loss caused by the co-location information.

**Co-location Information on a Larger Scale**

We evaluate the Bayesian network-based approximation on a set of 38 users. We compare it with the optimal individual localization attack (where no co-location information is used) and observe the same trend that co-location information further reduces location privacy.

In Section 2.7 and Section 2.5, we considered a small dataset of users, due to the high complexity of the optimal solution. We denote this small dataset by $U_s$. Here, we
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Figure 2.13: Comparison of the localization attacks for target users in $U_l$ on Scenarios (a) and (e), as depicted in Figure 2.9 on page 33, with obfuscation. The privacy loss (middle and bottom) is evaluated w.r.t. Scenario (a). In Scenario (e), we consider users report true co-locations with probability $\nu = 0.5$ and that they do not report fake co-locations ($\mu = 0$).

evaluate our belief propagation solution on a larger dataset, in order to quantify location privacy loss when co-locations from a larger set of users are available. To this end, we select a subset $U_f$ of users in the GeoLife dataset, such that each selected user must have at least one real co-location$^{10}$ with any other user in $U_l$ (across their full traces). This results in 38 users being selected. Note that $U_s \subset U_l$. We emphasize that due to the low availability of real co-locations across the GeoLife users, this represents a weaker constraint of minimum desired co-locations, compared to that which we use when sampling the users in our small dataset $U_s$. The low availability of co-locations, coupled with the sparsity of the location information available, also is also the basis for sampling 10 short individual collections of actual traces in the following way: For each $u$, a target user in $U_l$, we generate actual traces for all the users in $U_l$ such that (1) $u$ has at least 10% of valid samples (i.e., different from $r_\perp$) and $u$ has at least 1 co-location with her co-target$^1$.

$^{10}$Note that by real co-locations, we mean that the users are at the same location (i.e., their actual locations at a given time instant are the same), regardless of the fact that the co-location is reported or not.
We perform an individual localization attack by optimal inference for Scenario (a), considering, in turn, each user in the set $U_s$ as the target user (using only their own reported locations and no co-locations). We then consider Scenario (e), the case of an adversary that exploits co-locations between any of the users in $U_l$. We assume users report only a limited proportion of their true co-locations, with probability $\nu = 0.5$, and no fake co-locations ($\mu = 0$). We perform an approximate joint inference algorithm, by using the belief propagation algorithm with at most 20 iterations. We then compare the privacy in Scenario (e) to that in Scenario (a), in the case where all users use the same LPPM settings, i.e., same value for $\lambda$ and disclose only their obfuscated locations. Figure 2.13 shows the results of our comparison. It can be observed that the users’ privacy decreases with the amount of considered co-locations. The privacy loss can seem somewhat modest, in comparison to the one observed in our previous experiments using $U_s$. This can be explained by the fact that users in $U_s$ have more real co-locations than those in $U_l$ (a user has a median number of real co-locations in their actual traces of 5.5 and 2, respectively). We further compare the privacy of only the target users from $U_s$ (but still using all the co-locations in the larger dataset $U_l$) with that when using co-locations
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among users from $U_s$. Figure 2.14 on page 38 shows the results of this comparison. It can be observed that the availability of co-locations with a larger number of users can further reduce privacy (privacy loss is as much as 31\% when $\lambda = 0$).

2.8 Related Work

Location is identity. Even if the set of locations shared by a user is anonymized, and her true identity is hidden from the location-based service provider, the observed trajectories can be re-identified [6,49–51]. This attack is made by linking available information about users’ mobility in the past with their observed traces. To protect against such attacks, many location obfuscation mechanisms have been proposed in the literature; they suggest that users hide their locations at certain locations, or that they reduce the accuracy or granularity of their reported locations [52–54]. These techniques increase users’ privacy by making it more difficult for an adversary to de-anonymize users and to localize or track them over time. The location privacy of users in such settings can be computed using the expected error of an adversary in estimating their locations [28]. In such an inference framework, an adversary has some background knowledge on users’ mobility models; this is used to reconstruct the full trajectories of the users, by using the anonymized and obfuscated observed traces.

The adversary’s information, however, is not limited to mobility models. With most users being members of social networks, an adversary can de-anonymize location traces by matching the graph of co-traveler users with their social network graph [55]. Co-travelers are those who have been in each others’ physical proximity for a considerable number of times. Researchers have extensively studied the problem of inferring social ties between users, based on their physical proximity [2,56]. Recent revelations about NSA surveillance programs also show that this type of information is of great use for tracking and identifying individuals [57]. The dual problem, i.e., inferring location from social ties, has also been studied by the research community [58–60]. In [61], the authors exploit proximity information detected via Bluetooth, which is similar to co-location, to build an opportunistic ad-hoc localization algorithm by using intersection techniques similar to what we use in our attack. (see Figure 2.1 on page 8) In [62], the authors modeled the influence of social relationships on human movement and used this to predict future locations of the users. Location privacy risks have also been studied in the context of proximity detection (e.g., finding nearby friends in OSNs) [63–66].

The correlation between different users’ information also opens the door to a new type of privacy threat. Even if a user does not reveal much information about herself, her privacy can be compromised by others. In [67], the authors study how information revealed, from pictures, by a user’s friends in social networks can be used to infer private information about her location. Private information about, for example, a user’s profile and her age can also be inferred from shared information on online social networks [9,10]. A users’ home address can also be inferred from those of her Facebook friends [68]. Mobile users, connecting to location-based services from a same IP address, can also compromise the privacy of those who want to keep their location private [69]. The loss in privacy, due to other users, has also been shown in other contexts such as genomics [12,70]. Finally, interdependent privacy risks have been studied by using game-theoretic models for predicting the optimal behavior of rational users, in the context of OSNs [71,72] and
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genomics [73]. Other game-theoretic interdependence models for security and privacy have been surveyed in [10].

Extracting co-location information about users (i.e., who is with whom) is becoming increasingly easier. More specifically, with the proliferation of mobile social networks, where users can check-in with others at various locations, the threat of available co-location information on users’ location privacy is clear (as pointed out in [27]). Despite the abovementioned works on quantifying the location privacy and the privacy of users in social networks, as well as the extensive research on privacy loss due to others, there has not been a study on evaluating location privacy where co-location information is considered. We bridge the gap between studies on location privacy and social networks, and we propose the first analytical framework for quantifying the effects of co-location information on location privacy, where users can also make use of obfuscation mechanisms.

2.9 Conclusion

In this chapter, we have studied the effect on users’ location privacy when co-location information is available, in addition to individual (obfuscated) location information. To the best of our knowledge, this is the first effort to quantify the effects of co-location information that stems from social relationships between users on location privacy; as such, it constitutes a first step towards bridging the gap between studies on location privacy and social networks. Indeed, most studies on geo-location and social networks look at how social ties can be inferred from co-locations between individuals and how social ties can be used to de-anonymize mobility traces. We have shown that, by considering the users’ locations jointly, an adversary can exploit co-location information to better localize users, hence decrease their individual privacy. Although the optimal joint localization attack has a prohibitively high computational complexity, the polynomial-time approximate inference algorithms that we propose provide good localization performance. An important observation from our work is that a user’s location privacy is no longer entirely in her control, as the co-locations and the individual location information disclosed by other users significantly affect her own location privacy.

The message of this work is that protection mechanisms must not ignore the social aspects of location information. Because it is not desirable to report dummy lists of co-located users (as this information is displayed on the users’ profiles on social networks), a location-privacy preserving mechanism needs, instead, to generalize information about co-located users or to generalize the time of a social gathering, as well as the locations of users at other locations, in order to reduce the effectiveness of the attacks we suggested in this chapter. For a first attempt to mitigate the privacy risks stemming from co-location information, we have proposed a simple countermeasure that relies on cooperation between users and have demonstrated its effectiveness. We intend to address the design of social-aware location-privacy protection mechanisms (running on the users’ mobile devices) to help the users assess and protect their location privacy when co-location information is available. An important aspect of generalization techniques is the tension between utility and privacy: For a user, reporting to be with “some friends” might not be sufficiently informative, and the generalized co-location information would fail to serve the user’s purpose. Usability is also a crucial aspect for the adoption of technical protec-
tion mechanisms. We plan to investigate both the utility and usability aspects of such protection mechanisms through targeted user surveys.

In our future work, we also plan to investigate the case where co-locations are not explicitly reported by the users, instead the adversary has access to the social ties between the users (e.g., friends, family, colleagues). Such ties can be associated with probabilistic co-location patterns; for instance, the fact that the locations of work-colleagues are often correlated during office hours.
Chapter 3

To Share or not to Share: Insights into Users’ Behavior of Sharing (Co-)Locations

Interdependence is a fundamental law of nature. Even tiny insects survive by cooperating with each other. Our own survival is so dependent on the help of others that a need for love lies at the very core of our existence. This is why we need to cultivate a genuine sense of responsibility and a sincere concern for the welfare of others.

Dalai Lama

3.1 Introduction

The location-sharing feature offered by major online social networks has gained momentum, as users increasingly access their favorite OSNs from their smartphones – as much as 95.1% of active users worldwide accessed their Facebook account via smartphone in January 2018 [74]. Thus most Facebook check-ins and photos are made from mobile devices. Another popular feature, currently implemented in many mobile location-based social networks, is the ability to mention other users, such as friends, in posts or to tag them on pictures. Ilia et al. [37] perform a user study that demonstrates that 84.7% of posted pictures contain one or more face(s), whereas 87% contain one tag (users do not typically tag themselves) and 12.2% contain more than one tag. In many cases, such information indicates that the users mentioned in a post are co-located. As for location information, sharing co-location information – the fact that two users are together (the actual location might not be known) – brings social benefits (as also pointed out by
Krasnova et al. [75]) to those sharing it but also to their friends who view it: Users enjoy knowing with whom their friends are and telling their friends with whom they are.

But, these features also raise privacy concerns. Although it has been known for years that location information leads to severe privacy issues and this has been extensively studied in the literature (e.g., [2, 4, 76]; see also FindYou [77], a location privacy auditing tool, available at https://find-you.herokuapp.com/), it was only recently that the effect of co-location information on users’ location privacy was studied [22], as we presented in Chapter 2. A critical aspect of co-locations is that they relate to all the involved users (such information is “co-owned” by the involved users [78, 79]) and introduce interdependencies between the users’ location privacy, as the location information disclosed by users affects the privacy of their friends. As such, users lose partial control over their privacy and it becomes complex to evaluate the optimal sharing behavior. Such interdependent privacy risks are quite problematic if users have different, possibly opposite, views about sharing and privacy. It creates so-called multi-party privacy conflicts [79, 80].

Awareness about the interdependent nature of privacy is increasing, yet, due to its complexity, this is not explicitly addressed by current laws. Opinion 5/2009 on online social networking produced by the Working Party on Data Protection, an advisory board set up by the EU for the reform of the data protection laws, raises awareness about the case of users uploading data about others. Yet, even in the General Data Protection Regulation (GDPR) (Regulation EU 2016/679) which became enforceable on 25 May 2018, the case where individuals share data about individuals online is not directly mentioned, and the problem remains unsolved. Therefore, from a legal perspective, there are few regulations that apply to sharing on OSNs (except for the extreme case of sharing sexually explicit content, namely revenge pornography) and this serious problem deserves further study. We dedicate the next chapter, Chapter 4, for exploring solutions for this problem.

In this chapter, we propose the first unified framework for modeling the direct and indirect benefits, and the privacy implications of location and co-location sharing, in addition to the resulting strategic behaviors of the users. Such a framework enables anyone to analyze the behavior of users regarding location and co-location sharing on OSNs. To this end, we build our framework by using two well-established modeling and analytical tools: game theory [81–83] and conjoint analysis [84]. Game theory enables us to model and formalize the users’ sharing rationale and behavior. Such models include a number of parameters that, typically in the expression of the users’ utility, characterize the users’ behaviors. Conjoint analysis enables us to rigorously quantify, based on a personalized user survey, the relative benefits of sharing and viewing location and co-location information, and the associated relative costs in terms of location privacy. The values obtained through conjoint analysis are used to derive the different parameters of the game-theoretic model. Although several works [71, 72, 85] have investigated interdependent privacy risks from a game-theoretic perspective (especially in the context of Facebook applications), this is the first work that investigates the strategic aspects of (co)-location sharing in the presence of interdependent privacy risks. Our framework could typically be used to gain insight into users’ sharing behavior but also to design appropriate incentive mechanisms and location sharing features in order to influence the behavior of OSN users, eventually optimizing the overall privacy-sharing trade-off. Our contributions are as follows.

We propose the first game-theoretic framework, namely the Sharing Game, to formalize the important problem of location sharing with interdependent privacy risks (introduced
3.2 Background

In this section, we briefly introduce the relevant concepts in game theory and the conjoint analysis technique.

Game Theory 101

Game theory is the study of the strategic interaction between multiple rational decision-makers who aim to maximize their own utility [81–83]. This mathematical theory enables us to derive more than the optimal strategy that a rational agent would adopt given various parameters: It enables the modeling and computing of stable states, called equilibria, in which none of the agents can improve his utility given all other agents’ utility functions and strategies. It has been notably used in economics, biology, political science, psychology, and computer science. It is especially relevant for our work as it enables us to model and analyze users’ preferences and interactions, and to understand their resulting rational behaviors. A core concept of game theory is the Nash equilibrium (NE), which represents the stable state in which no agent (a so-called player), by taking into account other players’ strategies (so-called opponents), has incentive to deviate from his strategy. A refinement of the NE is the subgame perfect Nash equilibrium (SPNE). This refers to an equilibrium derived by considering a smaller part of the whole game tree, by eliminating incredible threats (strategies that would not rationally be chosen). A common method for finding a SPNE is called backward induction; it first considers the last actions of the game and derives the best decision of the last player, given all other previous possible decisions in the game. Social welfare is defined as the sum of the utilities of all players. A strategy profile (set of players’ strategies) is called social
optimum if it maximizes the social welfare. A NE is not necessarily a social optimum, but finding a socially-optimal NE is highly desirable from a mechanism design perspective. This process continues to the second to last actions, and so on until it reaches the first move of the game, i.e., the root of the game tree.

Conjoint Analysis 101

Conjoint analysis [84] is an experimental approach used to detect the hidden rules users rely on to make decisions (involving trade-offs) between services. A service is viewed as a combination of attributes, each of which has different levels (values). Users are asked to rank multiple versions of the service (each being a different combination of attribute levels). The combination of attributes and levels can lead to a large number of versions to be ranked. In order to keep the complexity of this task manageable for the users, the number of proposed versions can be reduced, in an optimal way, to a reasonable yet meaningful number, through fractional factorial design [86]. The hidden value users place on each of the attribute levels is then quantified through statistical analysis, as part-worth utilities and importance values. The importance values represent how much difference each attribute makes in the total utility of the service; these are represented as percentages for all the attributes.

3.3 System Model & Formalization

We consider a mobile location-based online social network (OSN) with standard sharing features. Users are mobile and located within a given geographical region of interest (typically a city) and time is discrete. At some point in time, \( t \), by checking-in at a given location, a user can post information about her location on her OSN profile. She can also post co-location information by tagging a friend in a picture, or in a status update, thus making this information available to the OSN provider, all her friends and all her tagged friend’s friends. Figure 3.1 on page 47 illustrates an example of this behavior. In turn, a tagged user can “un-tag” herself from a post in which she is tagged, making this information unavailable to all users but not to the OSN provider (once the service provider has seen the information, it cannot be “unseen”). Sharing brings not only social benefits, but also location privacy implications, for both the user who shared the information and her tagged friend.

At any time \( t \), an adversary – either the service provider or the friends of one or both of the two users – has access to some of the previously reported locations and co-locations and can use this information to infer the users’ locations at time \( t \). We propose a framework in which, at any time, the decision to post (co-)location information, and the decision to allow a friend to post co-location information, is made strategically by both the users involved.

We are aware of the fact that users might act irrationally, especially when it comes to privacy-related decisions [87] and that privacy concerns were shown to vary decidedly with context as well as personal traits [19]. However, users’ rationality in privacy-related decision making is an active research topic. For instance, recent results by Redmiles et al. show that users can actually make rational decisions in the context of adopting optional security behavior [88] and that users are more likely to behave rationally in the face of high risk [89]. We believe that privacy-protection demand will increase, notably because a
Figure 3.1: Illustrative screenshots of location (a) and co-location (b) sharing on an online social network (Facebook). These are pictures from the public Facebook profile of Mark Zuckerberg.

A tool run for this purpose can be “rational” and strictly follow the parametrization provided by its user to aid her in decision making. It is therefore of interest to investigate what happens under the assumption of rationality.

3.3.1 User Model

We model the interactions between a user and one of her friends (also called players) as a game, called the Sharing Game, over a time window of interest (\(\{1, \ldots, T\}\)). Note that the adversary, with respect to whom the users’ privacy is evaluated (typically the service provider), is not a player of the game.

We denote by \(a(t) = (a_i(t), a_j(t))\) the users’ (denoted by \(i\) and \(j\)) actual locations at time \(t\). A potential strategy of a user \(i\) at time \(t\) is denoted by \(s_i(t)\) and \(s(t) \triangleq (s_i(t), s_j(t))\) denotes a strategy profile. \(s_i(t)\) is chosen from the combinations of possibilities to share or not to share her own location and her possible co-location with her friend. We denote \(s_i(t) \triangleq (sl_i(t), sc_i(t))\), where \(sl_i(t)\) and \(sc_i(t)\) are binary variables that represent whether user \(i\) shares location and co-location, respectively. For alternate more compact notations, we use \(\bar{L}\) for \(sl_i(t) = 0\), \(L\) for \(sl_i(t) = 1\), \(\bar{C}\) for \(sc_i(t) = 0\) and \(C\) for \(sc_i(t) = 1\). When the two players are co-located, each of them can choose any combination of the four possible strategies: \(\bar{L}\bar{C}\)–sharing nothing, \(L\bar{C}\)–sharing only the
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| $a_i(t)$ | Player $i$’s actual location at time $t$ |
| $a_j(t)$ | Player $j$’s actual location at time $t$ |
| $a(t) = (a_i(t), a_j(t))$ | The players’ actual locations at time $t$ |
| $s_i(t) = (s_i(t), s_j(t))$ | A possible strategy of player $i$ at time $t$ |
| $L$ or $sL(t) = 0$ (False) | Hide location |
| $L$ or $sL(t) = 1$ (True) | Share location |
| $C$ or $sc(t) = 0$ (False) | Share co-location |
| $C$ or $sc(t) = 1$ (True) | Hide co-location |
| $s^*(t) = \{s^*_i(t), s^*_j(t)\}$ | Equilibrium strategy profiles (decisions) at time $t$ |

The altruistic factor of player $i$’s social benefits that correspond to a strategy profile $a(t)$ includes future co-location information, $L^C$—sharing only the location information or $LC$—sharing both. However, when the users are not co-located, they can only choose whether to share their own location, selecting between two possible strategies: $L^C$—sharing nothing and $LC$—sharing location information. At each time in the windows of interest, both users choose their equilibria strategies—denoted by $s^*(t) \triangleq \{s^*_i(t), s^*_j(t)\}$. Information that the users share becomes available to an adversary: their actual locations at times at which they choose $L$ and/or the fact that they are co-located at times they choose $C$. For a time $t$, we denote by $o(t - 1)$ the information that the adversary observes up to time $t - 1$. We consider that the adversary only observes information at $k \in \{0, \ldots, t - 1\}$ time instants up to $t - 1$ included. The information in this set depends on both players’ equilibria decisions up to time $t - 1$. Note that for $k = 0$ or $t = 1$ the set is empty. The information that the adversary observes at time $t$ depends on $s(t)$.

Table 3.1: Table of notations.

- $P(i, t, a(t), o(t - 1), s(t), B_i, B_j)$: Player $i$’s privacy at time $t$ for some strategy profile $s(t)$
- $\theta_i(t)$: Player $i$’s type at time $t$ (includes actual location, benefits vs. privacy preferences, …)
- $u_i(t, a(t), o(t - 1), s(t), B_i, \theta(t))$: Player $i$’s individual utility at time $t$ for strategy profile $s(t)$
- $\bar{u}_i(t, a(t), o(t - 1), s(t), B_i, \theta(t))$: Player $i$’s expected individual utility at time $t$ for strategy profile $s(t)$ (includes altruism)
- $\bar{U}_i(t, a(t), o(t - 1), s(t), B_i, B_j)$: Player $i$’s utility/cumulative utility (includes future considerations) at time $t$ for strategy profile $s(t)$
- $\delta$: Discount factor for future considerations in the cumulated utility
- $SW(t, s_i(t), s_j(t))$: Social welfare at time $t$ for strategy profile $(s_i(t), s_j(t))$.
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shared by her friend. Her privacy at \( t \), denoted by \( P(i, t, a(t), o(t-1), s(t), B_i, B_j) \), is a function of (i) both users’ actual location at \( t \), (ii) the information observed by the adversary at the last \( k \) time instants up to \( t - 1 \) – this depends on both users’ strategies at those time instants, (iii) their strategy profile at \( t \), and (iv) background user information (denoted by \( B_i, B_j \)), e.g., their mobility profiles. We emphasize that the privacy function takes into account previous time instants. In other words, a decision to disclose information at time \( t \) has privacy implications at later time instants. Due to the dependency introduced by co-locations, the privacy function also takes into account decisions made by the other user, as well as the related background information.

Naturally, the information that a user has about the adversary’s background knowledge of herself and of the other user, and her information about the other user’s past or current locations, social benefits and privacy preferences, could be limited. These factors would influence her computation of her own privacy and of the other’s privacy and social benefits. Some of these factors could be estimated (e.g., by completing surveys to compute their preference factors) and voluntarily shared among players (for instance through the service provider, in a private way).

In the decision-making process, players can be assisted by a tool for evaluating the privacy implications, namely the value \( P(\cdot) \), of each of the players’ possible decisions regarding sharing. For instance, a Facebook client could compute this and suggest players’ optimal decisions, using the information regarding users’ locations and preferences in the computation of the game’s equilibria. Another option is that such information about the friend is unknown and the players (i.e., their local tool) must estimate it or build probabilistic models of it. For the sake of keeping our model easy to understand, we consider the first option here; we also consider only immediate privacy implications in the users’ estimation of the privacy (users were shown to often become “privacy myopic” and opt for immediate gratification in the context of their privacy decisions [90]); last, we assume players to be selfish. We present an extended model, relaxing all of these assumptions, in Section 3.6.

At any time instant \( t \), a player’s social benefits are computed as a normalized sum of the benefits of sharing information (i.e., location and co-location) and viewing information shared by her friend, specifically,

\[
B_i(t, a(t), s(t)) = \frac{\alpha_t \cdot B_{sl}(t) + \alpha_t \cdot B_{sc}(t)}{\alpha_t \cdot B_{sl}(t) + \alpha_t \cdot B_{sc}(t) + \alpha_t \cdot B_{sl}(t) + \alpha_t \cdot B_{sc}(t)}
\]

where \( \alpha_t \cdot B_{sl}(\cdot) \) and \( \alpha_t \cdot B_{sc}(\cdot) \) denote user \( i \)’s benefit of sharing location and co-location, and \( \alpha_t \cdot B_{sl}(\cdot) \) and \( \alpha_t \cdot B_{sc}(\cdot) \) her benefit of viewing location and co-location. Note that these benefits also take into account the parameters of \( B_i(\cdot) \) and it is possible that they are correlated, e.g., if user \( i \) has a large value of \( b_{sc}(\cdot) \), she might also have a large value of \( b_{sl}(\cdot) \). The utility of player \( i \) for some strategy profile \( s(t) \) at time \( t \) captures both her social benefits and her privacy. Specifically,

\[
U_i(t, a(t), o(t-1), s(t), B_i, B_j) = (1 - \alpha_t) \cdot B_i(t, a(t), s(t)) + \alpha_t \cdot P(i, t, a(t), o(t-1), s(t), B_i, B_j)
\]

where \( \alpha_t \in [0, 1] \) denotes the weight with which user \( i \) values her privacy over her social benefits. This formulation follows a privacy calculus approach [91, 92] under a pragmatic
user model, as classified by Westin [93]. The choice of a linear model follows previous work (e.g., Acquisti [90]).

The game is played successively, at time instants from 1 to $T$. At every time instant, we model the interactions as a perfect and complete information, non-cooperative extensive-form game. This type of game corresponds to the interactions in a typical OSN, where the players’ actions at some instant are inherently sequential: The second player (or her application implementing the decision model) knows the choice of the first player and decides (or suggests to the player) her strategy accordingly. Therefore, without loss of generality, we consider that the players’ actions are ordered at every time instant. In reality, players would also play such a game successively over time (reacting to each other’s sharing actions), hence our choice of the model.

We list the following assumptions that properly model the existing OSNs’ interfaces (such as Facebook’s): (1) Location posts of a player are visible to all her friends and to the service provider. (2) Co-location posts initiated by either of the players are visible to the service provider and cannot be removed (even if the second player removes them, the service provider still has access to this information). (3) For a co-location post to be visible to friends of the two players, both of them have to agree to share it, in which case it is visible to the union of their friends. (4) If a player un-shares a co-location shared by the first player (by un-tagging or even asking it to be removed), the first player cannot share that co-location again. (5) Decisions made by the players are fixed. Once they strategically choose the best decisions at time $t$, they will not revisit them at later time instants. Table 3.1 on page 48 summarizes the notations used in our formalism.

### 3.3.2 Adversarial Models

Although the adversary is not a player in our game, the privacy of the players depends on who the adversary is: For the same strategy profile, different adversaries have access to all or only some of the shared information. We consider four possible adversaries, specifically the service provider and three different sets of users, essentially subsets of the players’ friends. Note that these are all adversaries that our survey participants report being concerned about and we considered the adversaries and the information that is available...
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(a) MF  (b) FF  (c) CF

Figure 3.3: Friends adversarial models (hashed area) for user $i$: (a) My other friends model (MF); (b) My friend’s other friends model (FF); (c) Our friends in common model (CF). The social circle of user $i$ (resp. $j$) is represented by the left (resp. right) circle. The intersection represents the common friends of $i$ and $j$.

to them for the typical default privacy settings for OSN posts. Tables 3.2, 3.3, 3.4, and 3.5 summarize the information that is available to each of the adversaries, for all strategy profiles.

**Service Provider Adversarial Model (SP)**

The service provider adversary has access to all location and co-location posts made by the players. The specificity of this adversary is that, once either of the players shares information, this information is always known to her. In other words, the second player cannot un-share co-location information with respect to the service provider. We assume that the SP does not gather location information about its users (i.e., the players) through other channels, such as their IP address.\(^1\)

<table>
<thead>
<tr>
<th>$s_l(t)$</th>
<th>$s_c(t)$</th>
<th>$s_j(t)$</th>
<th>$s_c(t)$</th>
<th>Adversary’s info. on $i$</th>
<th>Adversary’s info. on $j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\emptyset$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j}$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>${a_j(t) \cap t}$</td>
<td>${i \leftrightarrow j, a_j(t) \cap t}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j}$</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j}$</td>
<td>${i \leftrightarrow j, a_j(t) \cap t}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j}$</td>
<td>${i \leftrightarrow j, a_j(t) \cap t}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>${a_i(t) \cap t}$</td>
<td>${i \leftrightarrow j, a_i(t) \cap t}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \cap t}$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>${a_i(t) \cap t, a_j(t) \cap t}$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \cap t, a_j(t) \cap t}$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>${i \leftrightarrow j, a_i(t) \cap t}$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \cap t, a_j(t) \cap t}$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \cap t, a_j(t) \cap t}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Information available to the adversary in the SP model, at time $t$

**Friends Adversarial Models (MF, FF, CF)**

In these adversarial models, privacy is computed from the perspective of the players’ friends. The common point of these models is that, unlike the SP model, the co-location

\(^1\)This could be achieved by simply incorporating such side information in the privacy evaluation function.
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We emphasize that the action of un-tagging is not a strategy in our game. Yet, it

Table 3.3: Information available to the adversary in the MF model, at time t

<table>
<thead>
<tr>
<th>$sl_i(t)$</th>
<th>$sc_i(t)$</th>
<th>$sl_j(t)$</th>
<th>$sc_j(t)$</th>
<th>Adversary’s info. on $i$</th>
<th>Adversary’s info. on $j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>${i \leftrightarrow j}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j}$</td>
<td>${i \leftrightarrow j}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j}$</td>
<td>${i \leftrightarrow j}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\emptyset$</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$\emptyset$</td>
<td>${a_i(t) \otimes \ell}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell}$</td>
<td>${i \leftrightarrow j}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell, a_j(t) \otimes \ell}$</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell}$</td>
</tr>
</tbody>
</table>

Table 3.4: Information available to the adversary in the FF model, at time t

<table>
<thead>
<tr>
<th>$sl_i(t)$</th>
<th>$sc_i(t)$</th>
<th>$sl_j(t)$</th>
<th>$sc_j(t)$</th>
<th>Adversary’s info. on $i$</th>
<th>Adversary’s info. on $j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>${a_i(t) \otimes \ell}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j}$</td>
<td>${i \leftrightarrow j}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell}$</td>
<td>${i \leftrightarrow j}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\emptyset$</td>
<td>${a_i(t) \otimes \ell}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$\emptyset$</td>
<td>${a_i(t) \otimes \ell, a_j(t) \otimes \ell}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell}$</td>
<td>${i \leftrightarrow j}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell, a_j(t) \otimes \ell}$</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell}$</td>
</tr>
</tbody>
</table>

Table 3.5: Information available to the adversary in the CF model, at time t

<table>
<thead>
<tr>
<th>$sl_i(t)$</th>
<th>$sc_i(t)$</th>
<th>$sl_j(t)$</th>
<th>$sc_j(t)$</th>
<th>Adversary’s info. on $i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>${a_i(t) \otimes \ell}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j}$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell}$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell}$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>${i \leftrightarrow j, a_i(t) \otimes \ell, a_j(t) \otimes \ell}$</td>
</tr>
</tbody>
</table>

information potentially shared by the first player can be removed by the second one (e.g., by un-tagging). Figure 3.2 on page 50 illustrates the valid set of players’ strategies in this case. We consider three different subsets of the friends, based on the information available to each of them, as illustrated in Figure 3.3: (i) “My other friends model” (MF) – this adversary has access to all the location posts made by the player and to co-location posts made by both players; (ii) “My friend’s other friends model” (FF) – this adversary has access to all the location and co-location posts made by the other player and to co-location posts made by the player; and (iii) “Our friends in common model” (CF) – this adversary has access to all location and co-location posts made by both players. Note that the FF adversary can also be representative (with a possibly higher value for $\alpha$) for a public adversary – though this is not the default visibility for posts, users can post information with public visibility.

We emphasize that the action of un-tagging is not a strategy in our game. Yet, it
is modelled in different ways: In the FF, CF and MF models, un-tagging is equivalent to the strategies that do not share co-location ($C$) – these adversaries can no longer see the co-location; in the SP model, un-tagging has no effect – the SP has access to all the information shared by either player.

### 3.3.3 Analysis Methodology

At each time instant $t$, we use backward induction, a typical method for finding a subgame perfect Nash equilibrium (SPNE) that dictates the players’ decisions. Observations made by the adversary at prior time instants, stemming from the players’ equilibria decisions, are used when computing the privacy of the players.

The first player, player $i$, anticipates the second player’s (player $j$’s) best response, as a function of her possible strategies $s_i$, essentially

$$\forall s_i, s_j^*(s_i) = \arg\max_s U_j(t, a(t), o(t - 1), (s_i, s), B_i, B_j)$$  \hspace{1cm} (3.3)

This eliminates incredible outcomes that player $j$ would never rationally choose. Player $i$ chooses her best strategy out of the remaining outcomes, as follows

$$s_i^* = \arg\max_s U_i(t, a(t), o(t - 1), (s, s_j^*(s)), B_i, B_j)$$  \hspace{1cm} (3.4)

The equilibrium decisions at time $t$ are given by

$$s^*(t) = (s_i^*, s_j^*(s_i^*))$$  \hspace{1cm} (3.5)

We define social welfare, at time $t$, as the sum of the players’ utilities, for any strategy profile, specifically

$$SW(t, s^*(t)) = U_i(t, a(t), o(t - 1), s^*(t), B_i, B_j) + U_j(t, a(t), o(t - 1), s^*(t), B_i, B_j)$$  \hspace{1cm} (3.6)

In the case of multiple equilibria at time $t$, we assume the players coordinate and choose the one that maximizes their social welfare. The game is played in a similar way at successive time instants, each time taking into account the players’ decisions from previous time instants.

### 3.3.4 Equilibria Properties

We are interested in different properties for the players’ equilibria decisions: social optimality and utility maximization.

#### Social Optimality at Equilibrium

We say that the social welfare is maximized for the equilibrium decisions at time $t$ (or, equivalently, that the equilibrium at time $t$ is socially-optimal) if the following property holds:

$$\forall s(t) \neq s^*(t) : \quad SW(t, s^*(t)) \geq SW(t, s(t))$$  \hspace{1cm} (3.7)
Individual Utility Maximization at Equilibrium

A player’s utility is maximized for the equilibrium decisions at time \( t \) if the following property holds:

\[
\forall s(t) \neq s^*(t) : U_i(t, \mathbf{a}(t), \mathbf{o}(t-1), s^*(t), B_i, B_j) \geq U_i(t, \mathbf{a}(t), \mathbf{o}(t-1), s(t), B_i, B_j) \tag{3.8}
\]

We consider the proportion of time instants, across \( \{1, \ldots, T\} \) for which the equilibria decisions are socially-optimal and the proportion of time instants for which the equilibria decisions maximize each player’s utility. Note that social optimality is defined only at time instants where both players play the game.

3.4 Survey

The model presented in the previous section includes a number of parameters that appear in the expression of the utility function that drives the users’ strategic behaviors. As such, these parameters characterize the users’ sharing behaviors; in practice, they vary from one user to another. In order to obtain realistic values for some of these parameters, as well as to study the general trend and the variability across users, we conducted a survey of Facebook users in 2016.

3.4.1 Methodology

We recruited participants through the Amazon Mechanical Turk platform. To be eligible, they were required to have a minimum Human Intelligence Task (HIT) approval rate of 95% with at least 100 past approved HITs and an active Facebook account. We checked this last criterion by using the “Log-in with Facebook” feature. We use the information about the participants’ Facebook account only for screening purposes and we did not store any such information (we made this point clear in the advertisement page in order to not discourage privacy-concerned potential participants).

After the standard demographic questions (Part I), we polled the survey participants about their preferences regarding the posts they share or view on social networks (Part II). The second part of the survey was composed of three questions to assess the participants’ preferences regarding, respectively, (1) sharing vs. viewing posts with location information (i.e., check-in posts), (2) sharing posts with location information vs. sharing posts with co-location information, and (3) location privacy vs. benefits of sharing location information. We designed these three survey questions by following a rigorous full-profile conjoint analysis approach [84] and making use of a dedicated tool, namely the XLSTAT statistical software [94].

This approach enables us to quantify individual values for each of the participants’ preferences factors.

Sharing vs. Viewing \( (f_{sv}) \). After a brief reminder about what a check-in post is (illustrated with a screenshot of a Facebook timeline), the participants were told that, for technical reasons, some of their own two most-recent check-in posts and some of their friends’ two most-recent check-in posts might be removed from Facebook. Then, the participants were asked to rank by preference a number of scenarios corresponding to different combinations of the numbers of posts kept \( (e.g., \text{“two of your recent posts are kept and one of your friend’s recent posts is kept”}) \).
and one of your friend’s recent posts is kept”). The participants were asked to take into account only benefit considerations (i.e., not privacy). In order to limit the bias coming from the content of the posts, we explicitly mentioned that the posts to which we refer are posts they once shared and, hence, would like to keep, and we did not include the content of the participants’ actual recent posts in the survey page. The initial ordering of these options was randomized. For this question, two attributes were used: the number of the participant’s own kept check-in posts and the number of the participant’s friends’ kept check-in posts. Each attribute had three possible values (i.e., none, one or two). This yielded an optimal number of five options to rank (out of a total of nine). In order to detect sloppy answers, we included in the list of options to be ordered a sixth option in which no posts are removed, and we explicitly stated in the text of the question that this should be the preferred option. The ranking provided by the users enabled us to compute their preference factors \( f_{sv} \). \( f_{sv} \) is the normalized importance value of the attribute own posts, whereas \( 1 - f_{sv} \) is the normalized importance value of the attribute friends’ posts. A value greater than 0.5 denotes a preference for sharing information over viewing information.

**Location vs. Co-location (f_{lc})**. This question was designed by following the same methodology as for the first question: After a brief reminder about what a co-location post is (illustrated with screenshots), the participants were asked to order, according to their preferences, six options in which a number of their own recent posts with location information and a number of their own recent posts with co-location information would be removed (e.g., “two of your recent check-in posts are kept and one of your recent co-location posts is kept.”). The ranking provided by the users enabled us to compute their preference factors \( f_{lc} \). Similarly to \( f_{sv} \).

**Location Privacy vs. Sharing Benefits (f_{pb})**. After a brief reminder about location privacy, the participants were asked to order, according to preference, six options with different numbers of check-in posts and the corresponding levels of location privacy, in terms of the average precision with which their location can be inferred during a day (e.g., “12 location posts for an average location privacy of 400 m”). These numbers were extracted from the experimental results presented in [22]. The ranking provided by the users enabled us to compute their preference factors \( f_{pb} \), similarly to \( f_{sv} \).

Finally (Part III), we polled the participants about their usage of Facebook, their privacy concerns, and about their knowledge of the privacy threats related to (co)-location information.

It took approximately ten minutes to complete the survey; the participants were paid 2 USD. We ruled out the participants with inconsistent responses in Part II. More specifically, we considered as inconsistent a ranking that violates the natural order, i.e., considering that removing some of the existing posts is preferable to keeping them all. In the end, we obtained a sample of \( N = 250 \) valid participants; the sample was relatively diverse and balanced in terms of the participants’ demographics: 46% of the participants were female, the participants had various primary areas of employments, and their ages ranged from 19 to 68 years old, with an average of 33 and a standard deviation of 9.48. The participants were active Facebook users: 70% of the participants declared that they use Facebook multiple times per day (93% do so multiple times per week), 30% of them make at least one post with location information per week, and 37% of them make at least one post with co-location information (in statuses, in posts or in pictures) per week.

**Estimation of the Model’s Parameters.** We estimate the parameters in our
model \((\alpha, b_{sl}(t), b_{sc}(t), b_{vl}(t) \text{ and } b_{vc}(t))\) from the survey data. As we wanted to keep the number of questions for our participants low, we quantified only three preference factors \(f_{pb}, f_{lc} \text{ and } f_{sv}\); to estimate the model’s parameters from these, we make a few assumptions: We assume that (1) the users’ preferences between sharing and viewing is the same for posts with location information as for posts with co-location information, that (2) the users’ preferences between posts with location information and posts with co-location information is the same for the users’ own posts as for their friends’ posts, and that (3) the users’ benefits of sharing/viewing are the same over time. We derive the values of the model parameters as follows:

\[
\begin{align*}
\alpha &= f_{pb} \\
b_{sl} &= \frac{f_{sv}}{1-f_{sv}} \cdot \frac{f_{lc}}{1-f_{lc}} b_{vc} \\
b_{sc} &= \frac{f_{sv}}{1-f_{sv}} b_{vc} \\
b_{vl} &= \frac{f_{lc}}{1-f_{lc}} b_{vc} \\
\end{align*}
\]

where \(b_{vc}\) is considered a free variable (we set it to 1).

### 3.4.2 Results

We extracted the aforementioned three preference factors from the survey data by using XLSTAT. Note that, due to the fact that only a limited number of scenarios can be presented to the participants for ordering, the preference factors can take only a limited number of values. Table 3.6 on page 57 presents relevant statistics (e.g., mean and standard deviation) and Figure 3.4 on page 57 illustrates the CDFs of the derived preference factors. Note that these results should be taken with a grain of salt as previous works (e.g., [95,96]) have shown that (reported) privacy attitudes do not always correspond to actual behaviors. We observe that the average of the factors is close (yet slightly higher) than 0.5 (specifically, \(0.57 \pm 0.15, 0.56 \pm 0.15 \text{ and } 0.60 \pm 0.39\) for \(f_{sv}, f_{lc} \text{ and } f_{pb}\), respectively). This means that there is no strong consensus among the participants regarding their preferences. In fact, the distributions of the factor values are bi-modal: Users tend to have a clear preference for one of the two options (e.g., location vs. co-location). This phenomenon appears clearly for \(f_{pb}\) (i.e., privacy vs. benefits) that has a high standard deviation (0.39). In the case of \(f_{sv}\), for instance, the proportion of indifferent users (for whom \(f_{sv} = 0.5\)) is substantial (16.8%) and almost as large as the proportion of users who prefer viewing over sharing (23.2%). These results are in line with those of previous studies that showed that there exist multiple usage profiles on social networks: Some users connect to social networks mostly to share news with their friends, whereas others do so mostly to view news about their friends [97,98]. 54% of the users prefer location to co-location information (\(f_{lc} > 0.5\)) and 20% do not have a preference (\(f_{lc} = 0.5\)), whereas 63.2% favor privacy over social benefits (\(f_{pb} > 0.5\)).

As for the questions related to privacy issues on Facebook, 24.8% of the participants declared being “very concerned” about privacy, 50% declared being “moderately concerned” and 25.2% not concerned. When the participants report being co-located with a friend (say Bob), their feared adversaries are Bob’s friends who are not friends with the participant (i.e., the FF model, 44% of the participants), the common friends
of Bob and the participant (i.e., the CF model, 24.4%), Facebook (i.e., the SP model, 24.4%) and the participants’ friends who are not friends with Bob (i.e., the MF model, 21.2%); 26% of the participants reported not being concerned by any of these adversaries. 42.4% of the participants were not aware that their friends’ posts that include location or co-location information can decrease their own location privacy. Only 50% of the participants declared being aware that their posts have privacy implications for themselves and for their friends, whereas 30.8% of the participants were not aware that their posts have any effect on privacy (as illustrated in Figure 3.5 on page 58). Finally, we asked the participants whether the survey would affect their future sharing behavior on Facebook: A substantial fraction of the participants (around 35%) declared they would be more careful, especially for co-location information, for instance, by preventing their friends from tagging them in posts:

“I may remove tags or ask friends not to tag me with locations in the future.” (female, 35 y/o)

“I may think twice before checking in, or at least consider the impact tagging others has on their privacy.” (male, 31 y/o)

“Yes because I was unaware of this issue and it now makes me a little scared.” (male, 19 y/o)

Of the participants who stated that their behavior would not change, 31% declared already being careful with their posts and tags.

The full transcript of our survey, as well as an anonymized and sanitized version of the answers (part II and some of part III, password FbS250) are available at https://infoscience.epfl.ch/record/218755?&ln=en.
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Figure 3.5: (a) Users’ concern about location privacy; (b) The adversaries that users are concerned about: Our friends in common (CF), My other friends (MF), My friend’s other friends (FF), The service provider (SP). Users’ awareness about (c) privacy risks stemming from their own posts; (d) own privacy risks stemming from friends’ posts.

3.5 Evaluation

We evaluate our framework by simulating and analyzing the users’ decisions in different experimental setups. Note that the space of the parameters to explore is very large, therefore we isolate some of the parameters and we present a selected set of experiments which shed light on key insights.

3.5.1 Experimental Setup

In this section, we describe the experimental setup of the different building blocks of our framework, including the location privacy function and the evaluation scenarios.

Quantification of the Users’ Privacy

We quantify users’ privacy ($P(\cdot)$) as their location privacy, by relying on the inference framework proposed in Chapter 2 (note that our model is flexible enough to enable the use of other frameworks for inferring location privacy, for instance, the one proposed by Xu et al. [99].); we re-use the corresponding formalism and software library. In short, we assume discrete locations (i.e., the geographical area of interest is partitioned into cells by using a regular square grid; when reporting their locations, users report the cells in which
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Figure 3.6: Canonical meeting scenario considered in the evaluation: Two users, Alice (dotted) and Bob (dashed), coming from distinct directions, meet for some time, and later separate in distinct directions.

...their actual locations fall; and the adversary has access to the users’ mobility profiles in the form of transition probabilities between cells). Privacy is computed as the adversary’s expected error when localizing users, using a junction tree exact inference algorithm on the Bayesian network [33] that models the probabilistic dependencies between all the users’ locations over the time period of interest. The location and co-location disclosures available to the adversary depend on the considered adversary, among those presented in Section 3.3.2, namely the SP, MF, FF, and CF models, and on the users’ strategic decisions. For the sake of simplicity, we consider the same adversary for both users. For example, if the first user’s location privacy is computed with respect to the OSN service provider, so is that of the other user. At time instances where a user’s actual location is not known (sparse data), her privacy cannot be evaluated. At each other time instant \( t \), the adversary considers all past location and co-location posts from the users when inferring their locations.

Scenarios

In order to evaluate our framework and to gain insight about the effects of the different parameters, we first consider the canonical meeting scenario, illustrated in Figure 3.6: Two users, Alice and Bob, coming from distinct locations (\( t = 1 \)), meet for some time (one time unit, \( t = 2 \)), and later separate in distinct directions (\( t > 2 \)). We consider \( T = 5 \) time instants in total. At each time instant, both Alice and Bob can either report or hide their actual location. Additionally, at \( t = 2 \), either of them can choose to report being co-located with the other. Both users estimate the mobility profiles that an adversary would use in the inference process (i.e., \( B_i, B_j \)) by a very basic one: In one time unit, Alice/Bob either stays in the cell she/he is in (with probability .5) or moves to one of the neighboring cells (with the remaining equal probabilities);\(^2\) note that, other than from a velocity point of view (a user cannot move further than one cell in one time instant), this captures no real mobility information (all locations are equally probable). The rationale behind this choice is to understand the basics of the interplay between the users, independently from the specifics and the singularities of their individual data. This scenario is, thus, also representative for the case of users who naively estimate the adversarial background information.

\(^2\)We assume, for simplicity, a Manhattan-like model where users can move vertically or horizontally.
Additionally, we consider a real dataset scenario, using the Geolife dataset [48] (collected in 2008) and the same co-location generation, user mobility profiles construction and space and time discretization as presented in Chapter 2 (25 geographic regions covering the campus of Tsinghua University in Beijing and one-hour time sub-intervals splits of the continuous time interval). In this scenario, two users, Alice and Bob, follow their individual actual location traces (we consider sub-samples of $T = 300$ time instants from their full traces). At each time instant, both Alice and Bob can either report or hide their actual location (if this is known). Additionally, if co-located, they can also choose to report their co-location. In the privacy computation, mobility profiles constructed from real users’ full location traces are used. Note that these are different and no longer uniform (among locations) and that they illustrate user-specific patterns of movement.

3.5.2 Experimental Results

In order to understand the effect of each of our model’s parameters, we study through simulations the different strategic decisions players choose in several situations.

Canonical Meeting Scenario

We first present several simulations on the canonical meeting scenario.

The Effect of the Considered Privacy Adversary.

We study how the adversary that is considered by the players when assessing their privacy influences their decisions. In a first experiment, based on the canonical meeting scenario, we consider a homogeneous setup, in which the parameters in both the users’ utility are set using the average values of $f_{sv}$, $f_{lc}$ and $f_{pb}$ obtained in our survey, as presented in Figure 3.4 on page 57. Figure 3.7 on page 61 illustrates the different game outcomes, for the four adversarial models we presented in Section 3.3.2. A first observation is that the players’ decisions are quite diverse, thus demonstrating that the adversarial model can influence what players share.

In the $SP$ and $CF$ models (Figures 3.7a and 3.7b on page 61), at $t = 1$ (when no co-location has yet been reported and thus there is no correlation between the users’ locations or their privacy), the equilibrium decisions are that nothing be shared—the first blue rectangle and red circle pair. Note that for all time instants where users are not co-located ($t \neq 2$), the equilibrium decisions can only be "share nothing" or "share location". The equilibrium at $t = 1$ maximizes social welfare (there is a green triangle for $t = 1$), but either of the players would have a higher utility (both the blue rectangle and the red circle are empty) if the other one shared his own location (because, in the current absence of correlation, they would enjoy viewing where their friend is without any privacy cost for themselves). However, such an outcome is not an equilibrium because neither of them wants to share their location at this time (mainly due to the fact that the social benefit gained by sharing location would be less than their incurred privacy loss, weighted by $1 - \alpha$ and $\alpha$, respectively). At time $t = 2$, when the players are co-located, the additional benefit of sharing a co-location along with the benefit of sharing a location, overcomes the privacy loss; and the players’ equilibrium decisions are that everything be shared ($LC, LC$). This equilibrium not only maximizes social welfare, but also gives the best utility for both of the players at this time. Once these decisions to share have been made at $t = 2$, the privacy at $t = 3$ is already substantially compromised; hence
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The benefit of sharing location overcomes the (now) small relative privacy loss and both players choose to share everything, that is, their own locations. Similarly, the decision to share a location at \( t = 3 \) affects a player’s privacy at \( t = 4 \) severely enough that they again decide to share their location (for the benefits) and this effect propagates at successive time instants.

In the MF model (Figure 3.7c), there is a different equilibrium at the time of co-location, \( t = 2 \). The outcome where both players share everything, \((LC, LC)\) is still the one that maximizes social welfare, but it is no longer an equilibrium because each of the players can now deviate from it by not sharing their own location to achieve better privacy, hence utility (e.g., outcome \((LC, LC)\) would be better for Bob than outcome \( (LC, LC)\), because his adversary—his friends who are not Alice’s friends—cannot see that Alice also shares her location). This was not the case in the SP model, where information shared by either player is automatically seen by the provider. In this case, the equilibrium is outcome \((LC, LC)\): Sharing only a co-location does come with a small privacy cost (privacy can decrease even when only co-location and no location information is available due to the mobility profiles, as demonstrated in [22]), but this loss is smaller than the benefit gained by sharing. This equilibrium maximizes neither the social welfare nor a player’s utility (either of them would have a better utility if the other would share their location, because they enjoy viewing where their friend is, at no privacy cost to

![Figure 3.7: Players’ decisions at equilibrium, \((s_{Alice}^*(t), s_{Bob}^*(t))\), for \( f_{sv} = 0.57, f_{lc} = 0.56, f_{pb} = 0.60 \) and different adversarial models: (a) Service Provider (SP), (b) Our friends in common (CF), (c) My other friends (MF), (d) My friend’s other friends (FF) models. The x axis shows the time window of interest. On the y axis, for every time instant, Alice’s decision is represented by a blue rectangle and Bob’s decision by a red circle. A player’s corresponding shape is full if its utility at equilibrium is maximized, and empty otherwise. Additionally, each time instant is marked by a green triangle, if the equilibrium decisions maximize social welfare.](image-url)
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themselves). At time $t = 3$, the players’ privacy is higher than it was in the $SP$ and $CF$ models, for any strategy profile, because the decisions made at $t = 2$ provide the adversary with less information. Sharing the location is not justified because, in this case, the privacy cost this would bring is higher than the benefit gain, hence the equilibrium decisions are that nothing be shared. This equilibrium does not maximize players’ utilities (each would still prefer to see the other’s location at no privacy cost) or the social welfare. This effect is propagated over time, at successive time instants, and the equilibrium decisions are the same, that nothing be shared. Moreover, as the effect of the reported co-location at time $t = 2$ fades away over time, privacy increases, and at $t = 5$ the equilibrium also maximizes social welfare.

Finally, in the $FF$ model (Figure 3.7d on page 61), the equilibrium at times when the players are not co-located is always $(LC, LC)$: In this case, sharing their own location brings them some social benefits without any privacy costs (this adversary cannot see if they share location). When players are co-located, the equilibrium is $(LC, LC)$ and it maximizes both the social welfare and the players’ utilities.

The Effect of Privacy vs. Benefits Preferences.

We present a heterogeneous setup, based on the canonical meeting scenario, where players place different importance on privacy and social benefits. We consider the average values for $fsb$ and $fbc$ and vary $fbot$ in $[0, 1]$. Figures 3.8 on page 63 and 3.9 on page 64 illustrate our results (see caption for details). When players have different values for $fbot$ (recall that $\alpha = fbot$), their interests can be in conflict and decisions at equilibrium might differ: When co-located ($t = 2$), one player might share only co-location, whereas the other shares both (e.g., in the $MF$ model when $\alpha_{Alice} = 0.6$ and $\alpha_{Bob} = 0.2$ Bob shares both, while Alice shares only co-location (recall that "share co-location" and "share both" decisions can only occur when the players are co-located, i.e., 20% of the times) or one shares his location, whereas the other shares nothing (e.g., in the $MF$ model when $\alpha_{Alice} = 1$ and $\alpha_{Bob} = 0.2$ Alice shares nothing, whereas Bob only shares his location).

An interesting observation is that, in the $SP$ model, when the two players are co-located, the equilibria strategies are always in the form of $(LC, LC)$, $(LC, LC)$ or $(LC, LC)$. This stems from the fact that if one player wants to share the co-location information, as the service provider automatically has access to it, the privacy of the other player is already compromised and he is forced into sharing also but at least obtains the associated social benefits. This leads to equilibria in which one player’s utility, or even the social welfare, are not maximized. Such outcomes can be avoided in the other models, where a player can undo the co-location shared by the other, and only equilibria with strategies where both players share or do not share the co-location information are permitted. An example can be observed in Figure 3.8 on page 63, for $\alpha_{Alice} = 0.8$ and $\alpha_{Bob} = 0.2$: In the $SP$ model, Alice is forced into sharing her location and co-location information at $t = 2$ because Bob, who places little importance on privacy, shares both, and the equilibrium is $(LC, LC)$; in the $CF$ model, Alice does not allow Bob to post co-location information about her and the equilibrium in this case becomes $(LC, LC)$: Alice shares nothing while Bob only shares his location.

Another observation is that, in all adversarial models, both players tend to share more as one or both their $\alpha$ decreases (i.e., as one or both value privacy less). Notably, a player’s strategy can change, even when only his friend’s preferences change. Let us look, for example, at the average case of $\alpha_{Alice} = 0.6$: As $\alpha_{Bob}$ decreases
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Figure 3.8: Players’ decisions at equilibrium, aggregated over time for $f_{sv} = 0.57, f_{lc} = 0.56$, and different adversarial models: Service Provider (SP)—first row, Our friends in common (CF)—second row. For each adversarial model and each possible combination of values for $\alpha_{Alice}$ and $\alpha_{Bob}$, eight heatmaps (top blue four for Alice, bottom red four for Bob) indicate the percentage of times, aggregated over the number of time instants, that a player made one of the four possible decisions: "share nothing", "share location", "share co-location" or "share both" (in all combinations $\alpha_{Alice}-\alpha_{Bob}$, the values of the four cells for a player sum to 100). We highlight with rectangles the cases that we discuss in Section 3.5.2.

from 1 to 0, the amount of sharing Alice does increases (e.g., in the FF model, Alice only shares her location when $\alpha_{Bob} \in [0.2, 1]$, but she also shares the co-location when $\alpha_{Bob} = 0$). The same observation holds for the other values of $\alpha_{Alice}$. For the SP model, in particular, when Alice is very privacy conscious ($\alpha_{Alice} = 1$), her preferred outcome when co-located would be to share nothing, but she can only do this when $\alpha_{Bob} = 1$. She can gradually be forced into sharing her co-location with Bob (when $\alpha_{Bob} \leq 0.4$) or even their co-location and her location (when $\alpha_{Bob} \leq 0.4$). Furthermore, the propagation of this effect can be observed not only at times where the players are co-located. Let us look, for example, at the case where $\alpha_{Alice} = 0.2$ and $\alpha_{Bob} = 0.6$: In the CF model, before his co-location with Alice (at $t = 1$ - a detail that is not directly readable from Figure 3.8 on page 63, as it presents statistics aggregated over time instants), Bob decides to not share anything (20% of the times).
Figure 3.9: Players’ decisions at equilibrium, aggregated over time for $f_{sv} = 0.57, f_{lc} = 0.56$, and different adversarial models: My other friends (MF)—first row, My friend’s other friends (FF)—second row models. For each adversarial model and each possible combination of values for $\alpha_{Alice}$ and $\alpha_{Bob}$, eight heatmaps (top blue four for Alice, bottom red four for Bob) indicate the percentage of times, aggregated over the number of time instants, that a player made one of the four possible decisions: "share nothing", "share location", "share co-location" or "share both" (in all combinations $\alpha_{Alice}-\alpha_{Bob}$, the values of the four cells for a player sum to 100). We highlight with rectangles the cases that we discuss in Section 3.5.2.

Once co-located, Bob and Alice have enough incentive to share both their co-location and location (20% of the times). After their co-location, Alice still has incentive to share her location. Their previously reported co-location, as well as Alice’s successive reports of her location, continue to damage Bob’s privacy, and he counteracts these losses by also sharing his location for the benefits (60% of the times).

The Effects of Multiple Users’ Preferences.

We present a more realistic setup, based on the canonical meeting scenario, where each of the two players’ parameters are assigned from the individual preference profiles of the survey participants. A preference profile represents the values of all preference factors ($f_{sv}, f_{lc}, f_{pb}$), for a specific survey participant; there are 250 such preference profiles. Analyzing the players’ behaviors is substantially more complicated, due to the multiple influences present in such a complex setup. In order to find a meaningful interpretation,
we alternatively split the 250 preference profiles into two subsets, based on the value of one of the preference factors.

The Case of Sharer / Viewer Players We study how the fact that the players have different values for the \( f_{sv} \) preference factor affects their decisions. We select two subsets of preference profiles from our survey data: the sharers (150 profiles)–for which \( f_{sv} > 0.5 \)–and the viewers (58 profiles)–for which \( f_{sv} < 0.5 \). We evaluate the outcome of the Sharing Game in three cases, for each possible pairs of preference profiles: when Alice has a sharer’s preference profile and Bob a viewer’s, when both have sharers profiles and when both have viewers profiles.
Figure 3.10 shows our aggregated results (see caption for details). We note that the interplay between the various parameters of the preference profiles (e.g., a sharer profile encourages sharing because $f_{sv} > 0.5$, but it could also discourage sharing if $f_{pb} > 0.5$) results in a large variety in the distribution of players’ equilibria decisions. Despite this variability, a few trends are still distinguishable. First, in general, a sharer shares more information than a viewer and the most information is shared when both Alice and Bob are sharers, whereas the least information is shared when both are viewers. Second, regardless of the players’ types (sharer/viewer), and due to the forcing effect, the largest amount of co-location is shared in the SP model (e.g., 17% of all time instants when both players are sharers); the smallest amount of co-location is shared in the FF model (e.g., 3.6% of all time instants when both players are viewers), when players find it most beneficial to report few co-locations and report their location most often (at no privacy cost). Furthermore, the equilibria decisions are frequently socially-optimal: From 52% of the times (in the FF model, when both Alice and Bob are viewers) to 85% of the times (in the CF model, when both Alice and Bob are sharers). Regardless of the adversary, the most socially-optimal equilibria are reached when both players are sharers and the least when both players are viewers (due to the fact that a viewer player shares less than a sharer player and, consequently, their opponent benefits less from their posts).

The Case of Benefits-Oriented / Privacy-Oriented Players We present the case where the players have different values for the $f_{pb}$ factor. We select two subsets of preference profiles from our survey data: (1) the privacy-oriented (158 profiles), for which $f_{pb} > 0.5$; and (2) the benefits-oriented (92 profiles), for which $f_{pb} < 0.5$. We evaluate the outcome of the Sharing Game in three cases: (1) when Alice is privacy-oriented and Bob is benefits-oriented, (2) when both are privacy-oriented and (3) when both are benefits-oriented, for each possible pairs of preference profiles. We note that the interplay between the various parameters of the preference profiles (e.g., a benefits-oriented profile encourages sharing because $f_{pb} < 0.5$, but it could also discourage sharing if $f_{sv} < 0.5$) results in a large variety in the distribution of players’ equilibria decisions. Yet, a few trends are still distinguishable.

Figure 3.11 on page 67 illustrates our aggregated results (see caption for details). It is interesting that, when both players are benefits-oriented, the amount of shared co-location is substantial: It is always shared in the SP, MF and CF adversarial models (20% of all time instants), and is shared approximately 19.7% of all time instants in the FF model. To infer these numbers from Figure 3.11 on page 67, we sum the values for "co-location" and "both". As discussed in Section 3.5.2, in any adversarial model, both players share the same amount of co-location. When one player is benefits-oriented and the other is privacy-oriented, the amount of shared co-location varies significantly, with respect to the considered adversary: It is always shared in the SP case, shared 5.4% of all time instants (27% of the time instants when the players are co-located) in the CF case, 10% of all time instants in the MF case and only 2% of all time instants in the FF case. One reason for this behavior is that the CF adversary has access to location information shared by both players, whereas the MF adversary only has access to location shared by one of them, so privacy losses stemming from shared co-locations are higher in the CF case, and thus less co-location information is shared. Interestingly, this also causes both players to share their location more frequently in the CF case than in the MF case (in the CF case, it is enough that one player share his
location after a shared co-location, for both players’ privacy to be damaged, so the other player would be forced to also share his location for some benefit). When both players are privacy-oriented, location sharing is substantially reduced, but co-location is still shared 15% of all time instants in the SP case. The FF case illustrates a naturally emerging countermeasure: In all the cases, players find it most beneficial to report few co-locations (unlinking themselves from their friend makes the information unavailable to the FF adversary) and report their location most often (at no privacy cost), and 0.4% of all time instants (only 2% of the time instants when the players are co-located) in the FF case. The equilibria decisions are frequently socially-optimal: From 45% of the times (in the FF model, when Alice is benefits-oriented and Bob is privacy-oriented) to 99% of the times (in the FF model, when Alice and Bob are benefits-oriented). We notice that the case of players having opposite views regarding $f_{pb}$ is particularly problematic: Regardless of the considered adversary, this case presents the least amount of socially-
Figure 3.12: Possible strategies and equilibria decisions (CF adversarial model) when Alice and Bob use two random traces from the Geolife dataset, for $f_{sv} = 0.57$, $f_{lc} = 0.56$, $f_{pb} = 0.60$. We illustrate the game outcome between Alice and Bob in two cases: %7 (a) and 10% (b) co-locations, respectively – the trace used by Alice is exactly the same in both cases. The x axis shows the entire time window of interest. In the top section, on the y axis, the possible strategies at each time instant of the game are illustrated: Alice can only share location (blue ‘plus’), Bob can only share location (red ‘cross’), Alice and Bob can both share location and co-location (violet ‘rhombus’); For time instants where the game cannot be played (missing location data) there is no symbol. The middle and bottom sections of the y axis illustrate the equilibria decisions: For every time instant, Alice’s decision is represented by a blue rectangle and Bob’s decision by a red circle; A player’s corresponding shape is full if its utility at equilibrium is maximized, and empty otherwise. Additionally, each time instant at which both Alice and Bob can play is marked by an upward-pointing green triangle, if the equilibrium decisions maximize social welfare or by a downward-pointing green rectangle if they do not.

optimal equilibria decisions; furthermore, the utility of the benefits-oriented player is rarely maximized because his opponent would seldom share or allow sharing. Finally, misaligned preferences can lead to different decisions for the players—they only make the same decision 24% of the times in the SP model, 19.2% in the CF model and 11.6% in the MF model.

Real Dataset Scenario

In this section, we describe results on our real dataset scenario. We consider homogeneous preference parameters in both the users’ utility and set these using the average values of $f_{sv}$, $f_{lc}$ and $f_{pb}$ obtained in our survey, as presented in Table 3.6 on page 57. For the users’ traces, we consider pairs of real traces (60 pairs of traces consisting of 300 time instants) sampled in Chapter 2 and the corresponding complex (and different) mobility profiles. On these traces, users can report co-locations (i.e., meet), on average, 14.6% of the time instants (first quartile, median, third quartiles for the number of co-locations are 10.67%, 12.83%, and 16.67% of the time instants, respectively) and there
are location samples at 37.55% of the time instants, on average. We simulate the game between Alice and Bob, for all the 60 pairs of traces, and twice for each of the pairs (ensuring that each of the two traces in a pair is attributed to the first player).

**An Individual Snapshot.**

We first present two randomly selected simulations of the game interactions between Alice and Bob, illustrated in Figure 3.12 on page 68: We chose a trace for Alice and two different traces for Bob; Alice’s trace contains co-locations with that of Bob in 7% and 10% of the 300 time instants, respectively. A first observation is that a **vicious circle effect is noticeable**. After their first shared co-location \(t = 4\), users’ behavior changes and they share more than they had done before that co-location: Alice shifts from not sharing anything at \(t = 1, 2, 3\) to sharing both location and co-location at \(t = 5\) and Bob from sharing only his location \((t = 1, 3)\) to sharing both \((t = 5)\). We repeatedly observe that, after a shared co-location, users continue to share. Specifically, in the first case (Figure 3.12a on page 68), after a co-location was shared by either of the players, a player’s subsequent decision involves sharing location (either only location, or both location and co-location) 95% and 90% of the times, for Alice and Bob, respectively. We consider only the time instants where location is available. This frequency is quite high, indeed higher than the frequency of deciding to share their locations (when available) over the entire traces: 68% and 81% of the time instants, respectively for Alice and for Bob. In the second case (Figure 3.12b on page 68), the same effect is observed 91% and 88% of the times, respectively. Again, this is higher than the frequency of deciding to share their locations over the whole traces: 76% and 86% of the time instants, respectively. The oversharing effect can, occasionally, be overcome at later time instants. This can happen when users did not share for some time (either because they did not meet or because their location data is sparse) or when their location is particular (i.e., a rarely visited location, which would yield a higher error for the adversary, thus a higher privacy). Consequently, both Alice and Bob occasionally choose to not share anything (e.g., in Figure 3.12a on page 68, Bob shares nothing at \(t = 22, \cdots\); Alice shares nothing at \(t = 65, 72, \cdots\). At \(t = 74\), Bob shares nothing even though Alice shares her location and, immediately after, at \(t = 75\), the situation flips and Alice shares nothing, while Bob shares his location; in Figure 3.12b on page 68, at \(t = 162\) both users only share co-location. Overall, of the times a player’s location is available and he decides to share it, 33% and 21% in the first case (Figure 3.12a on page 68), and 43% and 27% in the second case (Figure 3.12b on page 68), respectively for Alice and Bob, happen right after a co-location was shared. To conclude, even though Alice’s location data, mobility profile, and preferences are constant, her behavior can change depending on the friend with whom she interacts, even if she has the same preferences as she has. Hence, the specificities of the data – the actual locations in the traces, the density of the location data, the meeting frequency (i.e., density of co-locations) and the patterns of the meetings, as well as the quality of the users’ mobility profiles – strongly affect the users’ sharing decisions, even when they agree on their privacy preferences.

**The Impact of Co-locations.**

We now present the aggregated results of our simulations between all the pairs of traces, illustrated in Figure 3.13 on page 70. We split and aggregate the results in two sets: those with traces that contain fewer co-locations than the median value for
the entire dataset (12.83%) and those that contain more. We notice an incentive to over-share co-locations and locations: In the second case, where Alice and Bob have more co-locations, they both share more locations and more co-locations, in all adversarial models. For example, in the CF model, if in the first scenario Alice shares co-location and location 9.8% and 25.8% of the time instants, respectively, in the second one she shares co-location and location 18.8% (representing a relative increase of 87.8%) and 31.3% (representing a relative increase of 21.7%) of the times, respectively. Finally,
on this dataset, the average users (in terms of their privacy preferences) would often choose to share some information; This can be attributed to the relatively high number of co-locations in the dataset, as well as to the quality of the mobility profiles. Therefore, the results presented in this section should be taken with a grain of salt, as they will likely differ on other datasets or when considering heterogenous privacy preferences.

3.5.3 Conclusions on the Carried out Experiments
In the canonical meeting scenario, which abstracts the specificities of the data, we exposed the fact that the users’ different preferences factors lead to complexity in their interactions. We noted in the real dataset scenario that the users’ equilibria decisions are also highly data dependent: The users’ actual traces, as well as the quality of their mobility profiles, can greatly influence users’ sharing decisions, even when they agree in terms of their preference factors. It is not hard to imagine how much more complex the interactions between the users can become when different preference factors of the users are taken into account along with real (co-)location data. Understanding them is not a trivial problem and it is hard to draw generally applicable and quantifiable conclusions that take all these variations into account. We exposed, however, a few trends that we believe to be interesting. First, we identified the model parameters and the data specificities that have the strongest effect on the users’ decisions: the frequency of co-locations, the quality of the users’ mobility profiles, the considered adversary, the value of $\alpha$ ($f_{pb}$, the preference for privacy versus social benefits of one user); whereas other model parameters have a more moderate effect. Second, some interesting patterns of behavior emerge, for instance, the fact that a vicious-circle effect can occur in the SP adversarial model: When a player (say Alice) has a strong incentive to share, it is enough that she shares one co-location information and, with respect to the service provider, her friend (Bob), who might not be willing to share at all, will continue to have his privacy affected and be forced into sharing his location at several later times as well. This effect is propagated and stronger if Alice still wants to share her own location at other time instants, further damaging Bob’s privacy. We also observed that the effect of a shared co-location can (sometimes) eventually fade away and that Bob, too, can influence Alice into sharing; these effects can quickly alternate, making the players’ decisions vary over time. In other words, the privacy effects propagate not only in space (influences from a friend) but also in time. Third, we noticed that, in the FF model, a natural tendency is to share few co-locations but the users still share a significant amount of location information. Finally, we showed (e.g., in the SP and CF models) that a (common) decision to share co-location creates the incentive to over-share locations at later times after the co-location.

3.6 Extended Model
We now propose an extended model, relaxing the assumptions of selfishness, privacy-myopia and complete information being available to the players. We define the type of a player $i$ (denoted by $\theta_i(t)$) as the information that is private to her. This can include but is not limited to her actual location ($a_i(t)$), the background information that the adversary has on her ($B_i$), her specific parameters that influence the computation of her social benefits and her privacy. Thus, $\theta_i(t) \triangleq (a_i(t), B_i, f_{pb}, f_{lc}, f_{sv}, \ldots)$. We assume that
a player $i$ has information only about the possible domain and probability distributions of the other player’s type and that she incorporates these into her utility function in the form of an expected value. Given $\theta(t) = (\theta_i(t), \theta_j(t))$, the individual utility of player $i$ for some strategy profile $s(t)$ at time $t$ captures both her social benefits and her privacy

$$
\hat{u}_i(t, a(t), o(t-1), s(t), B_i, B_j, \theta(t)) = 
(1 - \alpha_i) \cdot B_i(t, a(t), s(t), \theta(t)) + \alpha_i \cdot P(i, a(t), o(t-1), s(t), B_i, B_j, \theta(t))
$$

Thus, the expected individual utility of a player can be computed as

$$
\bar{u}_i(t, a(t), o(t-1), s(t), B_i, B_j) = \mathbb{E}_{\theta(t)}[\hat{u}_i(t, a(t), o(t-1), s(t), B_i, B_j, \theta(t))]
$$

As previous studies have shown (e.g., [100, 101]), in the context of OSNs where users are friends, they might exercise altruism by taking into account their friends’ individual utility and hence choose their strategy based on their perceived utility, which we define for some strategy profile $s(t)$ as follows

$$
u_i(t, a(t), o(t-1), s(t), B_i, B_j) = \bar{u}_i(t, a(t), o(t-1), s(t), B_i, B_j) + f_a^i \cdot \hat{u}_j(t, a(t), o(t-1), s(t), B_i, B_j)
$$

where $f^i_a \in [0, 1]$ denotes the altruistic factor of user $i$ for the other user. These factors can be experimentally measured using techniques based on conjoint analysis (e.g., [72, 102, 103]).

Furthermore, as current decisions have privacy implications at future time instants, we consider the cumulative utility of user $i$ at time $t$ as the discounted sum of all perceived utilities from time $t$ (the present) until time $T$ (the future) as follows

$$
U_i(t, a(t), o(t-1), s(t), B_i, B_j) = \mathbb{E}_{a[t+1, \ldots, T]} \left[ \sum_{t'=t}^{T} \delta^{t' - t} \cdot \nu_i(t', a(t'), o(t'-1), s(t'), B_i, B_j) \right]
$$

where $\delta$ is a discount factor, taking values in the interval $[0, 1]$ and $a[t+1, \ldots, T]$ denotes the vector of actual locations at times $t+1, \ldots, T$ for both $i$ and $j$. Note that, in computing her cumulated utility at time $t$, a user does not know any of the actual locations in the future ($t' > t$), hence the expectation value over $a[t+1, \ldots, T]$. Given these locations, $s(t')$ can be deterministically predicted.

At every time instant, we model the interactions as an incomplete information, extensive-form game (where the players observe each other’s strategies). Solving such an extended game is not straightforward. Intuitively, players could choose the strategy that maximizes their expected utility with respect to the unknown information (i.e., the other player’s type). However, the way in which players choose to estimate and use the unknown information (in the backward induction algorithm) strongly affects the complexity of the game. We plan to study the different possibilities and give a numerical solution in future work.
3.7 Discussion

This work represents the first step towards modeling the interplay between users in the context of (co-)location sharing and the idea of combining a game-theoretic model with real-user parameters in this setting is also novel. For the first attempt to tackle the problem of understanding users’ interaction in such a complex context, we focused on a number of specific scenarios and assumptions, that open several interesting directions for future work. We assumed that players do not report fake co-locations. Including fake co-locations into the model is straightforward and simply increases the number of possible strategies at times where players are not co-located. However, the benefit of sharing fake co-locations is likely different than that of sharing true co-locations. We included, in our evaluation, location privacy with respect to one adversary. As adversaries are not easily separable and a user is likely sensitive to more than one type of the adversaries that we mentioned, a combination of these different adversaries can be included in the utility function. We considered a game with two players. In doing so, we illustrated interdependence effects that work both in time (actions at previous times influence a user’s future decisions for sharing) and in space (actions of a friend influence a user’s decisions). To better illustrate the spatial effects, the framework can be extended to more players and non-default visibility settings for posts; intuitively, we expect that the cascading effect (one user’s behavior affecting that of her friends’, that of the friends of her friends, and so on and so forth) would occur, with an even greater impact with more players. Our evaluation focused on a few specific cases and maintained the number of free parameters low. We quantified only a limited number of preference factors (whose values could be specific to Facebook users) in order to avoid the questionnaire fatigue effect that would have decreased the quality of the participants’ responses. More preference factors can be evaluated through similar user surveys (e.g., different values for $f_{pb}$ for the different adversarial models and their respective weights in the utility function; the benefit users gain for sharing fake co-locations). Furthermore, previous works (e.g., [95, 96]) have shown that user (reported) privacy attitudes do not always correspond to actual behaviors, and we have demonstrated that users decisions are highly data dependent. Hence our results should also be taken with a grain of salt: We believe that the trends that we have exposed are generic, but their magnitude will likely differ on other datasets or when considering heterogenous user privacy preferences. Finally, in future work, we plan to study the $N$-player $T$-time Sharing Game, by using multi-agent influence diagrams (MAIDs), which were introduced by Koller et al. [104] for efficiently solving complex games. Ultimately, our extensible model with quantifiable parameters can serve as the first building block to assist user decision-making in an informed manner. Specifically, we envision that a software tool (e.g., a Facebook client) would use our framework to take these interactions into account and to assist users in improving their awareness and decision-making process.

3.8 Related Work

Our work is related to two broad research areas: information sharing on OSNs and interdependent privacy with game theory. We survey related existing works in these areas and position our work.
CHAPTER 3. TO SHARE OR NOT TO SHARE: INSIGHTS INTO USERS’ BEHAVIOR OF SHARING (CO-)LOCATIONS

3.8.1 Information Sharing on OSNs: Privacy & Utility

Users share large amounts of information, including location, co-location and photos, with their friends on OSNs; this comes with privacy risks. Laufer et al. [91, 92] coined the term privacy calculus; it consists in a psychological framework formalizing users’ decision making process through a cost-benefit analysis when sharing information. However, deciding whether to share information (and the precision at which the information is shared) is a complex process. It involves many factors including the users’ contexts, the visibility of the shared information (i.e., who has access to it and the relationship between the user who shares the information and the users or the service providers who can access it [105–108]), the shared information itself, and the benefits and privacy risks [109] associated with sharing. In some cases, the happiness of a user’s friends also becomes part of the decision process; this is usually captured through a so-called altruistic factor, as introduced in [100] and experimentally measured using techniques based on conjoint analysis in [102, 103]. Conjunct analysis studies were also used to quantify the value that users attribute to their friends’ information in the context of app adoption (e.g., in [101]). In practice, deciding whether to share information often comes down to finding a sweet spot between privacy and benefits [110]. The decision process can be automated by (1) maximizing privacy under benefits (service quality) constraints [111] (or conversely), (2) taking a game-theoretic approach for modeling the interplay between the users and the adversaries [112], or (3) by mimicking the users’ sharing decisions using machine-learning techniques, after a training phase [113].

In our work, we model decision making as the optimization of a utility function that incorporates both benefits and privacy. One of our contributions is to parametrize this function by applying conjoint analysis on user data collected through a targeted survey. Also, as users’ decisions affect those of other users, we follow a game-theoretic approach for modeling the interplay between users and, ultimately, their decisions.

3.8.2 Interdependent Privacy & Game Theory

The notion of interdependent privacy, i.e., how actions performed by one user affect the privacy of another, was first formalized by Biczók and Chia [71]. Interdependent privacy raises the following concern: Users’ privacy is no longer under their sole control. Numerous real-life examples of interdependent privacy risks were studied in the literature, including information about users’ friends accessed by Facebook apps [71, 72], sensitive attributes inferred from those of a users’ friends on OSNs [9, 10, 68], demographic information inferred from a user’s interests [8], detecting private OSN profiles through attributes correlation within social circles [11], genomic data inferred from that of relatives [73, 114], location leaked from geo-tagged pictures that friends upload online [67], relationships inferred from pictures [115], and co-locations detected from the users’ IP address at hotspots [69] or reported on OSNs [22].

From a social perspective, a large body of work has been devoted to the study of users’ individual and collaborative coping mechanisms for multi-party privacy conflicts related to co-owned data (also referred to as regulation of interpersonal boundaries) [79, 80, 116–123]. These works focus mostly on the case of photo sharing on online social platforms and take an experimental and empirical approach to the problem—i.e., they rely on interviews and surveys. Misra et al. [124] propose a personal agent that recommends personalized access control decisions; Fogues et al. [125] propose a machine-learning based
policy recommender to predict the optimal sharing policy in multiuser scenarios. Game theory is a first class candidate tool for studying the interactions between users who are subject to interdependent privacy risks, as it enables the modeling of the effect of users’ strategies on other users’ utility, as well as the users’ decision making process. It was successfully used to analyze users’ application adoption behaviors [71, 72], the dynamics of individuals’ privacy preferences regarding shared content [126], and privacy decision-making [127], such as sharing genomic data [73]. The study of interdependent privacy risks from an economic perspective follows the long line of research on interdependent security games surveyed in [128].

Our work is the first to study the interactions between OSN users in the case of (co-)location sharing, where shared co-locations create interdependent privacy risks. Unlike in the game-theoretic approaches surveyed above, in our framework we take into account the time dimension, future considerations, incomplete information, and an altruistic factor. In addition, we rely on a rigorous approach, based on user surveys, to determine realistic values of the different parameters of our model.

3.9 Conclusion

It is well-known that the behavior of others affects our own privacy, in particular in the case of interdependent data. Yet, formalizing these complex interdependences and their implications is non-trivial, especially because human decisions play a dominant role. To address this issue, we focused on the (co-)location sharing features provided by major OSNs. We proposed a coarse-grained game-theoretic model and provided a first framework to study the interplay between two friends. A major challenge in such approaches is to assign meaningful values to the parameters that characterize user preferences. For this purpose, we carried out a survey of Facebook users, which also confirmed the anticipated high diversity of opinions in terms of social benefits and location privacy. We studied the resulting equilibria and their properties, in different settings. In particular, we showed how, because of conflicting preferences, one of the users can be forced into a situation that she does not desire (e.g., we exemplified on a mobility dataset how a vicious-circle effect emerges) and we demonstrated that sharing co-location information can additionally encourage users to over-share their locations. This is an interesting finding from a design perspective for the OSN service providers but a dangerous one for the end users: Advertising features that permit the sharing of co-location information could also encourage users to share their locations more often. Furthermore, we showed that user’s decisions are strongly influenced by the adversary that they consider and dependent on the mobility data. We emphasized the need to develop appropriate warning mechanisms for the users, which we intend to develop in the future; these would help users better understand and anticipate the consequences of their (co-)location sharing decisions.
Survey transcript

Part I: Demographics

1. What is your gender?
   - Female
   - Male

2. What is your age? [ ]

3. What is your primary area of employment?
   - Homemaker
   - Retired
   - Student (undergraduate)
   - Transportation
   - Other: [ ]

Part II: Preferences

4. A check-in post is a post in which location is disclosed, by checking-in at a point of interest like an airport, concert hall, square etc. The picture depicts an example of a check-in post.

Imagine that, due to technical constraints, Facebook may have to remove some or all of your 2 most recent check-in posts (your friends will not see these posts anymore) and/or some or all of your close friends’ 2 most recent check-in posts (you will not see these posts anymore). Note that there are posts you and your friends already shared therefore you do not want Facebook to delete any of them! (choose option “2 of your recent posts are kept and 2 of your friends’ recent posts are kept” as most preferred). Order the following scenarios in decreasing order of preference. Click on an item in the list on the left, starting with your highest ranking item, moving through to your lowest ranking item.
5. A check-in post is a post in which location is disclosed, as illustrated below.

![Check-in post example](image)

A co-location post is a post in which you tag the friends you are with - either through a status message or a picture - as illustrated below.

![Co-location post example](image)

Imagine that, due to technical constraints, Facebook may have to remove some or all of your 2 most recent check-in posts and/or some or all of your 2 most recent co-location posts (think of posts in which you either tag friends, or check-in, but not both). If removed, your friends will not see these posts anymore. Note that there are posts you already shared therefore you do not want Facebook to delete any of them! (choose option “2 of your recent check-in posts are kept and 2 of your recent co-location posts are kept” as most preferred). Order the following scenarios in decreasing order of preference. Click on an item in the list on the left, starting with your highest ranking item, moving through to your lowest ranking.
6. We define location privacy as the precision with which someone (Facebook, your friends, or public observers) can guess your location at any moment during the day. An average location privacy of 50 meters means that at any time during the day, your location can be guessed as close as 50 meters from your real location. With each of your check-in posts, your location privacy can change.

Order the following scenarios in decreasing order of preference. Click on an item in the list on the left, starting with your highest ranking item, moving through to your lowest ranking item.

*These numbers were extracted from the experimental results presented in [22].

**Part III: Social Networks Usage**

7. On average how many times per week do you use Facebook?
8. On average how many times per week do you check-in on Facebook? A check-in post is a post in which location is disclosed, as illustrated below.

- More than one time per day
- One time per day
- Once every few days
- Once per week
- Less than one time per week

9. On average how many times per week do you tag the friends that are with you on Facebook, in pictures or in statuses? An example is illustrated below.

- More than one time per day
- One time per day
- Once every few days
- Once per week
- Less than one time per week

10. How concerned are you about location privacy (i.e., the fact that someone can infer your more or less precise location at some points in time)?

- Very concerned
- Moderately concerned
- Not concerned

11. Were you aware that check-ins or tagging your friends can decrease your location privacy and your friends’ location privacy?

- I was aware they would impact my own privacy as well as my friends’ privacy
- I was only aware they would impact my own privacy
I was not aware they have any effect on privacy

12. Were you aware that the check-ins and tags that your friends post can decrease your location privacy?
   ○ Yes
   ○ No

13. Imagine that you are at a venue with a friend, who just checked-in at this venue and tagged you in his post. In terms of your location privacy, whom are you concerned about?
   □ The friends that you have in common on Facebook
   □ Your other friends on Facebook (these are not friends of your friend)
   □ Your friend’s other friends on Facebook (these are not your friends)
   □ Facebook
   □ None of the above

14. Will the information you learned through this survey change your behavior on Facebook in any way? If so how?
Chapter 4

Privacy-preserving Sharing with Consent

What can you do against the lunatic who is more intelligent than yourself, who gives your arguments a fair hearing and then simply persists in his lunacy?

George Orwell

4.1 Introduction

Individuals share increasing amounts of personal data online. Powered by the emergence of specialized platforms, such as OSNs, the variety of the personal data shared online has also substantially increased over the last decade, including content as diverse as contact data (address books), multimedia data (photo, audio, videos), location data and genomic data.

Recent studies highlighted the fact that such data often involves (and has privacy implications for) data subjects other than the individual who shares them online [129]. This concept, referred to as multiple-subject personal data (MSPD; the term was coined by Gnesi et al. [26]) or as co-owned/multi-party data (by Such et al. [80]), applies to numerous types of data, one of the most widespread examples being group photos and videos. A sadly popular example [15, 16, 130], with dramatic consequences, is revenge pornography (i.e., the disclosure of photos or videos portraying sexually explicit activity, typically after the end of the relationship between the partners), which can also occur on platforms such as Facebook [14, 131]. Our preliminary results show that the number of potential victims is very high (40.2% of our survey participants declare that they have explicit pictures of other people).

Beyond MSPD data, recent studies showed that seemingly strictly personal data reveals information about other individuals [9, 10, 12], an effect which we also study in Chapter 2. This concept is referred to as interdependent personal data (IPD; the
term interdependent privacy was coined by Biczók and Chia [71]). The root cause of interdependent privacy is the fact that the personal data of somehow related people (e.g., friends, colleagues, relatives) are correlated. A typical example, introduced by Humbert et al. [12], is genomic data: The genomes of individuals, shared on specific platforms (e.g., 23andme), reveal information about the genomes of their relatives.

Most of the time, the sharing and the disclosure of multiple-subject or interdependent personal data occurs without the consent of the involved individuals, possibly creating so-called multi-party privacy conflicts [79, 80, 123], which are known to be difficult to resolve. Although the notion of consent is known to be fundamental and at the core of most of data-protection and privacy laws, as well as terms of use of online sharing platforms, very few technical solutions exist, to the best of our knowledge, for detecting and sharing such data, in a consensual and privacy-preserving way. Several protocols have been studied [117–122], but there are no associated tools to aid users to implement these and, more importantly, they are all based on the assumption that users are aware when data regarding them is shared, which is not always the case. Existing technical solutions are limited in terms of the considered adversary (i.e., they typically disregard the case where the data is disclosed to the service provider), of the detection of the data-subjects and of the privacy guarantees. For instance, Facebook enables its users to review the tags that identify them in photos before they are made visible to other users, and possibly remove them; yet, even though such a tag could eventually be removed by a user, Facebook does have access to the corresponding information, i.e., the fact that the tagged user most probably appears in the photo.\footnote{Note that the term sharing includes posting on social platforms but also sending data through (instant) messaging platforms, e.g., WhatsApp.}

In this chapter, we tackle the problem of designing and building a system for sharing, in a consensual and privacy-preserving way, multiple-subject or interdependent personal data (MSPD/IPD). Specifically, in accordance with Nissenbaum’s definition of privacy as contextual integrity [132], we seek to give individuals control on the dissemination of data that involves them. This problem is difficult for several reasons. Identifying the data subjects of some data, or more generally the individuals whose privacy can be affected by the disclosure of the data, is far from trivial and highly data-dependent. In addition, the fact that this identification, as well as the collection of the consent and the preprocessing/sharing of the data (in compliance with the obtained consent) must be done in a privacy-preserving way, with respect to the involved service providers and individuals, makes the design of such a system even more difficult. Our survey results (Section 4.7) suggest that users are both concerned about this threat and potentially interested in our proposed solution (53.6% of the participants said they would use such a system).

We propose a generic solution able to handle various types of such data, and we identify the different building blocks of a system for sharing data online, as well as the design choices to adapt to the specifics of the different data types. We focus on the case of photos, and we design and implement a working solution named ConsenShare. ConsenShare relies on two different entities: an identity management service (IMS) and a content management service (CMS). The first is in charge of identifying\footnote{While not privacy-mindful, an application for identifying people from a picture taken in public, FindFace [133], is becoming popular in Russia.} and contacting the individuals involved in the data about to be shared on the platform that is operated...
by the second. The second is in charge of collecting the data and the consent, and of preprocessing and sharing the data. At the core of ConsenShare lies a distributed protocol based on standard cryptographic primitives and image processing operations, which ensures that the information learned by the IMS, the CMS and the involved individuals is minimal, especially in the case where some of the involved individuals do not give their consent. An example of a typical setting for ConsenShare would be, for the case of photos, Facebook acting as the IMS and Flickr as the CMS. ConsenShare is, to the best of our knowledge, the first such system; it addresses an important and timely problem. In fact, using such a system before sharing MSPD/IPD data online might become mandatory by law in a few years. Service providers and law makers are already making efforts in this direction, in particular for revenge pornography [134–139]; these are not perfect—from a privacy perspective—for the users. Such a solution would aid with law suits avoidance, as a CMS might be held liable for allowing the sharing of MSPD/IPD data (as was the case with fake news on OSNs). Furthermore, as our solution would represent a user-desired feature in an CMS, adoption might also lead to increasing the user base (and the revenue).

We perform a security and privacy analysis of ConsenShare. By using an unbiased random sample of 17k+ photos from Yahoo’s YFCC100m dataset (Flickr [140]), we also evaluate its performance in terms of CPU and bandwidth consumption, in the (worst case) scenario where all the individuals who appear on a photo are asked for consent. Our experimental results show that the CPU time is negligible for the users and for the CMS. As for the bandwidth overhead (w.r.t. to the baseline case where users directly upload their photos to the CMS), this is approximately equal to the photo size for the user who uploads the photo (as the photo must be sent to the IMS, in addition to the CMS) and 34.78% for the CMS; for the IMS, the bandwidth usage is roughly equal to the size of the uploaded photos. We complement our evaluation with an online survey on multiple-subject and interdependent personal data, targeted at Facebook users and conducted via the Amazon Mechanical Turk platform (N=321). The survey results indicate that a system like ConsenShare could be desirable. For instance, 69.5% of the participants are concerned by the sharing of multimedia data that involves them, 27.4% are potential victims of revenge pornography (i.e., they have shared intimate photos or videos), and 53.6% would certainly use a system like ConsenShare. We also study the potential adoption of such a system by analyzing the incentives (e.g., business opportunities and models) of the different stakeholders, namely the end-users, the IMS and the CMS. In summary, our contributions are the following: (1) We frame the timely and critical problem of consensual and privacy-preserving sharing of MSPD/IPD data (2) We design, implement and evaluate the first system to address this problem for photos; we also propose a generic system for other types of data and identify the different challenges inherent to its design, as well as incentives for adoption for all the parties involved. Our results are quite encouraging: The experimental results demonstrate the feasibility of our approach and the survey results demonstrate potential interest from the users.

The remainder of the chapter is organized as follows. We describe the system model and list our design goals in Section 4.2. We give a high-level description of a generic solution, namely ConsenShare, in Section 4.3. We propose and give a detailed description of a solution specific to photos in Section 4.4. We provide a security and privacy analysis of ConsenShare in Section 4.5. We report on our data-driven experimental evaluation of ConsenShare in Section 4.6. We discuss the adoption of ConsenShare, based on (among
other things) the results of our user survey, as well as its limitations and its extension to data other than photos in Sections 4.7 and 4.8 respectively. We survey the related work, with an emphasis on legal, social and technical aspects of the problem, in Section 4.9. We conclude the chapter in Section 4.10. Finally, in Section 4.10, we provide the full survey transcript.

4.2 System Model & Design Goals

We describe next our system model, the adversaries and the threat model we consider, our assumptions and design goals.

System Model. In our model, we consider the following major entities: Users and a Content Management Service (CMS) – e.g., Flickr for photos, YouTube for videos, or OpenSNP for genomic data. Users\(^3\) can upload content to the CMS (with a certain target audience for visibility consisting of a set of users and/or the general public); any part of the content that concerns (or has privacy implications for) another user is sent to her for approval, along with any relevant contextual data (e.g., the identity of the uploader, description, upload time, target audience, etc.); this content is visible to these parties (and to the CMS) only if the concerned user grants their consent.

Threat Model. In our model, we assume that the adversaries are the users (individuals), the online services (e.g., the CMS–other services can be included in the protocol as we shall see, e.g., the IMS) and third parties (e.g., external observers). Individuals can be active adversaries. For instance, a malicious user could try to bypass the system to fully publish sensitive content (e.g., compromising photos of other users) without obtaining consent from the affected users (possibly by colluding with other malicious users or by creating fake profiles). A malicious user might also try to monitor and tamper with the communications among the different parties in our system to infer private information about other users, e.g., their real names. The CMS and the IMS are assumed to be honest-but-curious, i.e., they will follow the protocol, but they could try to infer sensitive information from the data observed. For instance, the CMS might try to learn the sensitive content specific to particular users before they give consent or infer the social networks or strength of social ties of some users based on the consent requests that are sent out and their responses (e.g., if Bob often accepts that Alice share content regarding him, they are likely to be close).

System Assumptions. We assume that secure two-way communication channels have been established between all parties in our system, typically over SSL; we assume that the CMS and the IMS are independent parties and that they do not collude (we discuss the case of collusion in Section 4.8). We further assume that data from the network layers (e.g., IP address) cannot be used to leak users’ identities: This is a reasonable assumption as many mobile users only access the Internet through a NAT gateway offered by their Internet provider, but could be relaxed if, for instance, users make use of VPN service or anonymous networks (e.g., Tor) to access the Internet. We do not consider fingerprinting attacks in our model. Finally, we assume that software that is run locally is trusted (trusted execution environment can be used).

\(^3\)Note that we refer to “regular” users; we do not consider professionals such as journalists, who follow specific accountability rules regarding the publication of content, are liable for it and have a reputation to uphold.
**Design Goals.** Our main goal is to design a mechanism that, in a private way, (1) informs users every time a piece of content regarding them is submitted and (2) enables them to grant their consent before such content is available to any other party (except from the uploader, of course). To this end, the design goals of our system are as follows.

- **Effectiveness:** the registration process should be secure, registered users should be detected in uploaded content and the sensitive content involving them should not be revealed to any component of our system until after they consent.

- **Privacy as anonymity** for the users: data submission and consent operations should not leak information about the identity of the users involved (other than the uploader).

- **Unlinkability:** An adversary should not be able to aggregate or link consent operations regarding different individuals associated with a particular content.

- **Detection of any malicious user behavior** (e.g., attempts to bypass the protocol): the system should not allow the sharing of sensitive parts of the content, in such cases.

- **Usability and transparency** to the users. This includes the fact that consent operations should provide the users with enough contextual information for them to make an informed decision.

**4.3 Highlevel Solution**

In this section we describe our proposed framework, its core components and the main technical challenges.

**Framework Overview.** We envision a system to which a user registers with identity information. The system’s role is (i) to detect, for any content that is uploaded, what are the users affected by this content (e.g., for genomic data these are the close relatives; for photos and videos these are the people who appear; etc.), (ii) to contact them and ask them for consent, providing them the option to express a decision either manually, through policies, or automatic (machine learning based) and (iii) to publish the content with the proper restrictions and obfuscations (depending on the users’ consent decisions). Such a system consists of several components, which we describe next.

- **Content Management Service (CMS).** These are User Generated Content sites, such as Flickr, YouTube or OpenSNP.

- **Identity Management Service (IMS).** This handles users’ identities and offers services to identify the users associated with a given content. The IMS is in charge of users’ relationships (social and family). In practice, the role of the IMS could be played by the public administration or by popular OSNs (e.g., Facebook) or, it could be distributed across several entities.

- **User applications (CMS and IMS).** This is the component that users interact with to publish content form their devices to the CMS, to review consent requests either manually, through the use of policies, or machine learning automation (learning a user’s decisions from a few initial manual decisions).
Figure 4.1: Example application of ConsenShare on a real photo: (a) Original photo, taken by Alice; (b) Background image produced by Alice’s application and sent to the IMS and CMS. Note that faces that Alice wants to appear in the photo will be asked for consent, whereas others (e.g., people in the background) will be simply blurred as in Google Street View; (c) Face images, extracted from the original image, by Alice’s application; (d) Final photo, hosted by the CMS, assuming one of the people accepts and the other denies (note that Alice’s consent is automatically granted, as she is the uploader). In order to enable the people who appear in the photo to make an informed consent decision with the general context in mind, they receive the background image with only their own faces shown (for privacy reasons). Note that the sizes of the blurred/cropped out regions can easily be customized and increased even to include the full body (e.g., [141,142]) to avoid people being recognized through features other than their face, such as clothes. Image source: Pixabay, (https://pixabay.com/p-1517163/?no_redirect).

Challenges. Key and challenging components of our framework include: claiming identity; determining the users involved in some particular content; contacting them privately and providing them with enough context to make informed consent decisions (while hiding information for which other involved users should grant consent); the variety of types of the consent decisions (removing or obfuscating all or some parts from the content, reducing the visibility audience, etc.); reducing the number of consent decisions (through policies or machine learning automation); and enforcing multiple and possibly conflicting individual consent decisions—all of these in a private way. Most of these components are very data-dependent. Therefore, for simplicity’s sake, in what follows we will focus on photos. In Section 4.8, we discuss the extension to other types of MSPD/IPD.

4.4 Specific Solution: The Case of Photos

In this section, we present a working solution, for the case of photos. The main entities in this case remain the photo uploader (we refer to her as Alice), the CMS, the IMS and (potentially) the other users that appear in a particular photo (consenters). We refer to any consenter as Bob.
4.4. SPECIFIC SOLUTION: THE CASE OF PHOTOS

4.4.1 Overview of ConsenShare

ConsenShare enables any user, Alice, to upload photos to the CMS (see Figure 4.3 on page 89. If such a photo, \( P \), contains faces of other people, Alice can choose to remove these (e.g., by blurring them, similarly to blurring on Google Street View [143]) or – if she wants these to be visible in the photo – she must first remove the faces from the photo, upload them (encrypted) separately such that the corresponding people are asked for consent (Figure 4.1 illustrates on a concrete example how some of the photos look). In this latter case, only the background corresponding to photo \( P \), namely \( P_B \), is uploaded to the CMS (after some validation from the IMS to certify that no (known) faces appear in it). This version of the photo (\( P_V \)) is made visible to the target audience desired by Alice as soon as the upload completes. Faces for which consent must be asked are cropped out from \( P_B \) and a protocol to identify the owner of the face, contact him, provide him the photo for review and collect his consent decision is executed; this involves the IMS at different stages. We emphasize that the parts of the photo for which other users must consent are protected, as one consenter, Bob, will only be provided with the photo consisting of the background and his own face. Before Bob grants consent, only Alice (who already has access to the full photo) and Bob are able to see the part of the photo containing Bob’s face, as Bob’s face image is encrypted using a key created by him. In addition to this, Bob is also provided with some contextual information about the photo (such as the identity of the uploader, upload time, description and the target audience for photo visibility). If Bob denies consent, his face will remain cropped out in the published photo, \( P_V \). If Bob grants consent for his face to appear in the photo, he provides the CMS with the needed information to decrypt his face (i.e., a key). Before adding Bob’s face to \( P_V \), the CMS performs validation steps to ensure that Alice or another party has not tampered with the original face appearing in \( P \) and that consent has been granted by the correct user.

4.4.2 Technical Challenges and Choices

Our solution comes with several challenges, discussed here.

Identity Claim

In order to use ConsenShare, users (or their legal guardians for minors) must register by providing information for face recognition, which would be used to detect them in photos shared by others in the future. A typical way to do this, which became mainstream, is to provide the system with an ID and/or photos (which can be verified by humans), as exemplified, for instance, by Uber [145,146], Airbnb [147] and potentially Facebook [148]. To reinforce the proof of identity, webcams can be used, similarly to Microsoft’s Windows Hello [149], other solutions for biometric authentication proposed in the literature [150–152] or Apple’s biometric facial recognition (FaceID [153,154]) for unlocking iPhones.

\[ \text{Note that recent works, such as that by Li et al. [144], study various common techniques for obfuscating photos, both in terms of effectiveness and impact on viewing experience. Our design is flexible enough to enable the use of other photo obfuscation techniques, beyond blurring.} \]
Privacy-preserving Face/Body Recognition

A major challenge in the design of ConsenShare is the privacy-preserving face detection and recognition. Although there is work in the literature detailing how classification could be performed on encrypted data (e.g., [155–159]), it is not clear how applicable these would be to the rapidly evolving face recognition algorithms, or how efficient these would be. Furthermore, this option would raise the problem of the authenticity of the classification results. Thus, in our design, we focus on face recognition on regular images; We consider feature vector based face recognition, as described in Google’s popular and efficient FaceNet framework [160]. We provide the desired privacy guarantees by: performing the face detection operations locally on the uploading client’s device (thus the photo is not shared with any other parties); performing the face recognition on the IMS server based on the much less sensitive information, i.e., the feature vectors; and validating these operations by the CMS using the original photo once consent is granted. Note that all local operations can be performed either, natively, in a mobile application, or a web app (Javascript).

To better understand these design decisions, we give here some background information about face recognition, which the familiar reader can skip. A face representation (or feature vector) is a multi-dimensional numerical vector that encodes the features of a face (e.g., the eye distance). Its main properties are: (i) A face representation is unique to a face image, hence different face photos (even belonging to the same person) result in different, yet close in terms of distance, face representations. (ii) Typically, the Euclidean distance between face representation extracted from photos depicting the face of the same person is smaller than the distance between representations extracted from photos depicting faces of different people. Thus, distances can be translated into a measure of face (dis)similarity and the problem of face recognition for some input feature vector reduces to identifying the closest feature vector to it – in the distance space – from a set of available feature vectors of the registered users.

Note that detecting faces might not be enough, as recent work shows that identifying people is possible from features other than their face, such as their clothes [161]. Our framework can be extended to include body detection and obfuscation techniques (e.g., [141,142]), as for faces; such solutions would provide more privacy, but would also involve a utility loss due to the increased obfuscation.
4.4. SPECIFIC SOLUTION: THE CASE OF PHOTOS

Figure 4.3: ConsenShare: Upload photo protocol

- Alice - wants to upload $P$
- CMS
- BAS
- Bob - appears in $P$

1. $P_1$, $P_2$, $P_3$ are the photos.
2. $\sigma$ is the context.
3. $m = \text{hash}(P_1)$, where $m'$ is the background.
4. $\sigma = \text{signature}(m)$
5. If $P_1$ is a valid background, $m = \text{hash}(P_1)$; otherwise, $m' = \text{hash}('\text{background}')$

- Visible of the image: Uploader's description
- Contain no faces
- Contains no known faces
- Manual decision: policy (e.g., "accept if not made", "accept if I am the uploader")
- Automatic decision: machine learning
- Spam filtering
- Content classification: specific audience

Repeats for $P_2$, $P_3$

Encrypt $\sigma$ using $P_{\text{sk}}$

- $\text{status}(\sigma) = \text{Pending}$
- $\text{lookup best match}(\sigma)$
- $\text{Generate key pair}(P_{\text{sk}}, S_{\text{sk}})$

- If accept:
  - $\text{status}(\sigma) = \text{Accepted}$
  - Update $P$
  - $\text{review}(\sigma)$
  - $\text{deny}(\sigma)$

- If deny:
  - $\text{status}(\sigma) = \text{Denied}$

Figure 4.3: ConsenShare: Upload photo protocol
4.4.3 ConsenShare Main Operations

We describe the following operations: (i) register (Figure 4.2) and (ii) upload photo and grant/deny consent (Figure 4.3 on page 89).

Register

The operations performed are the following.

1. Bob, a new user, uses the ConsenShare IMS application on his device to take a set of photos/videos, $P$, with his webcam. The application sends $P$, along with Bob’s login information to the IMS. The idea behind this is to prevent people claiming an identity different than theirs.

2. The IMS detects the faces in $P$. If $P$ contains only one valid face, it computes the corresponding face representation, stores this along with the provided login information and sends an ‘ok’ response to Bob. Otherwise, an error message is returned to Bob and nothing is stored.

Upload Photo and Grant/Deny Consent

The operations performed are the following.

1. Alice selects the photo she wants to share: The CMS ConsenShare application splits it into background image, $P_B$, (which contains no faces) and the detected faces; this is done locally by the CMS provided application or webpage. Alice marks the faces that she does not want to ask for consent and these are blurred; the other faces are cropped out. Alice sends this $P_B$ to the IMS. The IMS should provide a public API for this operation. Note that Alice does not need to have an IMS account.

2. The IMS performs face recognition on the received $P_B$. If this is indeed a valid background photo (i.e., contains no faces, contains no known faces, etc. depending on the policy implemented by the IMS—it could also depend on the requirements imposed by the CMS), the IMS signs and sends a message containing the hash of the background photo (and information indicating whether the photo contains no face, no known faces, etc.). Otherwise, it signs and sends a message specifying the reasons for which the photo is not valid. The signed message, $\sigma$, is returned to Alice.

3. Alice logs in to the CMS using her credentials and forwards the received $\sigma$ together with $P_B$ and some context information (e.g., the desired visibility and a description of $P$) to the CMS, which verifies that all of the following holds: (1) $\sigma$ is a valid signature by the IMS, (2) the $P_B$ it received from Alice has the same hash as the one in message returned by the IMS—to prevent Alice from uploading a different photo. If these checks pass, the CMS creates a visible photo with the specified audience in context, $P_V$, consisting of the background image $P_B$ and stores $\text{hash}(P_B)$ and context.

For each detected face that must be asked for consent:
4. A face representation is computed locally by the ConsenShare CMS app on Alice’s device and encrypted with the IMS’s public key, $P_{\text{IMS}}$, using a deterministic encryption scheme (we discuss why using a deterministic encryption scheme is acceptable in this case in Section 4.8). This is then sent, along with $\text{hash}(P_B)$, to the CMS. $\text{hash}(P_B)$ is used as an identifier for the sharing of the photo.

5. The CMS generates a random session id, $\text{sid}$, marks it as pending and stores and forwards the received encrypted face representation and $\text{sid}$ directly to the IMS. As several photo uploads likely happen at the same time, the CMS acts as a mix network for the IMS (shuffle and delay of messages is also possible), preventing the IMS to link users to the same photo (details in Section 4.5).

6. The IMS decrypts the message to obtain the face representation and finds, among all the registered users, the one with the closest feature vector (i.e., smallest Euclidean distance) that also satisfies a maximum acceptable similarity threshold. It then sends a message to this user (Bob), containing $\text{sid}$ (e.g., a link embedded in a notification shown in the app running on Bob’s device, the app would be provided by the IMS—e.g Facebook Messenger). Note that Bob does not need to have a CMS account. In the case of a missing identity—e.g., Bob is not yet a registered user—the protocol stops here and his face remain cropped out.

7. Upon notification, the app running on Bob’s device generates a pair of public/private session keys, $P_{\text{sid}}$, $S_{\text{sid}}$ and sends $P_{\text{sid}}$ and $\text{sid}$ directly to the CMS.

8. The CMS forwards $P_{\text{sid}}$ to Alice, who uses it to encrypt the part of the original photo containing Bob’s face, as well as its position coordinates in the photo. It sends this encrypted information to the CMS.\(^5\)

9. The CMS stores the received information and forwards to Bob the encrypted face and the coordinates, as well as the background image $P_B$ and the corresponding context.

10. Bob’s app recreates an image consisting of the $P_B$ and the portion in which his face appears (which he decrypts using $S_{\text{sid}}$), shows it to Bob along with the context and uploader identity, and Bob decides whether to give consent for allowing his face to be visible in this photo. Note that this can also be automated through machine learning techniques (e.g., [162–164]), or enforced through policies (e.g., “accept all from friends”, “accept if not nude”, “accept if I am the uploader”, etc.). Before presenting the photo to Bob for consent, spam filtering techniques can be performed (e.g., using senders white/black lists or performing face detection on the face image to ensure this is really a face image belonging to Bob and not an unsolicited ad).

11a) If the decision is to allow Bob’s face to appear in $P_V$, $S_{\text{sid}}$ is returned to the CMS as a response to $\text{sid}$. At this point, the CMS can decrypt the stored face and the coordinates it has received from Alice and verify the validity of the coordinates (e.g., by verifying that the corresponding area of $P_B$ is cropped out) and that the feature representation obtained from this face image is identical to the one Alice sent to the IMS, through the CMS, in step (4). This is possible because the encryption

\(^5\)Note that, as the CMS is assumed to be passive, no Man-in-the-Middle attack is possible.
scheme is deterministic. Note that, for the same person, the feature representation differs when the face image differs, therefore if two feature representations are identical, this guarantees that the original face images they were computed from are identical. If the validation is successful, the CMS adds Bob’s face to the published photo $P_V$ and marks this $sid$ as accepted.

11b) If the decision is to not allow Bob’s face to appear in $P_V$, a “deny” message is returned to the CMS as a response to $sid$, and the CMS then marks $sid$ as denied and the area corresponding to Bob’s face remains cropped out.

Note that, in the case of no response from a user, his face simply remains obfuscated. This action can also be configured by the CMS (e.g., default option after a timeout).

### 4.5 Security and Privacy Analysis

In this section, we demonstrate how ConsenShare satisfies the goals described in Section 4.2. Note that the security of some parts of the system directly depend on that of the underlying technologies used (e.g., face recognition is not perfect [165]). We discuss these in detail in Section 4.8.

#### 4.5.1 Effectiveness

The identity claim process using webcams at registration, prevents the creation of fake accounts. Face spoofing detection techniques (e.g., [166]) can also be used to prevent malicious individuals from creating accounts on behalf of other users. Once registered, if a user’s face appears in uploaded photos, he would either be asked for consent (with his face being encrypted in all communications and his identity hidden from the CMS) or his face would be blurred to begin with (depending on the uploader’s choice). We discuss why malicious users cannot bypass this part of the protocol in detail in Section 4.5.3.

#### 4.5.2 Privacy as Anonymity and Unlinkability

Regarding the data that is visible or known to the different parties throughout the protocol, we emphasize that face detection is performed locally on the uploader’s device, that is, faces are not transmitted to the IMS (only face vectors) and the CMS only receives encrypted versions of the faces to forward to the consenters. None of the consenters involved in a photo have access to each other’s faces. The IMS only has access to the background image (which does not contain any faces) and to the face representations of the people appearing in all the photos (which do not disclose anything about the sensitive information—the actual face). As the CMS acts as a mix network (it forwards a large number of messages to the IMS), the IMS cannot distinguish the lookup operations belonging to the same photo, thus it cannot link faces to faces or faces to a particular content. To make this property even stronger, the CMS can randomly mix and delay messages sent to the IMS (using buffering and shuffling), as well as add dummy messages in step (5) (Figure 4.3 on page 89). As for the CMS, it has access to the face-free background image. All the other data (face vectors and the faces) is sent encrypted to the CMS and only decrypted after the concerned users grant consent. The CMS is thus not able to identify the users that are involved in the same photo before they have given consent.
Furthermore, the CMS is also not able to link different faces (from different photos) of the same user, as face representations of a person always differ (even slightly) in each photo, making the encrypted version entirely different. We consider the case where the CMS wants to identify users in photos submitted in the future, based on their face representations from previous granted consents (step 11a, Figure 4.3 on page 89); the CMS would have to build a dictionary of possible face representations for a target user by adding noise at each position of the face representation array. This quickly becomes very expensive, \(\text{i.e.}\), the time complexity is exponential in the size of the face representation array (\(\text{e.g.}\), 128 positions in OpenFace [167]). Furthermore, we can easily protect against this attack with very little bandwidth and CPU time overhead by concatenating a random salt to the feature vector and to the face sent in step (4) and (9), respectively; In step (11), the CMS can retrieve the salt along with the face and perform the validation of the face representation. As for other similar timing, linking or side-channel attacks potentially performed by the IMS or by the CMS, these can also be deterred by traffic aggregation and randomization at the CMS and by adding dummy request at the client side (\(\text{e.g.}\), the uploader’s application can send more messages, to other users in Step (4)), which would be automatically disregarded by the consenters’ application).

### 4.5.3 Malicious User Behavior

A malicious uploader cannot bypass the system by leaving faces visible in the background image, as this would immediately be detected by the IMS in step (2) (Figure 4.3 on page 89). Malicious uploaders can also not bypass the system by sending an incorrect feature vector in step (4)–in order for someone else to provide consent in lieu of the legitimate target consenter–as this would be detected by the CMS in step (11a). Similarly, malicious users cannot bypass the system by providing a consenter with a face different than that sent to the CMS, as verifications of the face position in the photo and a comparison of the feature vector for that face and that sent to each consenter are performed in step (11a). Every message sent by an uploader, throughout the protocol, is validated by the CMS before any consenter’s face is made visible to the target audience. Thus, malicious user behavior (even colluding users) results in sensitive parts of the photo not being shared with the target audience. Privacy of the sensitive content is also guaranteed, up to the point consent is granted by the concerned user. This is due to the security of the encryption schemes and the design of the system: The sensitive content is encrypted and not visible to the IMS, to the CMS, eavesdroppers or to any other users of the system.

### 4.5.4 Usability and Transparency

All consent requests contain contextual information for the consenter. However, in our solution, there is a chance of spamming attacks, \(\text{e.g.}\), sending unwanted information to specific users (in the background of the photo, for instance). Although these can be annoying, we do not consider them extremely privacy invasive and well-known anti-spamming techniques (such as those used for e-mail) can be used by the CMS to handle this problem.
4.5.5 Collusion Cases

User-CMS and user-IMS collusions do not lead to additional information leakage. We discuss the case of CMS-IMS collusion (e.g., the role of the CMS and that of the IMS are both played by Facebook). Typically, the CMS has information about the photos, but does not know anything about the identities of the faces appearing in them; the IMS can link every face with a user. In the case of collusion, the CMS and IMS entities would be able to link the users’ identities to a particular photo, but the sensitive parts of the photos belonging to these users (their faces) would still not be visible unless these users grant their consent (as their decryption is only possible if consent is granted and both the CMS and IMS are honest-but-curious). Linkability could be reduced by adding dummy messages by the uploader application.

4.6 Implementation and Evaluation

To evaluate the performance of ConsenShare and demonstrate its practicality, we implemented a proof-of-concept prototype and evaluated its performance, in terms of CPU usage and bandwidth consumption, by relying on a real large photo dataset. We describe the implementation of our prototype, the dataset collection as well as our experimental setup, and we present the bandwidth and CPU consumption for the photo upload and grant consent operations.

4.6.1 Prototype Implementation

We implemented the prototype and carried out our performance evaluation by using Python 3.6. The prototype code and documentation are available at http://infoscience.epfl.ch/record/232563. Note that the prototype was not optimized; therefore, the CPU usage measurements should be considered as a loose upper bound. The prototype consists of the two server applications (the CMS and the IMS respectively), which we implemented with Flask, and a client application that supports the three main operations of the system: register (to the IMS), upload photo (to the CMS) and approve/deny consent (to the CMS). The servers use basic SQLite databases for local storage. All communication between these entities is achieved through JSON-based HTTPS requests.

For face detection and feature-vector extraction, we use Dlib [168]–a C++ face detector—and OpenFace [167, 169] (v.0.2.1), which is an open source Python implementation of Google’s FaceNet framework [160]. We implemented the lookup operation (i.e., retrieving the best matching record for an input feature vector) to return the database record that minimizes the Euclidean distance with the input feature vector: We implemented it in a naive way, that is by comparing it to all the records in the database. Note that there exist efficient techniques for finding the most similar face, based on a low-dimensional representation (embedding), in databases of up to hundreds of million faces (e.g., [170]). Basic image manipulation operations, such as loading and saving image files as well as extracting faces and replacing them with black rectangles, were performed with the Python Imaging Library (Pillow, v.4.1.1). In order to avoid discrepancies in the image file sizes (and therefore in the bandwidth measurements), we configured Pillow to retain all the parameters of the JPEG/JFIF format and encoders.
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(a) CDF of the difference in photo sizes after the load-and-save operation. Only photos between the red dashed bars (within 5% of the original size) were kept, i.e., 86.4% of the 20k downloaded photos.

(b) CDF of the sizes of the photos after the load-and-save operation.

(c) CDF of the number of faces per picture, for pictures containing less or equal to 20 faces (99.7% of the photos.)

Figure 4.4: Dataset statistics.

(e.g., quality, color space, chrominance subsampling factor) from the original image processed, when saving (parts of) it.

For the basic cryptographic operations (hash, sign/verify, encrypt/decrypt and generate keys), we used the Python binding to the Networking and Cryptography library (PyNaCl [171], v.1.1.2). Specifically for sign/verify operations, we used the Ed25519 algorithm, with 128-bits security; for (cryptographic) hashing we used the SHA-256 algorithm with 128-bits security; for encryption, decryption and session keys generation we used the Curve25519 algorithm with 128-bits security (256-bits keys). We thus achieve a security of more than 112 bits, in compliance with the current NIST standards [172] for 2016-2030. For the simplicity of the implementation, we consider that the IMS generates the keys (Step (7)) and that no context is sent along with the photo (Steps (3) and (10)).

4.6.2 Dataset

We relied on the Yahoo Flickr Creative Commons 100 Million (YFCC100m) dataset [140] that contains the metadata of 100 million photos from the Flickr photo hosting website. More specifically, we extracted an unbiased sample of 20k photos (we drew photo IDs uniformly at random, without replacement, by using Python built-in random number generator with a seed of 0; we skipped the files that were no longer available). For each selected photo, we downloaded its full-resolution version from Flickr (if still available), and we filtered out the photos for which the size of the photo after a load and save operation differed from the original size by more than 5% (see Figure 4.4a). Our final dataset contained 17,257 photos and is available at http://infoscience.epfl.ch/record/232563.
We computed statistics related to the sizes of the photos and to the faces that appear on them (these are depicted in Table 4.1 on page 96). In our final dataset, the average number of faces in a photo is 1.0 (with a standard deviation of 3.7), and the maximum number of faces in a photo is 230. 61.2% of the photos do not contain any face, 20% of the photos contain exactly one face and 18.8% contain more than one face. Figure 4.4c illustrates the CDF of the number of faces per photo. Faces are generally small in size, compared to the actual photo: a face represents, on average, $1.1 \pm 3.3\%$ of the photo size (with a maximum of 77.2%), whereas the average size of all faces represents $3.0 \pm 5.6\%$ of the photo size in MB. As for the sizes of the photos, there is substantial variation (as can be observed in Figure 4.4b), the average photo size is $2.1 \pm 2.4$ MB and the maximum is 25.2 MB.

<table>
<thead>
<tr>
<th>Number of faces in a photo</th>
<th>Min</th>
<th>Mean $\pm$ Std</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of a photo (MB)</td>
<td>0.005</td>
<td>2.1 $\pm$ 2.4</td>
<td>25.2</td>
</tr>
<tr>
<td>Size of a face (MB)</td>
<td>0.0004</td>
<td>0.0 $\pm$ 0.1</td>
<td>10.7</td>
</tr>
<tr>
<td>Size of a face $\times 100%$</td>
<td>0.004</td>
<td>1.1 $\pm$ 3.3</td>
<td>77.2</td>
</tr>
<tr>
<td>Size of all faces $\times 100%$</td>
<td>0.007</td>
<td>3.0 $\pm$ 5.6</td>
<td>77.2</td>
</tr>
</tbody>
</table>

Table 4.1: Dataset statistics

### 4.6.3 Experimental Set-Up

We evaluate the scenario where a user, Alice, wants to upload a photo in which potentially other people appear and we assume Alice wants all these people to appear in the photo—thus all faces are asked for consent. We do not consider the lookup operation in our evaluation (Step (6) (Figure 4.3 on page 89)). Hence, we generically refer to a consenter by the name of Bob, for photos that contain at least one face. We perform the photo upload and grant consent (for all appearing faces) operations for all the photos in our dataset, sequentially. In Step (10) (Figure 4.3 on page 89), we configured the CMS to provide Bob with a scaled version of the original background image with a maximum width of 1000 pixels, keeping the same image aspect ratio, quality and metadata as the original. We made use of one standard computer (Intel i7 CPU, 2.8 GHz, 8GB RAM) with Mac OS v.10.12.5. We did not use any optimization for Intel processors.

### 4.6.4 Experimental Results

We present here the bandwidth and CPU requirements of our system for the upload photo and grant consent (from all parties) operations. All the results that we present are upper bounds of the real bandwidth and CPU consumption, as face detection is done much faster, some of the users might be blurred out (and thus not asked for consent), and more advanced image transformation techniques can be used (such as JPEG transmorphing [173] to reduce bandwidth consumption).

---

6Computed only for photos containing at least one face.
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Figure 4.5: Average per-photo total bandwidth consumption in logscale for the uploader (Alice), the CMS, the IMS and the consenter (for the same photo, we consider the average bandwidth for one consenter, Bob). We illustrate these (y-axis) for different categories of photos, based on the number of faces they contain (x-axis). Note that for Bob, total upload and download bandwidth is 0 for photos that contain no face.

**Bandwidth**

We compute the average total bandwidth consumption in MB (on upload and on download) for one photo—for all the photos in our dataset, for each of the four entities: Alice, the CMS, the IMS, and one consenter, Bob. We refer to a baseline case where Alice directly uploads the photo to the CMS (providing no privacy for Bob). With respect to this baseline case, we compute the average bandwidth overhead (in MB) for one photo, which equals the total bandwidth from which the size of the original photo is subtracted (for Alice upload and CMS download) and, for the other cases, simply the total bandwidth. We also refer to the relative bandwidth overhead, expressed in percent, relative to the original photo size (dividing the bandwidth overhead by the original photo size). The average bandwidth requirements are presented in Table 4.2 on page 98. Notably, the average total bandwidth consumption for Alice on upload is $4.2 \pm 4.8$ MB (roughly twice the...
Figure 4.6: Average per-photo relative bandwidth overhead of the uploader (Alice) and the CMS (download). These are computed with respect to the baseline scenario where Alice uploads the original photo directly to the CMS and expressed as a percent of the original photo size. We illustrate these (y-axis) for different categories of photos, based on the number of faces they contain (x-axis).

Table 4.2: Average per-photo total bandwidth requirements and relative bandwidth overhead for the uploader (Alice), the CMS, the IMS and the consenter (for the same photo, we consider the average bandwidth for one consenter, Bob). We compute the bandwidth overhead relative to the baseline scenario where Alice uploads the original photo directly to the CMS.

<table>
<thead>
<tr>
<th></th>
<th>Total bandwidth (MB)</th>
<th>Relative bandwidth overhead (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice (uploader)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upload</td>
<td>4.2 ± 4.8</td>
<td>101.0 ± 4.7</td>
</tr>
<tr>
<td>Download</td>
<td>0.0007 ± 0.0013</td>
<td>0.2 ± 0.4</td>
</tr>
<tr>
<td>CMS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upload</td>
<td>0.4 ± 1.4</td>
<td>33.1 ± 135.0</td>
</tr>
<tr>
<td>Download</td>
<td>2.1 ± 2.4</td>
<td>1.7 ± 5.4</td>
</tr>
<tr>
<td>IMS</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upload</td>
<td>0.0006 ± 0.001</td>
<td>0.1 ± 0.4</td>
</tr>
<tr>
<td>Download</td>
<td>2.1 ± 2.4</td>
<td>99.8 ± 3.7</td>
</tr>
<tr>
<td>Bob (consenter)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upload</td>
<td>0.0001 ± 0.0001</td>
<td>0.02 ± 0.07</td>
</tr>
<tr>
<td>Download</td>
<td>0.2 ± 0.3</td>
<td>13.8 ± 26.8</td>
</tr>
</tbody>
</table>

original photo size – because she sends the background image twice\(^7\)), the average total bandwidth consumption for the CMS and for the IMS on download is \(2.1 ± 2.4\) MB and \(2.1 ± 2.4\) MB, respectively (roughly the original photo size); the average total bandwidth consumption for the CMS on upload is \(0.4 ± 1.4\).\(^8\) The other cases present negligible bandwidth consumption. Note that in a real system, the CMS upload cost could be substantially reduced by returning an even lower version of the background image to Bob. Figures 4.5 on page 97 and 4.6 on page 98 illustrate the total bandwidth consumptions (for all entities) and the relative bandwidth overheads (for Alice on upload and for the CMS on download), detailed for categories of photos containing a certain number of faces. Although there is some slight increase of bandwidth consumption w.r.t. to the

\(^7\)Sending the background image to the CMS could be delegated to the IMS by providing the hash as opposed to the full \(P_B\) in step (3) (Figure 4.3 on page 89) and making the CMS request \(P_B\) from the IMS directly.

\(^8\)While this may at first glance seem high, note that recent statistics reported that Flickr handles 1.68 million photo uploads per day, on average (this is a lower bound, as it only includes photos uploaded with public visibility) \cite{flickr_stats}. At an average photo size of 2MB, this means 6.4TB daily.
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Figure 4.7: Average per-photo CPU times in seconds for different operations performed by the uploader, the CMS, the IMS and by a consenter (for the same photo, we consider the average time for one consenter, Bob). Note that the operations Alice: Encrypt face repres., Alice: Verify signature, Alice: Encrypt face coord., Alice: Encrypt face images, CMS: Validate consent, IMS: Decrypt face repres., IMS: Compute hash(Pb), Bob: Decrypt face coord., Bob: Decrypt face images take 0 CPU time when the photo contains no face.

number of faces in a photo (e.g., for Alice on upload), this is negligible and most such increases can actually be due to an increase in photo size.

CPU time

We compute the average CPU time in seconds for one photo, for various operations, which we enumerate in Table 4.3 on page 100. Clearly the most expensive operation is the face detection performed by Alice (on the original photo) and by the IMS (on the slightly smaller sized background image for verification) with an average CPU time of $21.5 \pm 21.3$ s and $19.6 \pm 23.6$ s, respectively. We did not notice any pattern with the number of faces in the photo for these operations, but there is a noticeable increasing pattern with the photo size. Thus, a simple optimization of scaling down the photos when performing face-detection would drastically reduce this time, as shown in practice.
Table 4.3: Average per-photo CPU times in seconds for the uploader, the CMS, the IMS and a consenter (for the same photo, we consider the average time for one consenter, Bob).

(e.g., Amos et al. [167] mention a run-time less than 0.1 s and Taigman et al. [175] mention a run-time of 1 s per photo, for images from the Labeled faces in the wild dataset [176]).

The validate consent operation (Step (11) (Figure 4.3 on page 89)) – which includes face detection on all of the face photos in one photo for validation purposes and is performed by the CMS – takes, on average, 1.3 ± 5.4 s and is, as it can be seen in Figure 4.7, highly dependent on the number of faces appearing in the photo. However, even with 230 faces in a photo, this operation only takes 303 s (remember that we did not use any CPU optimizations and, in practice, face recognition operations are already performed much faster by app/services like Facebook, even on phones). The CPU times for other operations are negligible.

We conclude that these results are acceptable and demonstrate the effectiveness of a system like ConsenShare.

4.7 Incentives and Adoption

We present here the results of our survey and discuss the incentives for adoption by the different stakeholders.

4.7.1 Survey

In order to gain insight into the individuals’ perceptions of Multiple-Subject/Interdependent Personal Data (MSPD/IPD) (and of the associated privacy risks) and of a ConsenShare-like system, we conducted a survey targeted at Facebook users.

Methodology

We conducted our survey in mid-2017. We recruited participants through the Amazon Mechanical Turk (AMT) platform. To be eligible, they were required to have a minimum Human Intelligence Task (HIT) approval rate of 95% with at least 100 past approved...
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Q27: Do you find ConsenShare useful?

Q30: Are you comfortable registering with webcam photos to ConsenShare?

Q31: Is it inconvenient to use ConsenShare?

Q32: Would you use ConsenShare?

Figure 4.8: Participants’ responses to ConsenShare-related survey questions.

Q28: Which policies would you use with ConsenShare?

Q29: Would you use ConsenShare with Machine Learning automation?

Figure 4.9: Participants’ responses to survey questions regarding ConsenShare automation.

HITs and an active Facebook account (AMT offers the possibility to specify this admission criterion). The survey took approximately 10 minutes to complete (median completion time of 8m48s) and each participant received a financial compensation of 3 USD in exchange for their participation. The survey was approved by our institution’s ethics committee/institutional review board (application #006-2017/18.05.2017).

The survey was structured as follows. After the standard demographic questions (Part I), we polled the participants about their perception of online data privacy for different data types and about their experience with discrimination causes by data available online (Part II). We polled the participants about their sharing behaviors and those of their friends regarding multimedia content on OSNs; some of the questions were specific to sexually explicit content (Part III). We polled the participants about their (un)tagging (face tags, “with tags”, @ tags) behaviors and those of their friends on Facebook (Part IV); the survey questions included screenshots from the Facebook website.
to illustrate the aforementioned tagging features. After a brief high-level description of ConsenShare, we polled the participants about their perceptions of a ConsenShare-like system. In particular, we polled them about their willingness to use such a system (Part V), with a special emphasis on the consent decision process (manual, policy-based, machine learning-based). Finally, we asked the participants to confirm their agreement to save their responses and to use them in a scientific publication. The survey contained two duplicated questions in order to check the participants’ attention; we used these to exclude the responses from inattentive participants from our dataset. The complete transcript of the survey and the anonymized and sanitized answers are available at http://infoscience.epfl.ch/record/232563.

Results

We obtained a total of 536 complete responses. We ruled out duplicates (i.e., when a participant completed the survey multiple times), the responses from inattentive participants (i.e., when a participant’s responses to the duplicated questions were inconsistent) and the participants that chose not to allow us to save their answers. This left us with 321 complete responses. The corresponding participant sample was rather balanced and diverse in terms of the participants’ demographics: 53.0% of the participants were female, the participants had various areas of employments, and their ages ranged from 20 to 75 years old, with an average of 35.3 ± 10.4.

Our survey results indicate a potential user concern regarding the sharing of location data (86.3% of the participants), multimedia data (69.5% of the participants) and genomic data (60.8% of the participants). Furthermore, 10.3% of the participants claimed that they were victims of discrimination or prejudice based on online content about them. Of these, 33.3% reported that this happened more than once in the past. A staggering 66.7% reported that the cause was content shared by others, which highlights the gravity of MSPD/IPD privacy risks. As for the most common domains in which the discrimination or prejudice happened, 60.7% of the users referred to a job application, e.g.,

“They checked my profile online before the interview and he started making uncomfortable jokes about the game pages I like on it and a party photo.”
(Male, 28)

“My employer watches my online activity and asked about that later” (Male, 26)

30.3% to familial or social situations, e.g.,

“My marriage proposal got cancelled” (Male, 25)

27.3% to professional situations, 15.2% to loan or mortgage and 9.1% to insurance premiums.

Regarding sharing multimedia content online, 60.1% of the participants reported that they share such content at least occasionally (a few times/month). 48.6% of the participants reported that this content contains faces of people other than themselves at least half of the times, whereas 41.4% declared that this happens sometimes, but less than half of the times. Only 10.0% said their multimedia content never features faces
of others. Participants reported that their friends also share multimedia content about them at least occasionally (a few times/month) – for 45.5% of the participants.

Regarding revenge pornography, 4.1% of the participants declared that they were victims of revenge porn in the past.\footnote{9} We also polled participants about whether other people have or had access to explicit photos of themselves. 27.4% of them declared that this is the case; of these, 48.9% declared that the person who has the photos took them with a device of their own, whereas 8.0% declared that a third party took and shared the photos. Asked whether they have or had explicit photos of someone else, 40.2% participants responded positively; of these, 41.9% reported that they are the ones that took these photos, whereas 16.3% said that a third party shared these photos with them. Many participants explained, in comments, that the photos were taken in the scenario of a (former) relationship. This illustrates that the number of potential victims of revenge pornography might be quite high.

We also polled participants about their Facebook behavior. Asked how they tag or mention their friends when posting photos or videos in which they appear, a staggering 41.1% declared that they do not tag or link their friend’s profile in any way (in other words, the friend can be completely unaware of the content posted and would thus not be able to remove/report the content). 7.2% of the participants said their friends ask them to remove photos that they have shared, at least occasionally and 11.2% said they noticed their friends contact Facebook about removing this content at least occasionally. 30.5% of the participants declared that they also ask their friends to remove content that they posted and 16.9% declared that they asked Facebook to remove such content.

Finally, we presented our framework to the participants. Aggregated participants’ responses for this section of the survey are illustrated in Figures 4.8 on page 101 and 4.9 on page 101. Asked whether they find ConsenShare useful, 36.5% of the participants answered that this would be useful and 49.8% very useful, e.g.,

“I think this is a great way of giving control to individuals.” (Male, 37)

“I think it’s best for all parties involved.” (Female, 32)

“It would be nice to be asked if you wanted to be on the internet first, rather than letting any Tom, Dick, and Harry take your photo and post it[···]” (Female, 31)

Interestingly, some participants even reported that they would be more comfortable with social platforms if such a solution was in place. Regarding the use of policies, only 3.4% of the participants declared that they would not use any policy, whereas 54.2% declared they would use a policy to deny consent for photos containing location information and 92.5% declared that they would use a policy to deny consent for photos containing explicit content. As for the use of automated decision making (via machine learning, for example), 20.2% of the participants were not sure that they would use this, whereas 50.2% declared that they would be in favor of using such a feature. Asked how comfortable they would be with a registration process similar to the one of ConsenShare (where a few photos would be required for registration), 38.9% of the participants reported being comfortable.

\footnote{9}This result is in keeping with other studies, such as a report from the Data & Society Research Institute and the Center for Innovative Public Health Research [177], which found that 4% of U.S. internet users have been threatened with or experienced revenge porn.
or very comfortable and 20.3% reported being undecided about this. Of the remaining participants (who reported being uncomfortable or very uncomfortable with this), some commented that this is because they do not trust webcams in general or because this system is not provided by a known company. Some also seemed confused about how the system would work, not understanding that these photos would not be stored or that face recognition is something that Facebook (the IMS here) already does on their photos. We thus recommend taking the results for this particular question with a grain of salt.

In terms of the (in)convenience of first sharing the background photo and sanitized versions of the faces of the other people appearing in the photo, 43.3% of the participants found this convenient, e.g.,

“It would not be inconvenient at all! It sounds like a great solution! You still get your photo but your friends get to decide whether or not to have their faces visible – a win win!” (Female, 33)

whereas 19.0% were undecided. Finally, asked whether they would overall use the ConsenShare system, 53.6% of the participants answered positively, e.g.,

“It might seem inconvenient but I still favor this system and reasoning behind it.” (Female, 32)

“I think this could save a lot of head aches and keep people from being upset with one another over photo postings. This would allow anything that a person did not want online to be taken care of before it made it to a facebook page.” (Male, 42)

“I would definitely be interested in using this feature and really hope that you can develop it and get it out there. it would make me feel much more comfortable using social media and sharing images online.” (Female, 34)

and 35.8% said that they would perhaps consider using the system.

While there are limitations to our survey and future work we envision on this—we discuss these in Section 4.8—the results indicate that a system like ConsenShare could be needed and there is a potential desire from the users to adopt it.

4.7.2 Adoption

As we saw from our survey, a system such as ConsenShare would involve some tradeoff between the user experience as an uploader (waiting for friends to give consent before the full photo is visible), as well as the data that must be provided for registration, and her experience as a consenter (whose privacy would be much better protected). However, giving back control to the users represents a substantial incentive for adoption on their part, which is further enhanced by the fact that the system is transparent and lightweight. Regarding the stakeholders, although adoption would come with some costs (e.g., increased bandwidth, deploying the infrastructure), a major incentive for

10Note that in the case where an existing system is used to play the role of the IMS (such as Facebook), the users’ faces are already registered, making adoption quite straightforward for the users.

11For instance, the cost of adding the consent feature to a CMS such as Flickr would be minimal compared to the existing infrastructure: A simple interface with an IMS (e.g., Facebook) and basic cryptography and image processing operations. In other words, the individual ConsenShare operations are not much different from what current CMS platforms are already doing.
adoption by the CMS could be following new trends (e.g., the fact that such consent-based mechanisms for MSPD/IPD data might become law-enforced) and avoiding lawsuits. Furthermore, as such features are evidently desired by their users, including them would be good for reputation, providing a competitive advantage and likely increase the user base (and thus also the ads revenue), as well as the shared data. This also creates new business opportunities for the CMS providers that implement the ConsenShare in-house solution and sell it to other CMS providers. As for the IMS, the advantage would be a business-to-business arrangement with the various CMS providers (either transactional or subscription-based), an increased user base (thus revenue) and data (similar to that by the Facebook Connect feature). Furthermore, the IMS could monetize such features by providing them to the users in exchange for a premium fee. Note that existing services with large user databases including faces and relationships (typically OSNs) are perfect candidates to play this role, as they already have most of the data and technology needed. For instance, Facebook already performs face recognition in the background and could offer this service as an IMS to different CMSs.

4.8 Discussion: Limitations and Extension

We discuss here the limitations and extensions of our work. It should be noted that this work represents a first step towards proposing a privacy-preserving generic framework for sharing MSPD/IPD data. First, it is worth mentioning that there is an inherent tradeoff between the right to privacy and the right to freedom of speech. A possible middle-ground option, in the case of photos, would be to instantly publish critical content – such as photos of a mass civil action – on CMS platforms with blurred faces (similar to Google Street View and to many media outlets that already protect the identity of certain individuals, e.g., minors, by blurring their faces in pictures and videos). As for the other side of the coin, the right to privacy is subject to debate for public figures/celebrities [178, 179]; such individuals could be detected using, for instance, Facebook’s verified accounts feature, and their faces could be automatically posted, without the need for consent. Second, in the case of pictures, detection is not perfect. There is still a small margin of false positives (i.e., detecting a face when none exists; if recognition matches such a “face” to a user, he can report this to the IMS, who can then improve its models upon checking the validity of this request) and false negatives (i.e., not recognizing a face, which pose more problems from the privacy point of view, as these imply that a user appearing in a picture would not be recognized. Such a detected but unidentified face could be blurred out by default). These can be alleviated by asking the uploader for manual input in detecting users in the picture (similar to tagging on Facebook). Third, our current solution is centralized. In future work, we plan to design a decentralized P2P solution for the IMS and potentially the CMS. Fourth, we intend to extend our solution to incorporate interaction among users, providing them with the automatic tools to consider different options of sharing (e.g., different obfuscation mechanisms, different target audiences, etc.) and iteratively achieve a consensus – thus automating the social ad-hoc mechanisms users reportedly use today [80]. Fifth, the solution is CMS-specific, which means an individual user could upload the content on a different platform and just post a link to that content, by-passing the need for consent; however, this would have less impact and could even be blocked by the CMS, e.g., blocking links to dubious websites. Sixth, as the issue of balance of control and the “ideal” privacy settings are culturally-dependent and not
entirely law-enforced in the case of MSPD/IPD data (and regulations can differ depending on the country), our survey sample of participants is not necessarily representative of the global population; the vast majority of Mechanical Turk workers is reported to be US-based and they might have an IT-experience higher than the average; previous works have studied the profiles of Mechanical Turk workers [180]. Furthermore, it is possible that the participants’ answers do not accurately indicate their true attitudes for adoption, as users’ privacy attitudes and privacy decisions are not always rationally connected [87] and reported behaviors do not necessarily match the natural behavior [181]. For a more rigorous assessment of the usability and adoption potential of ConsenShare and the users’ perception on the different design alternatives, in future work, we intend to run additional surveys using a fully-functional prototype, making use of the SeBIS intention scale [182,183] to gain more insight into the participants’ expertise and following specific guidelines for designing privacy/security surveys [184]. Finally, we discuss how the main building blocks in our framework can be adapted to other data, beyond photos. Note that for any type of data, there are several options to consider in the design, such as remove vs. obfuscate the data (and the available granularity); in what follows, we discuss some of the alternatives.

The Case of Audio and Video. Considering audio and video data in our framework is a rather straightforward extension from our picture solution. Different solutions for identifying users in audio/video content have been proposed [185,186], and various options can be used for separating the sensitive content (portions of the video in which a user appears) from the non-sensitive content: entirely cutting out the audio/video sections in which a user appears or altering the content of those sections to obfuscate that user. The privacy tradeoff of such solutions would be the temporal discontinuity.

The Case of Genomic Data. Genomic privacy is a complex subject whose discussion involves many ethical and balance of control issues and closely ties to that of the privacy of others versus personal freedom. The topics of who are the affected parties, how their consent decisions should be expressed, as well as that of genomic data credibility are still under debate both in the media (e.g., [187]) and in the research community (e.g., [12, 188–190]). There are several options that could be considered; we discuss how their implementation could be done in ConsenShare. Identity claim (at registration) in the case of genomic data would require formal identity proof (e.g., an ID) and reporting of familial relationships. Detection of the involved individuals comes down to knowing these familial relationships (e.g., through the IMS; Facebook already offers that option) and selecting the close relatives of the uploader. The degree of closeness for which individuals are considered as affected parties – and thus should grant consent – would be a configurable parameter of the system, which can be set according to the applicable regulation. In the most restrictive possible form of regulation, consent would be binary (yes/no) and a user would be allowed to share her whole genome only if all affected parties say “yes”.12

12Note that in this case, the CMS/IMS do not even need to see the data to determine the involved individuals. In less restrictive regulatory options, consent can be refined to allow publication with a level of noise added to the full genome (e.g., through differential privacy [191]) or after applying obfuscation techniques – typically at the SNP level – that would guarantee a certain level of privacy to the affected relatives, while allowing the user who wants to share his genome some freedom. In this case, the individual desired level of privacy would be configurable for each user and the consent decision of an affected user would be the level of noise/obfuscation that the uploader must apply to his genome; the
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A unique limitation for genomic data is the fact that affected users (i.e., unborn future relatives, such as children) can appear after the user has already shared his genome with proper consent from his relatives at that time. In this case, we can offer the possibility of revoking consent, which would force the uploader to remove the data (a less than perfect solution, as the data might have already been duplicated).

The Case of Co-location Data. Co-location data can be shared online by different means, for instance, by posting (and tagging) pictures or videos in which multiple people appear or directly tagging them in a post message. In the case of co-locations shared by using multimedia data, detection can be done as described above. In the case where co-located users are directly tagged by the uploader, detection is, obviously, no longer needed. The context provided to a consenter in the case of co-location data could also include an estimation of the location privacy loss stemming from that reported co-location, as quantified through the framework that we propose in Chapter 2. However, as co-locations introduce dependencies among the data of different users, once a co-location between Alice and Bob is shared, Alice’s future location posts would also affect Bob’s location privacy and vice versa. Hence the system should consider a window of influence of the correlation, by including an adjustable parameter for each user, specifying how much time after a shared co-location in which he is involved are other users required to ask for his consent to share location data. The temporal constraint could be coupled with a constraint specifying an allowed granularity level of obfuscation (e.g., Bob wants to be asked for consent if, for the next hour after allowing Alice to share their co-location, she wants to report her exact location, but she will not require his consent if she only reports her location within an area of 1 km or more of her real location).

4.9 Related Work

Consensual and privacy-preserving sharing of multi-subject and interdependent data online is a multi-faceted problem, as advocated by Good [192]: it includes legal, social and technological dimensions. In this section, we survey the related work in these dimensions, beginning with the legal aspects.

The notion of individual control over information about oneself and more specifically that of consent for information disclosure is currently the basis of most definitions of privacy, including Nissembaum’s contextual integrity [132], terms of use, and data protection and privacy laws in most countries [193]. This is the case for the Consumer Privacy Bill of Rights [194], adopted by the US White House, and the General Data Protection Regulation (GDPR) (Regulation EU 2016/679), recently adopted by the EU Parliament.

Although the general case of MSPD/IPD is not explicitly addressed by current laws, because of its complexity, it is mentioned in multiple places. For instance, in case law [195], the court found that “an individual’s personal autonomy makes him master of all those facts about his own identity, such as his name, health, sexuality, ethnicity, his own image [...] and also of the ‘zone of interaction’ [...] between himself and others”.

most restrictive of these – among all the relatives – would be applied to the uploader’s genome before sharing. An individual’s genomic privacy can be quantified using dedicated frameworks such as that proposed by Humbert et al. [12].
tion mentions the case of online social networks (OSN) users uploading data about other individuals, possibly not members of the OSN.

In the context of MSPD/IPD, specific data types received particular attention: photos, in light of the right to one’s own image, genomic data [187], and more recently, photos and videos containing sexually-explicit content, namely revenge pornography, against which laws have been passed in Canada, France, Israel, Japan, the United Kingdom and in several states in the US (to name a few). In addition, online service providers, including Reddit [134], Facebook [135], and Twitter [137] have also reacted to this new trend and updated their terms of use accordingly. Furthermore, deepfake technology [196] has recently been used to create revenge pornography, a situation to which several service providers responded by updating their terms of use [197–199]. Yet, neither the laws nor terms of use are self-enforcing, and technical solutions are therefore needed.

Online services recently began including features to cope with content uploaded without the consent of some of the individuals whose privacy is affected by it, typically for photos. Facebook, for instance, enables its users to report such content and to remove references to their identities attached to shared content. However, such features still suffer from the following problems: (1) Individuals cannot automatically detect that content having privacy implications for them has been shared, unless an explicit reference to their identities is attached to it. (2) Even though the content is eventually removed, the damage, in terms of privacy, is done as the service provider and possibly some users have seen the content.

The need for and the design of collaborative privacy schemes for MSPD/IPD is an active topic in the literature. Gnesi et al. [26] introduce the notion of MSPD as data that contains identifiers that refer to more than one person, as is the case of pictures, phone records, co-locations or medical reports. They also discuss a technical solution for protecting MSPD based on user-defined privacy policies, however, it does not guarantee any protection against the service provider.

Aditya et al. [200] propose an image capture platform that also provides privacy protection by a combination of short-range wireless signaling to disseminate privacy policies. In the context of OSNs, Such et al. [79,80,123] study the so-called multi-party privacy conflicts (MPC), notably in the case of pictures. They identify the sources of such conflicts and the different non-technical strategies used by users to cope with them, including avoidance or individual/collaborative resolution. Collaborative privacy policy enforcement solutions were also proposed by Beato et al. [201] (based on secret sharing), by Squicciarini et al. [202,203] (based on the Clarke-Tax mechanism from game theory), by Ratikan et al. [204] (based on majority voting), as well as by Hu et al. [205–208] (based on access control). Again, in contrast to our work, these solutions assume a trusted model for the service provider (OSN). Ilia et al. [209] proposes a collaborative multi-party access control model for OSNs where the service provider is considered honest-but-curious. However, it assumes that the data uploader is honest, yet privacy careless. Our work, on the contrary, assumes that the data uploader and other users could be malicious. Finally, collaborative privacy policies mechanisms have been proposed in other contexts such as sharing photos through instant messaging platforms [210] and personal data stored on others’ devices (e.g., phone numbers) [211].

Researchers also proposed mechanisms to defend against untrusted providers in OSNs. De Cristofaro et al. [212] propose a privacy-enhanced alternative to microblogging OSNs such as Twitter. Their solution protects posts’ contents, hashtags and follower interests.
from the service provider. Ion et al. [213] describe a privacy-enhancing mechanism that enables users to share data over any web-based OSN and provides confidentiality against unauthorized parties, including the service provider. Feldman et al. [214] propose a framework for OSNs that provides not only confidentiality guarantees, but also integrity protection (e.g., against equivocation attacks) against an untrusted service provider. Secure JPEG techniques [215] can also be used to hide part of the photo content from the service provider. Although these works offer different levels of protection against an untrusted service provider, they do not offer mechanisms for detecting/identifying the individuals involved in the content and for implementing collaborative privacy policies for MSPD/IPD.

Identifying individuals involved in content shared online is a difficult problem. In several cases, including the case of pictures, such identification comes down to a classification problem. For instance, machine learning techniques can be used for detecting faces on encrypted images [155], [156]. Moreover, Ziad et al. [216] describe the use of homomorphic encryption for performing general image-processing operations (e.g., spatial filtering, anti-aliasing) on remote (untrusted) servers in a privacy-preserving way; to use such an approach in our framework, certification of results would also be needed (e.g., through blind signatures). Closer to our work, He et al. [217] describe a system for partial image sharing in OSNs that enables data owners to define private regions in an image, support for popular image transformations and set different privacy policies for each user associated with an image. In the same area, Ilia et al. [37] propose a fine-grained access control mechanism that enables users associated with an image to restrict the exposure of their own faces; this approach handles multi-party privacy policies conflicts and is compatible with existing access control mechanisms. These works, however, focus only on the problem of sharing images in OSNs. Our work, in contrast, focuses on different MSPD/IPD types, not only images, and deals with the problem of detecting involved individuals in a privacy-preserving way.

4.10 Conclusion

In this chapter, we propose ConsenShare, a generic framework for sharing MSPD/IPD data (e.g., photos, videos, genomic data, etc.) with consent from all the involved individuals. ConsenShare is privacy-preserving by design not only with respect to other users of the system, but also with respect to the service providers. We implement and evaluate ConsenShare in the case of photos and show that it is technically possible to provide users control in the sharing of photos in which they appear, while ensuring their privacy and preserving the main features of existing sharing platforms. In doing so, our work lays the foundation for the design of privacy-preserving sharing of MSPD/IPD data.
Survey Transcript

Part I: Demographics

1. What is your gender?
   - Male
   - Female
   - I prefer not to answer

2. What is your age? [ ]

3. What is your primary area of employment?
   - Homemaker
   - ...
   - Retired
   - Other [ ]

Part II: Privacy and discrimination

4. From a privacy point of view, do you care about being associated with the following data shared online?
   - Textual data, such as status updates on Online Social Networks
   - Location data, such as check-ins on Online Social Networks
   - Multimedia data, such as posts containing pictures or videos on Online Social Networks
   - Genomic data of your relatives shared on specific platforms (e.g., 23andme)
   - Other [ ]

5. Do you feel that you have been the victim of discrimination or prejudice (e.g., for a job application, insurance premiums, social or professional situations, loan application, etc) based on content about you online (e.g., pictures or videos)?
   - Yes, more than once
   - Yes, once
   - No, never

6. [Conditioned on the positive response to Q5] Do you feel that the discrimination or prejudice was caused by content that you shared or someone else shared?
   - Myself
   - Someone else
   - Both

7. [Conditioned on the positive response to Q5] In which of the following domains did you experience discrimination or prejudice caused by content shared online? (We would appreciate any details about the context of the stories that you are comfortable sharing).
   - A job application [ ]
8. From a privacy point of view, do you care about being associated with the following data shared online?

- Textual data, such as status updates on Online Social Networks
- Location data, such as check-ins on Online Social Networks
- Multimedia data, such as posts containing pictures or videos on Online Social Networks
- Genomic data of your relatives shared on specific platforms (e.g., 23andme)
- Other

Part III: Multimedia data online

9. On average, how often do you share pictures or videos online?
   - Very often (Almost daily)
   - Somewhat often (A few times / week)
   - Occasionally (A few times / month)
   - Infrequently (Less than a few times / month)
   - Never

10. On average, what proportion of the pictures and videos that you share online contains faces of people other than yourself?
    - None
    - Few of them (some, but less than half)
    - About half
    - Most of them (more than half, but not all)
    - All

11. On average, how often do your friends share online pictures or videos on which you appear?
    - Very often (Almost daily)
    - Somewhat often (A few times / week)
    - Occasionally (A few times / month)
    - Infrequently (Less than a few times / month)
    - Never

12. Does anyone (or did in the past) have sexually explicit images or videos of yourself, either because they took them directly, or because they were shared with them?
13. [Conditioned on the positive response to Q12] How did this(these) person(s) obtain *sexually explicit pictures or videos of you*?

- [ ] They took them
- [ ] I took them and shared them
- [ ] Someone else took them and shared them
- [ ] I do not know

14. Did *you* ever have access to *sexually explicit images or videos of someone else*, either because you took them directly or because they were shared with you?

- [ ] Yes
- [ ] No
- [ ] I prefer not to answer

15. [Conditioned on the positive response to Q14] How did you obtain sexually explicit pictures or videos of someone else?

- [ ] I took them
- [ ] They took them and shared them with me
- [ ] Someone else took them and shared them with me
- [ ] I do not remember

16. Have *you* ever been the *victim of revenge porn*\(^\text{13}\) (e.g., someone sharing sexually explicit pictures of you without your consent)?

- [ ] Yes
- [ ] No
- [ ] I prefer not to answer

17. On average, how often do *you* share pictures or videos online?

- [ ] Very often (Almost daily)
- [ ] Somewhat often (A few times / week)
- [ ] Occasionally (A few times / month)
- [ ] Infrequently (Less than a few times / month)

---

\(^{13}\)Revenge porn (sometimes lengthened to revenge pornography) is the sexually explicit portrayal of one or more people that is distributed without their consent via any medium. The sexually explicit images or video may be made by a partner of an intimate relationship with the knowledge and consent of the subject, or it may be made without his or her knowledge. The possession of the material may be used by the perpetrators to blackmail the subjects into performing other sex acts, to coerce them into continuing the relationship, or to punish them for ending the relationship. Halder and Jaishankar (2013) define Revenge porn as: “an act whereby the perpetrator satisfies his anger and frustration for a broken relationship through publicizing false, sexually provocative portrayal of his / her victim, by misusing the information that he may have known naturally and that he may have stored in his personal computer, or may have been conveyed to his electronic device by the victim herself, or may have been stored in the device with the consent of the victim herself; and which may essentially have been done to publicly defame the victim”. Source: [https://en.wikipedia.org/wiki/Revenge_porn](https://en.wikipedia.org/wiki/Revenge_porn)
Part IV: Social networks usage

18. Do you currently have a Facebook account?
   Please note that we will not ask you any questions revealing personal identifiable
   information. Facebook usage related questions are only for screening purposes.
   □ Yes
   □ No

19. [Conditioned on the positive response to Q18] How often do you *tag or mention friends* on Facebook (either in a status or on a picture)?
   □ Very often (Almost on every one of my posts)
   □ Somewhat often (On more than half of my posts)
   □ Occasionally (On less than half of my posts)
   □ Infrequently (Hardly ever or on very few of my posts)

20. [Conditioned on the positive response to Q18] When you *add content regarding others* on Facebook (e.g., a picture or video in which they appear), which of the following methods do you use?
   □ I tag their face (e.g., in pictures)
   □ I use the “with” tags in the status or in the picture description
I link their name (e.g., by using “@”) in a status, in a picture description or in comments

I might not tag at all or link others’ names when I post content about them

21. [Conditioned on the positive response to Q18] How often do your friends ask you to remove status updates and/or pictures that you have shared of them on Facebook?
   - Very often (Almost every time)
   - Somewhat often (More than half the times)
   - Occasionally (Less than half the times)
   - Infrequently (Hardly ever or extremely rarely)

22. [Conditioned on the positive response to Q18] How often have you noticed your friends untag themselves from status updates and/or photos in which you had tagged them?
   - Very often (Almost every time)
   - Somewhat often (More than half the times)
   - Occasionally (Less than half the times)
   - Infrequently (Hardly ever or very rarely)

23. [Conditioned on the positive response to Q18] How often does someone else tag you in a status update or a picture on Facebook?
   - Very often (Almost daily)
   - Somewhat often (A few / week)
Occasionally (A few / month)

Infrequently (Less than a few / month)

24. [Conditioned on the positive response to Q18] When others add content regarding you on Facebook (e.g., a picture or video in which you appear), which of the following methods do they use?

- They tag my face (e.g., in pictures)
- They use the “with” tags in the status or in a picture description
- They link my name (e.g., by using “@”) in a status, in a picture description or in comments
They post content about me, but do not tag or link my name, so I don’t get notified. I have to look at their activity to identify such content.

25. [Conditioned on the positive response to Q18] How often do you ask your friends to remove status updates and/or pictures that they have shared of you on Facebook?
   - Very often (Almost every time)
   - Somewhat often (In more than half of the cases)
   - Occasionally (In less than half of the cases)
   - Infrequently (Hardly ever or in very few of the cases)

26. [Conditioned on the positive response to Q18] How often do you untag yourself from status updates and/or photos in which other people had tagged you?
   - Very often (Almost every time)
   - Somewhat often (In more than half of the cases)
   - Occasionally (In less than half of the cases)
   - Infrequently (Hardly ever or in very few of the cases)

Part V: A world of consent

27. We have designed a system that requires consent from everyone appearing in a picture before their faces are uploaded online (e.g., on Facebook). Therefore, you will be asked to accept or deny that you are visible in every picture that your friends post of you. Note that this can be automated with automatic policies (e.g., always decline for sexually explicit content).

   Our system guarantees privacy to the users with respect to each picture. This means that:
   
   - Facebook or our system itself would not be able to see the actual part of the picture in which you appear before you give consent.
– Our system would not be able to link your identity with any given picture before you give consent.

How useful would you find this system? (We would greatly appreciate any additional comments about the reasons for your choice).

○ Very useful
○ Useful
○ Neither useful nor unuseful
○ Somewhat useful
○ Not useful at all

Please enter your comment here:

28. In order to limit the burden of manually reviewing each and every one of the pictures requiring your consent, you could specify automatic policies. Which one of the following would you use:

☐ Deny for sexually explicit images
☐ Deny for partial nudity (e.g., photos in a swimsuit)
☐ Deny for geo-tagged photos (where location is specified)
☐ None of these
☐ Other

29. In order to limit the burden of manually reviewing each and every picture posted, another option would be to manually review a few pictures posted when first using the system. During this initial phase, the system learns your individual decision patterns (e.g., the friends you usually allow to post pictures or the type of pictures you usually deny or accept). After this initial phase, you let the system make decisions on your behalf. The system would be set up that when its confidence is not very high (a confidence level which you can specify, therefore you control the level of automation you want to allow), it would still prompt you for manual decisions and use them to further learn.

Would you use this feature?

○ Strongly disagree
○ Disagree
○ Neither agree nor disagree
○ Agree
○ Strongly agree

30. In order for our system to identify you in future pictures, you would have to register by providing a few webcam or phone camera pictures. Our system does not store these pictures themselves, but uses them to compute representations of your face. The computations are done locally on your smartphone or computer.

How comfortable would you be with this? (We would greatly appreciate any additional comments about the reasons for your choice).
31. Consequently, when you want to post a picture in which others appear, a sanitized version of this picture is initially shared online, in which the faces of others are blurred for privacy reasons, but the background of the picture and yourself are fully visible. We emphasize that the sharing of your picture would not be slowed down by in any way. As soon as others give consent, their face is automatically made visible in the picture. Would you find this inconvenient? (We would greatly appreciate any additional comments about the reasons for your choice).

- Strongly disagree
- Disagree
- Neither agree nor disagree
- Agree
- Strongly agree

Please enter your comment here:

32. Considering the aforementioned benefits and functionality of our system, would you consider using this system? This is a general question, we will not contact you for further experiments, but we would greatly appreciate any additional comments about the reasons for your choice.

- Yes
- Maybe
- No

Please enter your comment here:
Chapter 5

Conclusion

As soon as I wake up ... I remember that everything
is interrelated, the teaching of interdependence. So
then I set my intention for the day: that this day
should be meaningful. Meaningful means, if possible,
serve and help others. If not possible, then at least
not to harm others. That's a meaningful day.

Dalai Lama

In this thesis, we have exposed new privacy challenges that stem from the natural
interdependencies in the data shared by individuals. We have analysed how users’ di-
vergent behaviors can affect the global privacy of OSN users, and we have identified the
driving factors of their decisions to share location and co-location information. Finally,
we have proposed mechanisms to be implemented by service providers – possibly en-
forced by regulatory entities: These mechanisms mitigate the privacy threats caused by
others’ sharing decisions, by improving users’ awareness, and by giving them the option
to control whether to permit the data to be shared, as a pre-emptive step to its misuse.

In Chapter 2, we have formally quantified the location privacy of users of location-
based services, by relying on a Bayesian inference approach. We have proposed a proba-
bilistic framework for inferring locations of users at times where it is unknown; this frame-
work incorporates knowledge of user mobility profiles in the form of Markov chains, as
well as user-reported locations and co-locations. We have formally shown that an optimal
inference algorithm that considers co-locations is intractable due to the high complexity,
and we have proposed polynomial-time approximate solutions (relying on the belief prop-
agation algorithm) that converge to the optimal solution. In doing so, we have proven
that an attacker can successfully exploit co-locations to localize users. Using a mobility
dataset, we have quantified the privacy loss that stems from co-locations. Unsurprisingly,
our results show that the more co-location the adversary has, the better he is able to lo-
calize users: Even when considering co-locations with only one friend of a target user, the
target’s location privacy is decreased by up to 62%, in a typical setting. In the case where
a target user does not disclose any location information, her privacy can decrease by up
to 21%, simply due to the location and co-location information reported by another user. This demonstrates that existing location-privacy protection-mechanisms fail to provide users full control over their privacy. We have proposed easy countermeasures for mitigating the effect of co-locations on location privacy and have evaluated their effectiveness. We have further suggested extensions of location-privacy protection mechanisms based on generalization or obfuscation of co-locations.

In Chapter 3, we have studied the problem of location and co-location information sharing on location-based OSNs. We have proposed the first game-theoretic framework to analyze the strategic behaviors of users in this setting. To enhance the practicality of our results, we have estimated the parameters of the utility functions from real users' actual preferences. Specifically, we have conducted a survey of 250 Facebook users and quantified their benefits of sharing vs. viewing (co)-location information and their preference for privacy vs. benefits through conjoint analysis. Our survey findings expose the fact there is a large variation, in terms of these preferences, among the users, which draws attention to the fact that conflictual situations can be frequent. We have simulated users' decisions, using our model, for various combinations of the estimated parameters, exposing situations where dangerous patterns can emerge (e.g., a vicious circle of sharing, or an incentive to over-share), even when the users have similar preferences.

In Chapter 4, we have proposed a framework for sharing, in a consensual and privacy-preserving manner, various types of data that have privacy implications for subjects other than the uploader. We have identified the different challenges in the design of such a framework, the main building blocks, as well as the incentives for adoption for all the parties involved. We have designed, implemented and evaluated our proposed system for photos (ConsenShare) by using image processing and cryptographic techniques. The key property of ConsenShare is that it is privacy-preserving by design, not only with respect to other users of the system but also with respect to the service providers involved. We have experimentally demonstrated the feasibility of our approach, by using a Flickr dataset of 20k photos: We conclude that the overhead for ensuring privacy, while preserving existing features of photo sharing platforms (such as Flickr), is acceptable. Furthermore, we have conducted a user study of Facebook users: It reveals interest from users for a system such as ConsenShare, as well as their growing concern and limited awareness regarding photos shared on Facebook in which they appear. Our work constitutes an important first step in the design of privacy-preserving sharing of various types of interdependent and multi-subject data.

In conclusion, our hope is that this thesis will help raise awareness among end-users, service providers, and regulatory institutions alike, regarding the privacy risks of our era. We believe that a crucial step in ensuring privacy is to educate users about interactions with technology. We were saddened to observe, in our surveys, the repeated remarks of the type “I do not need to be worried about my privacy because I have done nothing wrong and I have nothing to hide.” We are confident that this thesis is a step forward in the direction of convincing such individuals that privacy is not about hiding things, but about protecting things and doing so, not only for themselves, but also for their peers. Furthermore, we hope that the threats we exposed might encourage people to express a certain curiosity and to practice caution when using services in their daily routine, as well as to consider the possible consequences of how the data they share could affect themselves or others in the future. As privacy will never again be evaluated or attained at an individual level, it must be protected as a global right, to which we all
contribute. Last but not least, as our world becomes more connected, our technologies become more complex, and as the adversaries we face become smarter and faster, we trust that the problem of privacy will continue to be studied and its challenges continue to be overcome. To this end, we believe that our research has opened opportunities that could be further explored by ourselves and by other researchers, and that it has provided regulatory institutions with an enriched knowledge of the existing privacy problems and has presented them with adequate solutions. The implementation of which should be made mandatory to ensure the future of privacy.
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