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Abstract
Switzerland has committed itself to an ambitious energy strategy. It aims to replace the exist-
ing nuclear generation capacity with predominantly indigenous renewable resources. Wind
power could play a signi�cant role in this transition, yet the wind resource in the mountainous
terrain that makes up most of the country is poorly understood. There are indications that
this resource could be signi�cant, but studies undertaken so far acknowledge large uncertain-
ties. This is because the complex topography of the mountains in�uences the �ow patterns
signi�cantly, and these can become partially decoupled from the synoptic �ow aloft. This
thesis aims to improve the understanding of the wind resource in highly complex terrain, and
thereby contribute to a well informed energy transition in Switzerland.
We start out by investigating the characteristics of the Swiss wind resource based on data from
two meteorological measurement networks. From the pair-wise correlation between stations,
it is concluded that wind farms across the country can be combined to produce a stable power
output. It is also shown that elevation plays an important role in the wind resource, with the
likelihood of sustained low wind speeds decreasing as a function of elevation, while mean
speeds tend to increase with elevation.
Next, a state of the art Numerical Weather Prediction model is assessed in its ability to simulate
wind speeds over the Alps, and is shown to improve drastically upon existing mean wind speed
estimates. This same model is then used to calculate the wind turbine capacity that is required
to produce signi�cant amounts of wind power, and it is found that the required capacity can
be signi�cantly reduced by allowing for wind turbines to be built at high elevations.
In the last part of this thesis, smaller areas of the Alpine domain are simulated at high resolu-
tions, to investigate the effect of increased model resolution on the accuracy and height of
resource assessments. While it is found that optimal model parameterization is dependent
on weather and terrain, strong indications of higher wind power potential are found with
high resolution models compared to a model at lower resolution. This is explained by the fact
that high resolutions are required to properly resolve the complex topography, which has a
signi�cant in�uence on the �ow patterns and therefore, on the potential energy production.

Keywords: Wind Energy, Resource Assessment, ES2050, Numerical Weather Prediction, Wind
Modeling
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Zusammenfassung
Die Schweiz hat sich zu einer ambitionierten Energiestrategie verp�ichtet. Ziel ist es, die beste-
hende, nukleare Energieerzeuger durch überwiegend einheimische erneuerbare Ressourcen
zu ersetzen. Die Windkraft könnte bei diesem Übergang eine wichtige Rolle spielen, allerdings
sind Windressourcen in gebirgigem Gelände, das den größten Teil des Landes ausmacht,
kaum verstanden. Vieles deutet darauf hin, dass diese Ressource von Bedeutung sein könnte,
aber bisher durchgeführte Studien zeigen große Unsicherheiten. Die komplexe Topographie
der Berge beein�usst die Strömungsmuster erheblich, so dass sie sich zum teil vom synopti-
schen Fluss in der Höhe entkoppeln können. Diese Arbeit zielt darauf ab, das Verständnis der
Windressource in hochkomplexem Gelände zu verbessern und damit zu einer auf Fakten und
Erkenntnissen beruhenden Energiewende in der Schweiz beizutragen. Zunächst untersuchen
wir die Eigenschaften der schweizer Windressource anhand von Daten aus zwei meteorologi-
schen Messnetzen. Aus der paarweisen Korrelation zwischen den Stationen wird geschlossen,
dass Windparks im ganzen Land zu einer stabilen Stromerzeugung kombiniert werden können.
Es wird auch gezeigt, dass die Höhenlage eine wichtige Rolle für die Windenergie spielt: die
Wahrscheinlichkeit anhaltend niedriger Windgeschwindigkeiten nimmt mit steigender Höhe
ab, während die Durchschnittsgeschwindigkeiten mit der Höhe zunehmen. Als nächstes wird
ein numerisches Wettervorhersagemodell in seiner Fähigkeit bewertet, Windgeschwindig-
keiten in den Alpen zu simulieren. Hierbei wird eine grosse Verbesserung im Vergleich zu
bestehenden Schätzungen der mittleren Windgeschwindigkeit erarbeitet. Das gleiche Modell
wird dann verwendet, um die Kapazität zu berechnen, die für die Erzeugung großer Mengen
an Windkraft benötigt wird. Die Ergebnisse zeigen, dass die erforderliche Kapazität erheblich
reduziert werden kann, wenn der Bau von Windturbinen in hohen Lagen ermöglicht wird.
Im letzten Teil dieser Arbeit werden kleinere Bereiche des Alpenraums mit hoher Au�ösung
simuliert, um die Auswirkungen einer erhöhten Modellau�ösung auf die Genauigkeit der
Bewertung und auf das Gesamtpotenzial zu untersuchen. Während optimale Modellpara-
metrisierung von Wetter und Gelände abhängt, nimmt mit zunehmender Modellau�ösung
das Windpotenzial zu. Das lässt sich dadurch erklären, dass für die korrekte Au�ösung der
komplexen Topographie, die einen wesentlichen Ein�uss auf die Strömungsmuster hat, hohe
Au�ösungen erforderlich sind.
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1 Introduction

1.1 Wind power

Humans have been harnessing the power of the wind since the start of civilization, for example
to sail the seas, and later for the pumping of water. The �rst windmills date back to 200 BC
[Carlin, 2003] when they were used to grind grains or pump water. After the invention of
electricity the �rst wind turbines were built at the end of the 19th century, a mere 5 years
after the �rst commercial coal power plant was built1. Initial development of wind turbines
was slow, and fossil fueled stations were preferred for their ease of dispatch and abundant
availability of resources. Towards the end of the 20st century concerns over anthropogenic
climate change gained ground, and the interest in wind power as a source of electricity with
very low associated carbon emissions surged. As a result, during the 21st century, cumulative
installed capacity worldwide increased from 24 GW in 2001 to 539 GW in 2017, i.e. more than
20 fold (see Figure 1.1) [GWEC, 2018, Global WInd Energy Council, 2018].

1ethw.org/Pearl_Street_Station

Figure 1.1 � Global cumulative installed wind capacity, from 2001 to 2017. source: GWEC

1



Chapter 1. Introduction

1.1.1 Intermittency and the power system

A noteworthy downside of wind power compared to fossil-based power generation is the
intermittent nature of the produced power. Where for hydroelectric, coal- and especially gas-
�red power plants power output can be regulated at very small timescales, the power output
from a wind turbine is dependent on the weather. Wind energy, together with other renewable
electricity sources whose power output cannot be easily regulated, such as PhotoVoltaics (PV),
are therefore often referred to as intermittent renewables. Small amounts of such intermittent
renewables can easily be integrated into the electricity mix, as other dispatchable sources are
able to balance the intermittent character [Brouwer et al., 2014]. As the urgency of climate
change becomes more apparent however, people are increasingly looking at ways to allow
for higher penetration rates of intermittent renewables. Traditionally, power generators can
be divided into base- and peak load, the former being that part of power that is required
constantly during the day, and peak load being the positive deviation from the baseload
that occurs only at certain times during the day. (usually mornings and late afternoon/early
evening). Generators with low fuel cost and/or high capital costs, or whose output can not be
easily adjusted (such as nuclear or run of river hydropower) are typically used for baseload
power, whereas generators with easily adjustable power output (such as storage hydropower,
coal or gas �red power plants) are used for peak load. As there is no way to regulate the output
of wind and PV apart from curtailing, they are normally used for baseload power. This also
makes sense from an economic perspective, as their marginal costs are low due to the absence
of fuel costs. It does however, require other �exible generators in the generating mix in order
to respond to the changes in both output and demand. In any power system, with or without
renewables, certain power plants are assigned to deal with unforeseen imbalances between
supply and demand. This capacity is called spinning reserve and backup capacity2 [Ortega-
Vazquez and Kirschen, 2009]. This �exible capacity traditionally consists of power plants (gas,
hydro or coal), that are operating below their maximum capacity and can be ramped up very
quickly.

Further important concepts in the discussion of wind power intermittency are the capacity
factor (the percentage of power production as a fraction of the nameplate capacity of the
wind energy conversion system); the �rm capacity (the fraction of installed wind capacity
that either is online at all times or with a probability similar to the availability of a fossil fuel
power plant); and the capacity credit (the fraction of installed (renewable) capacity by which
the conventional power generation capacity can be reduced without affecting the loss of load
probability) [Giebel, 2006].

It is easy to see that the required spinning reserve will increase as the share of intermittent
renewables in the supply mix increases. And while uninformed opinions in popular media
may occasionally echo sentiments to the contrary, it has been unmistakably shown that wind

2The difference between the two is related to their response times, where spinning reserve is (by de�nition)
online and able to respond within seconds to minutes, while back-up capacity needs to be cold-started and has
typical response times of up to an hour.

2



1.2. Wind power in Switzerland: Current standings and outlook

power does offer a capacity credit [Giebel, 2006, Brouwer et al., 2014], i.e. it can displace part
of conventional generating capacity without the need for full capacity back-up. Coining the
popular saying that �the wind always blows somewhere�, much of the variability can be reduced
by combining wind farms over large distances [Giebel, 2000], in part due to the fact that the
cross-correlation of the wind speed reduces as a function of distance; An important concept
we shall come back to later in this work. As such, it is shown that connecting wind farms
over large distances decreases the standard deviation of the combined power output, and the
power that can be guaranteed over the year increases [Archer and Jacobson, 2007]. On weekly
timescales, weather regimes explain much of the �uctuations in wind power output in Europe,
and locating capacity accordingly may alleviate much of the variability, while increasing the
minimum (�rm) capacity [Grams et al., 2017]. Combining wind power capacity over such
large distances does however requires large transmission capacity [Rodriguez, 2014, Becker
et al., 2014].

1.2 Wind power in Switzerland: Current standings and outlook

1.2.1 Switzerland�s electricity supply

Switzerland�s electricity mix depends heavily on the country�s hydropower infrastructure with
over 33%3 of national power production coming from storage hydropower and over 25% from
run-of-river hydropower. Another 32% are supplied by the country�s �ve nuclear power plants,
and the remaining 9% come from thermal power plants and renewables, with wind power
supplying 0.23% (132,6 GWh) [Bundesamt für Energie BFE, 2017, Kaufmann, 2018]. This wind
power comes from 37 wind farms with in total 57 turbines and a cumulative capacity of 60.3
MW [Kaufmann, 2018]. The majority of the capacity is located in the Jura mountains, in the
northwest of the country (Figure 1.2).

There is a distinct seasonal pro�le to the Swiss power supply, owing to the seasonality of
hydropower. During the summer season, snow melt causes an increase in runoff that leads
to an higher run-of-river hydropower production, as well as increased in�ow to the storage
reservoirs. On the demand side, we see the opposite trend with higher demand during the
winter months due to increases in lighting and heating [Dujardin et al., 2017]. Because of the
limited storage capacity in the hydropower reservoirs, Switzerland is unable to be fully self
suf�cient and is a net importer during the winter months, while exporting during summer.
These facts alone make a strong case for wind power, since mean wind speeds are known to
be higher in winter over north and central Europe [Archer and Jacobson, 2013, Grams et al.,
2017, Clark et al., 2017, Graabak and Korpås, 2016, Holttinen, 2005], making wind power an
attractive complement to hydropower.

3numbers given are for the year 2017, and are nett production, meaning that the consumption for pumped
storage hydropower has been subtracted.
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Figure 1.2 � Wind farms in Switzerland. Purple icons indicate wind parks, while the blue icons
indicate individual turbines with capacities below (light blue), and equal to or above 1 MW
(dark blue). source: Swisstopo, BFE

1.2.2 The Energy Strategy 2050 and the future Swiss power supply

The picture painted above is about to change drastically however, as in 2011 following the
nuclear disaster in Fukushima, the Swiss Federal Council and Parliament decided on a pro-
gressive withdrawal from nuclear energy. This implies that the existing nuclear stations will be
shut down at the end of their operating lifetimes and will not be replaced with new nuclear
infrastructure [Swiss Federal Of�ce of Energy SFOE, 2018]. The Energy act that followed this
decision came into force on January 1st 2018. It envisions, amongst a withdrawal from nuclear
and an increase of energy ef�ciency, a move towards a more indigenous renewables-based
electricity supply [Schweizerischen Eidgenossenschaft, 2018].

The 2011 decision to move away from nuclear led many interested parties to publish their
vision on the future of the Swiss energy supply [VSE, 2012, Barmettler et al., 2013, Teske, 2013],
and produced surge in research on the topic [Prognos, 2012, Weidmann, 2013, Densing et al.,
2014, Swiss Academy of Engineering Sciences (SATW), 2012, Bauer et al., 2017]4. While for
all these studies assumptions and thus outcomes vary (from being unable to cover domestic
production without imports or gas [Densing et al., 2014, Redondo and Van Vliet, 2015] to
being easily able to meet demand with domestic renewables [Gunzinger, 2015] ), one thing
they all lack is a proper assessment of wind power potential (by modern means). While some
calculations use reanalysis data with a horizontal resolutions of 57 km [Redondo and Van Vliet,
2015], thereby reducing Switzerland to a handful of grid cells, others use average generating
days per season [Weidmann, 2013, Gunzinger, 2015] Most works however, quote one and the
same study by Bundesamt für Energie BFE [2004a,b]. This study concludes that the wind

4Densing et al. [2014] provide a very good overview of most of these studies.
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power potential in Switzerland in the year 2050 amounts to 1.2 TWh from wind farms with
an additional 2.8 TWh from individual turbines, which combined forms the often mentioned
potential or target of 4 TWh in 2050. This, and other studies for Switzerland are discussed in
more detail in section 1.4.2.

1.3 Wind resource assessment

Large scale wind resource assessments are often based on reanalysis data with horizontal
resolutions in the order of 0.5°to 1°(~50 to ~100 km), and coarse temporal resolutions [Hoog-
wijk, 2004, Grams et al., 2017, Archer and Jacobson, 2013, 2005]. It is important to realise that
at these resolutions it is impossible to resolve the in�uence of the terrain, nor account for
seasonal or diurnal �uctuations [Archer and Jacobson, 2013]. Especially for very complex
terrain, the in�uence of the topography is signi�cant [Mengelkamp, 1999, Clifton et al., 2014].
On the other hand, measurement stations usually offer no reliable alternative, as they are
inhomogeneously and sparsely distributed. Regional assessments may give a little more relia-
bility, as model resolutions can be increased. However for very complex terrain such as the
Alps, resolutions that capture the complex topography are often unattainable at the country
scale, especially as long time series at decent temporal resolution are required to capture the
variability at diurnal, seasonal and intra-annual scales.

Further complications arise when translating near surface (~10 m) wind speeds to hub heights
(~100 m). The vertical wind pro�le is often assumed to follow a logarithmic or power law [De-
Marrais, Gerard, 1958]. While this may be an acceptable approximation for �at, homogeneous
terrain [Brower et al., 2012] over long time averages [Kubik et al., 2013], it is acknowledged
that in complex terrain wind shear and thus the vertical pro�le behave very differently [Cattin
et al., 2003, Draxl and Mayr, 2009, Clifton et al., 2014].

Using annual mean speeds as a basis of power potential assessment, several assumptions have
to be made. Firstly, as the power produced from any wind turbine is not a linear function of
the wind speed, assumptions regarding the distribution of the wind speeds around the mean
have to be made if no distributions are available. Secondly assumptions on the surface area
available for wind power development have to be made. It is here that we dive into the realm of
various potentials. While many different potential de�nitions exist [Archer and Jacobson, 2013,
Hoogwijk and Graus, 2008, Hoogwijk et al., 2004], they all share some similar components.
Starting with a theoretical potential that describes the power that can be extracted from the
wind, a technical potential then reduces this based on turbine ef�ciencies and maintenance
outtages. The largest subjectivities however arise from the assumptions on land availability
and political acceptance (often termed geographical potential); costs and competitiveness
(economic potential) and integration into the market (market potential). While these are all
very relevant parameters, it is important to realize that they vary over time as public opinion
or political priorities change (geographic potential), prices or subsidies develop (economic
potential) and market regulations and institutional barriers change (market potential).
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1.4 Wind modeling

Numerical Weather Prediction (NWP) models are used to simulate the physical processes in the
atmosphere. Their basic method is to divide the atmosphere into smaller volumes according
to a grid, and solve the conservation equations for momentum (otherwise known as the Navier
Stokes equations), energy(heat) and mass for each of the grid cells. Amongst atmospheric
models, one can distinguish between global, mesoscale (or regional), and microscale models.
Mesoscale models, with horizontal resolutions in the order of kilometers, are typically used
for weather prediction. Here, �ne-scale processes in the boundary layer such as turbulence
are parameterized. At the other end of the spectrum are microscale models, with resolutions
in the order of meters. With these resolutions, it is possible to explicitly resolve (part of) the
turbulent motions. The resolutions that fall in between the meso- and microscale ( �x �10m -
10 km) has been dubbed the �terra incognita� [Wyngaard, 2004, Mazzaro et al., 2017], or �Grey
zone� [Shin and Dudhia, 2016], a range for which both meso- and microscale models were not
designed. The continuous advance in computational power has allowed mesoscale models to
be run on increasingly higher resolutions [Gerber et al., 2018, Raderschall et al., 2008], thereby
entering this terra incognita. This increase in model resolution can however lead to poorer
results, as grid-dependent convection can occur [Zhou et al., 2014].

Wind �ows near the earth�s surface are a result of both the synoptic scale �ow patterns as well
as the interactions with the surface. As the topography becomes more complex, the relative
in�uence of the latter increases, to the extent that local �ows can deviate signi�cantly from
their synoptic drivers, or -in the case of thermal �ows- can become completely decoupled
[Truhetz, 2010]. This implies that for accurate simulation of the wind speeds over complex
terrain, it is imperative to accurately represent the topography.

1.4.1 Downscaling: Static vs Dynamic

The translation of coarse gridded meteorological data to �ner grids is called downscaling.
This can be done statistically or dynamically, where the latter involves running regional NWP
models at �ner resolutions with the boundary conditions provided by the coarser model.
Statistical downscaling on the other hand relies on correlations between parameters avail-
able at the target scale and the parameters at coarser resolution. The downside to statistical
downscaling is that the physical processes responsible for these correlations are not taken into
account. The upside being that statistical downscaling requires signi�cantly less computa-
tional power compared to dynamical downscaling. Downscaling with NWP models requires a
lot of computational resources, mainly due to the solving of the (coupled) partial differential
equations that make up the governing conservation equations. A third option therefore is to
simplify these governing conservation equations. Amongst the model that do this, we can
distinguish between linearized, steady-state models such as WAsP5 and non-linear CFD or

5http://www.wasp.dk
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Reynolds-averaged Navier Stokes (RANS) model such as WindSim6 [Brower, 2013]. The former,
sometimes also called diagnostic models forgo the time-derivatives of the governing equations,
thereby assuming a steady-state �ow [Truhetz, 2010] and are shown to fall short in complex
terrain [Cattin et al., 2006]. For the RANS CFD models the performance in complex terrain is
not as unequivocal, with studies concluding their performance to be �adequate� [Cattin et al.,
2006] to clearly outperformed by fully physical NWP models, especially as the distance from
measurement towers providing initialization data increases [Brower, 2013]. Both methods are
highly sensitive to the initial wind �eld and the number of observations per simulation area,
and are unable to reproduce thermally induced �ows [Truhetz, 2010].

1.4.2 Wind modeling and resource assessment for Switzerland

As touched upon in section 1.2, the study responsible for the often cited 4 TWh/a in 2050 is
the Swiss wind energy concept (Konzept Windenergie Schweiz)[Bundesamt für Energie BFE,
2004b,a], not to be confused with the 2017 document with the same name, which only assesses
political interests [Bundesamt für Raumentwicklung, 2017]. It the 2004 study, wind �ows for
several standard situations are calculated, and subsequently weighted with annual means
of 103 wind speed measurements from weather stations. Using a topographic model the
results are interpolated onto a 100 m by 100 m grid. This geo-spatial method yields annual
means with no information on their distributions. As noted by Truhetz [2010] this method
has conceptual shortcomings in the Alpine region Because of the terrain-induced decoupling
effects between predictors and predictands. Nevertheless this method was again used in the
Alpine Windharvest project [Cattin et al., 2006, Schaffner and Cattin, 2005, Schaffner and
Remund, 2005]. In 2016 roughly the same method was used for an update of the wind map
produced in 2004. The resulting �Swiss Wind Atlas� gives annual mean speeds at heights of 50,
75, 100, 125 and 150 m above the surface, based on the WindSim model mentioned previously,
combined with roughly 100 mast measurements at different heights (See Figure 1.3) [Koller
and Humar, 2016]. Reported absolute errors in mean annual wind speeds are in the order of
1.0 m/s for valleys and 1.5 m/s for mountains (, although it is unclear if these reported errors
are statistically signi�cant or �example� errors).

Oppliger et al. [2016] applied the CFD model OpenFoam7 to a small part in the northeast
of Switzerland and showed that the uncertainty in the annual means could be reduced with
40% compared to the Swiss wind atlas. In this method, weather is clustered into 9 main
classes, based on the pressure differences for valley, hill, and mountain stations (3 each). For
each cluster two representative hours in a 24h COSMO-1 forecast are selected and used as
boundary conditions for CFD simulationsat 200 m resolution8. The simulated wind speeds
are then scaled to match the speeds at the measurement stations, and Weibull parameters are
estimated by averaging over the 9 weather types and stations.

6https://windsim.com/
7ww.openfoam.com
8�detail� simulations with 50 m horizontal resolution were also conducted
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Figure 1.3 � The Swiss wind atlas, available at www.winddata.ch. Shown here are the annual
mean speeds at 125 m above the surface. source: Swisstopo, BFE

Notable works from neighboring countries include the works from Draxl and Mayr [2011],
who conclude that ridges in the Austrian Alps offer very favorable wind conditions, often
with a constant vertical wind pro�le. All of the sites considered in their work have higher
power potential per m2 than an offshore wind park near the coast of Denmark. A hybrid
dynamical/geo-statistical method developed in Truhetz [2010] was used to asses the technical
and economical wind power potential in Austria, the upper limit of which was estimated
to be around 30 TWh annually [Truhetz et al., 2012]. Including �political considerations�,
Winkelmeier et al. [2014] estimate the practical potential for Austria to be around 6649 MW in
the year 2030, which could supply around 24% of the country�s electricity supply.

1.5 Content of the thesis

Given the impending changes to the Swiss power supply, it is remarkable that thus far no
in-depth assessment of Swiss wind power potential has been undertaken. Granted, the 2016
studies (Wind Atlas [Koller and Humar, 2016] and Wind Cadastre [Oppliger et al., 2016]) are
a noteworthy step in the right direction, but as the authors themselves admit, there is great
uncertainty surrounding the resource estimates in the mountains [Koller and Humar, 2016].
With the emerging realization that terrain induced �ows can form signi�cant contributions to
wind power supply [Draxl and Mayr, 2011], a more focused investigation of the wind power
potential from mountainous terrain is imperative for a well informed discussion on the future
direction of the Swiss power supply, if the latter is to include signi�cant degrees of renewables.
In this thesis the wind power potential in Switzerland is investigated, with a special focus on
the complex terrain of the Alps.
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Chapter 2 An analysis of spatial correlation, persistent low wind power conditions and the
diurnal and seasonal wind speed patterns over Switzerland is undertaken, based on data
from two measurement networks across Switzerland. Spatial correlation is relevant for the
smoothness of the overall power output when combining wind resources at different locations.
Using extreme value theory, the likelihood of sustained low power production intervals is
assessed, and related to spatial parameters (only elevation really). Finally diurnal and seasonal
patterns are investigated and explained from terrain characteristics.

Chapter 3 The Numerical Weather Prediction (NWP) model COSMO-1 is used to asses the
potential for wind power in Switzerland. First, the model�s performance in complex terrain is
validated by comparing the modeled hourly wind speeds to measurement stations. Modeled
wind speeds are then used to simulate power production and assess capacity factors. Next,
the in�uence of turbines location on resulting system wide annual imports is assessed for
scenarios of a fully renewable Switzerland with varying degrees of wind power generation.
To this end, a model of the Swiss electricity system is deployed. Lastly, for annual wind
power targets of 4, 6 and 12 TWh/a, the required number of turbines is calculated, and the
dependence on elevation is assessed.

Chapter 4 In order to investigate if the uncertainty of alpine wind power resource assessment
can be further reduced, simulations with the Weather Research and Forecasting (WRF) model
are undertaken on a powerful supercomputer. For two domains in the Swiss Alps, centered
around existing wind turbines, a model set-up is derived that is validated against weather
stations and the hub-height wind speed measurements. Comparing the simulation results
against both the COSMO-2 and the COSMO-1 model, the relation between model resolution
and the ability to represent terrain induced �ows is investigated.
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2 Potential contributions of wind power
to a stable and highly renewable
Swiss power supply

This chapter is a postprint version of the article previously published in Applied Energy 192
(2017) 1-11, doi: 10.1016/j.apenergy.2017.01.085 , Bert Kruyt12 , Michael Lehning12, Annelen
Kahl12

Candidate�s contribution The candidate developed the research concept together with M.L. Fur-
thermore, the candidate gathered the data, conducted the analysis and wrote the manuscript.

2.1 Introduction

In 2011, following the Fukushima Daiichi nuclear disaster, the Swiss Federal council and Par-
liament decided on the phase out of Switzerland�s �ve nuclear energy plants [Schweizerischen
Eidgenossenschaft, 2018]. As nuclear energy is responsible for 37,9% of Switzerland�s annual
(2014) electricity supply [Bundesamt für Energie, 2015], this phase out implies a major over-
haul of the Swiss electricity supply. To this end, the Federal council has developed the �Energy
Strategy 2050� which - amongst others- encompasses an expansion of electricity production
from renewable sources (wind, solar, hydro and geothermal).

Rapid expansion of weather dependent renewable electricity sources can however lead to
undesired side effects. In Germany, where solar and wind power have seen a signi�cant
increase over the last decade, negative prices and high consumer costs are amongst such effects
[Fanone et al., 2013, Ketterer, 2012]. With a high share of wind power (15% of total German
electricity consumption in 2015) [Arbeitsgruppe Erneuerbare Energienstatistik, 2016], the
ability to dampen �uctuations in production is also reduced. In extreme cases neighbouring
countries are called upon to help smoothen out spikes in power production, as happened
during a storm in March 2015, when the German TSO requested neighbouring countries

1Ecole Polytechnique FØdØrale de Lausanne (EPFL), School of Architechture, Civil and Environmental Engineer-
ing (ENAC), Lausanne, Switzerland

2WSL Institute for snow- and avalanche research SLF, Davos, Switzerland
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to absorb German wind electricity in order to stabilise the German transmission grid [Rp-
online.de, 2015]. While in this case the neighbouring countries were able to assist, in a
future, highly renewable Europe where all countries have a large share of weather dependent
renewables, such balancing from neighbours cannot be guaranteed, since there is a strong
correlation between wind speeds on those geographic scales [Giebel, 2000]. Recently, much
research has therefore focussed on the integration of renewables into the grid (see for example
[Brouwer et al., 2014, Lund et al., 2015, Ueckerdt et al., 2015]) and the associated costs [Brouwer
et al., 2015, 2016]. Switzerland differs from the general European case due to the presence of
large amounts of hydropower3, which has been shown to increase the market value of wind
energy [Hirth, 2016], as hydropower allows for the compensation of short-term mismatches
[Dujardin et al., 2017].

With current wind power penetration levels in Switzerland ( 0,14% of 2014 power produc-
tion / 0.17% of consumption)[Prognos, 2012, Bundesamt für Energie, 2015] it appears most
economical to locate the capacity based on maximum annual yield, ignoring the temporal
generation pro�le, since the installed capacity is relatively small. Imports can be called upon
when no wind power is delivered and demand is high. However as both Switzerland and
the EU are expected to increase their wind capacity in the coming decade4, the temporal
generation pro�les and their correlation will become increasingly important. The case of
Germany exempli�es that placing capacity based on maximum annual yield can become
harmful to the system once penetration rates of renewables reach certain levels. Although it
makes sense from an individual investor�s perspective to locate capacity based on maximum
annual yield (especially given current feed in tariffs), for the system as a whole it may be
bene�cial to consider other spatio-temporal statistics when allocating renewable sources.

The purpose of this work therefore is to explore those wind speed statistics over Switzerland
that are relevant in case of high penetration rates of wind power. Speci�cally three elements
are investigated: Firstly, we look into the correlation between wind speeds throughout the
country, because this is related to the ability to smoothen overall wind power production.
Secondly, using extreme value analysis, we examine the occurrence of long periods where
wind speeds are outside the turbine�s operating range (i.e. either too high or too low). Such a
probabilistic assessment sheds light on the worst case scenarios that are to be expected. Lastly,
we investigate the diurnal wind speed patterns across the country, and look into their seasonal
variation. Given that demand for electricity is subject to signi�cant diurnal and seasonal
�uctuation, in a future Swiss power system with large shares of renewables, the temporal
production patterns of non-dispatchable renewable sources are crucial to minimise mismatch
betweeen (residual) demand and supply. For all three aspects mentioned above, we try to
assess the in�uence of the highly complex topography on the results. In so far as these themes

3 56,4% of annual (2014) electricity supply, 31.7% of which consists of storage hydropower [Bundesamt für
Energie, 2015]

4The European Wind Energy Agency estimates installed wind capacity in the EU to reach between 251 and
391GW in 2030 (between 19 and 33% of the EU�s 2030 demand) [Corbetta, 2015]. In Switzerland, wind power is
projected to produce between 500 and 1700 GWh in 2035, when demand for electricity will be in the range of 55 to
60 TWh (0,8 to 3%) [Prognos, 2012]
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have been reseached, most studies have considered non-complex terrain. Given the profound
in�uence of topography on meteorological parameters [Villanueva et al., 2011], there is little
reason to assume the results of these studies could apply to complex terrain as well.

The correlation � between wind speeds as a function of distance d is typically related to a decay
parameter D , which determines how fast the correlation decays with distance [Giebel, 2000].
Giebel [2000] �nds a decay parameter of D=723 km for correlation between wind stations
across Europe. Holttinen [2005] �nds a value of D=500 km for Scandinavian countries, and
Katzenstein et al. [2010] estimate D=350 km for Texan wind power time series. Villanueva et al.
[2011] describe a linear relation between correlation and distance, and compare correlations
in both complex and non-complex terrain. They conclude that a linear relation between
correlation and distance is a decent approximation in both cases. Reducing output variation
therefore typically requires combining wind farms over distances in these orders of magnitude,
where the relative variability of wind power decreases as the area considered as an intercon-
nected system increases [Galanis, 2014]. However, the terrain in these studies is relatively
�at. Given the aforementioned in�uence of topography on meteorological parameters, it is
unlikely that the values found in these studies apply to more complex topography (such as
that of Switzerland [Weber and Furger, 2001]). So far, no comparison between correlation of
wind speeds in complex terrain with these existing studies has been made. With this study we
aim to �ll that gap.

Next, we examine the occurrence of long periods where wind speeds are outside of the turbine�s
operating range and consequently, no power can be produced. While short term �uctuations
(in the order of minutes to hours) may be balanced by hydropower production [Dujardin
et al., 2017], sustained periods with low wind speeds have a strong impact on power systems
that are highly dependent on wind power production. Often, wind speed persistence is
investigated using the autocorrelation function, conditional probability or speed duration
curves [Cancino-Solórzano et al., 2010] [Koçak, 2002] [Koçak, 2008], but also runs analysis
and intensity-duration analysis [Leahy and McKeogh, 2013]. Recently, Telesca et al. [2016]
investigated the temporal structure of high frequency wind series in Switzerland, and found
cyclic components of 24, 12, and sometimes 8 or 6 hours, that they relate to temperature and
pressure variations. We will use extreme value analysis (EVA) to make inferences about long
periods of low wind power conditions, because EVA allows for estimates beyond the length of
the observed dataseries. Extreme value analysis is often used to describe extremes of processes
in nature such as snowfall [Blanchet et al., 2009][Blanchet and Lehning, 2010][Blanchet and
Davison, 2011], rainfall [Thibaud et al., 2013], and wind speeds [Simiu and Heckert, 1996], but
also �nancial processes and value at risk [Smith, 2004]. Its basic premise is to separately model
the tail of a distribution. Although the magnitude of extreme wind speeds in Switzerland and
elsewhere has been investigated before [Ceppi and Appenzeller, 2008, Etienne et al., 2010, Laib
and Kanevski, 2016, Palutikof et al., 1999], to our knowledge no effort has been undertaken to
map the extremes of low-wind persistence in Switzerland, or relate these to power production.

Lastly, we examine the seasonal and diurnal evolution of wind speeds across Switzerland as
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well as elevational trends. Given the varied and complex terrain found across the country, it is
possible that the (evolution of) wind speeds will be affected by this. For example, Chow [2013]
describes diurnal mountain wind systems or thermally driven winds: Due to the heating and
cooling of the lower atmosphere, winds form that are driven by buoyancy. Mainly during stable
summer weather, daytime heating in valleys will produce an up-valley �ow. Nighttime cooling
in its turn, will produce downwind �ows, as cooler, heavier air �ows down-slope. In section
2.3.4, we will investigate the evolution of the diurnal wind speed patterns over Switzerland,
and infer implications for wind power production.

Apart from a diurnal evolution, there is also a seasonal pattern to the Swiss electricity demand
that is mainly associated with an increase in lighting and heating in winter [Bartlett et al., 2015].
Combined with reduced hydropower production in winter due to the characteristics of the
hydrological cycle, this leads to a power de�cit in winter [Swissgrid, 2014]. We will therefore
also investigate the seasonal evolution of diurnal cycles, and see to what extent wind power is
able to meet this demand. This is especially relevant given the fact that solar power declines
signi�cantly in winter due to the earth�s inclination, and as such is unable to complement
hydropower in its seasonal cycle. Mean wind speeds in Europe, on the contrary, are reported
to increase in winter [Heide et al., 2010]. We will investigate if this also holds for the complex
terrain in the Alps.

The paper is structured as follows: In the next section we describe the two main datasets
that were used as well as the data processing that was done and the methods to calculate
correlation, return levels and diurnal patterns. Next, in section 2.3 we discuss the results. We
analyse some of the sensitive parameters with regards to the calculation of return levels in
section 2.4. In section 2.5 we present our conclusions.

2.2 Data and Methods

2.2.1 Measurement stations

The Swiss weather service MeteoSwiss deploys a network of roughly 160 automated measuring
stations across Switzerland, called SwissMetNet (from here on SMN) [MeteoSchweiz, 2016].
We�ve manually selected the stations with long measurement series (minimum of 35 years) of
hourly wind speeds, which gives us a dataset of 42 stations. These stations are located through-
out Switzerland, at altitudes ranging from 273 (Lugano) to 3302 m.a.s.l. (Piz Corvatsch). A
second dataset is formed by the IMIS station network [Lehning et al., 1999, SLF, 2016]. This
network, consisting of 198 stations around the Alps and Jura mountains, is operated by the
Swiss Institute for Snow and Avalanche Research SLF. These stations are located in pairs with a
wind station at an exposed location and a snow station at a less exposed location, which is
generally also at slightly lower elevation. All stations measure temperature, humidity and wind
speed. Data are averaged over 30 minutes. For our purposes, we use the wind stations, and
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only use the snow stations to interpolate missing data in the wind stations (see next section).
These wind stations are located at elevations from 1936 (Amden - Mattstock) to 3345 (Zermatt
- Platthorn) m.a.s.l. In total this gives us 62 of these stations, of which we use the 57 that have
data sets longer than 5 years. Figure 2.1 shows both the IMIS and SMN stations in Switzerland.

Figure 2.1 � Map with meteorological stations from the SMN and IMIS networks.

2.2.2 Missing Data

Most wind speed time series contain missing data, for example due to icing of the anemome-
ters [Grünewald et al., 2012]. Since the continuity of the time series is important to infer results
about persistence, we want to work with continuous data as much as possible. For the IMIS
stations, the presence of a second station (snow station) close to the wind station provides
a useful set to base our estimates of missing data on. Here, missing values are imputed with
the Amelia package in R [Honaker et al., 2011][Honaker et al., 2015]. This package estimates
missing values based on an Expectation-Maximization with Bootstrapping (EMB) algorithm.
To this end, for each IMIS wind station, the overlapping periods with the IMIS snow station, as
well as the neighbouring SMN station (based on smallest distance) are synchronised and fed
into the Amelia algorithm to impute the missing values. As there are periods where both the
corresponding snow station and the nearest SMN station are also without data, not all missing
values have been resolved. Intially the average missing data per series was 8.9 % (with a
median and max of 7.6% and 23.4% resp.). After imputation, these percentages are 0.4, 0.3 and
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2.3% respectively. We then average the IMIS values over the hour, so that both datasets have
hourly resolution and can be easily combined. For the calculation of correlation coef�cients
and the calculation of diurnal wind patterns, we use this dataset and ignore the entries with
missing values. For the calculation of return levels, the remaining missing values are replaced
with the mean, because leaving them as zero or missing would distort the calculation as they
would be regarded as being below the cut-in speed, and this could falsely introduce long
periods of no wind power.

2.2.3 Correlation

Cross-correlation between measurement stations describes the degree to which two time
series change in the same direction and magnitude. It is usually quanti�ed using Pearson�s
correlation coef�cient. Several authors have �tted an exponentially decaying function to
describe correlation between wind speeds as a function of distance [Giebel, 2000], [Holttinen,
2005], [Katzenstein et al., 2010]. These functions have mainly been of the form

� = e�d/D , (2.1)

where � is the correlation coef�cient, d is the distance and D the decay parameter that
describes how fast the correlation decreases with distance. The latter is usually determined by
�tting equation 2.1 to the data.

2.2.4 Turbine choice

The power a wind turbine produces at a certain speed is described by a turbine�s power curve,
which is speci�c for each turbine. In this work, we use the Enercon E82 turbine with a capacity
of 2MW, the cut-in speed at which the turbine starts to produce electricity, and the cut-out
speed, at which the turbine is shut down to prevent damage. This turbine is widely used in
Switzerland (a full list of current installations can be found on-line at [MeteoTest]). It has
a relatively low cut in speed of 2.5 m/s, which is thought to be favourable in low(er) wind
conditions such as Switzerland. Using the same turbine for all locations arguably leads to
sub-optimal results, since a higher power yield could be achieved by optimising the turbine
selection for the wind characteristics of each location. As the selection of a turbine for a
speci�c site is not straightforward however, this is beyond the scope of the present work. Since
the goal is to compare locations rather than �nd the optimal yields, using one turbine seems
plausible.
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2.2.5 Height transformation

The wind data is recorded at 10m, whereas most turbines are in the height range of 75-100
meters. Therefore a transformation has to be made to make these speeds comparable. The
vertical wind pro�le is often represented as following a logarithmic or power law [DeMarrais,
Gerard, 1958] [Emeis, 2005], the latter being given by

vhh = v10(
hh
10

)� (2.2)

with vhh the speed at hub height hh, v10 the speed measured at a height of 10 meter and �
the wind shear coef�cient. For neutral stability, a rule of thumb is to use a value of 0.143 or
1/7 for �, although it is acknowledged that this may underestimate energy yield [Kubik et al.,
2013] (and references therein), as � is neither constant over height nor over time. Indeed, a
range of (average) values for � have been reported, from 0.1 in a mountain pass in Switzerland
[Clifton et al., 2014] to 0.36 for a Mediterranean island [Farrugia, 2003]. When intra-annual
values of � are considered, it becomes clear that great variation during the year takes place.
Kubik et al. [2013] �nds values ranging from -0.5 to 0.5, with a mean of 0.119, as well as a clear
diurnal pattern, where night time shear values are almost twice the daily values. Clifton et al.
[2014] �nd negative values for south-easterly winds at a pass location, and Farrugia [2003]
reports higher shear exponents during night-time and during winter. Furthermore, Bunse
and Mellinghoff show that the distribution for � is broader in �at terrain than it is in complex
terrain, and concludes no general trend towards lower values of � in complex terrain. Lastly, it
has been noted by several authors that in complex terrain, the vertical wind pro�le does not
always follow a logarithmic- or power law [Cattin et al., 2003] [Draxl and Mayr, 2009] and that
this may lead to errors in power estimates of up to 50% [F�rt�n et al., 2011]. In absence of a
clear parametrisation of �, we stick to the common-yet-disputable value of 0.14. Rather than
transforming the entire wind speed time series from 10 m to hub height, we transform the
turbine�s power curve (and thus the cut-in and cut-out speed) down to 10m, for an assumed
hub height of 80m. This is done solely for computational purposes, as transforming these
two is less time consuming than transforming all multi-year time series. This then gives us a
direct translation from measured wind speeds at 10m to power output of a hypothetical wind
turbine with a hub height of 80m.

2.2.6 Extreme Value Analysis

Extreme value analysis deals with the statistical behaviour of the extremes of a distribution of
random variables [Haan and Ferreira, 2007]. For a sequence of independent and identically
distributed random variables X1, X2, .., Xn the maximum is given by Zn = max(X1, ..., Xn).
Given that n is large enough, the probability that Zn does not exceed a level z is given by
the Generalised Extreme Value (GEV) distribution, whose cumulative distribution function is
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given by

G(z;µ,�,	) =

�
�

�
exp

�
�(1+	 z�µ

� )�
1
	

�
for 1+	 z�µ

� > 0

0 otherwise
(2.3)

where µ, � and 	 are the location, scale and shape parameter, respectively. The sign of the
shape parameter 	 tells us whether the distribution is bounded (	< 0), in which case the value
of X is limited and theoretically no value above an upper bound can be observed. When the
distribution is light tailed (i.e. 	= 0), extreme values are possible albeit not very likely. Lastly,
in the case of a heavy tailed distribution (	> 0), extreme values are more likely to occur. These
three cases of the GEV distribution are also known as the Weibull-, the Gumbel and the Frechet
distribution respectively. For a visual representation of the GEV parameters, see [Blanchet and
Lehning, 2010]. Two main methods exist for dealing with maxima. Traditionally, the data is
separated into blocks (e.g. months) and the GEV distribution is �tted to the monthly maxima.
Hence this method is referred to as the block maxima method. The obvious downside here
is that a lot of extremal data is discarded. The so-called peaks-over-threshold (POT) method
on the other hand, takes into account all values above a certain threshold u. Given that the
threshold is suf�ciently high, the distribution of threshold exceedances can either be described
by a generalised Pareto distribution (GPD), or by a Poisson Point (PP) Process. The latter has
the advantage that by rescaling the intensity function of the Poisson process, the parameters
can be made identical to those of the GEV. (For details see [Coles, 2001] or [Coles and Davison,
2008]). This allows for the computation of the return level zp , a value that is exceeded on
average once every return period 1/p. As such, a return level represents the (1�p)th quantile
of the GEV distribution. By inverting equation 2.3 we can obtain its value:

zp =

�
�

�
µ� �

	

�
1� {�log (1�p)}�	�

for 	 �=0

µ��log�log (1�p) for 	= 0
(2.4)

Of relevance to power production are the periods when no power is produced because the
wind speed is either below the cut-in speed, or because the wind speed is above cut out speed.
To assess these, we record the length of the intervals where the wind speed is outside of the
turbine�s operating range (i.e. below cut-in or above cut-out). With the distribution of these
interval lengths, a Poisson point process is �tted to the exceedances over a threshold, for
which the 90th percentile is used. Since we are modelling the interval length rather than wind
speed, these data are independent. An important issue is the role of declustering in these
series. Is the end of a no-power interval de�ned by one hour of power production, or do we
need several consecutive hours of power production before a no-power interval is over? The
consequences for the power system of a single hour of power production in between large
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Figure 2.2 � The Return level (in hours) as a function of the declustering parameter k. Shown
here for the location Chasseral, in the Bernese Jura region of Switzerland.

intervals of no power can be argued to be insigni�cant. Therefore the declustering is run
with a declustering parameter [Süveges and Davison, 2010] of 3 hours. This means that wind
speeds will have to be above the cut-in threshold (or below cut-out) for a minimum of 3 hours
in order to separate no-power production intervals. Increasing this parameter leads to larger
clusters of no-power events and as such will have a profound impact on the results. (see �gure
2.2. The parameter choice is thus an important one, although there is no obvious choice. (For
now we keep the declustering parameter k << threshold u). No power production due to
forced downtime is not considered here. The return periods for no production because of
low or high winds are dif�cult to compare to production losses because of turbine service or
material damages. However, most turbines require on the order of days of service time with a
yearly return period [Hahn et al., 2007] but - more importantly - not all turbines of a farm will
be off production at the same time. Therefore, we neglect the service and repair production
losses in our analysis. Although it is acknowledged that in highly turbulent environments,
fatigue loads may be higher [Brand et al., 2011], which could lead to shorter turbine life or
increased downtime, the magnitude of such effects is highly site-speci�c.

2.2.7 Diurnal wind speed patterns

To investigate the diurnal wind patterns at different stations, data were processed as follows.
Hourly time series for both station networks were averaged by hour of the day to produce
annual averaged diurnal pro�les. Secondly, the averaging was done per month and per hour
of the day, so that intra-annual difference could be explored.
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Figure 2.3 � Cross-correlation between wind speeds in Switzerland. Also shown are the �tted
functions, as well as the other values found in literature describing this relation [Giebel, 2000,
Holttinen, 2005, Katzenstein et al., 2010].

2.3 Results and Discussion

2.3.1 Correlation

Figure 2.3 shows the cross-correlation coef�cients as a function of the distance for 99 wind
measurement stations from both the IMIS and SMN network in Switzerland. Also shown
are some of the functions found in literature describing the relation between wind speed (or
power) correlation and distance as discussed in the introduction. Upon a �rst glance at the
data in �gure 2.3, �tting an exponential curve does not appear very obvious. And indeed,
when we do, although we �nd a decay parameter D of 44km, the R2 value of -0.65 tells us this
is a worse �t than a horizontal line. A linear �t is hardly better with an R2 of 0.04 . From a
visual assessment we can conclude that the correlations between wind speeds as a function of
distance are signi�cantly lower in Switzerland when compared to the values found in literature.
What is furthermore noteworthy, is the fact that a signi�cant number of negative correlations
are found, indicating anti-correlation. This �nding is interesting in view of combining wind
farms to reduce overall output variability. It should be noted that because of the non-linear
relation between wind speed and power output, correlation between power production is
not (exactly) the same as correlations amongst wind speeds. Generally, correlations between
power are lower (in the case of Giebel [2000] D=723 for speed and 641 for power). However,
even with this remark, the above conclusion that correlations in Switzerland are lower still
holds.
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(a) 10 year return level (b) 50 year return level

Figure 2.4 � Return levels (in hours) for no power intervals. These represent the no-power
production intervals that are to be expected once every 10 (50) years.

2.3.2 Return levels

Figure 2.4 shows the return levels for return periods of 10 and 50 years, in hours of no power
production. This can be interpreted as the level being exceeded once every 10 (50) years. It
ranges from 29 to 1017 hours (roughly 6 weeks) for a return period of 10 years. For the return
period of 50 years, the range spans from 34 hours to 1964 hours (�gure 2.4). The highest 10
year return level is found in Disentis/Sedrun (1197 m.a.s.l.), in the central part of Switzerland,
whereas the lowest return level was found at Sidelhorn, a summit close to the Grimsel pass on
the border of the cantons of Bern and Valais. At a �rst glance, no clear spatial pattern seems
apparent. A investigation into the relation between altitude and the parameters of the �tted
Poisson Point process is shown in �gure 2.6. It can be seen that there is a correlation between
a station�s elevation and the parameters of the �t, which leads to a correlation between the 10
year return level and elevation. We can also see that the majority of stations have an unbound
distribution, indicated by the positive value of 	. For a couple of stations the parameter
	 is negative, indicating a bound distribution. If we closer examine the 14 stations with a
signi�cant negative 	 parameter (	< 0.01), we �nd that these are mainly stations above 2200
m.a.s.l, except for two stations in the (far) western part of Switzerland at lower elevations (the
only two SMN stations in the lower right panel of �gure 2.6). These two stations are both
located at a hill with a long upwind fetch amidst relatively �at terrain, which may contribute
to their above average wind speeds.

2.3.3 Seasonal decomposition

Switzerland�s electricity consumption is higher in winter due to increased heating and lighting
demand [Bartlett et al., 2015]. Combined with the characteristics of the hydrological cycle,
this leads to a power de�cit in winter [Swissgrid, 2014]. It is therefore insightful to look at the
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Figure 2.5 � Ratio of return levels in summer vs winter. A value above 1 indicates higher return
levels in summer. The series were split into summer and winter, where summer was de�ned
as consisting of the months May to October, and winter as November through April.

return levels for sustained no-power events in the summer and winter periods separately. To
this end, the dataset is split into summer and winter. This creates yearly interruptions in the
dataset, whereby the average interval length is shortened. As such, these results cannot be
directly compared to the overall return levels, but only side by side. This is done in �gure 2.5,
where we see distinctly lower return levels during winter, when compared to the summer
periods. This implies that no-power periods are -on average- shorter during the winter months.

2.3.4 Diurnal patterns

Figure 2.7 shows diurnal wind speed pro�les for the stations in the SMN network (left) and
IMIS network (right). There appear to be two distinct types of pro�les, characterised either by
an increase in wind speed during the afternoon, or a decrease. The majority of the stations
belong to the latter, which can be explained by the diurnal evolution of the boundary layer.
The other distinct pattern we see is wind speeds increasing during the afternoon. This occurs
mainly at stations in the SMN network (compare �g a and b). In the IMIS network, only two
stations display this behaviour. Both are situated at mountain ridges near the upper end of
long valleys (Sidelhorn in the Rhone valley and Cho d�Valetta (Bever) at the Inn valley respec-
tively). Long valleys are known to produce so called valley winds, when thermally induced
pressure differences cause up-valley �ows [Chow, 2013]. Speci�cally in the Inn valley, pressure
differences of up to 5hPA have been reported [Vergeiner and Dreiseitl, 1987]. The SMN dataset
includes more valley stations, and here the afternoon peak in speeds is more common (see �g
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Figure 2.6 � The 10 year return level (upper left), and the parameters of the GEV distribution,
plotted as a function of altitude.
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Figure 2.7 � Diurnal wind speed pro�les for the a) SMN stations. b) the IMIS stations. The
SMN dataset contains stations at lower elevations, and as such has more stations that display a
typical valley wind pattern with wind speeds increasing in the afternoon. In The IMIS dataset
with higher elevation stations this behaviour is less common. Times are in UTC (+1 hr for
Swiss wintertime, +2 for summertime.)

2.7).

Seasonal decomposition of diurnal patterns.

The majority of Switzerland�s power comes from hydropower, which has a distinct annual
cycle, with production peaking in mid-summer, although demand peaks in winter [Bartlett
et al., 2015]. In a future renewable Swiss power system, high emphasis will be placed on
compatibility with this annual hydropower cycle. Although photovoltaic power generation
is assumed to play a big role in Switzerland�s future electricity supply [Prognos, 2012], it also
suffers from an annual cycle that is not complementary to that of hydro [Bartlett et al., 2015].
Wind power could provide a balancing component to the power supply. We therefore look
at the monthly variations in diurnal patterns, by calculating the average diurnal cycle per
month. Figure 2.8 displays such monthly decompositions for 6 selected stations. What is
clear in all cases, is that there is signi�cant variation from the annual average diurnal cycle,
displayed by a dashed black line. Examining the stations at Gütsch, Bever, Chur and Visp, we
see that the increase during the afternoon that is associated with a thermally induced valley
wind, mainly occurs in the summer months when irradiance is high. During winter the peak
is signi�cantly less pronounced at these locations. Similarly for the stations without thermally
driven winds (Chasseral, and Simplon) we also see a decrease in intra-daily variation during
winter, as pro�les become �atter.
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Figure 2.8 � Monthly diurnal patterns for the locations Chasseral, Gütsch, Bever Visp, Simplon
and Chur. The black dashed line indicates the annual average, the coloured lines represent
the months. Times are in UTC (+1 hr for Swiss wintertime, +2 for summertime.)
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Figure 2.9 … Relative increase in mean speeds in winter compared to summer, as a function of
elevation. Higher altitude locations seem -on average- to have relatively higher wind speeds
in winter.

2.3.5 Elevation

Mean wind speeds in Europe are reported to be higher in winter [Heide et al., 2010], which

based on our data we can con“rm for Switzerland: On average, mean wind speeds in the

winter months (November through April) are 20,2% higher than the mean speeds in summer.

However, 11 out of the 99 locations do not have a higher mean speed in winter. These •summer-

high• stations all display a clear signature of thermally induced winds, which explains the

high summer means. Plotting the relative difference in seasonal mean speed as a function of

elevation, we see an interesting pattern depicted in “gure 2.9. The relative increase in winter

compared to summer increases with elevation.

Higher winter wind speeds could imply favourable conditions for wind farms at higher el-

evations, although at the same time air density decreases with elevation, leading to lower

power output. To investigate this we have simulated the power production for each location,

including a correction for reduced yield due to air density. The methodology is described in A.

When we plot the power production (corrected for air density) as a function of elevation, we

see that there is a clear increase in power production at higher elevations (“gure 2.10). The

negative effect that lower air density has on power production seems to be more than offset by

higher wind speeds. Also included in this plot is a sensitivity analysis of the effect of the wind

shear parameter � on the results. The calculation was performed several times with values of

� between -0.07 and 0.42. The resulting spread in the results is indicated with vertical bars.

The “t and R values are for an � of 0.14.
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Figure 2.10 … Simulated electricity production as a function of elevation. Higher altitude
locations seem -on average- to have relatively higher yield, despite lower air density.

2.4 Sensitivity and Outlook

In this section we investigate some of the assumptions and uncertainties that may in”uence

the results. A large factor of uncertainty is introduced by the vertical translation of wind speeds.

Although it is acknowledged that the value of the wind shear coef“cient � varies signi“cantly

(see section 2.2.5 and references therein), no suitable parametrisation has been found. Since

the vertical translation is done for the cut-in and cut-out speeds of the turbine, the choice of �

will have a direct effect on the value of the (translated) cut-in speed and thus on the length of

the intervals outside of the turbine•s operating range (and hence the calculated return levels).

Similarly, the cut-in and cut-out speeds themselves in”uence the interval length and return

levels. The choice of turbine will therefore also have an effect on the results. Both effects can

be captured by varying the cut-in speed and recording the effect on the 10 year return level of

sustained no-power periods. The spread of the results is depicted in “gure 2.11, where the

most sensitive location (max) and the least sensitive location (min) are shown alongside the

average effect. A similar graph (not shown) for the sensitivity to cut-out speeds showed very

low sensitivity to cut-out speed variation.
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Figure 2.11 … Sensitivity of calculated return levels to cut in speeds

2.5 Conclusion

Using hourly wind speed data from two measurement networks across Switzerland, we have

shown that cross-correlations as a function of distance between stations are signi“cantly lower

in Switzerland than values reported in literature for Europe and the US. The discrepancy with

previously reported values can easily be understood from the complex terrain that makes up

much of Switzerland•s surface. This in”uences wind speed characteristics signi“cantly, as

can also be seen in other results. The implications for wind power production may however

be positive: Smoothing the output from combinations of wind farms can in Switzerland be

achieved over much shorter distances than those commonly reported in literature. This holds

for any country with complex terrain in”uencing the wind climate. Furthermore, capacity

credit -the ability to displace conventional generating capacity- increases with increased

smoothing of the combined wind power output [Ensslin et al., 2008]. Because of this, the

capacity credit of wind power will be higher with lower correlation.

We have analysed the length of periods where the wind speed is outside the operating range of

the Enercon E82 turbine for 99 wind stations across Switzerland. An extreme value distribution

was “tted to each of these length records, to allow for the calculation of return levels for return

periods of 10 and 50 years. These return levels show great spatial variability, yet return levels

clearly decrease as the elevation of the stations increases (“gure 2.6), which implies that wind

farms that are located at higher elevation are less likely to suffer long periods without power

production. A decomposition of the return levels for summer and winter periods showed

signi“cantly lower return levels in winter, indicating that the likelihood of persistent periods

where no wind power can be produced are lower for almost all locations in winter. This is

bene“cial for Switzerland, since it has an electricity de“cit in winter, and a future renewables-

based power system is likely to be under the greatest stress during the winter months, as is the

current system.
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We have con“rmed that wind speeds are on average indeed higher in winter, although we have

also been able to show that there are notable exceptions, with implications for wind power

generation. While many of the measurement locations at mountain ridges are exposed to

rather free tropospheric wind conditions during night and much of the day, the developing

thermal up-slope and up-valley winds are able to create a local boundary layer. This boundary

layer prevents the penetration of high wind speeds to ground level. Hence the majority of the

measurement stations display a decrease in wind speed during the afternoon. Contrarily, long

valleys experience rather low wind speeds during night time and most of the day. With strong

solar irradiation however, thermally induced pressure differences can cause up-valley winds.

As the temperature increases during the day, wind speeds increase with a peak between 3

p.m. and 8 p.m. These peaks are more pronounced during the summer months when solar

irradiation is higher, whereas in winter they can be virtually non-existent. For the 88 of the 99

stations in our dataset, the mean wind speed is higher in winter. The few stations that have

higher mean wind speed in summer are all found at the bottom of valleys, where the strong

radiative heating in summer creates the afore-described increase in wind speed.

The usefulness of these valley stations for wind electricity production is limited since their

pronounced peak mainly occurs during summer, when the demand for electricity is lower

and hydropower is abundantly available. Moreover, as electricity production from PV is

projected to increase both in Switzerland and in the neighbouring countries, in a future, highly

renewable Europe there will likely be a surplus of power at daytime during summer.

For all but these few valley stations, not only is the mean wind speed higher in winter, but

the relative difference between winter and summer is also more pronounced with increasing

elevation (“gure 2.9). Moreover, power production also appears to increase with elevation

(“gure 2.10), despite the negative effects of lower air density on electricity yield.

2.5.1 Implications and Outlook

Given Switzerland•s power de“cit in winter and it•s intended nuclear phase-out, electricity

sources that are either dispatchable or have a seasonal pattern to complement this de“cit are

called for. However apart from biomass, all currently feasible dispatchable technologies are

fossil based and as such are questionable in view of climate change. Amongst the currently

mature renewable technologies, wind power has a highly favourable seasonal pro“le. We•ve

been able to show that this seasonal pattern appears more pronounced at altitude, and that

wind power in long valleys subject to thermally induced wind speed-up has an unfavourable

seasonal pro“le. Annual average wind speeds can mask such important dynamics, which

can become important as renewables penetrate the electricity market. Feed-in tariffs, which

currently allow pro“table power production from such valley wind farms will eventually be

abolished as wind power reaches grid parity, at which point market prices re”ecting demand

will determine the pro“tability. Given our results it is highly debatable whether wind farms

that mainly produce during periods of low (residual) demand should be subsidised in this way,
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especially as we have shown that high elevation locations are able to provide power at times

of high demand. In shaping Switzerland•s energy transition, accounting for these dynamics

may prevent costly mishaps. The results here underline the need for further research into

seasonal-dependent feed-in tariffs for wind power.

There are still a lot of open questions however. For one, the wind climate in alpine terrain

is extremely hard to map. Where in ”at terrain correlations are relatively strong over long

distances, facilitating extrapolation of measurements and models, in the complex terrain of

the Alps this is challenging. Attaining an accurate overview of the wind climate in the Alps

would require either a drastic (and possibly unrealistic) increase in measurement stations, or

huge advances in computational power, as the resolution required to accurately model the ”ow

in this terrain should be high enough to capture all relevant terrain features. Perhaps a hybrid

approach, where high resolution modelling of speci“c locations can provide an estimate of

the Alpine potential by extrapolation to similar features, is the “rst step to take.

Another aspect that has not been taken into consideration here is the performance of wind

turbines in Alpine environments. Extreme temperatures can in”uence the material properties

of various components [Battisti, 2015], while surface roughness has been linked to an increase

in fatigue loads [Lee et al., 2012], and icing of the rotor blades can cause energy losses of ca

2% [Barber et al., 2011]. Although an algorithm to estimate icing frequencies in Switzerland

has been developed, the authors acknowledge that model resolution is too low to capture

local terrain features in the Alps that determine icing frequencies [Grünewald et al., 2012].

Combining al these elements to attain insight into the failure probabilities of wind turbines in

alpine terrain, will therefore be an important next step on the road to extensive wind power

deployment in the Swiss Alps.
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3.1 Introduction

Switzerland has recently adopted a law to decommission its nuclear power plants at the end of

their lifetime, and to signi“cantly boost the production from renewables. In order to achieve

these goals, it has developed the Energy Strategy 2050 [Federal Department of the Environment

Transport Energy and Communications DETEC, 2018]. Large increases in power production

from renewable sources such as wind and solar will have to be realised if they are to replace

Switzerland•s nuclear capacity, which currently produces 32,8% of Switzerland•s annual (2016)

electricity supply [Bundesamt für Energie (BFE), 2017]. Previous work has shown that wind

energy has a favourable seasonal pro“le to complement hydropower and photovoltaics (PV)

[Kruyt et al., 2017, Dujardin et al., 2017] , and as such is worth investigating further in view of

the Energy Strategy 2050, which is the focus of this paper.
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3.1.1 Wind resource assessment using NWPs

Initial wind resource assessment is often based on numerical weather prediction (NWP)

models. In relatively ”at terrain, wind “elds are rather uniform, which allows for relatively

straightforward extrapolation of results. Similarly, NWP model resolution does not need to

be very high for accurate assessment. In complex terrain such as the Alps however, the wind

climate in the lower boundary layer is strongly in”uenced by the topography, which causes e.g.

local speed up effects through gap ”ows and orography [Lewis et al., 2008, Mayr et al., 2007].

Hence accurate modelling of the wind climate in complex terrain requires spatial resolutions

that capture these topographic features.

At the same time, long simulations or measurements are required so that seasonal and inter-

annual variability can be assessed. The computational demands resulting from these two

requirements (high spatial resolution and long simulations) make it unrealistic to simulate

large areas such as the entire Swiss alpine domain for wind potential assessment.

Various methods have been developed in attempts to overcome these shortcomings by reduc-

ing computational demands. Most notably, diagnostic methods forego the time derivatives of

the partial differential equations describing conservation of mass and momentum that govern

NWP models, the so-called Navier-Stokes equations. The thus assumed steady state ”ow can

be solved at lower computational expense. However, dynamic processes such as ”ow splitting,

vortex shedding and thermally induced circulations cannot be accurately represented in such

schemes [Truhetz, 2010]. Examples of such models include WindSim [WindSim, 2018] and

3DWind [Berge et al., 2006].

Other methods exist, that attempt to avoid the computational costs of solving the Navier Stokes

equations at high resolution by using statistical relations instead. In such statistical models,

(often linear) regression is used to interpolate relations between observations (synoptic scale

wind “elds, topography) and predictands: in this case near surface wind “elds. As noted by

Truhetz [2010] however, •Because of the terrain-induced decoupling effects between predictors

and predictands these methods have conceptual shortcomings in the Alpine regionŽ. (For a

more detailed classi“cation of wind resource modelling see Truhetz [2010] ).

3.1.2 Wind resource assessment in the Alps

Speci“cally for the alpine domain, a number of studies have attempted to assess the wind

potential in sections of the Alps. Truhetz [2010] developed a hybrid method of using dynamic,

diagnostic and statistical models to derive annual mean wind speeds and Weibull parameters

for the Austrian Alps in a resolution of 100 x 100 m. This was then used to assess the wind

potential in Austria [Truhetz et al., 2012, Winkelmeier et al., 2014]. Draxl and Mayr [2011] found

the best locations in the Austrian Alps to be mountain ridges (with median wind speeds of 7

m/s and potential of 1600-2900 kWh/a/ m 2). In Switzerland, a statistical method was used to

interpolate measurements onto a grid with a horizontal resolution of 100 x 100 m [Bundesamt
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für Energie BFE, 2004a]. This method was expanded upon in the Alpine windharvest project

[Schaffner and Remund, 2005]. More recently, a Swiss Wind Atlas was developed using the

diagnostic model WindSim in combination with measurement series, where the latter were

used to scale the model output to obtain mean annual wind speeds [Koller and Humar,

2016]. For the alpine domain, they report absolute differences (error) of 1.0 m/s (valley) to

1.5 m/s (mountains) in calculated mean annual wind speeds compared to long standing

measurements. These mean annual wind speeds were combined with regional and national

interests to produce a selection of areas that the federal government recommends suitable

for wind power development. The document describing these areas is called the •Konzept

Windenergie Schweiz• (roughly translated here as Swiss Wind energy concept) [Bundesamt für

Raumentwicklung, 2017, Bundesamt für Energie BFE, 2004b].

Other notable efforts to use statistical downscaling techniques speci“cally for Switzerland

include the work of Helbig et al. [2017], who use sub-grid topography parametrization (the

Laplacian of terrain elevations and mean square slope) to statistically downscale coarse-scale

wind speeds from the ARPS model. Their results show large correlations with higher resolution

wind speeds from the same model. Winstral et al. [2017] developed a statistical downscaling

technique based on the exposure to / sheltering from wind based on high resolution (25 m)

DEM data. They assess the performance of COSMO-2 (2.2 km resolution) and COSMO-7

( 6.6 km resolution) forecasts and were able to reduce the biases in those forecasts with their

downscaling technique.

Various efforts have also been undertaken to quantify the effect of increased horizontal reso-

lution in NWPs on wind speed prediction. Jafari et al. [2012] compare model resolutions for

several areas including a domain within Switzerland, and conclude that in complex terrain the

increase in horizontal resolution from 9 to 3 km leads to signi“cant improvements in weekly-

averaged wind speed predictions. Dierer et al. [2009] compare COSMO-7 (6.6 km resolution) to

COSMO-2 (2.2 km resolution) wind speed forecasts for 5 locations in Switzerland and conclude

that for all sites, the increase in resolution from COSMO-7 to COSMO-2 improves results.

3.1.3 Outline and goals

The aim of this paper is to investigate the role of wind energy in the dynamics of highly

renewable Swiss electricity scenarios. Speci“cally, since previous work indicates that wind

power at higher elevations may have bene“ts in terms of the seasonal production pro“le [Kruyt

et al., 2017], special attention is paid to the alpine domain. To this end we choose, contrary to

previously described assessment methods, to not simplify the physics by using steady-state

simpli“cations or statistical predictions. Rather, we opt to use a fully non-hydrostatic NWP

with relatively high spatial resolution. The COSMO-1 model, described in more detail in

section 3.2 below, has been running for roughly 2 years at a hourly time step. While this is

arguably a rather brief period for wind resource assessment, we want to focus on improving

the wind assessment in Alpine terrain, which can be judged from the new dataset. For this
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terrain it is acknowledged that physical simpli“cations in the modelling approach have severe

shortcomings. Therefore, the choice to compromise on the length of wind speed records

rather than the physical representation of the phenomena is made.

This work aims to contribute to the understanding of wind power in complex terrain and

thereby help the cost-ef“cient transition to a more sustainable electricity supply. Although

the work is focussed on Switzerland, the methodology and results are applicable to any

mountainous terrain. It is to our understanding the “rst time a mesoscale NWP model is

coupled with model of the Swiss national power system to asses the in”uence of turbine siting

on both required import and turbine capacity. To our knowledge, thus far all wind resource

or potential assessments for Switzerland [Bundesamt für Energie BFE, 2004b, Schaffner and

Remund, 2005, Koller and Humar, 2016] have to some extent been based on statistical methods,

thereby foregoing the physics governing the actual ”ows. It is about time to see how a fully

physical model compares.

This paper is structured as follows: Firstly, the performance of the COSMO-1 model is assessed

by comparing the modelled wind speeds to weather stations across Switzerland. Next, we

calculate power time series from the modelled wind speeds and use these in an existing

energy model to investigate different wind turbine siting scenarios in Switzerland, where the

constraints de“ned in the aforementioned policy document •Swiss wind energy concept• are

also investigated. Section 3.2, describes the models and calculations used throughout this

work. Next, section 3.3 discusses the main results from the aforementioned calculations and

“nally we draw conclusions and provide an outlook in section 3.4.

3.2 Methods

3.2.1 COSMO-1

The Consortium for small-scale modelling (COSMO) maintains the COSMO family of NWP

models. These non-hydrostatic, mesoscale NWP models are used by research institutes and

meteorological services around the world [Consortium for Small-scale Modeling, 2017]. In this

work, we use the output of the COSMO-1 model, which has a horizontal resolution of 0.01°,

which corresponds to 1.11 km N-S and 0.74 to 0.78 km E-W. Vertically, it features 80 levels

with smooth level vertical (SLEVE) terrain following coordinates. The SLEVE scheme allows

for smaller terrain features to decay faster than larger ones, thus reducing computational

errors and allowing for a smooth transition to the upper homogeneous levels [Schär et al.,

2002, Leuenberger et al., 2010]. This version of the COSMO model has been operational at the

Swiss national weather service since the end of 2015, providing us with a little more than two

years of hourly (reanalysis) data. The 10 m wind speeds are used for veri“cation against the

measurement stations, while interpolating between the two nearest vertical levels gives the

wind speed at 100 m above the surface for scenario analysis. With the exclusion of lakes, the

number of 0.01° pixels within Switzerland amounts to 48657.

34



3.2. Methods

3.2.2 IMIS network

The IMIS station network [Lehning et al., 1999, SLF, 2016], consisting of 198 stations around the

Alps and Jura mountains, is operated by the Swiss institute for snow and avalanche research

SLF. These stations are located in pairs with a wind station at a wind-exposed location and a

snow station at a wind-sheltered location, which is generally also at slightly lower elevation.

In addition, a small number of reference stations exist. All stations measure temperature,

humidity and wind speed. Data are averaged over 30 minutes. The wind stations are located

at elevations from 1936 (Amden - Mattstock) to 3345 (Zermatt - Platthorn) m.a.s.l. While the

snow stations range from 1513 to 2914 m.a.s.l. In total there are 177 stations within Switzerland

that have more than one year of data within the period that COSMO-1 has been operational. A

map with the locations of the stations is shown in Figure 3.1. The other, well known network

of weather stations in Switzerland is the SwissMetNet. However the data from these stations

are assimilated in the COSMO models and can therefore not be used for validation.

Figure 3.1 … The IMIS stations.

3.2.3 Validation of COSMO-1

The performance of the COSMO-1 model in complex terrain is assessed by comparing the

modelled wind speeds against the IMIS stations described above. Since IMIS stations record

their data on 30 minute intervals, their data is averaged over hourly intervals so it can be
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compared against COSMO-1•s hourly output. We then assess correlation for pairwise-complete

observations, as well as root mean square error (RMSE) and mean bias error (MBE).

3.2.4 Power transformation

The wind speed time series of each COSMO-1 pixel are transformed to power output by

applying a power curve. To this end we use the power curve of a wind turbine commonly found

in Switzerland, the Enercon E82. Although site-speci“c wind turbine selection can arguably

increase local wind power production, this is a rather complex matter and therefore refrained

from. See Kruyt et al. [2017] for a discussion on wind turbine sensitivity for Switzerland, as

well as a more detailed description of the methodology. We use the wind speeds at 100 meter

above the surface for the analysis. Using the Enercon•s power curve, we then calculate 1 MW

power time series for each pixel. In subsequent modelling steps, we can then easily scale the

production in each pixel to achieve various targets. Analogous to Kruyt et al. [2017] the power

production is corrected to account for reduced air density at higher elevations.

3.2.5 Wind energy potential

It is worthwhile to distinguish between various types of wind energy potential. Loosely based

on Hoogwijk and Graus [2008], Hoogwijk et al. [2004], we can distinguish:

€ The theoretical potential, which relates to the power that can be extracted from the wind

(limited by Betz• law).

€ The technical potential is the theoretical potential reduced by the conversion ef“ciencies

of the turbines, losses due to maintenance etc.

€ The geographical potential is the technical potential reduced by land-use constraints. As

this inherently also involves political choices, we have dubbed it geographical/political

potential.

€ The economical potential is that part of the above which is feasible at current competi-

tive cost levels.

€ The market potential is the amount of wind energy that can be integrated into the

market given constraints on demand and supply patterns, institutional barriers and

subsidies.

These various forms of energy potential have been schematically represented in Figure 3.2 .

The work in this paper is mainly concerned with the technical potential, although compar-

isons are made to the Swiss wind energy concept [Bundesamt für Raumentwicklung, 2017,

Bundesamt für Energie BFE, 2004b], which describes areas deemed suited for wind power

development by the federal government, and as such touches onto the geographical potential.
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Seen from the perspective of a wind developer at a potentially pro“table location, the mod-

elling presented in this paper is only a “rst step in the wind resource assessment process.

For the development of an actual wind farm, such modelling is usually followed by on-site

measurements, modelling of turbulence intensities to select an appropriate turbine and micro-

siting, and, in case of a multi-turbine wind farm, the modelling of wind turbine interactions

such as wake effects [ADB, 2014, Sharma et al., 2018]

Figure 3.2 … The various de“nitions of wind energy potential, described in more detail in 3.2.5.

3.2.6 Modelling Switzerland•s power supply

The Swiss power system is simulated to investigate the effect of different turbine locations on

the dynamics of the power system. We deploy a model that is described in detail in Dujardin

et al. [2017], with simulations run for the period of 01-01-2016 through 31-12-2017, two full

years. This model uses the time series of Switzerland•s electricity production and consumption

to compute the amount of energy that can not be generated indigenously. In this work we

simulate a fully renewable Swiss power supply, where all current nuclear capacity is replaced by
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renewables. This implies that 47% of the current demand 3 will be covered by new renewables

(PV, wind, geothermal). In our model, 4.4 TWh/a will come from geothermal energy as a

constant base load, and the remaining 49.38 TWh for the 2-year simulation period come from

a combination of PV and wind energy. We investigate various wind targets of 8, 12 and 24

TWh for the 2 simulation years. In each of these cases, the remainder of this 49.38 TWh comes

from PV. The PV time series are generated from satellite data while we model production from

panels located in urban areas. Panels are located following population density, representing

the idea that mainly rooftops will be used. Recently insights have emerged [Kahl et al., 2018]

that this is far from optimal in terms of both cost and winter yield. However, for simplicity•s

sake we adhere to this simple and plausible scenario. The remaining 53% of the demand

in our generation portfolio is met by the current Swiss hydropower installations. For the

run-of-river plants, we directly use the production time series for the given period (33 TWh

for the two years). For the storage hydropower plants, we use the time series of production

and reservoir levels to compute the energy equivalent in”ow into the system (33 TWh). We

also use the plants• and reservoirs• characteristics to get a nationally aggregated capacity

for storing and releasing the aforementioned energy in”ow. The model•s behaviour can be

summarized by these 3 steps: 1. From the national demand time series, compute the residual

demand by subtracting the non-dispatchable sources (run-of-river, PV, wind, geothermal);

2. Compensate for the mismatch using short-term storage (pumped hydropower) within

its capacity; 3. Use the ”exibility of storage-hydropower to compensate for the remaining

mismatch, within its capacity. Finally, the sum of what could not be alleviated by storage

hydropower corresponds to the amount of energy that could not be transferred from the

summer period to the winter period. This winter energy de“cit is referred to as required

import. For more detailed information about this power and energy balance model, we refer

to Dujardin et al. [2017].

As mentioned, total production from PV and wind amounts to 49.38 TWh over the two years

in order to reach bi-annual self suf“ciency and a fully renewable power system. We investigate

bi-annual wind power targets of 8, 12, and 24 TWh, where the remainder of the bi-annual

49.38 TWh •new-renewables• target is met by PV in all scenarios. While a potential of 4 TWh/a

in 2050 is often mentioned [Prognos, 2012, VSE, 2014, Hirschberg et al., 2005, Abhari et al.,

2012, Brugger et al., 2009, Bauer et al., 2017], this number appears to stem from reports dating

back 14 years [Hirschberg et al., 2005, Bundesamt für Energie BFE, 2004b]. In the mean time,

global wind power development has continuously surpassed expectations, driving down prices

[Ayuso and Kjaer, 2016] and rotor diameters have increased. Furthermore, increases in model

resolution have shown the potential in complex terrain and at elevation to be signi“cant

[Kruyt et al., 2017, Draxl and Mayr, 2011, Truhetz et al., 2012]. Because of these reasons, we

feel a higher production target is most likely attainable. Also, previous work [Kruyt et al.,

2017, Dujardin et al., 2017] has shown that wind power can have a bene“cial effect on system

stability and required import. Moreover, comparing several targets allows us to show the

dynamics of the system.

3Current Swiss electricity demand is about 62 TWh/a. [Bundesamt für Energie (BFE), 2017]
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The results and targets will from here on be presented as annual results and targets, rather

than bi-annual. Although strictly not the same, this is done to increase the readability of

the text and allow for quicker, intuitive comparison to other studies and targets. The main

differences are that we do not enforce the production of any wind power target in one year,

but allow for compensation between the two years. Similarly, national demand and supply are

required to be balanced on a bi-annual basis instead of on an annual one.

3.2.7 Required number of wind turbines

An important question is how many turbines are required to achieve a certain amount of

annual wind energy production, and how this depends on the siting of those turbines. Speci“-

cally, as previous work has indicated that high elevation wind power may offer higher yields

[Kruyt et al., 2017], we want to investigate the effect that locating turbines at higher elevations

has on production and thereby, the required amount of turbines. In order to investigate this,

we deploy a methodology where the maximum elevation at which turbines can be placed is

varied iteratively, and look at the resulting amount of turbines required to reach the annual

production target (4, 6, or 12 TWh/a). One methodological challenge is the fact that there

are more locations (pixels) below 4000 m.a.s.l than there are below 2000 m.a.s.l. In order to

make a •fair• comparison between scenarios, we take random subsets of a “xed size from the

all locations below each maximum elevation cap, so that each scenario is based on the same

amount of initial candidates. As this random process introduces an element of chance, we

repeat this random draw 10 times for each elevation cap, in order to increase the robustness of

the results. The size of this random subset will obviously have an in”uence on the results. The

smaller this subset, the fewer locations with high capacity factors will be included, and thus

more pixels (and thus turbines) are needed to reach the national production target. For too

large a subset, insuf“cient pixels will be available below a low elevation threshold. As there is

no •right• amount, we use the arbitrary amount of roughly 22000 (out of the total of 48657). To

represent the fact that turbines require space, the amount of turbines that can be placed in

one (0.01°) pixel is limited to 6 MW, corresponding t o 3 2 MW tu rbines [Denholm et al., 2009,

Meyers and Meneveau, 2012].

The resulting algorithm can thus be summarized in the following steps: 1. A random subset of

“xed size is drawn from all pixels below the maximum allowed elevation for that iteration; 2.

Capacity (6 MW max per pixel) is assigned to the pixel with the highest capacity factor, then the

second highest and so on, until the annual production target is met; 3. The resulting nationally

aggregated wind power time series is then used to run the electricity model described in the

previous paragraph to asses its effects on the Swiss power system. 4. The steps above are

repeated 10 times, after which the process starts for the next elevation maximum.

Due to the seasonality of hydropower production and electricity demand, the mismatch

between supply and demand is highest in winter [Dujardin et al., 2017]. To see if it would

be worthwhile to place wind turbines focussed speci“cally at alleviating this •winter gap•,
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we conduct the same calculation but this time sorting the COSMO-1 grid cells based on the

capacity factor in the winter months (November through April). Hence the locations with

best winter production are picked “rst, and not necessarily the locations producing the most

throughout the year. It goes without saying that this second method will require more capacity

to meet a similar target, since the targets are (bi-)annual ones.

3.3 Results and Discussion

3.3.1 Validation of COSMO-1 against IMIS weather stations

Figures 3.3 through 3.5 show the results of the model validation comparing the hourly wind

speeds of the model with the IMIS stations. Overall, it can be seen that the COSMO-1 model

performs signi“cantly better for wind-exposed stations than it does for wind-sheltered stations:

From Figure 3.3 we can see that the RMSE is lower for the wind-exposed stations and has

a smaller spread. Similarly, the correlation is higher for the wind-exposed stations and has

a smaller spread (Figure 3.5). Lastly the MBE is almost zero for the wind-exposed stations,

whereas it is 1.78 m/s for the wind-sheltered stations (Figure 3.4). Winstral et al. [2017] “nd a

positive bias for sheltered locations when compared to COSMO-2 forecasts, while they “nd a

negative bias for wind-exposed stations. It should be noted that their de“nition of sheltered

and exposed is different from ours, as we take the IMIS station types (i.e. •snow• or •wind•

stations, see Section 3.2), and Winstral et al. [2017] use the topographic position index (TPI), a

measure of the staion•s location relative to the mean elevation in a 2km radius surrounding

the station.

Table 3.1 summarizes these same data. We could not discern a signi“cant relation between any

of the error measures (MBE, RMSE) and the station•s elevation (not shown). RMSE increased

slightly with elevation for both wind ( R2 = 0.01) and snow stations ( R2 = 0.17), as did MBE

(R2
wind = 0.07, R2

snow = 0.11) but these R2 values prevent any strong conclusions. Similarly,

correlation decreased slightly with elevation for the wind-sheltered stations ( R2 = 0.02), and

no relation was found for the wind-exposed stations.

type�� mean.RMSE�� RMSE.sd�� mean.MBE�� MBE.sd�� mean.cor�� cor.sd�� MAE.of.bi.annual.mean
1 wind 2.87 0.52 0.03 1.08 0.51 0.12 0.83
2 snow 3.03 0.97 1.78 1.03 0.45 0.15 1.77
3 ref 2.48 0.57 1.19 0.80 0.46 0.16 1.22

Table 3.1 … COSMO-1 validation against IMIS stations, for wind-exposed •wind• stations, wind-
sheltered •snow• stations and reference stations. Means and standard deviations of RMSE,
MBE, and correlation for hourly wind speeds. The last column gives the mean average error
(MAE) for the bi-annual mean speeds.
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Figure 3.3 … Root Mean Square Error (RMSE) between IMIS and COSMO-1 wind speeds. The
plot shows the distribution of the individual RMSE•s, that were calculated as the RMSE between
each station•s observed (measured) time series and the time series of the corresponding
COSMO-1 grid cell.

Figure 3.4 … Mean Bias Error (MBE) between IMIS and COSMO-1 wind speeds. The plot
shows the distribution of the individual MBE•s, that were calculated as the MBE between each
station•s observed (measured) time series and the time series of the corresponding COSMO-1
grid cell.
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Figure 3.5 … Correlations between IMIS and COSMO-1 wind speeds, for both wind- and snow
stations. Correlation coef“cients were calculated between the wind speed timeseries of each
station and the wind speed timeseries of the corresponding COSMO-1 grid cell.

3.3.2 Comparison with Wind Atlas

In the analysis for the of“cial Swiss wind atlas (windatlas.ch), Koller and Humar [2016] reported

an absolute error of 1.0 m/s for valleys and 1.5 m/s for mountains in mean annual wind speeds.

Comparing the bi-annual means of the COSMO-1 wind speed to the station data, we “nd

a mean average error of 0.83 m/s for the wind-exposed stations. As these are the type of

locations that are interesting from a perspective of wind power development, as opposed to

the wind-sheltered stations, this is a signi“cant improvement when compared to the Swiss

wind atlas. Although it is unclear if the absolute error reported in Koller and Humar [2016] is

based on one or all seven of their validation points 4, the fact that our calculations are based

on 65 wind-exposed stations makes them signi“cantly more robust.

3.3.3 Capacity factor

We calculated capacity factors for each COSMO-1 pixel, de“ned as the actual production

versus the theoretical (i.e. rated) production. We account for forced outage and maintenance

by assuming an availability factor of 96% [Williams, 2014]. Although arguably in alpine en-

vironments there are additional factors to consider such as icing [Grünewald et al., 2012], at

the same time losses due to icing reported from a Swiss test site are minimal [Barber et al.,

4Koller and Humar [2016] write they report the error of a •representative location• for a landscape type (i.e.
mountain, valley etc.)
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2011] and with current blade heating technologies may be reduced to near zero 5. Although

one could incorporate a correction factor into the capacity factor calculation that accounts for

additional downtime at higher elevations, the lack of reliable spatially distributed data would

make this a rather arbitrary undertaking, and introduce more uncertainty than it resolves.

The calculated capacity factors are shown in Figure 3.6 and range from 0.01 to 0.42. If the

capacity factor is calculated over just the winter months (November through April), the range

increases from 0.01 up to 0.49.

Figure 3.6 … Capacity Factors, de“ned as the ratio of produced power vs rated power, with a
correction for down time due to maintenance or other purposes.

3.3.4 Potential import reduction due to turbine siting

To assess the in”uence of wind siting scenarios on the resulting import for a renewable Swiss

power supply, we run a set of simulations where we produce the entire wind power target from

the time series of one COSMO-1 pixel. This is obviously an unrealistic scenario, however it

does provide us with a range of in”uence on the power system. In other words, what is the

in”uence wind power can have on overall system performance?

For annual wind targets of 4, 6, and 12 TWh/a, the unit power time series from each pixel is

scaled to reach the desired target. The electricity model is then run to provide the required

import, which we can display in the same pixel, thus creating a map that tells us how much

import is needed should the entire wind target be produced from locations with such char-

5personal communication with major Swiss wind power developer
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acteristics. This theoretical scenario provides some valuable insights. Producing 4 TWh/a

of wind power from the characteristic wind time series from a single location can lead to a

(bi-)annually self suf“cient system with as little as 9 TWh/a of imports, whereas the •worst•

locations can lead to an increase of 26.2% (11.4 TWh/a). For higher annual wind power targets

of 6 or 12 TWh/a the range of required import to balance the system increases. Imports to

balance a power system producing 6 Twh/a range from 8.1 to 11.7 TWh/a, and a power system

with 12 TWh/a of wind power requires at least 6 TWh/a and at most 13.3 TWh/a. The resulting

maps are shown on the left hand side of Figure 3.7. What these results tell us is twofold: one,

there is great disparity in the wind potential across Switzerland, and two; As the amount

of wind power in the system increases (from 4 TWh/a to 12 TWh/a), the range of required

imports increases. This means that accurate wind turbine siting becomes more important

as the installed capacity is increased. But also, as the share of wind power in the electricity

mix increases, it becomes possible to make the system (bi-)annually self-suf“cient with less

imports.

We can look at these results in another way by plotting the resulting import as a function

of the share of total production that is produced in the winter months. In the right side of

Figure 3.7 this is done for the 3 wind targets of 4, 6 and 12 TWh/a. From these “gures it

becomes clear that the best producing wind locations (in terms of capacity factor) do not

reduce import the most. Those locations that contribute most to low imports are the ones

that produce most of their annual power during the winter months. In other words: in order

to reduce the import the winter production needs to be as high as possible, relative to the

total annual production (a high winter capacity factor relative to the annual capacity factor).

Those locations that exhibit this behaviour (the lower right corner of Figures 3.7 D through

F) unfortunately have low overall capacity factors, making them unattractive for wind power

development. The feasible locations, i.e. the ones with high capacity factors, are the orange to

red points. For increasing annual wind power targets from 4 TWh/a to 12 TWh/a, the resulting

imports associated with these points goes down (compare the red points in Figure 3.7 D with

those in Figure 3.7 F), showing that high shares of wind power in a renewable Swiss electricity

supply lead to self-suf“ciency with lower imports. This is in line with the “ndings in Dujardin

et al. [2017].

One caveat should be placed however: In this section we have disregarded the capacity

required to reach a wind power target. Therefore, in order to minimise imports, wind locations

that produce high shares of their production in winter are favoured, even if their total annual

production is low, because we scale the production until the annual target is met. In reality,

wind locations producing high absolute amounts of power will be the economically viable ones.

Therefore, economically viable options that also reduce imports will be the ones producing

both a high absolute amount of power as well as a large part of this in winter. Obviously, in a

future electricity market without subsidies per kWh and with high amounts of PV, it remains

to be seen what the market value of summer electricity will be, compared to that of winter

electricity. In the next section, we will look at the required capacity to reach a certain target.
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Figure 3.7 …Left ((A) through (C)): Producing various annual wind power targets (4, 6 or 12
TWh/a) from the characteristic time series of each COSMO-1 pixel. The Import required to
balance the system is plotted in each pixel. We can see a clear relation to the topography.
Right ((D) through (F)): The relation between import and the share of total production that is
produced in winter, for the same data as on the left. The highest capacity factors are found
around the 60% winter production range. Each point in the plot represents the time series
from a 0.01°pixel in the COSMO-1 dataset, scaled to produce 4, 8, or 12 TWh/a. Winter is
de“ned as November through April.

45



Chapter 3. Improvement of wind power assessment in complex terrain: The case of
COSMO-1 in the Swiss Alps

3.3.5 Required number of turbines

In this section we investigate the optimal placement of turbines across Switzerland, with the

goal of minimising the capacity required to produce a certain annual wind power target. In

order to assess the in”uence of turbine siting on the required turbine capacity, the production

of a bi-annual national production target from turbines with increasing elevation limits is sim-

ulated. Initially, the capacity to produce an annual wind power target of 6 TWh/a is assessed,

while in a later section, higher and lower targets are explored. To improve robustness, the

simulation is repeated 10 times for each elevation cap, as it involves a random selection of a

pixel subset. Two cases are simulated. First, from this random subset, turbine locations are

selected based on the highest annual capacity factor. Secondly, we have selected candidate

locations based on the highest capacity factor in the winter months. The results are shown

in Figure 3.8, where the capacity in MW required to produce 6 TWh of annual wind power is

plotted as a function of the mean elevation of the locations used for wind power production in

each scenario. Clearly visible is a downward trend in the required capacity with increasing

mean elevation. This holds for both the cases where locations are selected based on annual ca-

pacity factor, as when they are selected based on winter capacity factor. An annual production

target of 6 TWh/a could be achieved with as little as 1914 MW when turbines are located at a

mean elevation of 2967 m.a.s.l.. However when we restrict the elevation, the required capacity

increases as the maximum elevation at which we allow turbines to be sited decreases, up to

2454 MW for a maximum elevation of 1400 m.a.s.l. Obviously selecting the pixels with highest

annual capacity factor (and thus production) will lead to the lowest capacity required to reach

a certain annual target. However when we look at the resulting import, we see that selecting

turbine locations based on winter capacity factor leads to a small but signi“cant reduction in

the resulting imports for the system. This becomes more clear when we plot the same data as

a function of import (Figure 3.9). Apparently reducing imports (through wind turbine siting)

comes at a cost of increased capacity if the same annual target is to be met. This is however

partly a result of the separate PV and wind power targets. Reducing imports under a combined

renewables target might lead to more wind power at the expense of PV, as we have seen in

section 3.3.4 , as well as in Dujardin et al. [2017].

3.3.6 Swiss wind Energy Concept

We have also investigated the capacity required to produce 6 TWh/a when the potential

turbine locations are constrained according to the Swiss Wind Energy Concept Bundesamt für

Raumentwicklung [2017]. Plotted in Figures 3.8 and 3.9 is the siting scenario constrained by

this policy document. From the locations described in the Swiss Wind Energy Concept, the

best pixels (based on the annual capacity factor) have been selected and “lled with 6 MW per

pixel until the bi-annual target of 12 TWh (6 TWh/a) was reached. 2508 MW is required to

reach this target. This can be compared to the unconstrained scenario, where the best pixels

from the whole of Switzerland are selected without any limitations on elevation or number of

candidate locations. This gives a theoretical best attainable solution of 1824 MW. It should be
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Figure 3.8 … The required capacity as function of the mean elevation of the locations where
turbines are located in each scenario. Also included in this “gure are a scenario based on the
Swiss Wind Energy Concept Bundesamt für Raumentwicklung [2017], •Concept CH•, as well as
a scenario without constraints on elevation or locations (•unconstr•).

noted that all practical and logistic constraints are neglected in this latter case, as well as in

the elevation dependent scenarios. Therefore a direct comparison with the Swiss Wind Energy

Concept scenarios does not hold.

3.3.7 Capacity as function of annual wind power production

Although the dynamics are relatively similar for wind targets other than 6 TWh/a, in Figure

3.10 the capacities that are required for 4 and 12 TWh/a are also plotted, again as a function

of mean turbine elevation. Where in Section 3.3.4 we speculated that for higher wind power

targets it might be possible to achieve lower overall imports to balance the energy system

on an annual basis, we can see in Figure 3.10 that this is indeed the case. What we however

can also see, is that increasingly more capacity is required to produce additional wind energy.

This can be explained from the fact that the best locations get used “rst, and increasingly

less productive locations are used to produce additional output. As an example, the lowest

capacity we found to produce 4 TWh/a is 1230 MW, whereas 6 TWh/a requires at least 1914

MW, which is more than a 150% increase.
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Figure 3.9 … Various random subsets of the COSMO-1 pixels to reach 6 TWh/a wind power
production. Also included in this Figure are a scenario based on the Swiss Wind Energy
Concept Bundesamt für Raumentwicklung [2017], •Concept CH•, as well as a scenario without
constraints on elevation or locations (•unconstr•). Two regression lines are shown, one for the
elevation-dependent winter capacity factor scenario-set and one for the elevation-dependent
annual capacity factor scenario-set.

Figure 3.10 … The required capacity as function of the mean elevation of the locations where
turbines are located in each scenario, with scenarios for the 3 production targets of 4, 6, and
12 TWh/a.
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3.3.8 Sensitivity to wind speed errors

In this work, as in any modelling exercise, we have had to make a number of assumptions

and simpli“cations that have an impact on the results. For one, the selection of an optimal

wind turbine for a speci“c location can arguably increase the yield, something we have not

incorporated in our approach. However the uncertainty in wind speeds is arguably more

signi“cant and has the highest in”uence on the results. To grasp the effects this may have,

we have assessed how this translates to power output as follows: Since the power curve of

a wind turbine is not a linear function of the wind speed, translating errors in wind speed

measurement to power output is not straightforward. The power curve can be divided into

four important sections: Below cut-in speed no power is produced, while between the cut-

in speed and the rated speed the power output increases nonlinearly with the wind speed.

Finally between rated and cut-out speed the power output is constant, until there is no power

produced when wind speeds exceed the cut-out speed. In Figure 3.11 we have plotted the

MBE for the COSMO-1 wind speeds in these three important operating ranges of the turbine

used in this work, the Enercon E82, where we have translated the cut-in, rated, and cut-out

speeds to the 10m level via the log law, as described in Kruyt et al. [2017]. We can see that in

the nonlinear part of the power curve, between cut-in and rated speed, the bias is small with

-0.4 m/s. For the speeds below cut-in, we have a positive bias of 1.65 m/s. This tells us that

on average, our model set up will produce small amounts of power at low wind speeds that a

turbine at that location would not produce. However, since this will be at the bottom of the

nonlinear part of the power curve, these effects can be expected to be small. Finally at the top

end of the power curve is where we see a large negative bias of -2.74 m/s. This tells us that our

modelled power output will on average (over all stations) be lower than in reality.
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Figure 3.11 … MBE for turbine performance ranges.

3.4 Conclusions

3.4.1 Wind resource assessment with COSMO-1

In this paper a series of calculations have been presented investigating the dynamics of a

highly renewable Swiss power system with a focus on the role of wind energy. We have used

the COSMO-1 model to this end, after assessing its performance in complex terrain with

regards to hourly wind speeds. Although the RMSE for wind exposed locations in the Swiss

Alps is still signi“cant with a RMSE of 2.87 m/s, the MAE of (bi-)annual mean speeds is lower

than previous works (at 0.83 m/s compared to 1.5 m/s reported in the wind atlas [Koller and

Humar, 2016]), as well as more robust given the high number of stations used in our validation.

Moreover, to our knowledge it is the “rst time wind resource assessment for the complex

terrain of the Swiss Alps is based on a fully physical model, rather than using statistics to

correlate static wind “elds to topography. COSMO-1 systematically overestimates wind speeds

at sheltered stations of the IMIS network, but since these locations are chosen to be relatively

sheltered, this bias may be more due to the location and not representative of the entire 0.01°

grid cell. For wind exposed stations, bias is almost zero. Analysing the bias for the ranges of

speeds that correspond to the different linear and non-linear sections of the turbine•s power

curve, we estimate that the error in the wind speed likely leads to a slight underestimation of

overall power simulations. However we also ignore forced outage due to maintenance and

icing, which likely overestimates results.
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3.4.2 Import reduction & wind power

Next, the wind speeds from the COSMO-1 model were used to produce time series for wind

power production. We then used these power time series in a spatially aggregated model of

the Swiss electricity system to investigate the in”uence of wind turbine locations on the power

system. We have conducted a series of simulations where increasing amounts of wind power

were produced from the characteristic wind time series of single locations in Switzerland.

We•ve used the resulting power time series in a model of the Swiss electricity system where

we simulate a renewable Swiss power supply. This has shown us that for a hypothetical, fully

renewable Swiss power system, the higher the share of wind power in the renewable electricity

mix, the lower the resulting imports can be. This crucially depends on the turbine•s locations

however, since there are large differences in wind climate across Switzerland. The turbine

locations that contribute most to import reduction are those with high production during the

winter months. This shows that wind power has to be a key element in a future renewable

Swiss power supply, if a heavy dependence on imports is to be avoided.

3.4.3 Required capacity

We have investigated the capacity that is required to reach a certain annual wind target, and

how the siting scenarios in”uence overall system parameters such as the import required to

balance the system. As with any modelling exercise of complex real world phenomena, there

are a number of simpli“cations and assumptions that call for somewhat cautious interpreta-

tion of the exact values. However, since the focus of this work has been on the dynamics of the

energy system, the following conclusions can be drawn from our results:

For an annual wind power production of 6 TWh/a, the theoretical minimum amount of

capacity required to produce this target is 1824 MW. This neglects all practical and political

restraints on turbine siting, and should be seen as a rather theoretical limit more than a

practical goal. However, it does give a sense of scale to the rest of the results. Because for

further simulations, turbines have been located at different elevations to achieve an annual

target. Here we found a strong relation between the mean elevation of the turbine locations

and the required capacity to reach that goal. Increasing the mean elevation of turbine locations

from 1189 m.a.s.l. to 2967 m.a.s.l. leads to a 28.2 % reduction in the capacity that is required

to produce 6 TWh/a of wind power. For the often mentioned Swiss wind power target of 4

TWh/a in 2050, we calculate the minimal capacity to reach this to be 1230 MW. But also here,

this requires turbines to be built at high elevations.

These results call for a focus on high elevation wind power in the planning and development of

wind power capacity. Transitioning away from nuclear power towards a renewable electricity

supply will prove a daunting task, and as such it is imperative to do so in the most space- and

cost ef“cient manner. Our results show that high-elevation wind power can form a crucial

element in achieving the Energy Strategy 2050 wind power target with minimal capacity.

In Switzerland, public opposition against wind turbines in mountains appears signi“cant.
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However, the •Energy Strategy 2050• was accepted in a 2017 referendum [Bundesrat, 2017]

and previous research shows that generally, Swiss people are accepting of wind energy [Jegen,

2015]. That same research however also cites the multi-level decentralisation, sectoral policies

with diverging objectives and high population density as reasons for the slow increase in wind

power capacity in Switzerland. As land-use con”icts as well as population density are arguably

fewer at high elevations, focussing efforts on high elevation wind power may also minimize

con”icts in these domains.

Our modelling approach has been focussed on minimising the capacity to reach an annual

goal, and as such not well suited for other optimisation goals. However, scenarios where

capacity was located based on highest winter capacity factor rather than the annual capacity

factor did achieve a slight decrease in overall imports required to balance the system.

3.4.4 Outlook

Although we have managed to qualitatively assess the effects that uncertainties in wind speed

may have on power estimates, reducing the RMSE in the modelled wind speeds would be

an important step forward. Given the scales of the topography, this most likely implies an

increase in horizontal modelling resolution. Given the increase in computational burden this

entails, it is more feasible to simulate small areas of interest than the whole of Switzerland.

Such areas should be pre-selected based on lack of spatial planning con”icts, logistic feasibility

and initial potential assessments. As is the case with any wind farm development project, after

initial site identi“cation which may be based on the work in this paper, various steps such as

those described in section 3.2.5 will need to be undertaken at the individual site level before a

wind farm may actually be developed.

Further integration of resource and electricity models may allow for more complex optimi-

sation problems. We have now looked at turbine locations and their effects on the capacity

required to reach a certain target, but it may be more insightful to analyse the combined opti-

mal siting of both PV and wind, with the objectives of minimising both required capacity and

resulting system imports. Our current set up with separate targets for wind and PV production

does not allow for this. Also, recent insights have emerged that allow for a shift of part of the

summer PV production to the winter months without reducing overall yield [Kahl et al., 2018].

Combining such strategies with optimal wind siting strategies in a power ”ow model will be

the next step towards a better understanding of a fully renewable and ef“cient Swiss power

system.

All land-use and spatial planning concerns that may limit areas for wind turbines to be build

have been ignored in this study, except for the scenario based on the Swiss Wind Energy

concept, which by de“nition includes such considerations. Caution should therefore be

taken in comparing these numbers directly to our idealised scenarios. We have also ignored

all logistical limitations of building wind turbines at high elevations. It may very well be

technically near impossible, or at least very costly, to build turbines at some of the high
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elevation locations we used in this study. A study into the economical wind potential for

Switzerland could include such effects, possibly by incorporating a cost function based on the

inverse distance to roads or other infrastructure to take into account the additional cost of high

elevation wind power in remote locations. The downside of economic potential assessment

is that it is heavily dependent on current prices and subsidies of not only the technology in

question, but also those of competing ones, making the relevance of the results very short-

lived. Moving the current work forward towards a geographical/political potential assessment

(see section 3.2.5) will be a complex task, given the decentralized and layered structure of

Swiss governance. While federal considerations have been accounted for in the •Swiss wind

energy concept• [Bundesamt für Raumentwicklung, 2017], at the cantonal and municipality

level there is little information available. We hope that this work will at least lead to better

awareness of the potential, and prompt a structured mapping of other land-use and political

interests at various political levels, which will be the next step in moving a national wind

energy potential assessment forward.
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4 Downscaling surface wind speeds
over very complex terrain for wind
potential identi“cation

4.1 Introduction

With the rapid increase in wind power capacity over the last decades, wind turbines are

increasingly being built in complex terrain. This is in part due to evolving insights that potential

from terrain induced ”ows can be very signi“cant [Kruyt et al., 2017, Draxl and Mayr, 2011].

However it brings about various challenges that do not arise in homogeneous or less complex

terrain. For one, potential assessment is dif“cult, as the correlation as function of distance

is low [Kruyt et al., 2017]. This implies that point measurements cannot be extrapolated to

nearby locations easily. At the same time, due to the ongoing increase in computational

power the possibilities to simulate ”ows over complex terrain have also increased. There

are still quite a few pitfalls and limitations however. Because wind ”ow in complex terrain is

heavily in”uenced by the topography [Chow, 2013, Jimenez et al., 2016], accurate modeling

requires proper representation of that topography. This implies the use of model grid scales

that capture (at the very least) the main terrain features, or account for it by parameterizing

the sub-grid scale (SGS) topography [Jiménez and Dudhia, 2012, Lee et al., 2015]. However

high horizontal resolutions very quickly lead to high computational costs, which limits the

applicability for wind power assessment, as this typically requires long standing records or

simulations. Attempts to lessen the computational demand by linearizing the equations

governing the ”ow not only have methodological shortcomings in complex terrain [Truhetz,

2010], but have also been shown to be unable to reproduce the ”ows in complex terrain [Palma

et al., 2008, Cattin et al., 2003].

At the same time computational capacity continues to increase, and fully physical Numeri-

cal Weather Prediction (NWP) models have been using higher resolutions for their regional

assessment [Bauer et al., 2015] and mesoscale NWP models are nowadays pushing into the
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sub km scale. Arguably at the forefront of these developments is the Weather Research and

Forecasting (WRF) model [Skamarock et al., 2008], the world•s most widely used NWP model

maintained by the scienti“c community [Powers et al., 2017]. WRF has been used extensively

for the modeling of wind speeds in complex terrain. Gómez-Navarro et al. [2015] use WRF

to simulate various storms over Switzerland, and conclude that the increase in horizontal

resolution from 6 to 2 km signi“cantly improves model performance. Unresolved topography

leads to a general overestimation of surface wind speeds. Speci“cally, the 2 km resolution is

not able to reproduce channeling effects in e.g. valleys. Jiménez et al. [2010] analyzed the

daily-mean surface wind variability over a region of complex terrain in the Iberian peninsula.

Downscaling to a 2 km r esolution, they were able to reproduce the wind speed variability for

several subregions •reasonably well•. Jiménez et al. [2013] also use WRF at 2 km resolution

to see how well it simulates the wind “elds from typical synoptic wind patterns. As with the

previous study the evaluation is based on daily averages. The same group also investigated

the models• ability to reproduce the surface wind direction, and found higher errors for more

complex terrain, that decrease with the magnitude of the wind speeds [Jiménez and Dudhia,

2013].

With regards to boundary layer parameterizations, it has been noted that there is no single

best boundary layer parameterization that performs best under all weather conditions and at

all locations: Siuta et al. [2017] assess the sensitivity of hub height wind speed forecasts at 4

and 12 km resolution, and conclud that the best-performing model con“guration in terms of

grid length and PBL scheme varies by location and season. Averaged over all locations and

the whole year however, the ACM2 scheme performed best. Fernández-González et al. [2017]

investigate the performance of physical schemes in the WRF model under varying atmospheric

stabilities at 1 km resolution. They “nd increasing accuracy in wind speed hindcasts with in-

creasing elevation. Furthermore, the MYNN PBL scheme systematically underestimates wind

speeds, which was partially corrected using the YSU scheme. WRF performed better under

unstable atmospheric conditions, although wind speeds were underestimated during neutral

and unstable conditions. Draxl et al. [2014] investigate the effect of PBL parameterization

on wind shear in complex terrain under varying atmospheric conditions, and “nd different

schemes perform better under different atmospheric stabilities. They note that 10 m wind

speeds are not suf“cient to verify NWP model performance for wind energy applications, since

accurate 10 m wind speeds do not imply accurate hub height simulations. Because local to-

pography, roughness length and obstacles in”uence near-surface wind speeds measurements

signi“cantly, their representativeness is low. For complex terrain, it is therefore questionable

to compare mesoscale wind output with observations below 40 m. On the other hand, Gómez-

Navarro et al. [2015] concluded that the YSU scheme combined with the previously mentioned

correction term for unresolved orography [Jiménez and Dudhia, 2012] performed better than

other PBL schemes in storms over Switzerland. Hari Prasad et al. [2017] found the YSU PBL

scheme to best reproduce slope wind ”ows from a selection of PBL schemes.

With the studies mentioned above, it appears that most of them use horizontal resolutions of

several to one km. One can debate if this is suf“cient to simulate the highly complex terrain
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such as that found in the Alps. Although computational power nowadays allows for higher

resolutions, by increasing the resolution of mesoscale models to the sub-km scale we enter

what has been dubbed the •terra incognita• [Wyngaard, 2004, Mazzaro et al., 2017], or •grey

zone• [Shin and Dudhia, 2016], a range in between where what the mesoscale and microscale

(with fully or partially resolved turbulence) models were designed for. This increase in model

resolution can lead to poorer results, as grid-dependent convection can occur [Zhou et al.,

2014].

Other methodological problems that arise with mesoscale modeling of complex terrain are

related to numerical errors introduced by grid skewdness and high aspect ratios. The com-

monly used terrain following coordinates lead to skewed grid cells near steep terrain, which

is known to cause numerical errors, as do high aspect ratios ( � x/ � z) [Daniels et al., 2016].

One way to resolve these numerical problems currently being developed is the immersed

boundary method (IBM) [Wiersema et al., 2016], where the model grid continues under the

surface and boundary conditions are imposed along this surface. The skewdness around steep

slopes is thereby avoided. However, the computational demands of WRF-IBM are signi“cantly

higher than the standard WRF, and coupling with non-IBM boundary conditions is challenging

[Arthur et al., 2018].

Switzerland has recently adopted an ambitious new energy strategy, in which it aims to shut

down its existing nuclear capacity and replace it with predominantly indigenous renewables

[Swiss Federal Of“ce of Energy SFOE, 2018]. Wind power is assumed to replace part of the

nuclear capacity, yet the potential for wind power development is still largely unclear. Because

large parts of the country are made up of rugged mountainous terrain, all the challenges

described above apply when assessing the resource. In recent years, signi“cant steps have

been made towards understanding the resource potential in Switzerland [Koller and Humar,

2016, Oppliger et al., 2016, Kruyt et al., 2017, 2018], yet errors in the alpine remain high

[Koller and Humar, 2016]. It was shown that these errors can be reduced signi“cantly with

a fully physical numerical weather prediction model at a 1 km horizontal resolution [Kruyt

et al., 2018]. However, this resolution is still relatively low in comparison to the scale of the

topographic features. A logical question therefore is, if better resolved topography due to

increases in model resolution is able to improve wind speed, and thereby resource estimates.

This is supported by studies that report terrain-induced speed up effects in the Alps [Clifton

et al., 2014, Draxl and Mayr, 2011].

This work therefore aims to explore the use of a sub-km resolution mesoscale model for

the initial identi“cation of wind power potential. The area of study is the Swiss Alps, but the

methodology can be applied to any area of complex terrain. We will use the latest version of the

WRF model to downscale analysis data from the COSMO-2 model, a model chain previously

explored by Gerber et al. [2018] for the analysis of precipitation patterns in the Swiss Alps. The

“rst step consists in “nding a model setup that balances reasonable computational demands

with appropriate results. With such a model set-up, we can then asses if these increased

resolutions also show indications of higher wind resource estimates than the COSMO-2
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boundary conditions, or other models with lower resolutions.

This paper is structured as follows: Section 4.2 describes the setup for the WRF model, the

boundary conditions and the other models used to compare the results against. We also

introduce the two domains around operational wind turbines, and their data that we use for

validation. Section 4.3 Describes and discusses the main “ndings: the performance of both the

WRF model as well as two models from the COSMO family, and the difference in representing

terrain and terrain-induced ”ows. Conclusions and an outlook are given in Section 4.4.

4.2 Methods

4.2.1 Simulated domains

Simulations are run over two domains in the Swiss Alps, depicted in Figure 4.1. These two

domains are centered around existing wind turbines, whose data will be used to validate

model performance.

Gütsch ob Andermatt

The “rst domain is centered around the alpine wind farm at Gütsch ob Andermatt (from here

on Andermatt), in the central Swiss mountains and has an extend of 77 by 78 km. The terrain

is characterized by steep mountains with elevations ranging from 459 to 3402 m.a.s.l. 1, and

can therefore be described as highly complex. Prevalent wind directions are north and south.

The wind farm consists of 4 wind turbines at a ridge, with hub heights between 49 and 55

meters and rotor diameters of 40 to 44 meters. This wind farm has been the subject of many

studies on alpine wind turbine performance and potential, e.g. Schaffner and Gravdahl [2003],

Cattin et al. [2003, 2009], Barber et al. [2011]. We compare our simulations against the 3rd

turbine, a 900 kW Enercon E44 with 55m hub height, located at an elevation of 2340 m.a.s.l.

We chose this particular turbine because it does not have an upwind fetch towards the north,

as does turbine nr.1. Cattin et al. [2002] showed that at the Andermatt location, the absence of

an upwind fetch leads to a near constant vertical wind pro“le.

Chur

The second domain is centered around a 119 meter hub-high turbine located at the small

village of Haldenstein, near the city of Chur, Grisons, and has an extent of 55 km (east-west)

by 89 km (north-south). This wind park consists of a single Vestas V112 turbine with a rotor

diameter of 112 m and a capacity of 3 MW. Its hub height is 119 m. It is situated at an elevation

of 540 m.a.s.l., in a long north-south aligned valley that is approximately 2.5 km wide. This

valley experiences strong Foehn winds in case of synoptic currents with a southerly component.

1after smoothing of the terrain.
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Figure 4.1 … The simulated domains, with black icons indicating the wind turbine location,
and white triangles indicating IMIS stations within the domain.

Although elevations in the domain range from 400 m.a.s.l. up to 3127 m.a.s.l., they are generally

lower than in the domain around Andermatt, especially in the center of the domain. The

terrain is also complex, but at the site of the turbine it is signi“cantly less complex than the

turbine location in the Andermatt domain.

For the turbines in both domains, hub height wind speed data was made available at sub-

hourly resolutions. This will be used to validate the model performance. Power production

data is also supplied, and will be used to assess simulated power production.

4.2.2 The WRF model setup

Simulations were conducted with version 4.0 of the Weather Research and Forecasting (WRF)

model [Wang et al., 2016, 2018, Skamarock et al., 2008], run on the supercomputer •Piz Daint•

at the Swiss National Supercomputing Centre 2. WRF version 4.0 offers various improvements

over previous versions, amongst which the most notable for the application in complex terrain

is the inclusion of a hybrid sigma-pressure vertical coordinate scheme.

Initial work consisted of “nding optimal model settings for our purposes that strike a balance

between results and computational demand. Since boundary conditions were available at

a relatively high resolution of 2.2 km, no downscaling with successive nests was conducted,

which would have also increased the computation time. We use a horizontal resolution of

450 m. The number of vertical levels was 80, with a model top at 50 mb. With the hybrid

sigma-pressure vertical coordinate scheme, we used vertical levels of 10 m thickness at the

bottom (dzbot). With increasing height the vertical resolution increased to a maximum of

1200 m thickness.

2www.cscs.ch
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All domains were run with a boundary layer (BL) parameterization scheme. The main scheme

used is the Yonsei University (YSU) scheme. Speci“cally for this scheme, Jiménez and Dudhia

[2012] developed a parameterization for the subgrid-scale orography, to represent the unre-

solved terrain features. For both domains however we also ran simulations with the MYNN3

scheme to assess the in”uence of BL parameterization on the results. The results for the YSU

scheme were signi“cantly better. Tests with nested domains up to 250 or 150 m resolution in

LES mode provided unsatisfactory results, as well as longer running times.

Topography is taken from the Aster Global Digital Elevation Model V002 with a resolution of

one arc-second [METI/NASA, 2009] . As touched upon in section 4.1, steep terrain can lead to

numerical instabilities [Daniels et al., 2016]. To prevent this, terrain was smoothed to keep

the slope angles below 35 degrees. Steeper slope angles led to a rapid decline of the results.

Between 3 (Chur) and 5 (Andermatt) cycles of the WRF 1…2…1 smoothing (i.e. a moving window

“lter with a window length of 3 and weights of 1:2:1 for the grid points i-1, i and i+1) were

applied. At the border of the domain, transitional smoothing is applied in order to facilitate

the transition from the boundary conditions to the “ner topography. Land use data is taken

from the Corine dataset European Environmental Agency [2006] and translated to the USGS

conventions [Arnold et al., 2010, Pineda et al., 2004]. For more details on the data preparation,

we refer to the excellent document by Gerber and Sharma [2018]

In order to keep computational demand low, certain options that were not deemed to have a

big in”uence on wind speeds were turned of. As such we did not include any micro-physics

scheme, cumulus parameterization or surface physics, except for the simulations in July, where

we investigate how well the model reproduces thermally induced ”ows by including a simple

surface physics scheme. For most other settings, we followed those described by Gerber et al.

[2018]. The time step deployed is small ( 0.2 - 0.3 sec), which is required to keep the model

numerically stable. Experiments using the adaptive time step function of WRF showed mixed

results, where gains in computational time were offset by numerical instabilities.

Boundary conditions

Boundary conditions are provided by analysis data from the COSMO-2 model, which has a

horizontal resolution of 2.2 km [Consortium for Small-scale Modeling, 2017]. The coupling of

WRF and COSMO2 is relatively new, and was “rst explored in the context of snow precipitation

in complex terrain by Gerber et al. [2018]. As the process of coupling the two models is quite

laborious, we refrain from listing all the steps but refer to the technical description of the

coupling in [Gerber and Sharma, 2018].

Simulated periods

Typically, long records or simulations are required for wind power assessment. With the

computational demands of the setup described here this is not possible. We therefore opt to
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simulate a handful of days representing common weather patterns. Similar approaches of

decomposing time series into representative patterns or snapshots have proven successful

in the case of snow drift simulations [Raderschall et al., 2008, Lehning et al., 2008]. As we

are not attempting to assess the exact potential but rather identify areas of interest, this

approach appears justi“ed. We simulate two periods in winter, motivated by the importance

of wind power during winter in Switzerland, as outlined in Kruyt et al. [2018], Dujardin et al.

[2017], as well as one period in summer. The “rst winter period from 26 to 31 January 2016

is characterized by an initially weak westerly synoptic wind and high pressure. Towards the

end of the simulation period however, roughly from the end of the 29th, a stronger west to

northwestern current causes increased wind speeds. The second winter period is from 1 to

9 March 2016, and is characterized by an strong initial forcing from the west, with strong

synoptic winds over both domains. From March 7th onwards, winds subside and more gentle,

stable high pressure dominates. Lastly we also simulate a period of stable, high pressure

weather in July 2016 (17/7 till 22/7) with the aim of assessing WRF•s capabilities in representing

thermally induced ”ows. For the simulations in this period, we therefore employ a basic

5-layer thermal diffusion surface physics scheme in WRF. Notable shortcomings of methods

mentioned in Section 4.1 are their inability to reproduce thermal ”ows. If WRF can reproduce

these this would make an appealing case for more physically based wind potential assessments

in the mountains.

The selection of simulation periods was partially based on the weather classi“cation scheme

from MeteoSwiss, which classi“es weather into clusters based on various schemes. A dataset

with these classi“cations at the SwissMetNet Station Rheinwaldhorn was used to this purpose

[Weusthoff, 2011]. Clustering weather into regimes is a popular method to assess weather vari-

ability, even for wind power applications [Grams et al., 2017]. We are however not attempting

to capture the whole range of wind speed variability over these domains. Rather, the goal is to

show how the WRF model performs for a selection of typical weather patterns. Thus we refrain

from a detailed discussion of weather classi“cation and clustering, and its many pitfalls.

4.2.3 Validation

Validation against IMIS stations

The IMIS station network [Lehning et al., 1999, SLF, 2016] is a network of 198 weather stations

around the Alps and Jura mountains. These stations are located in pairs with a wind station

at a wind-exposed location and one or two snow station(s) at a wind-sheltered location,

which is generally also at a lower elevation. All stations measure temperature, humidity and

wind speed. Data are averaged over 30 minutes. Wind speed is measured a t 6 m above the

surface. Apart from the validation of our simulations at hub height against the turbines in

the simulation domains, we compare our simulations against the IMIS stations in each of the

domains. To account for boundary effects, we ignore stations that are within 10 km from the

WRF domain border. Similarly, the “rst 10 hours of the WRF run are discarded as we consider
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the model needs some spin-up time to reach a physical valid state [Ulmer and Balss, 2016],

which is especially important for higher resolution local models to initialize local small-scale

effects [Siuta et al., 2017]. WRF simulation data are averaged to 30 minutes to allow proper

comparison, and for each station we compare the data to the simulated output for the nearest

grid cell. No horizontal interpolation was done. We did however interpolate between the

nearest vertical model levels to “nd the appropriate wind speed, as it is known that the vertical

pro“le in complex terrain is not exponential [Draxl and Mayr, 2011, Clifton et al., 2014], and

changes with speed and direction [Cattin et al., 2003] depending as well on the presence of an

upwind fetch [Cattin et al., 2002]. We analyze Root Mean Square Error (RMSE) and Mean Bias

Error (MBE) when comparing against the IMIS stations.

Validation against wind turbines

Similar to the IMIS stations, we compare the measured (hub height) wind speed to the wind

speed in the nearest grid cell. We interpolate modeled wind speeds in the vertical direction to

the turbine•s hub height. RMSE, MBE and Mean Average Error (MAE) are then compared for

various model set ups. As with the the IMIS comparison, we allow for a 10 hour spin-up time

in the case of WRF.

4.2.4 Comparison with COSMO-1 and COSMO-2

The non-hydrostatic COSMO family of NWP models are widely used by research institutes

and meteorological services, and are maintained by the consortium for small-scale modeling

(COSMO) [Consortium for Small-scale Modeling, 2017]. We use the COSMO-2 model for the

boundary conditions of our WRF simulations, similar to Gerber et al. [2018], who established

this to be a very useful modeling chain for simulating precipitation and snow deposition in the

complex terrain of the Alps. The COSMO-2 model has a horizontal resolution of approximately

2.2 km. Analysis model output was extracted from the supercomputer Piz Daint, and re-

gridded to to standard coordinates with the use of the COSMO toolbox Fieldextra [Bettems,

2017]. The fact that this is analysis data implies that it includes assimilated observations,

amongst others from weather stations. The IMIS stations are however not used for data

assimilation, and as such provide a useful tool for model validation. Since we do not use

any data assimilation in our WRF simulations, the comparison is not completely fair, as WRF

simulations are allowed to deviate from the initial observations in the boundary conditions,

whereas both sets of COSMO data cannot. We compare our results to the COSMO-2 output

to assess the improvement WRF can bring. We also compare our results against analysis

data from the latest version of the COSMO model; COSMO-1. This version of the COSMO

model has been operational at the Swiss national weather service since the end of 2015,

and has a horizontal resolution of 0.01°, corresponding to 1.11 km N-S and 0.74 to 0.78

km E-S. Vertically, it features 80 levels with smooth level vertical (SLEVE) terrain following

coordinates. The SLEVE scheme allows for smaller terrain features to decay faster than larger

ones, thus reducing computational errors and allowing for a smooth transition to the upper
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homogeneous levels [Schär et al., 2002, Leuenberger et al., 2010]. We use the 10 m wind speeds

for veri“cation against the measurement stations, and interpolate between model layers to

“nd speeds at the turbine hub heights.

After the model set up has been validated, we asses to what extent the simulated wind resource

is in”uenced by the increased model resolution. This is done by comparing the mean wind

“elds from the WRF simulations to those of the COSMO-2 model. The difference in horizontal

mean wind speed between WRF and COSMO-2 is calculated, and projected onto the terrain

using NCAR•s VAPOR3 visualization suite [Clyne et al., 2007]. This will show if the increase

in resolution leads to better resolved wind “elds, and how this depends on the topography.

Using a very rudimentary power production model, the power production for these turbines

is simulated, and compared against measured power output for the same periods. To this end,

the power curves of the respective turbines are used to transform the hub height wind speeds

to power output, which we correct for air density at the turbine•s height analogous to [Kruyt

et al., 2017], because power production strongly depends on air density [Wagenaar and Eecen,

2011].

4.3 Results and discussion

4.3.1 Model performance and validation

Andermatt

Figure 4.2 shows the root-mean-square errors (RMSE) for the simulations at Andermatt. The

boxplots display the spread in RMSE for the simulated near-surface wind speeds compared

to the IMIS stations. In these box plots, the lower and upper hinges correspond to the “rst

and third quartiles (the 25th and 75th percentiles). The “rst thing that catches the eye is the

apparent performance of COSMO-2 in reproducing near-surface wind speeds. Separating

the results for wind- and snow stations (Figure 4.3), the low near-surface RMSE scores from

COSMO-2 appear to stem predominantly from the wind sheltered snow stations, where

COSMO-2 RMSE is signi“cantly lower than the other two models. If we look at the mean bias

error (Figure 4.4 and Table 4.1), it becomes clear that COSMO-2 has a low bias, underestimating

wind speeds. As a consequence COSMO-2 strongly underestimates wind speeds at windy

locations, and is performs relatively well at sheltered locations. It is relevant to note here that

the terrain characteristics that cause these snow stations to be sheltered from the wind have

typical length scales that cannot be represented in the resolution of COSMO-2. Thus the -at

“rst glance- impressive performance of COSMO-2 at these stations is more likely to stem from

the overall low bias of the model. The combined RMSE for both wind and snow stations is

therefore signi“cantly lower than that of the other two models. Both COSMO-1 and WRF tend

more to the opposite, i.e. overestimating wind speeds at sheltered locations, while showing

relatively good agreement (little bias) at wind exposed stations. This shows the limitations

3www.vapor.ucar.edu
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Figure 4.2 … Root Mean Square Errors (RMSE) of the WRF and COSMO models for the domain
around Andermatt. Plots for the simulation periods in January 2016 (L) and March 2016 (C)
and July (R). Validation against IMIS stations (boxplots) and turbine hub height (points). The
line inside the box shows the mean.

of the applied metrics: the RMSE and MBE alone need careful interpretation to assess their

values. In the context of wind speed development, one may argue that the model performance

at wind exposed stations is more important than the performance at wind sheltered locations.

Nevertheless, there are additional factors that may contribute to the lower agreement of the

WRF model with near-surface wind speed measurements. The “rst is the absence of a land sur-

face parameterization scheme for the simulations in January and March. This was motivated

by a desire to keep the model set-up as simple as possible while still being able to accurately

reproduce hub height wind speeds. Secondly, the COSMO simulations displayed here are

from analysis data, that uses assimilated ground measurements to reproduce the best possible

state of the atmosphere. Our WRF simulations do not incorporate any data assimilation, nor

nudging to force the model to stay true to observations or boundary conditions. Therefore the

WRF model has more freedom to deviate from initial conditions.

The WRF model•s performance with regards to simulating near-surface wind speeds is coun-

terbalanced by a signi“cantly better agreement in hub height wind speeds. The points in

Figures 4.2 through 4.4 represent the model performance at the turbine•s hub height. For the

simulations in January and March the WRF model clearly outperforms both COSMO models,

although the difference with COSMO-1 is small. (The simulation in July will be discussed

separately below.) For both these runs, a clear improvement is visible with increasing model

resolution, both in terms of RMSE (Figure 4.2) as well as MBE (Figure 4.4). At hub height, WRF

has almost zero bias, and clearly lower RMSE.

For the simulations in January and March, Figure 4.5 shows both COSMO models clearly

underestimating the peaks in wind speed. Seeing that this behavior is not present in the

simulations for the domain around Chur at hub height (Figure 4.7, discussed in more detail

in the section below), another explanation could be that the lack of an upwind fetch at the

Andermatt turbine site is not accurately represented in the coarse COSMO-2 resolution, i.e. in

the COSMO-2 model terrain is not as steep, leading to more drag and different wind shear.
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Figure 4.3 … Root Mean Square Errors (RMSE) of the WRF and COSMO models versus IMIS
stations, for the domain around Andermatt. Separated boxes are shown for wind and snow
stations, where the width represents the number of stations, and the line inside the box shows
the median value. Plots for the simulation periods in January 2016 (L), March 2016 (C) and
July 2106 (R).

Figure 4.4 … Mean Bias Error (MBE) of the WRF and COSMO models at Andermatt, for the
simulation periods in January 2016 (L) and March 2016 (C) and July 2016(R). Validation against
IMIS stations. Separate boxes are shown for wind exposed •wind• stations and wind sheltered
•snow• stations. The width of the boxes represents the number of stations.
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A remark about the simulation for July should be made. The model run displayed for this

time period is not the best available result for this period in terms of the statistical indicators

presented here. Without a land surface scheme, model results for this period were actually

better in terms of RMSE and MBE. However as this failed to reproduce the thermally induced

”ows during the afternoons of July 19th and 20, it was decided to include a run with a land

surface physics scheme for this time period. This illustrates the shortcomings of the applied

indicators for model performance. As useful as these statistical indicators may be, certain

dynamics are better assessed from a visual comparison of the time series. Speci“cally for the

model run in July, the bottom plot in Figure 4.5 shows that the WRF model does reproduce

the thermal ”ows that occur during the second half of the “rst four days. In absence of a

land-surface physics scheme, these ”ows could not be reproduced. However, with the current,

arguably simple scheme, these thermal ”ows are overrepresented in WRF, which leads to

excessive wind speeds. A possible explanation for this is the relatively basic surface physics

scheme that was used. Little effort was spent on “ne-tuning or comparing different surface

physics parameterization schemes to produce accurate results. Similarly, an assessment of

roughness length parameterization, especially in combination with a more sophisticated

land-surface physics scheme, may improve results for these types of conditions.

Chur

For the simulations of the domain around Chur, the RMSE are depicted in Figure 4.6. With

regards to the near-surface wind speeds, a similar trend as for the domain around Andermatt

can be observed with COSMO-2 having relatively low RMSE scores. Again this can partially

be explained from the low bias that COSMO-2 has for near-surface speeds (see Table 4.2 ).

At turbine hub height, a clear improvement is seen for models with increasing resolution

(i.e. COSMO-2 to COSMO-1 to WRF), except for the simulation in January. Here, WRF is

outperformed by COSMO-1. This is intriguing as the model set-up is the roughly same,

indicating that the optimal settings may differ for various weather types. A “nding in line with

Siuta et al. [2017] and Fernández-González et al. [2017].

Where in the domain around Andermatt, the COSMO-2 model systematically underestimated

wind speeds at hub height (Table 4.2 and Figure 4.5 ), in Chur this low bias at hub height has

largely disappeared. In fact all three models tend to have a slightly positive bias for this model

domain at hub height.

A very good representation of the thermal ”ows during the second half of the day is observed

in the simulation in July (bottom “gure in Figure 4.7). During the “rst four days, a distinct peak

in wind speeds is observed, that is very well represented in the WRF model. From running the

same simulation without the surface physics we know that these are thermally induced ”ows.

While in the domain around Andermatt these thermal ”ows are overrepresented in the WRF

simulation, in the domain around Chur this is not the case and the WRF model follows the

hub height measurement quite accurately (bottom “gure in Figure 4.7). In both simulations

for the July period we can observe rather unstable behavior for the WRF model towards the
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Figure 4.5 … Comparison of WRF runs at Andermatt. Simulated wind speeds for three periods
of the year 2016
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Figure 4.6 … Root Mean Square Errors (RMSE) of the WRF and COSMO models for the domain
around Chur. Plots for the simulation periods in January 2016 (L) and March 2016 (C) and July
2016 (R). Validation against IMIS stations (boxplots) and turbine hub height (points).

end of the simulation period.
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Figure 4.7 … Comparison of WRF runs at Chur.
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Table 4.1 … Model comparison for near-surface wind speeds: comparison to IMIS stations.
Results per model run.

do
m

ain

m
od

el

RM
SE

RM
SE_w

ind

RM
SE_s

no
w

M
BE

M
BE_w

ind

M
BE_s

no
w

Andermatt Jan16
COSMO2 2.01 2.59 1.70 -0.22 -1.44 0.44
COSMO1 2.44 2.40 2.46 0.80 -0.12 1.30
WRF 2.45 2.61 2.37 0.38 -0.39 0.79

Andermatt Mar16
COSMO2 2.80 3.53 2.43 0.00 -1.55 0.78
COSMO1 3.99 4.04 3.96 1.78 0.86 2.24
WRF 4.03 4.33 3.88 1.47 0.78 1.81

Andermatt Jul16
COSMO2 1.65 2.00 1.46 0.52 0.05 0.77
COSMO1 2.31 2.52 2.19 1.29 1.07 1.41
WRF 2.71 2.83 2.65 1.89 1.63 2.02

Chur Jan16
COSMO2 2.29 3.05 1.96 -0.19 -1.98 0.58
COSMO1 3.73 3.58 3.79 1.85 -0.14 2.71
WRF 3.21 3.29 3.17 1.32 -0.62 2.15

Chur Mar16
COSMO2 2.96 3.38 2.78 0.28 -1.22 0.92
COSMO1 4.01 3.83 4.09 1.96 0.08 2.76
WRF 3.22 3.21 3.23 1.18 0.00 1.69

Chur Jul16
COSMO2 1.63 2.18 1.39 0.02 -1.00 0.46
COSMO1 2.00 2.21 1.92 0.72 -0.52 1.25
WRF 2.35 2.33 2.35 1.37 0.31 1.82
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Table 4.2 … Model comparison for hub-height wind speeds: Results per model run.

do
m

ain

m
od

el

RM
SE

M
BE

M
AE

Andermatt Jan16
COSMO2 3.14 -2.289 2.49
COSMO1 2.15 -0.687 1.77
WRF 1.92 -0.196 1.44

Andermatt Mar16
COSMO2 3.68 -2.271 2.84
COSMO1 3.12 -0.897 2.42
WRF 3.07 -0.146 2.26

Andermatt Jul16
COSMO2 2.12 -1.200 1.64
COSMO1 2.04 -0.598 1.59
WRF 2.41 0.306 2.01

Chur Jan16
COSMO2 3.56 1.567 3.01
COSMO1 2.72 0.511 2.07
WRF 3.22 0.863 2.59

Chur Mar16
COSMO2 3.09 -0.335 2.59
COSMO1 2.72 0.383 2.19
WRF 2.68 0.693 2.12

Chur Jul16
COSMO2 2.68 0.4437 2.30
COSMO1 2.40 0.0502 1.83
WRF 2.14 0.6714 1.69
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4.3.2 Potential indication

From the above it is clear that the increase in resolution has a positive effect on the simulated

wind speeds at hub height. Terrain and therefore terrain induced ”ows are better resolved,

which becomes clear from looking at Figure 4.8, showing the effect of the increased resolution

on the wind speed simulations. To further explore the effect that the increase in resolution has,

we average the COSMO-2 and WRF wind “elds over the simulated period, and calculate the

difference between the WRF and COSMO-2 mean speeds for each grid point. To this end the

COSMO-2 mean speeds are remapped onto the WRF grid, after which a gridded difference is

calculated. This difference is then plotted on the terrain using NCAR•s VAPOR software suite.

Figure 4.9 shows this difference in time-averaged speeds for the Andermatt domain for the

simulations in January and March 2016. The differences in mean speeds at model levels

closest to 100 m above the surface are shown. It is instantly clear that wind speeds are not

uniformly higher over the whole domain, but that terrain plays a decisive role with regards

to the magnitude and sign of the difference. But equally important, for different simulation

periods, the main differences in mean speeds vary, underlining the fact that it is imperative to

account for different weather patterns and periods. A more systematic comparison of these

results is presented in Figure 4.10, which shows histogram of the difference in mean speeds

between WRF and COSMO-2. For both domains, we can see relatively similar behavior. The

simulations in July show a sharp, narrow peak, with a positive mean, indicating that WRF

mean speeds are only slightly higher, but for almost all pixels. The simulations in March show

distinctly more spread, and means around zero, although slight positive skew can be observed

in the Andermatt domain.

4.3.3 Power production

In an attempt to illustrate the effects on power production, we simulate the production from

the wind turbines in the two domains based on COSMO-2 and WRF wind speeds. Table 4.3

shows the relative difference with actual power output for both models. The effect of higher

speeds from the WRF model is exaggerated by the non-linear behavior of the power curve.

Especially for the domain around Andermatt, we see signi“cant improvements from WRF,

apart from the simulation in July, which -as explained before in section 4.3.1 - overestimates

thermally induced ”ows. This leads to a signi“cant overestimation of power production.

At Chur, both models overestimate power production for all simulated periods, although

the degree to which differs per model run. As the simulations are idealized cases, and no

in”uence of turbulence, shear or conversion losses on the turbine is accounted for, a slight

overestimation is to be expected. With that in mind the WRF model seems to be better capable

at estimating realistic power output, especially in the very complex terrain of the Andermatt

domain.
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Figure 4.8 … Comparison of COSMO-2 and WRF wind speeds for the domain around Andermatt,
for the simulation in March 2016.

Figure 4.9 … Difference between WRF and COSMO2 mean wind speeds for the domain around
Andermatt at approximately 100 m above the surface, for the model runs in January (L) and
March (R). Positive differnces indicate that WRF mean speeds are higher. For differences close
to zero, the color has been made almost totally opaque, to aid visibility.
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Figure 4.10 … Frequency distributions of the differences between WRF and COSMO2 mean
wind speeds for the domain around Andermatt (L) and Chur (R) at 100 m above the surface,
(Positive differences indicate that WRF mean speeds are higher).

Table 4.3 … Simulated power production as deviation from actual wind turbine production

do
m

ain

m
od

el

po
wer

(%
)

Andermatt Jan16
COSMO2 -80
WRF -15

Andermatt Mar16
COSMO2 -29
WRF 22

Andermatt Jul16
COSMO2 -57
WRF 71

Chur Jan16
COSMO2 217
WRF 156

Chur Mar16
COSMO2 13
WRF 44

Chur Jul16
COSMO2 35
WRF 45
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4.4 Conclusions

In this work we have investigated wind ”ow representation in complex terrain. By deploying

models with increasing resolutions, we have attempted to improve our insights into the role

that terrain representation plays in simulating wind speeds over terrain of varying complexity.

For two domains in the Swiss Alps with varying degrees of terrain complexity, simulations with

the WRF 4.0 model at a horizontal resolution of 450 m were compared to analysis data from

the COSMO-1 and the COSMO-2 models, with respective horizontal resolutions of 1.1 km and

2.2 km. The latter model also supplies the boundary conditions to the WRF simulations, thus

offering a good measure of improvement from downscaling. We compared simulations of all

three models to measurements from both wind turbines as well as meteorological stations

closer to the ground. We were able to show that in most cases, WRF outperforms both COSMO

models in reproducing wind speeds at turbine hub heights. This can be attributed to the higher

resolution of the WRF model, which allows topographical features to be better represented,

which in turn has an effect on the ”ows that are heavily in”uenced by the terrain. This is

in agreement with Siuta et al. [2017], who conclude that terrain-”ow interactions are most

in”uenced by horizontal resolution. RMSE are lower for all but two simulations, where in

one case WRF is outperformed by COSMO-1 (Chur January) and in the other case by both

COSMO models (Andermatt July ). In the latter case this appears to be related to inaccurate

land surface physics interactions, where an inclusion of a land-surface model leads to an

over-representation of thermal ”ows. Apart from the statistical indicators discussed here,

visual comparison of the time series in 4.5 and 4.7 shows that the WRF model follows the

observations better than either of the COSMO models.

By comparing the modeled speeds to meteorological measurement stations, the models•

abilities in reproducing near-surface winds has also been assessed. Based purely on the

statistical indicators presented here, it appears that the WRF model is not able to improve

upon the COSMO-2 model. Average root mean square errors are higher for WRF than for either

of the COSMO models. At wind exposed locations however, the difference is smaller. COSMO-2

has a low bias that leads to an underrepresentation of wind speeds at wind exposed stations

and unrealistic low errors at wind sheltered stations. Because the horizontal resolution of

the COSMO-2 model is too low to reproduce the terrain characteristics that lead to the wind

sheltered stations being sheltered, the high agreement that the COSMO-2 model shows with

measurements can only be explained from the overall negative bias the model has. WRF on

the other hand, has a much smaller bias for wind exposed locations, whereas it overestimates

wind speeds at sheltered stations, as does COSMO-1. Since the wind stations are -by de“nition-

more likely to be exposed to the terrain induced ”ows that we are interested in, the model

performance at these stations can be considered more important than the performance at the

sheltered snow stations. For wind resource assessment purposes the main points of interest are

exactly those wind exposed locations, and the performance at those stations can be said to be

of higher importance than the accurate representation at wind sheltered locations. However,

near-surface wind measurements are argued to be too heavily in”uenced by land-surface
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interactions to form a trustworthy source for model validation, especially in the context of

wind energy applications [Draxl et al., 2014]. Given their abundant availability relative to

hub height measurements, it is nevertheless understandable that they are extensively used.

Our results can be interpreted to con“rm these claims, as the models performing better at

reproducing near-surface measurements typically perform worst at hub height and vice-versa.

Having asserted that WRF provides the most accurate representation of wind speeds at typ-

ical hub heights, we calculated the difference in mean wind speeds compared to the lower

resolution COSMO-2 model. We showed that terrain is a determining factor, because mean

wind speeds are not higher at all grid points, but rather, the variability appears highly terrain

dependent (see e.g. Figure4.9). Furthermore, the difference between high resolution and

low resolution simulation of wind speeds not only depends on the topography, but shows

signi“cant variability for different periods of the year with different weather patterns. This is in

line with other studies that show varying accuracy in WRF•s ability to reproduce wind speeds

depending on atmospheric stability and PBL parameterization. Lastly, a simpli“ed power pro-

duction calculation showed that especially in the highly complex terrain around Andermatt,

power estimated based on the WRF model are in better agreement with the operational data

from the turbine than estimates based on COSMO-2.

4.5 Outlook

The coupled COSMO-WRF model chain is a promising instrument for wind resource as-

sessment given its ability to represent ”ows in complex terrain. There are however certain

simpli“cations that have been made in this assessment that could be addressed to improve

future resource assessments. We have not included the possible effects that turbulence and

stability may have on the wind power output. Both turbulence intensity and atmospheric

stability have been shown to affect the power production differently for different regimes of

a turbine•s power curve [St. Martin et al., 2016]. Our power model is a very simple one, used

only for illustrative purposes. Proper inclusion of turbulence and stability effects would surely

improve it, but will require more data for model validation. We have only considered wind

speeds at hub height, whereas especially for large turbines such as the one at Chur, the wind

shear across the rotor span is relevant for mechanical wear on the axle. As such it may limit

the potential locations, or turbine size.

Siuta et al. [2017], based on literature research, note that none of the PBL physics parameter-

ization schemes available in WRF have been derived from data taken over complex terrain,

but rather, have all been based on “eld data over ”at terrain, with a heavy focus on improving

precipitation forecasts. An obvious improvement of WRF for complex terrain would therefore

be to development of complex terrain-speci“c PBL schemes. On that same topic, we are ex-

cited about the promises that immersed boundary methods (IBM) bring. For the terrain under

study in this work, these method(s) could provide signi“cant improvements in numerical

stability and accuracy. In the current work terrain smoothing arguably distorts the terrain

steepness, such that very local phenomena cannot be accurately represented. IBM may offer

76



4.5. Outlook

signi“cant improvements in steep terrain and its developments should therefore be closely

monitored.

Simulating extended periods of time for reliable resource assessment is computationally taxing

with the current set up. A possible work-around would be to apply clustering algorithms and

divide the weather over the Alps in representative patterns. Then, given likelihoods of these

patterns, simulations of typical forcings could be recombined to an accurate description of the

wind resource. However, pitfalls loom with such approaches. Care should be taken to include

all possible (and relevant) weather patterns for wind power production. Dividing the weather

based solely on synoptic pressure gradients may miss valuable local effects. And given the

importance of seasonal and diurnal patterns for the electricity supply of the country Dujardin

et al. [2017], Kruyt et al. [2018], representing the wind resource solely as an annual mean does

not provide suf“cient information from an power optimization perspective.
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5 Conclusions

5.1 Conclusions

With the impending changes to the Swiss electricity supply, the wind potential of the country

is an urgent topic. Although current studies have yielded fairly accurate assessments of

the resources in the lower regions of the country, the potential from the complex terrain of

the Alps remains largely unclear. Switzerland has an excellent network of meteorological

measuring stations, that has been explored in the second chapter of this thesis to shed light

on some dynamics of wind patterns in the Alps. However, for resource assessment, it is not

suf“cient to only rely on point measurements. Not only is the spatial coverage too low, but

vertical extrapolation is challenging as current methods break down in complex terrain. The

commonly used log law is known to be invalid in absence of long upwind fetches, something

that is encountered often in the complex terrain of the Alps. This has not stopped many

potential studies from using it, mainly for lack of a better alternative.

Atmospheric models may offer a solution to some of these shortcomings, but come at large

computational demands, making it challenging to run them at high spatial resolutions for

extended periods of time. And even the most complex model will still be a simpli“ed version

of reality, with its many parameterizations and discretization, and unavoidable errors. These

models need to be validated against observations if we are to place any trust in them. It seems

that the best way to tackle questions such as those presented in this thesis is therefore to make

use of both measurements and models to come to the most robust “ndings. Which is why

in this thesis, various measurement networks and several NWP models have been applied to

to further the insights into the dynamics of the wind resource in terrain of high complexity.

Although the focus of this thesis has been the Swiss Alps, there is no reason why the methods

and “ndings would not be applicable to other areas with similarly complex terrain.

The dynamics of the Swiss wind resource were investigated using point-measurements from

the country-wide SwissMetNet (SMN) and mountain-centered IMIS meteorological measure-

ment networks. Pair-wise spatial correlations were investigated, and found to have very little

relation to distance, whereas studies focusing on larges scales found exponentially decaying
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correlations with distance. This absence of a strong relation to distance can be attributed to

the in”uence of the topography, which is responsible for decoupling the local ”ow from the

synoptic one. This is an important “nding, for it implies that the smoothing of the overall

wind power output that has thus far been shown possible only on large spatial scales, can be

achieved on a much smaller scale in complex terrain such as that in the Alps. It implies that

large ”uctuations in wind power output for high shares wind power in the grid can potentially

be avoided, if such considerations are taken into account in the planning of wind power loca-

tions. Further integrated grid and wind-resource modeling and economical analysis should

be conducted to investigate if trade-offs in this regard are worthwhile, i.e. if increased smooth-

ness of the cumulative wind power output signal can be achieved with minimal reduction in

cumulative production. The optimal combination of PV and wind power is also important to

consider here, as they are able to partially balance each other in the Swiss context [Dujardin

et al., 2017].

An assessment of the likelihood of long durations with wind speeds below turbine cut-in

speeds was conducted using extreme value statistics. Here, the results showed great dispar-

ity, while no distinct spatial pattern could be distilled that could account for the spread in

outcomes, other than a relation to the elevation of the stations. With increasing altitude, the

return levels for no-power production decreased, indicating more stable wind power produc-

tion at higher elevations. The in”uence of the topography on the wind patterns was further

exempli“ed by analyzing seasonal and diurnal wind speed patterns for a selection of stations

with very different topographies. The major differences could be explained by the topography,

thereby strengthening the notion that the terrain is the dominant in”uence on wind ”ows at

the local scale. The notion that wind speeds are generally higher in winter in northern Europe

was con“rmed for Switzerland, and it was shown that the relative increase in wind speed in

winter with regards to summer increases with elevation. This elevation dependence of both

the likelihood of sustained low wind periods, as well as increased winter wind speeds can be

considered the second important conclusion of this chapter, and warrants further research

into high alpine wind power. Since it is however apparent that station based analysis alone

cannot cover the wide variability of topography and wind ”ow encountered in steep Alpine

terrain, in the following chapter, the focus was shifted towards numerical modeling.

Wind power assessment in complex terrain using a Numerical Weather Prediction (NWP)

model was investigated in chapter 3. As discussed in chapter 1, linearized and statistical

assessment methods have methodological shortcomings in complex terrain. This formed the

motivation to use a model that accounts for the dominant features in terrain induced ”ows

by simulating the underlying physics. Analysis data from the latest generation of the COSMO

models, COSMO-1, was the source of hourly wind speed data. Validation of the model•s

performance against 177 meteorological stations showed mean RMSE to be 2.87 m/s, mean

MBE 0.03 m/s and mean correlation 0.51. For the wind-sheltered stations, model performance

is slightly worse. However, when comparing the errors in mean annual wind speeds to those

of the Swiss wind atlas, an improvement of 45% (0.83 m/s compared to 1.5 m/s) is achieved

for mountainous terrain. This is signi“cant, and a slightly higher improvement than that
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reported by Oppliger et al. [2016] using a hybrid CFD/statistical method for a small part of

Switzerland. Furthermore, the fact that this error is based on a large number of stations (177)

makes it statistically relevant, especially when compared to the wind atlas. The “rst major

conclusion from this chapter is therefore that a numerical weather prediction model with

reasonable high resolution is able to produce better wind resource estimates for complex

mountainous terrain than previous attempts with hybrid statistical/CFD methods. It thus

appears justi“ed to investigate the Swiss wind power potential based on these simulated

wind speeds. When combined with a rudimentary wind turbine model to calculate power

production, capacity factors up to 0.42 are found. In comparison to average capacity factors

for Europe, reported to be 0.24 for onshore and 0.37 to 0.41 for offshore wind farms [European

Wind Energy Association, 2013, Wind Europe, 2017], these numbers are quite promising.

Next, simulated power time series are combined with a model of the Swiss electricity system

to assess what high wind penetration may imply for crucial power system parameters, and

how the location of wind turbines has an effect on this. This model-based scenario analysis

assumes a fully renewable Swiss power supply that is self-suf“cient at an annual basis. As

explained in Chapter 1, owing to the seasonal production pro“le of hydropower, it is not

possible for Switzerland to be fully (i.e. on an (sub-) hourly basis) self-suf“cient without

excess production (i.e becoming a net exporter) or fossil power. One way of assessing the

effectiveness of this annual self-suf“ciency is by looking at the annual electricity imports that

are required to balance the system. Investigating annual wind power targets of 4,6, and 12 TWh

it is shown that required imports can range from 6 TWh/a to 13.3 TWh/a, but most crucially,

are lower for high wind power scenarios, con“rming the “ndings in [Dujardin et al., 2017].

Since the work in Chapter 2 revealed that elevation is a crucial parameter in the wind resource

across the country, a logical question is if this can be exploited to bene“t an ef“cient wind

power supply. To this end the same model chain was used with various wind power targets.

Because the notion of wind power potential is highly subjective and context dependent, as is

explained in Chapter 1, for this analysis the reasoning is reversed, and we instead asked the

question what would be required to produce a certain amount of electricity with wind power.

By allowing turbines to be located in different elevation ranges, and subsequently picking

those allowed locations with the highest capacity factors until the annual production target

is met, it could be shown that signi“cantly fewer turbines are required to produce the same

amount of wind power when they are allowed to be located at high elevations, than when the

turbines are restricted to lower elevations. This is a highly relevant “nding in the context of the

impending Swiss energy transition, for it shows that for a cost-ef“cient, and arguably socially

acceptable energy transition, wind power development at high elevations could, and should

play an important role.

High resolution simulations of wind ”ows over very complex terrain were conducted in

Chapter 4. While the work in the previous chapter yielded positive results, a lingering question

remained if the potential from complex terrain could still be underrepresented by the relatively

coarse resolution of the applied model. To investigate if increases in model resolution lead
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to better wind resource estimates, simulations at 450 m resolution were conducted for two

domains in the Alps. The latest version of the Weather Research and Forecasting model was

used to downscale boundary conditions provided by COSMO-2, and results were compared to

wind turbine hub height measurements, as well as near-surface measurements from weather

stations. Because of the computational demands associated with these resolutions, 3 distinct

periods in 2016 were simulated, each approximately one week in duration. For both domains

signi“cant improvements in simulated wind speeds at hub height were achieved for the ma-

jority of the simulated periods, in comparison to analysis data from both the COSMO-2 as well

as the higher resolution COSMO-1 model. This can be attributed to the better resolved terrain.

For the simulation that did not show signi“cant improvements, the insuf“ciently explored

parameterization of the land surface physics could explain the performance. While an attempt

was made to “nd one model set-up that performs well for all periods and domains, one of the

conclusions of this work is that different weather patterns and ”ow regimes require different

parameterizations to yield the best results, a “nding that is in line with other studies on PBL

parameterization for the WRF model [Siuta et al., 2017, Fernández-González et al., 2017, Draxl

et al., 2014].

A comparison of near-surface wind speed simulations with measurements from weather

stations in the domain showed signi“cantly poorer results for the WRF model when compared

to those from COSMO-2. This can be explained by the partial absence of the parameterization

of land-surface interactions in our WRF set-up. However, it is more likely that near-surface

measurements do not provide the best validation set for hub height wind speeds, as has been

suggested by Draxl et al. [2014].

Finally in this chapter, it was investigated what increased spatial resolution implies for the

wind resource. The main “ndings from this comparison are that the increased resolution

shows higher wind speeds, but not only due to slight differences in near-surface bias. Rather,

the increases in mean speeds are highly terrain dependent, and moreover, are not similar

under all weather patterns. This conclusion is important for wind resource assessment, for it

implies that when using a small sample of observed weather to assess long-term characteris-

tics, care should be taken that all possible patterns are accurately presented. It furthermore

implies that high resolutions that capture the terrain variability are required in the assessment

of wind resources in terrain as complex as the Alps.

Summarizing the main “ndings in this thesis, it can be concluded that the wind resource in

the Swiss Alps has several characteristics that are favorable for wind power development, such

as the low correlations in wind speeds between nearby locations and the increase in potential

with elevation. It was shown that exploiting this relation to elevation can signi“cantly reduce

the capacity that is required to produce large amounts of wind power. Lastly, more precise

assessments of the wind resource in the very complex terrain of the Alps are possible when

deploying NWP models with high resolution, as these are able to produce thermal speed

up effects and better resolve the topography that in”uences the ”ow patterns. From the

results here it appears that the potential in such complex terrain could be higher than thus
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far assumed based on lower resolution models. However the optimal parameterization of

the high resolution model has shown to be dependent on weather and terrain, and thus an

accurate assessment based on a highly resolved model such as WRF requires careful weather

type assessment and parameterization to acquire accurate and representative results.

5.2 Outlook

Although this thesis has yielded many interesting conclusions, as with any scienti“c endeavor,

many new questions have appeared. It was shown that the correlation between wind speeds

over distance is signi“cantly lower in Switzerland compared to other studies. The implication

that it is possible to smooth the overall wind power output does however not mean that this

is an economically optimal strategy. Firstly, optimizing the wind power output with regards

to the variability in the combined output would require coordinated nation-wide planning,

something that is unlikely in today•s liberalized electricity markets. The important question is

if exploiting the temporal and spatial anti-correlations between potential wind farm locations

will not yield signi“cant trade offs in cumulative output. And if so, who will provide the eco-

nomic incentive to overcome such losses. This depends on many factors, amongst which the

relative pricing of future electricity sources, as well as their intra-day and seasonal variability.

Answering such questions will require a holistic modeling approach of the European electricity

market combined with detailed wind power modeling for Switzerland. Given the proposed

transformation of the Swiss electricity system, this is a worthwhile undertaking. Care should

however be taken to ensure that the uncertainties introduced in the various steps of such a

complex modeling exercise do not outweigh the signi“cance of the “nal results

This thesis has also provided compelling arguments in favor of wind power at high elevations.

Deliberately, no attention has been paid to the logistical and technical aspects of developing

wind power at remote and challenging locations. Logistical limitations relate to the access

and infrastructure required to erect wind turbines and associated transmission capacity. For

certain sites with favorable wind conditions the logistical challenges and thus, the associated

cost may be very high, making such projects unattractive from an economical perspective.

The next modeling steps towards realistic scenarios for high Alpine wind power development

should therefore include an assessment of infrastructural constraints. For instance, relating

areas with high capacity factors from Chapter 2 to the existing distribution grid, as well as

access roads seems a step forward. Similarly, an assessment of the additional costs of wind

power development at rugged locations compared to the costs at more conventional locations

may be informative. The disadvantage here, and the very reason such factors have not been

included in this work, is the fact that such economical parameters can change rapidly, as a

function of market- and learning effects.

With regards to the accurate assessment of wind resources in complex terrain, it is clear that

many opportunities for improvement exist. Although developments in computational power
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are happening fast, the possibility of quickly simulating the atmosphere with a NWP model

over a country the size of Switzerland for several years at resolutions in the order of hundreds

of meters is still out of reach. Until then, several options exist that may be able to improve upon

the results presented here. One option that has been touched upon in Chapter 4 is to simulate a

limited amount of typical weather patterns, and relate those to long standing weather statistics

in order to assess the wind resource taking into account intra-annual variability.

Increasing the horizontal resolution of simulations in very complex terrain is another step that

should be taken. Although the scales presented here are a step forward, properly resolving the

in”uential topographic features will likely yield even more accurate results. This will imply

resolving at least part of the turbulence explicitly. During this work, experiments with LES

modeling have been conducted but yielded unsatisfactory results. Gerber et al. [2018] also

found very high wind speeds using a COSMO-WRF coupling down to LES scales. Clearly

there is room for improvement here. The development of boundary layer parameterizations

speci“cally for complex terrain may also offer much needed improvements, as it is shown

to be of major in”uence to the simulated wind speed, yet the currently available, ”at-terrain

based schemes have been shown to be unsatisfactory for complex terrain has been found

[Siuta et al., 2017, Fernández-González et al., 2017, Draxl et al., 2014]. Lastly, the advances

in Immersed Boundary Methods (IBM) for NWP•s should be closely monitored, for these

methods have the potential to bring vast improvements to the modeling in complex terrain.

Current terrain-following coordinates require the terrain to be smoothed in order to keep the

model numerically stable. IBM is not held to this limitation, thereby opening the door to more

realistic representations of very steep terrain and its effects of wind patterns.

It is often claimed that the acceptance of wind power in Switzerland is too low for large shares

of wind power to be incorporated into the electricity supply. Apart from the question whether

such claims hold any truth, rejecting lines of inquiry based on speculations seems like a ”awed

approach to scienti“c problems. Public opinion is a transient thing, and it could well be that

in a few years time, as the severity of the changing climate is more broadly realized in society,

public opinion and political willingness will shift drastically. And even if that is not to happen,

at least the debate should be held based on facts, not assumptions. Hopefully this work is able

to make a small contribution to a well-informed and fact-based debate on the future of the

Swiss electricity system.
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A Air density and altitude

With increasing altitude, air density decreases and as such, the momentum that can be

extracted from the air by a turbine is lower. The energy produced at similar wind speeds is

therefore lower at altitude, and for a country such as Switzerland, this could be signi“cant. To

investigate this effect on power production, we calculate a correction factor to account for the

differences in air density at a certain altitude.

The power that can be extracted from the wind is given by

P =
1

2
� Av3 (A.1)

where � is the air density, A is the rotor swept area, and v the wind speed. The air density � in

its turn is a function of pressure p, Temperature T (and humitdity):

� =
pM

RT
(A.2)

with M the molar mass and R the ideal gas constant. Both pressure and temperature can be

expressed as a function of altitude h NASA [1976]

p = p0(1Š
Lh

T0
)

g M
RL (A.3)

T = T0 Š Lh (A.4)

where p0,T0 are the pressure and temperature at sea level, respectively; L is an average
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Appendix A. Air density and altitude

constant representing the temperature lapse rate ( 0.0065 K/m), and g, the gravitational

constand (9.80665 m/ s2). Combining A.5, A.3 and A.4 we obtain an approximate correction

factor for the power production at altitude h compared to sea level:

� (h )

� 0
=

	
1Š

Lh

T0


 g M
RL Š1

(A.5)

As temperature varies during the course of the day, the air density is not constant Rehman and

Al-Abbadi [2005]. However, here we neglect diurnal ”uctuations in air density.
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 &time_control
 run_days                       = 3,      
 run_hours                      = 12,      
 run_minutes                    = 0,     
 run_seconds                    = 0,      
 start_year                     = 2016, 2015, 2015, 2015,   
 start_month                    = 03, 10, 10, 10,   
 start_day                      = 01, 01, 02, 02, 
 start_hour                     = 00, 00, 03, 03,
 start_minute                   = 00, 00, 00, 00,  
 start_second                   = 00, 00, 00, 00,  
 end_year                       = 2016, 2015, 2015, 2015,  
 end_month                      = 03, 10, 10, 10,    
 end_day                        = 09, 05, 05, 05,   
 end_hour                       = 23, 23, 23, 23,   
 end_minute                     = 00, 00, 00, 00,   
 end_second                     = 00, 00, 00, 00,   
 interval_seconds               = 3600,
 input_from_file                = .true., .true., .true., .true.,
 fine_input_stream = 0, 2, 2, 2,
 history_interval               = 3, 5, 2, 2,    
 frames_per_outfile             = 20, 12, 30, 30,
 restart                        = .false.,
 restart_interval               = 60,
 io_form_history                = 2,
 io_form_restart                = 2,
 io_form_input                  = 2,
 io_form_boundary               = 2,
 io_form_auxinput2 = 2,
 debug_level                    = 0,     
 /

 &domains
 time_step                      = 0,    
 time_step_fract_num            = 1,    
 time_step_fract_den            = 5,   
 use_adaptive_time_step = .false.,
 step_to_output_time = .true.,
 target_cfl = 0.5,
 target_hcfl = 0.5,
 starting_time_step = -1,
 max_time_step = 5,
 min_time_step = 1,
 min_time_step_den = 3,
 adaptation_domain = 1,
 max_dom                        = 1,
 !s_we = 1, 1,   
 e_we                           = 124, 241, 451, 451,  
 !s_sn = 1, 1,
 e_sn                           = 199, 316, 451, 451,
 !s_vert  = 1, 1, 
 e_vert                         = 80, 40, 60, 80, 80
 vert_refine_method = 0,0,0,0,2,2,  



 max_dz                         = 1200.,     ! maximum level 
thickness allowed (m)
 auto_levels_opt                = 2,         ! new default (also set 
dzstretch_s, dzstretch_u, dzbot, max_dz)
 dzbot                          = 10,    !  thickness of lowest 
layer (m) for auto_levels_opt=2
 dzstretch_s                    = 1.1,    !  surface stretch factor 
for auto_levels_opt=2
 dzstretch_u                    = 1.3,    !  upper stretch factor 
for auto_levels_opt=2

 p_top_requested                = 15000,
 num_metgrid_levels             = 39,
 num_metgrid_soil_levels        = 6, 
 dx                             = 450, 150, 50, 50,
 dy                             = 450, 150, 50, 50,
 grid_id                        = 1, 2, 3, 4,
 parent_id                      = 1, 1, 2, 2,
 i_parent_start                 = 1, 80, 100, 350,
 j_parent_start                 = 1, 105, 270, 160,
 parent_grid_ratio              = 1, 3, 3, 3,
 parent_time_step_ratio         = 1, 3, 3, 3,
 feedback                       = 1,
 smooth_option                  = 1,
 sfcp_to_sfcp                   = .true.,
 
 /

 &physics
 mp_physics                     = 0, 0, 0, 0,  
 ra_lw_physics                  = 1, 1, 0, 0,
 ra_sw_physics                  = 1, 1, 0, 0,
 slope_rad                      = 1, 1, 0, 0,
 topo_shading                   = 1, 1, 0, 0,
 radt                           = 5, 5, 5, 5,
 sf_sfclay_physics              = 1, 1, 1, 2,
 sf_surface_physics             = 0, 0, 0, 0,
 bl_pbl_physics                 = 1, 0, 0, 0,
 bldt                           = 0, 0, 0, 0,
 cu_physics                     = 0, 0, 0, 0,
 cudt                           = 0, 0, 0, 0,
 isfflx                         = 0, 
 ifsnow                         = 1,
 icloud                         = 1,   
 surface_input_source           = 1,   
 num_soil_layers                = 4,   
 num_land_cat                   = 24,  
 sf_urban_physics               = 0, 0, 0, 0,
 topo_wind                      = 1,
 /
  
 &fdda



 /
  
 &dynamics
 rk_ord                         = 3,
 diff_opt                       = 2, 
 km_opt                         = 2,
 diff_6th_opt                   = 2, 0, 0, 0,
 diff_6th_factor                = 0.12
 damp_opt                       = 3,
 zdamp                          = 5000., 5000., 5000., 5000.,
 dampcoef                       = 0.2, 0.2, 0.2, 0.2,
 w_damping                      = 0,
 khdif                          = 0, 0, 0, 0,   
 kvdif                          = 0, 0, 0, 0, 
 non_hydrostatic                = .true., .true.,.true., .true.,
 moist_adv_opt                  = 1, 1, 1, 1,
 scalar_adv_opt                 = 1, 1, 1, 1,
 epssm                          = 1, 1, 5., 5.,
 mix_isotropic                  = 1,
 /
  
 &bdy_control
 !open_xs                       = .true.,
 !open_xe                       = .true.,
 !open_ys                       = .true.,
 !open_ye                       = .true.,
 !periodic_x                    = .true.,
 !periodic_y                    = .true.,
 specified                      = .true.,.false., .false., .false., 
 spec_bdy_width                 = 5,
 spec_zone                      = 1,
 relax_zone                     = 4,
 nested                         = .false.,.true., .true., .true., 
 /
  
 &grib2
 /
  
 &namelist_quilt
 nio_tasks_per_group            = 0,
 nio_groups                     = 1,
 /
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