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Abstract
This thesis is dedicated to the study of various aspects of the electronic structure of two-

dimensional transition metal dichalcogenides (TMDs) of chemical composition MX2 (where M

is a transition metal atom and X= S, Se, Te), using a combination of ab inito density-functional

methods.

We first address the relative stability of the 1T and 1H phases of two-dimensional TMDs as a

function of the column of the transition metal atom in the periodic table. Using a Wannier-

function approach, we calculate crystal field and ligand field parameters for a broad range of

members of this family of materials. Taking TaS2 as an example, we show how the splitting of

the d electron states arises from an interplay of electrostatic effects and hybridization with the

ligands’ s, p and d states. We show that the ligand field alone cannot explain the stabilization

of the 1H polymorph for d 1 and d 2 TMDs, and that band structure effects are dominant. We

present trends of the calculated parameters across the periodic table, and argue that these allow

developing simple chemical intuition.

Secondly, we study the occurrence of charge density wave phases and periodic lattice distortion

in metallic 1T transition metal dichalcogenides. The phonon dispersion and fermiology of

representative examples with different d electron counts are studied as a function of doping.

Two qualitatively different behaviours are found as a function of the filling of the t2g subshell.

We argue that away from half-filling, weak-coupling nesting arguments are a useful starting

point for understanding, whereas closer to half-filling a strong-coupling real-space picture is

more correct. Using Wannier functions, it is shown that strong metal-metal bonds are formed

and that simple bond-counting arguments apply.

Thirdly, the recently synthesized 1T phase of NbSe2, in monolayer form, is investigated from

first principles. We find that 1T -NbSe2 is unstable towards the formation of an incommensu-

rate charge density wave phase, whose periodicity can be understood from the Fermi surface

topology. We investigate different scenarios for the experimentally observed superlattice and

insulating behaviour, and conclude that the star-of-David phase is the most stable commensu-

rate charge density wave phase. We study the electronic properties of the star-of-David phase at

various levels of theory and confirm its Mott insulating character, as speculated and in analogy

with TaS2. The Heisenberg exchange couplings are found to be ferromagnetic, which suggests a

parallel with the so-called flat-band ferromagnetism in certain multiband Hubbard models.

Finally, we address the possibility of the occurrence of the excitonic insulator phase in single-

layer TiSe2. The relative role of electron-electron and electron-phonon interactions in driving

the charge density wave in layered and two-dimensional TiSe2 has been disputed and is still
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unresolved. We calculate the electronic structure and finite-momentum exciton spectrum from

hybrid density functional theory. We find that in a certain range of parameters, excitonic effects

are strong and the material is close to a pure excitonic insulator instability. A possible necessary

condition for the physical realization of a pure excitonic insulator is proposed.

Keywords: two-dimensional materials, transition metal dichalcogenides, first-principles calcula-

tions, density functional theory, dynamical mean-field theory, Wannier functions, crystal field,

charge density wave, lattice distortion, Mott insulator, ferromagnetism, excitonic insulator

viii



Résumé
Cette thèse est consacrée à l’étude de divers aspects de la structure électronique des dichalcogé-

nures de métaux de transition bidimensionnels (TMDs) de composition chimique MX2 (où M

est un métal de transition et X=S, Se, Te), en utilisant une combinaison de méthodes ab inito

basés sur la théorie de la fonctionnelle de la densité.

Nous abordons d’abord la stabilité relative des phases 1T et 1H des TMDs bidimensionnels

en fonction de la colonne de l’atome de métal de transition dans le tableau périodique. En

utilisant une approche à fonction de Wannier, nous calculons les paramètres du champ cristallin

et du champ de ligands pour un large éventail de membres de cette famille de matériaux. En

prenant TaS2 comme exemple, nous montrons comment la division des états électroniques de

charactère d résulte d’un jeu d’effets électrostatiques et d’hybridation avec les états s, p et d des

ligands. Nous montrons que le champ de ligands ne peut à lui seul expliquer la stabilisation du

polymorphe 1H pour les matériaux d 1 et d 2, et que les effets de structure de bande sont domi-

nants. Nous présentons les tendances des paramètres calculés à travers le tableau périodique et

montrons que ceux-ci permettent de développer une intuition chimique simple.

Deuxim̀ement, nous étudions la survenue de phases d’ondes de densité de charge et de distor-

sion périodique du réseau dans les dichalcogénures de métaux de transition 1T . La dispersion

des phonons et la fermiologie d’exemples représentatifs avec différents nombres d’électrons

d sont étudiées en fonction du dopage. Nous trouvons deux comportements qualitativement

différents en fonction du remplissage de la sous-couche t2g . Nous soutenons donc que, lorsque

le remplissage de la sous-couche est loin de la moitié, les arguments de couplage faible de

nesting de la surface de Fermi sont un point de départ utile pour la compréhension. En revanche,

lorsque le remplissage est plus proche de la moitié, il est plus correct d’utilisé une image dans

l’espace réel à fort couplage. En utilisant les fonctions de Wannier, il est montré que des liaisons

métal-métal fortes sont formées et que de simples arguments de comptage des liaisons sont

applicables.

Troisièmement, la phase 1T récemment synthétisée de NbSe2, sous forme monocouche, est

étudiée à partir des principes premiers. Nous trouvons que 1T -NbSe2 est instable face à la

formation d’une phase d’onde de densité de charge incommensurable, dont la périodicité peut

être comprise à partir de la topologie de la surface de Fermi. Nous étudions différents scénarios

pour le charactère isolant et le super réseau observés expérimentalement. Nous concluons que

la phase étoile de David est la phase d’onde de densité de charge commensurable la plus stable.

Nous étudions les propriétés électroniques de la phase étoile de David à différents niveaux de

théorie et confirmons son caractère isolant de Mott, tel que spéculé et analogue avec TaS2. Les
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paramètres de couplage d’échange de Heisenberg se révèlent ferromagnétiques, ce qui suggère

un parallèle avec le ferromagnétisme dit à bande plate dans certains modèles de Hubbard

multibandes.

Enfin, nous examinons la possibilité de la réalisation de la phase d’isolant excitonique dans

le TiSe2 bidimensionnel. Le rôle relatif des interactions électron-électron et électron-phonon

dans le mécanisme responsable de l’onde de densité de charge dans le TiSe2 en couches et

en deux dimensions a été débatu et n’a toujours pas été résolu. Nous calculons la structure

électronique et le spectre des excitons quantité de mouvement finie á partir de la théorie de la

densité fonctionnelle hybride. Nous trouvons que dans une certaine gamme de paramètres, les

effets excitoniques sont forts et que le matériau est proche de la pure instabilité d’un isolant

excitonique. Une condition nécessaire possible pour la réalisation physique d’un isolant excito-

nique pur est proposée.

Mots-clés : matériaux bidimensionnels, dichalcogénures de métaux de transition, calculs à

partir de principes premiers, théorie de fonctionnelle de la densité, théorie du champ moyen

dynamique, fonctions de Wannier, champ cristallin, onde de densité de charge, distorsion du

réseau, isolant de Mott, ferromagnétisme, isolant excitonique
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1 Introduction

1.1 2D transition metal dichalcogenides

Layered materials have been the subject of significant interest due to the high anisotropy of

their properties, rendering them quasi-two-dimensional. Graphene, first exfoliated by Geim

and Novoselov using the Scotch tape method, is the first example of a truly two-dimensional

crystal [1]. Graphene is a fascinating and intensely-studied material. It consists of an hexagonal

lattice of carbon atoms robustly bound together by covalent sigma bonds [2], making it one of

the most stable materials known. However, its applications in electronic devices are limited

due to the absence of a sizeable bandgap, motivating the study of other families of 2D materials

beyond graphene. A multitude of other two-dimensional materials have been synthesized or

have been predicted to exist [1, 3, 4, 5]. Among them, the arguably most important family of

two-dimensional materials is that of the transition metal dichalcogenides (TMDs) [6].

The family of transition metal dichalcogenides is particularly interesting because of the rich

variety of the properties of its materials, as summarized in Fig. 1.1 1. Two-dimensional TMDs

of chemical MX2 consist of a triangular lattice of a transition metal M, sandwiched between

two layers of chalcogen atoms (X=S, Se, Te). The transition metal ion can have either broken

octahedral or trigonal prismatic coordination, leading to two polymorphs referred to as 1T and

1H , respectively. The structural and electronic properties of these two phases will be discussed

in details in Chapter 3.

Let us now make a few observations based on the inspection of the periodic table of transition

metal dichalcogenides (Fig. 1.1), which will motivate the different research projects undertaken

in this thesis and presented in the following chapters. The first observation is that the trigonal

prismatic phase is realized for group V and group VI TMDs. Group V and group VI TMDs are

characterized by a formal electronic configuration of the transition metal ion of d 1 and d 2,

respectively. The stabilization of the trigonal prismatic phase for d 1 and d 2 TMDs is often been

explained in terms of ligand field arguments [7]. This observation has led to the first project

1In this thesis, we will restrict ourselves to the materials adopting either the 1T or 1H crystalline phases (or derived
from the latter). We shall not consider materials with unrelated structures as members of the family.
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Ti
M I
CDW
SC

dis − distorted

M − metallic
I − insulating
CDW − charge density wave
SC − superconducting
Topo − topological

H
T

IV V

VI

Zr
M I

VIIV
M
CDW

Nb

M
CDW
SC

M
CDW
SC

Hf
M I

Ta

M
CDW
SC

M
CDW
SC W

I

SC
dis
M I

Topo Re

dis
I

Mo

I

SC
dis
M I

Topo

Pt
M I

X

...

IX

Ir

M
CDW
SC

CDW
SC

dis
M
SC

Tc

dis
I

Figure 1.1 – Periodic table summarizing the experimentally observed crystalline and electronic
phases of layered and two-dimensional transition metal dichalcogenides. The T symbol corre-
sponds to the octahedral coordination, while the H symbol denotes the trigonal prismatic one.
Adapted from Ref. [6].

of this thesis presented in Chapter 3, where we show a systematic study of crystal and ligand

field parameters from ab initio density functional calculations, for a broad range of materials,

in order to assess the validity of this argument. Before proceeding further, let us point out

certain interesting properties of the trigonal prismatic TMDs. In the metallic case (i.e. group

V TMDs or doped group VI TMDs), most of these materials are superconducting. Incidentally,

1H-NbSe2 was one of the first materials where truly 2D superconductivity was observed [8]. On

the other hand, undoped group VI TMDs such as 1H-MoS2 are semiconducting, rendering them

good candidates for integration of 2D materials in electronic devices [9]. Another interesting

aspect of trigonal prismatic TMDs is that in the single-layer limit, inversion symmetry is absent.

Combined with the strong spin-orbit coupling experienced by these materials, due to the heavy

transition metal ions, this leads to giant spin-orbit-induced spin splitting of the bands [10]. This

giant splitting has appealing consequences, such as the so-called Ising superconductivity [11] or

the possibility to engineer spin polarization in nanoscale devices [12].

Another observation is the recurrence of various forms of lattice instabilities in metallic TMDs.

In group V TMDs, almost all the materials, and for both polymorphs, experience a weak to

moderate periodic lattice distortion at low temperature. Originally, it was assumed that these

materials realize the Peierls instability in two dimensions [13], so the distortions are commonly

referred to as charge density wave (CDW) transitions. For group VI and group VII TMDs, the

2
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ideal undistorted 1T polymoph is metallic and highly unstable with respect to a strong lattice

distortion, leading to the so-called 1T ′ phase with 2×1 periodicity and 1T ′′ phase with 2×2

periodicity for group VI and group VII TMDs, respectively [14]. Because of the controversy

regarding the actual role of nesting in group V TMDs, and because of the several different

proposal to explain the distortions in group VI and group VII TMDs, we have taken a new

look at this problem, which will be presented in Chapter 4. The periodic lattice distortions

in 1T TMDs have several interesting collateral consequences. The most intensely-discussed

consequence concerns the topological properties of the group VI TMDs in the 1T ′ phase [15].

Another known consequence is the emergence of a correlated phase in the CDW phase of bulk

TaS2, with intriguing magnetic properties [16]. The possibility of a similar correlated phase in the

recently-synthesized monolayer 1T -NbSe2 [17] will be the topic of study presented in Chapter 5.

The last observation we would like to make concerns group IV TMDs, characterized by a formal

electronic configuration of the transition metal ion of d 0. These materials are either semimetallic

or semiconducting, depending on whether the top of the chalcogen’s p-like bands and the

bottom of the transition metal’s d-like bands overlap in energy or not. As one can see in Fig. 1.1,

CDW instabilities are not universal for group IV TMDs. Indeed, TiSe2 is the only known group IV

TMD that experiences a CDW transition in bulk form [18]. Very recently, it was found that TiTe2

in the single-layer limit also experiences such transition [19]. This suggests that the observed

CDW transitions in these materials necessitate some fine-tuning of the electronic structure

and interactions. Moreover, simple semilocal functionals fail qualitatively for several of the

materials in this group, suggesting that electron-electron interactions play an important role.

These considerations have led to the last part of this thesis, presented in Chapter 6, where we

address the old conjecture [18] of the possible realization of an excitonic phase [20, 21] in TiSe2.

1.2 The Peierls instability

One of the central concepts in this thesis is that of Peierls instability, so we shall succinctly review

it in the following. An intriguing result due to Peierls is that a metallic system of noninteracting

electrons in one space dimension is unstable with respect to a small periodic distortion of the

underlying lattice, of periodicity 2kF , where kF is the Fermi momentum. The original argument

of Peierls can be found in Ref. [22], and has been reproduced in many references. Therefore, it

is of little interest to repeat it here, so we shall instead follow a slightly different version of the

argument due to Wilczek [23], which highlights an elegant analogy between the Peierls instability

and the Coleman-Weinberg mechanism [24] in relativistic quantum field theory.

Let us consider a one-dimensional chain of atoms with one orbital per site, occupied by one

electron. Assuming nearest-neighbour hopping only, the noninteracting one-electron dispersion

is given by

ε(k) = 2tcos(ka) , (1.1)

where t is the nearest-neighbour hopping parameter, a is the spacing between nearest-neighbour
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atoms, and k is a pseudomentum. If each atom contributes one electron, the Fermi momentum

is given by

kF = π

2a
. (1.2)

If one is interested in the physics at energy E ¿ t , one can linearize the dispersion around the

two Fermi points ±kF , yielding two Weyl fermions (one right-moving and one left-moving) with

dispersions ε(k ±kF ) =±vF (k −kF ). The two Weyl fermions ψR/L thus obey the equations (in

units where vF = 1) :(
∂

∂t
− ∂

∂x

)
ψR = 0 (1.3)

and (
∂

∂t
+ ∂

∂x

)
ψL = 0 . (1.4)

Defining the Dirac fermion ψ≡ (ψR ,ψL)T and the Dirac matrices γ= (σ2, iσ1)T , we obtain the

Dirac equation in 1+1 dimensions:

iγ ·ψ= 0 . (1.5)

Let us now assume that the direct Coulomb interaction between electrons can be neglected, and

that the electrons interact weakly with a displacement field φ of momentum π/a (phonon).

With these assumptions, we are left with the following effective Lagrangian for electrons

Lel = ψ̄(iγ ·ψ− gφ)ψ , (1.6)

where g is the electron-phonon coupling. The problem is now mapped to that of relativistic

quantum field theory in 1+1 dimension, so one can make use of all the machinery of Feynman

diagrams to analyse it. Let us consider the effective potential for the classical field φcl ≡<φ>.

At one-loop, the most singular contribution is proportional to

V (1)
e f f (φcl ) ∝

∫ Λ

d2k
Tr (γ ·k)2

(k2 + g 2φ2
cl )2

∝ g 2φ2
cl log

(
Λ2

g 2φ2
cl

)
, (1.7)

whereΛ is an ultraviolet cutoff, introduced because the linearization of the electronic dispersion

is only valid for energies E << t . The one-loop contribution should be compared to the Hook’s

law contribution, which is proportional to φ2
cl . Because of the logarithmic term in the one-loop

contribution, the minimum of the effective potential will always be for φcl 6= 0, since at small φcl

the logarithm diverges. Therefore, no matter how small the electron-lattice interaction g is, the

system will spontaneously break the translational symmetry. In the language of solid-physics,

one says that the breaking of the symmetry opens a gap at the Fermi level, so that the energy of

the occupied state is decreased, while that of the unoccupied state is increased. In the language
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of relativistic quantum field theory, one speaks instead of mass generation (m2 = g 2φ2
cl ) by

radiative corrections [23], as first discussed by Coleman and Weinberg [24].

The argument does not depend on the exact form of the electronic dispersion relation, nor on

the Fermi momentum kF . However, it depends crucially on the dimensionality. Indeed, the

Peierls argument implies that in one dimension, a phonon mode at 2kF should soften for any

non-zero value of the electron-phonon coupling, because the Fermi surface consists of the two

Fermi points and is therefore perfectly nested. In higher dimension, as derived by Chan and

Heine [25], a soft phonon mode requires either some fine-tuned nested Fermi surface, and/or a

strong electron-phonon coupling. In Chapter 4 and 5, we shall argue that the lattice distortions

in d 1 1T TMDs share some features of a 2kF effect similar to the one-dimensional Peierls model

described above. On the other hand, we shall also show that for d 2 and d 3 TMDs in the 1T phase,

this is not the case.

1.3 Outline

The remainder of this thesis is organized as follows. In Chapter 2, we briefly review the different

formalisms and computational methods adopted throughout this thesis. Chapter 3 is a pre-print

version of an article devoted to the study of crystal field and ligand field effects in the 1T and 1H

phases of transition metal dichalcogenides. In particular, the relevance of crystal field arguments

to explain the stabilization of the 1H polymorph in d 1 and d 2 TMDs is discussed. Chapter 4 is a

pre-print version of a letter, where we address the problem of lattice instabilities in metallic 1T

TMDs. The relevance of nesting and bonding arguments is discussed. Chapter 5 is post-print

version of an article dedicated to the study of the newly-synthesized 1T phase of NbSe2 from

first principles. The charge density wave instability, structural properties, correlation effects and

magnetism are discussed. Chapter 6 is a pre-print version of an article where excitonic effects in

two-dimensional TiSe2 are estimated from hybrid density functional theory. The consequences

of the results regarding a possible excitonic phase in this material are discussed. Chapter 7 offers

a summary of the developments achieved in this thesis, as well as possible further developments

and speculations.
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2 Methodology

In this chapter, we succinctly introduce several aspects of the theory underlying the methodology

adopted in this thesis. We first introduce the Hohenberg-Kohn theorem and the Kohn-Sham

formulation of density functional theory. We discuss the local-density approximation (LDA)

and its improvements, i.e. the inclusion of gradient corrections (GGA), the LDA+U method, and

hybrid functionals. A survey of the use of density-functional perturbation theory for calculating

vibrational properties of solids from first principles is provided. We briefly review the basics of

dynamical mean-field theory (DMFT). Finally, we introduce the calculation of quasiparticle and

excitonic effects in semiconductors and insulators, and how hybrid DFT provides an estimate of

these effects.

2.1 Density functional theory

Using the Born-Oppenheimer approximation in which ions are treated as fixed classical par-

ticles, solid-state physics deals with the issue of solving the N -electron Schrödinger equation

with N ∼ 1023 for an extended solid. Solving directly the Schrödinger for the many-body wave

function ψ(r1, · · · ,rN ) would require to much computational resources, hence one must find

clever approximations. The main approach to this problem is to consider a collection of weakly

interacting dressed electrons. The original strong interactions between the electrons are ab-

sorbed in the definition of the dressed electrons. One can therefore, as a first approximation,

consider the dressed electrons as independent, communicating uniquely via the Pauli exclusion

principle.

Another approach is to view the interacting electron gas problem as that of a classical liquid,

with the electron density n(r ) as the fundamental quantity [26]. Arguably the most important

result in this representation is due to Hohenberg and Kohn [26], and has led to the development

of density functional theory. Condider a system of interacting electrons in an external potential

v(r ), usually resulting from the electron-ion interaction. The Hohenberg-Kohn (HK) theorem

states that
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1. The external potential v(r ) is a unique functional of the ground state density of the

electronic system n0(r ). In other worlds, if v ′(r ) yields the same ground state density n0(r ),

then v(r ) and v ′(r ) must be equal up to a constant term, i.e. v(r )− v ′(r ) = const.

2. There exists a universal functional of the electron density F [n(r )], independent of the

external potential v(r ), such that the density n0(r ) of the ground state corresponds to the

minimum of the functional Ev [n(r )] = F [n(r )]+∫
dr v(r )n(r ), under the constraint that∫

dr n(r ) = N .

The HK theorem suggests that, if a good approximation to the universal functional F [n(r )] is

known, and if it is not computationally too demanding to evaluate, the problem of finding the

ground state of an interacting electron gas is greatly simplified. Indeed, one needs only keeping

track of the classical variable n(r ) and not of the many-body wave function. Hohenberg and

Kohn originally considered two limiting cases, i.e. that of a nearly-uniform gas and that of a

slowly-varying gas, for which simple expressions for F can be found.

The Kohn-Sham ansatz

In order to develop useful approximations for the universal functional, Kohn and Sham [27]

suggested to introduce an auxiliary system of independent particles, described by the single-

particle orbitals ψi (r ), that yield the same ground state density as the system considered. Let us

write:

n(r ) =
N∑

i=1
ψ∗

i (r )ψi (r ) , (2.1)

where N is the number of electrons. We can rewrite the universal functional as

Ev [n] =
∫

dr v(r )n(r )+T [n]+EH [n]+Exc [n] , (2.2)

where T [n] is the kinetic energy of the auxiliary system of Kohn-Sham orbitals

T [n] =−1

2

N∑
i=1

∫
dr∇ψ∗

i (r )∇ψi (r ) , (2.3)

EH [n] is the Hartree contribution, given by

EH [n] = 1

2

∫
dr dr ′ n(r )n(r ′)

|r − r ′| , (2.4)

and Exc [n] is the exchange-correlation functional, whose exact form is unknown. The minimum

condition of the energy functional therefore yields a set of equations for the Kohn-Sham orbitals:

HK S[n]ψi (r ) =
(
−1

2
∇2 + vK S(r )

)
ψi (r ) = εiψi (r ) , i = 1, · · ·N , (2.5)

8
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where vK S(r ) = v(r )+ vH (r )+ vxc (r ), with

vH (r ) =
∫

dr ′ n(r ′)
|r − r ′| , (2.6)

and

vxc (r ) = δExc

δn(r )
. (2.7)

In practice, Eqs. 2.5 are solved iteratively until self-consistency. One starts with an initial guess

for the Kohn-Sham orbitals, derives the corresponding Kohn-Sham Hamiltonian HK S[n], find

its N lowest eigenvalues, and compares the corresponding density n(r ) obtained with that of

the initial guess. The procedure is then iterated until self-consistency is achieved, i.e. until the

input and output charge densities are equal.

The local-density approximation

The Kohn-Sham equations resemble closely the Hartree-Fock ones, with the exchange-correlation

potential vxc (r ) replacing the Fock exchange term. The power of the Kohn-Sham DFT scheme is

that all the unknown many-body effects are put in the exchange-correlation potential, and that

simple but yet accurate approximations to vxc (r ) can be developed.

The crudest approximation would be to simply neglect the exchange-correlation part and to set

vxc (r ) = 0. In that case, one recovers the Hartree approximation. An improvement consists in

including including the Fock exchange term, i.e. choosing

E HF
xc ≡ Ex =−1

2

N∑
i , j=1

∫
dr dr ′ 1

|r − r ′|ψ
∗
i (r )ψ∗

j (r ′)ψ j (r )ψi (r ′) . (2.8)

The Hartree-Fock approximation does not perform very well for most systems. In solid-state

physics, this approximation systematically strongly overestimates the bandgap for insulators,

and gives too large bandwidths for metals. Moreover, the evaluation of the Fock exchange term

is relatively demanding computationally.

In principle, one could use many-body perturbation theory to include higher order terms in the

exchange-correlation term. Another approach, that lies at the heart of the successes of density

functional theory, is the so-called local-density approximation (LDA). The assumption of the

LDA is that the exchange-correlation term takes the form:

E LD A
xc [n] =

∫
dr εHOM

xc (n(r )) , (2.9)

where εHOM
xc (where HOM stands for homogeneous) is a simple function depending on the local

charge density, given by the exchange-correlation energy density of the homogeneous electron

gas with the same density. The exchange-correlation density for the homogeneous electron gas
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is known from precise Monte-Carlo simulations [28]. In solid-state systems, the actual charge

density is often far from a homogeneous electron gas. Hence, it is quite surprising that the LDA

works rather well for most materials, given the seemingly crude uncontrolled approximations. A

generalization of the LDA for magnetic systems is known as the local spin-density approximation

(LSDA), for which the exchange-correlation term takes the form:

E LSD A
xc [nα,nβ] =

∫
dr εxc (nα(r ),nβ(r )) , (2.10)

where εxc (nα,nβ) is a simple function depending on the two spin densities nα and nβ.

The LDA is the basis of most applications of density functional theory in solid-state physics and

chemistry. More sophisticated functionals can be thought of as the local-density approximation

with added corrections. The next level of sophistication in the design of functionals consists

in including density gradient corrections, i.e. replacing in Eq. 2.9 the function εHOM
xc (n(r )) by a

more complicated function that depends not only on the local charge density, but also on its

gradient. This class of functionals is known as the generalized gradient approximation (GGA)

and is characterized by an exchange-correlation energy taking the form

EGG A
xc [n] =

∫
dr f (n,∇n) (2.11)

where f (n,∇n) is a simple function. The most commonly used parametrization of the GGA is

due to Perdew, Burke, and Ernzerhof [29], and is referred to as the PBE functional.

Hybrid functionals

An important class of functionals, known as hybrid functionals, are built by mixing the LDA

and/or GGA functionals with Hartree-Fock exchange. Note that, while for LDA and GGA the

exchange-correlation functional depends on the charge density only, the Fock exchange term Ex

depends explicitly on the orbitals. Therefore, density functional theory with hybrid functionals

belongs to the so-called generalized Kohn-Sham schemes[30]. One of the motivations for doing

so is to cure the so-called bandgap problem and is based on the following observation. For

semiconductors and insulators, Hartree-Fock strongly overestimate the gap, while the LDA and

GGA functionals underestimate it, typically by 50−100 %. Hence, by introducing a parameter that

continuously connects the LDA/GGA functionals to Hartree-Fock, one can smoothly interpolate

between the underestimation of LDA/GGA and the overestimation of Hartree-Fock. There are

several ways to define hybrid functionals.

One simple and popular way to define a hybrid functional is to mix the exchange energy of PBE

E PBE
x with that of Hartree-Fock Ex , while keeping the correlation part of PBE E PBE

c , yielding

E PBE0
xc =αEx + (1−α)E PBE

x +E PBE
c , (2.12)

where α is the mixing parameter that takes values between 0 and 1. The choice of α= 1/4 leads
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to the PBE0 functional [31, 32].

The PBE0 functional withα= 1/4 yields bandgaps in relatively good agreement with experiments

for medium-gap systems (∼ 2−5 eV). However, for large-gap systems, PBE0 underestimates the

gap, while for small-gap systems the gap is overestimated. This can be cured by changing the

value of α, using either α as a free parameter or estimating it [33, 34]. Choosing the mixing pa-

rameter as the inverse of the dielectric constant 1/ε∞ yields good agreements with experiments

for a broad range of systems [33, 34]. The functional defined in Eq. 2.12 with a generic value

of α different from 1/4 is sometimes referred to as PBE0(α). In Chapter 6, where we present

calculations using hybrid functionals, we shall refer to it simply as PBE0.

Another important subclass of hybrid functionals was introduced by Heyd, Scuseria, and Ernz-

erhof (HSE) [35]. HSE functionals are built by mixing the PBE exchange with a screened Fock

exchange term Ex (µ)

E HSE
xc =αE SR

x (µ)+ (1−α)E PBE ,SR
x +E PBE ,LR

x +E PBE
c , (2.13)

where SR/LR stand for short-range and long-range, and µ is the range-separation parameter.

The screened short-range exchange term E SR
x (µ) corresponds to the Fock exchange, defined in

Eq. 2.8, evaluated with a Coulomb potential screened by the complementary error function, i.e.

by making the replacement

1

|r | →
1

|r |erfc(µ|r |) . (2.14)

The choice of parameters α = 1/4 and µ = 0.3 Å−1 (µ = 0.2 Å−1) yields the so-called HSE03

(HSE06) functionals [35, 36]. Note that PBE0 is a special case of HSE, corresponding to the

choice µ= 0. In Chapter 6, we shall use the HSE functional with the range-separation parameter

of HSE06 and a variable mixing parameter α. For simplicity, we shall refer to it as HSE06.

The LDA+U method

The LDA+U method was introduced to extend the applicability of density functional theory to

Mott insulators [37]. Mott insulators are materials that are predicted to be metallic according

to band theory but are insulating because of strong correlations. The LSDA and spin-polarized

GGA fail to capture the strong local correlations, associated e.g. with 3d electrons in transition

metal oxides, and therefore often fail qualitatively for Mott insulators, wrongly predicting them

to be metallic.

The LDA+U method is based on the Hubbard model and consists in adding explicitly to the

exchange-correlation functional an energy penalty (parametrized by the Hubbard term U ) for

double occupancy of a chosen set of localized orbitals. The LDA+U functional takes the form
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[38]:

ELD A+U = ELD A[n(r )]+EHub[n Iσ
mm′ ]−EDC [n Iσ] , (2.15)

where EHub describes interactions between the correlated electrons and EDC is the double-

counting energy. The double-counting term corresponds to the part in ELD A that describes the

interactions that are to be replaced by EHub . The Hubbard term depends on the occupancy

matrix n Iσ
mm′ , where I refers to an atomic site, σ is a spin index, and m,m′ are state indices. The

double-counting term depends only on:

n Iσ =∑
m

n Iσ
mm . (2.16)

There are several formulations of the LDA+U method. In Chapter 5, the simplified formulation

of Cococcioni and de Gironcoli [39] was used. In this formulation, the Hubbard part of the

functional reads:

EU = EHub −EDC = U

2

∑
I ,i ,σ

λIσ
i (1−λIσ

i ) , (2.17)

where λIσ
i is the occupation of the correlated orbital described by indices i , I ,σ and takes values

between 0 and 1.

There are several approaches to choose the Hubbard parameter U . One possibility is to treat U

as a free parameter and to choose it to obtain agreement with experiments. It is also possible

to estimate the U from the underlying LDA calculation. In Chapter 5, we have estimated U

for niobium 4d electrons in NbSe2 using the linear response approach of Cococcioni and de

Gironcoli [39].

Note that the LDA+U method is called in such a way for historical reasons, but nowadays the

GGA functional is usually used instead of LDA.

Plane-wave basis set

In order to solve the Kohn-Sham equations for realistic systems on a computer, such as molecules

or periodic crystals, one needs to introduce a finite basis set. There are different possibilities

for doing so. For periodic systems, a natural choice consists in using a plane-wave basis set. In

this thesis, the density functional calculations have been performed using two different codes,

Quantum ESPRESSO [40] and VASP [41, 42, 43], both of which use plane waves.

With periodic boundary conditions, one can make use of Bloch’s theorem and label the Kohn-

Sham orbitals ψnk (r ) with the band index n and pseudomomentum k, and expand it in terms of
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plane waves:

ψnk (r ) =∑
G

cnk (G)e i (k+G)r , (2.18)

where G is a vector of the reciprocal lattice. The Kohn-Sham potential expressed in the reciprocal

space as:

vK S(G ,G ′) = 1

Ω

∫
u.c

dr e−i (G−G ′)r vK S(r ) , (2.19)

where the integral is carried over the unit cell andΩ is its volume. In this basis, the Kohn-Sham

equations read:(
1

2
(k +G ′)2δGG ′ + vK S(G ,G ′)

)
cnk (G ′) = εnk cnk (G) . (2.20)

One can truncate the expansion in Eq. 2.18, including only G vectors so that the kinetic energy is

smaller than a chosen cutoff Ecut , i.e.

1

2
(k +G)2 < Ecut . (2.21)

One of the advantages of a plane-wave basis set is that one can systematically converge the

desired calculated quantities with respect to the basis set by increasing the cutoff until the

desired accuracy is reached.

Pseudopotentials

The pseudopotential approximation allows to significantly reduce the basis set size in Eq. 2.20,

diminishing the computational cost. The idea of the pseudopotential approximation is that

core-electron states are unaffected by the environment of an ion as they do not participate to

chemical bonding. Therefore, one can freeze them and mimic their effect on valence electrons

by modifying the Coulomb potential of the ion.

There are different types of pseudopotentials used in ab initio electronic-structure calculations.

Norm-conserving pseudopotentials [44] are the simplest and are obtained by :

• Performing an all-electron calculation on an isolated atom.

• Separating the electronic levels in core and valence levels.

• Imposing that the all-electron wave function and the pseudo wave function of valence

states are identical beyond a cutoff radius rc .

• Imposing that the norms of the all-electron and pseudo wave functions inside the radius

rc are identical.
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The last condition can be relaxed for ultrasoft pseudopotentials [45]. Using norm-conserving

pseudopotentials, the form of the Kohn-Sham equations (Eq. 2.5) keep the same form. The

difference is the appearance of an extra additive a term in the Kohn-Sham potential, i.e. vK S(r ) →
vK S(r )+ vps(r ), with vps(r ) being repulsive close to the ions.

2.2 Density-functional perturbation theory

Density functional theory permits the calculation of the ground state total energy and charge

density of a given system. Many interesting properties of many-electrons systems are related to

the derivatives of the total energy and charge density with respect to some external perturbation,

and density-functional perturbation theory (DFPT) is a powerful tool to calculate these from

first principles [46].

A good example in solid-state systems is that of phonons, that are related to the second order

derivatives of the total energy with respect to the displacement of the atoms. Calculating the

phonon properties from first principles is important because it allows, e.g. predicting the

thermodynamic stability of a structure and calculating superconducting properties for metallic

systems. In this thesis, the calculation of phonon dispersion curves will play a central role in

Chapters 4 and 5.

Using the Born-Oppenheimer approximation, the lattice dynamics is governed by the following

Schrödinger equation [47](
−1

2

∑
I

∂2

∂R2
I

+E(R)

)
Φ(R) = εΦ(R) , (2.22)

where RI is the position vector of an ion I of mass MI , R ≡ ({RI }), and E(R) is the ground-state

energy of a system of interacting electrons in the potential generated by the ions. The Born-

Oppenheimer energy surface E (R) can be obtained by finding the ground-state (e.g. using DFT)

of the Born-Oppenheimer Hamiltonian

HBO(R) =−1

2

∑
i

∂2

∂r 2
i

+ 1

2

∑
i 6= j

1

|ri − r j |
−∑

i I

ZI

|ri −RI |
+EN (R) , (2.23)

where ri is the coordinate of electron i , ZI is the atomic number of the ion I , and EN (R) is the

Coulomb repulsion between the ions:

EN (R) = 1

2

∑
I 6=J

ZI ZJ

|RI −R J |
. (2.24)

The forces acting on the ion I can be obtained by calculating the first derivative of the Born-
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2.2. Density-functional perturbation theory

Oppenheimer energy E(R), i.e.

FI =−∂E(R)

∂RI
. (2.25)

The forces must all vanish at equilibrium. According to the Hellmann-Feynman theorem, the

first derivatives of the eigenvalues of a Hamiltonian that depends on a parameter λ are given by

the expectation value of the derivative Hamiltonian

∂Eλ
∂λ

= 〈Ψλ|
∂Hλ

∂λ
|Ψλ〉 . (2.26)

It follows that the forces at configuration R of the nuclei can be obtained from the knowledge of

the corresponding ground-state charge density nR (r )

FI (R) =−∂EN (R)

∂RI
−

∫
dr nR (r )

∂VR (r )

∂RI
, (2.27)

where VR (r ) is the potential created by the nuclei

VR (r ) =∑
I

ZI

|r −RI |
. (2.28)

On the other hand, the vibration frequencies ω are obtained from the second derivatives of E (R)

according to

det

∣∣∣∣∣ 1√
MI M J

∂2E(R)

∂RI∂R J
−ω

∣∣∣∣∣= 0 . (2.29)

Evaluating the Hessian in Eq. 2.29 requires knowledge of the ground charge density nR (r ) and

its linear response:

∂2E(R)

∂RI∂R J
= ∂2EN (r )

∂RI∂R J
+

∫
dr nR (r )

∂2VR (r )

∂RI∂R J
+

∫
dr
∂nR (r )

∂RI

∂VR (r )

∂R J
. (2.30)

A possible approach to calculate the Hessian matrix consists in introducing finite displacements

δR of the ions, evaluating the Born-Oppenheimer energy E(R) and E(R +δR) from DFT, and

approximating the derivatives with finite differences methods. In a periodic solid, this approach

can be inconvenient as it requires introducing possibly large supercells. A more powerful

approach consists in evaluating nR (r ) from DFT and the last term in Eq. 2.30 from first-order

perturbation theory.

The variation of the charge density ∆n(r ) can be expressed in terms of the variation of the

Kohn-Sham orbitals

∆n(r ) = 2
N∑

i=1
ψ∗

i (r )∆ψi (r ) , (2.31)
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Chapter 2. Methodology

with the operator ∆ acting as

∆n(r ) =∑
i

∂n(r )

∂λi
∆λi , (2.32)

where {λi } are the parameters of the Born-Oppenheimer Hamiltonian (i.e. the ions’ coordinates

in the present case). Eq. 2.32 defines the action of the operator ∆ on n(r ) and can be easily

generalized to any quantity that depends on the parameters {λi } . The variation of the Kohn-

Sham wave functions obey the equation(
−1

2

∂2

∂r 2 + vK S −εi

)∣∣∆ψi
〉=− (∆vK S −∆εi )

∣∣ψi
〉

. (2.33)

In Eq. 2.33, the variation of the Kohn-Sham potential ∆vks is a functional of the variation of the

charge density ∆n and can be expressed as

∆vK S(r ) =∆v(r )+
∫

dr ′∆n(r ′)
|r − r ′| +

∂vxc

∂n(r )

∣∣∣∣
n(r )

∆n(r ) . (2.34)

The above-equations (2.31-2.34) are to be solved self-consistently, similarly to the Kohn-Sham

equations, and allow calculating the linear response of the electronic charge density with respect

to an external perturbation.

2.3 Dynamical mean-field theory

As discussed in Sec. 2.1, the LDA+U method extends the applicability of density functional theory

to Mott insulators. In LDA+U , the exchange-correlation functional is inspired by the Hubbard

model. The Hubbard model is the canonical model to study strongly correlated electrons on a

lattice and is given by, in its one-band form

HHub =∑
i ,σ
εi dσc†

i dσci dσ+U
∑

i
ni d↑ni d↓+

∑
i jσ

ti j c†
i dσc j dσ , (2.35)

where c†
i dσ is the creation operator of a correlated d electron at lattice site i in spin state σ, U is

the on-site repulsion Hubbard parameter, ti j are the hopping terms, ni d↑/↓ is the occupation

operator at site i in up/down spin state, and εi dσ are the on-site energies. Despite its simplicity,

the one-band Hubbard model is solvable only in special cases. In the LDA+U method, the LDA

part of the functional describes the uncorrelated electrons and the kinetic part of the correlated

electrons, while the U term models the on-site repulsion of the correlated electrons.

As argued by Anisimov, Zaanen and Andersen in their seminal paper [37], mean-field theory

(or Hartree-Fock decoupling) can also be successful when the coupling is strong, especially at

half-filling, so that the mean-field treatment in LDA+U makes sense. The mean-field decoupling

consists in neglecting the fluctuation of the occupation numbers around their mean values,
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2.3. Dynamical mean-field theory

replacing the second term in Eq. 2.35 by [37]

H HF
U =U

∑
i

(
ni (ni↑+ni↓)−mi (ni↑+ni↓)− 1

4
(n2

i −m2
i )

)
, (2.36)

where ni↑,↓ = 〈
ni d↑,↓

〉
, ni = ni↑ +ni↓, and mi = ni↑ −ni↓. Therefore, in the limit where the

Hubbard U is much larger than the kinetic parameters ti j , the minimum of H MF
U is obtained

when the correlated band is fully spin-polarized, with a gap ∼U between the spin-minority

and spin-majority bands (or upper and lower Hubbard bands). The mean-field decoupling of

Eq. 2.36 works best in limiting cases, i.e. either in the independent-electrons limit (i.e. U ¿ t ) or

in the fully localized one (i.e. U À t and at half-filling).

The dynamical mean-field theory [140] provides an alternative and more generic route towards

solving the Hubbard model. DMFT is more universal and works for both the two limiting cases

discussed above and for intermediate cases. Moreover, because of the Hartree-Fock decoupling,

LDA+U can only describe a Mott insulator in the spin polarized regime. On the other hand,

DMFT correctly describes the paramagnetic insulating behaviour of Mott insulators above the

magnetic transition temperature.

In DMFT, the Hubbard model is mapped onto an Anderson impurity model on a lattice

Ha =∑
kσ
εkσc†

kσckσ+
∑
σ
εd d †

σdσ+Und↑nd↓+
∑
kσ

Vkσ(c†
kσdσ+d †

σckσ) . (2.37)

In this equation, the first term describes the lattice electrons (c-electrons, with dispersion εk ),

the second and third terms describe the local impurity electron (d-electron), and the last term

represents the interaction of the impurity electron with the bath of lattice electrons via the

hybridization coupling V . The Anderson impurity model can be solved numerically, e.g. with

Quantum Monte Carlo methods, so that the impurity Green’s function Gimp can be calculated.

In imaginary time, the impurity Green’s function is defined as

Gi mp (τ) =−
〈

T d(τ)d †(0)
〉

, (2.38)

where T is a time-ordering operator. In this expression and from now on, we shall drop the spin

index σ. In imaginary frequency space, we have

Gi mp (iωn) =
∫ β

0
dτe iωnτGi mp (τ) , (2.39)

where β is the inverse temperature. The impurity self-energy Σi mp is defined as

Σi mp (iωn) =G−1
0,i mp −Gi mp (iωn)−1 , (2.40)

where G−1
0,i mp is defined as

G−1
0,i mp (iωn) = iωn +µ+εd −∆(iωn) , (2.41)
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where µ is the chemical potential. In this equation, the last term is the dynamical mean-field

and is given by the expression

∆(iωn) =∑
k

Vk

iωn −εk
. (2.42)

The lattice Green’s function reads

Gl at (k, iωn) = 1

iωn −µ−εk −Σl at (k, iωn)
. (2.43)

The approximation of DMFT consists in equalizing the lattice self-energy to that of the impurity,

i.e. Σl at (k, iωn) = Σi mp (iωn). The equations of DMFT are to be solved self-consistently. The

condition for self-consistency is that the Green’s function of the impurity is the same as the local

lattice Green’s function. The latter is defined as

Gl at ,loc (iωn) =∑
k

1

iωn −µ−εk −Σi mp (iωn)
. (2.44)

One then proceeds as usual for solving self-consistently a set of equations. One makes an initial

guess for the self-energy, from which the local lattice Green’s function Gl at ,loc is calculated.

From Gl at ,loc , one can extract the mean field ∆ as

∆(iωn) = iωn +µ−G−1
l at ,l oc (iωn)−Σi mp (iωn) . (2.45)

The corresponding Anderson impurity problem is then solved, and the new self-energy is

compared with the guessed self-energy. The procedure is iterated until the input and output

self-energies are the same.

Note that in the preceding discussion we have expressed the different quantities in the imaginary-

frequencies domain, because the Anderson impurity problem is more conveniently solved on

the imaginary axis. From the knowledge of the self-energy Σl at (k, iωn), one can extract the

quasiparticle weight Z , defined as

1

Z
=

(
1− ∂Σ(ω)

∂ω

∣∣∣∣
ω→0

)
. (2.46)

The derivative in this equation can be calculated from the imaginary-frequency self-energy

thanks to the identity

∂Σ(ω)

∂ω

∣∣∣∣
ω→0

= Σ(iωn)

iωn

∣∣∣∣
ωn→0

. (2.47)

For weakly correlated metals, the self-energy is small and the quasiparticle weight is close to

one, whereas for a Mott insulator the quasiparticle weight vanishes due to a divergence of the

self-energy. One of the advantages of DMFT is that it can smoothly interpolate between a weakly

interacting metal and a Mott insulator, depending on the quasiparticle weight that can take any
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2.4. Quasiparticle and excitonic effects

value between zero and one. This is particularly important for strongly correlated metals, for

which the quasiparticle weight is small but does not vanish.

There are several ways to combine DFT with DMFT to calculate the properties of strongly

correlated materials from first principles. In Chapter 5, the approach used is to derive an

effective tight-binding model in the basis of Wannier functions for the bands close to the Fermi

level from a GGA calculation. The choice of correlated Wannier functions is then an educated

guess and the Hubbard parameter U is treated as a free parameter.

2.4 Quasiparticle and excitonic effects

In linear-response theory, the key quantity to be calculated is the charge susceptibility χ, defined

as the change of the electronic charge density δn upon an external perturbation δvext

χ(r, t ,r ′, t ′) = δn(r, t )

δvext (r ′, t ′)
. (2.48)

The charge susceptibility is related to the inverse dielectric function ε−1. In frequency space, we

have

ε−1(r,r ′,ω) = δ(r − r ′)+
∫

dr ′′vc (r ′′,r )χ(r ′′,r ′,ω) , (2.49)

where vc is the Coulomb potential. Knowledge of the full charge susceptibility is important as it

can be measured, e.g. in optical absorption experiments.

Let us define the independent-particle susceptibility χ0, which can be expressed in terms of

single-particle wave functions ψi (e.g. Kohn-Sham wave functions in DFT) and energies εi as

χ0(r,r ′,ω) =∑
c,v

ψ∗
v (r )ψc (r )ψ∗

c (r ′)ψv (r ′)
ω− (εc −εv )− i 0+ − ψv (r )ψ∗

c (r )ψc (r ′)ψ∗
v (r ′)

ω+ (εc −εv )+ i 0+ , (2.50)

where c refers to unoccupied conduction band states and v refers to occupied valence band

states (an insulator is assumed). Note that the poles of χ0 correspond to the independent-

particle excitation energies. The full susceptibility contains poles at the real excitation (i.e.

excitons for insulators) energies of the system.

The full interacting susceptibility χ is related to χ0 via a Dyson equation [48]

χ=χ0 +χ0(vc + fxc )χ0 +χ0(vc + fxc )χ0(vc + fxc )χ0 +·· · =χ0 +χ0(vc + fxc )χ , (2.51)

where vc + fxc is the kernel. The crudest approximation is to set fxc = 0, and is known as the

random phase approximation (RPA). The next level of approximation is the adiabatic local-
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density approximation (ALDA), in which fxc is local in time and in space

fxc (r, t ,r ′, t ′) = δ(t − t ′)δ(r − r ′)
δ2E LD A

xc [n]

δn(r )δn(r ′)
. (2.52)

The RPA and ALDA fail to capture the long-range electron-hole attraction, that is responsible for

the reduction of the excitation energies compared to the independent-particle picture (excitonic

effects). Eq. 2.51 is in principle exact, and the challenge of time-dependent density functional

theory (TDDFT) is to find good approximations for the kernel.

Within TDDFT, instead of solving the Dyson equation for the charge susceptibility χ, an alterna-

tive approach to calculate excitation energies consists in solving the Casida equation [48, 49]

(
A B

B A

)(
X

Y

)
=Ω

(
−1 0

0 1

)(
X

Y

)
. (2.53)

In the commonly-used Tamm-Dancoff approximation, one sets B = 0. The matrix A is given by

Ai a, j b(ω) = δi jδab(εa −εi )+K H xc
i a, j b(ω) . (2.54)

In this equation, i , j refer to occupied Kohn-Sham orbitals with energies εi , j , while a,b identify

unoccupied Kohn-Sham orbitals of energies εa,b . The matrix K H xc
i a, j b(ω) is the Hartree-exchange-

correlation kernel. It is frequency independent in the adiabatic approximation. It is given by

K H xc
i a, j b =

∫
dr dr ′ψ∗

i (r )ψa(r ) f H xc (r,r ′)ψ j (r ′)ψb(r ′) . (2.55)

Solving Eq. 2.53 yields the excitation energies of the system, given by the eigenvaluesΩ, and the

optical spectrum can be calculated from the vectors X and Y .

The Casida equation is analogous to the Bethe-Salpeter equation (BSE). In the Casida equation,

the kernel takes the form K H xc = K H +K xc , where K H is the Hartree contribution. In the

Bethe-Salpeter equation the exchange-correlation part is replaced by the screened exchange, i.e.

K BSE = K H +K W , with

K W
i a, j b(r,r ′) =−

∫
dr dr ′ψ∗

a(r )ψ(r )bW (r,r ′,0)ψ∗
j (r ′)ψi (r ′) , (2.56)

where W is the screened Coulomb interaction, given by

W (r,r ′,0) =
∫

dr ′′ε−1(r,r ′′,0)vc (r ′′,r ′) . (2.57)

As discussed before, adiabatic semilocal approximations to the kernel of TDDFT, such as ALDA,

fail to capture excitonic effects. This is can be understood from the fact that the dominant

term in the BSE, yielding excitonic effects, is the K W kernel, and is associated with the long-
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range exchange interaction, screened by the inverse dielectric matrix. The long-range exchange

interaction is missing in LDA and GGA but it is included in Hartree-Fock (unscreened) and

in hybrid functionals, where the screening is taken into account via the mixing and range-

separation parameters (in HSE). As discussed in Ref. [50], this suggests that excitonic effects are

approximately described within hybrid DFT, and that one can solve the Casida equation with a

fraction of the bare Fock exchange (possibly calculated with the modified Coulomb interaction

as in HSE) in the kernel. This approach is implemented in the VASP code [41, 42, 43]. Note that

in the VASP code, the module that solves the Casida and Bethe-Salpeter equation is the same.

When using Hartree-Fock or hybrid functional kernels, the only difference is the exact form of

the exchange term. In Chapter 6, we shall calculate the exciton energies for single-layer TiSe2

from hybrid functionals using the VASP code. Because of the analogies discussed above, we shall

refer to the equation yielding the exciton spectrum as the Bethe-Salpeter equation.

The Bethe-Salpeter equation is often used in combination of the GW approximation to calculate

the optical absorbtion spectra of semiconductors and insulators from first principles [51]. In the

GW approximation, the quasiparticle wave functions φi obey the equations [52](
−1

2

∂2

∂r 2 + v(r )+ vH (r )

)
φi (r )+

∫
drΣ(r,r ′,ω= Ei )φi (r ′) = Eiφi (r ) , (2.58)

where Σ is the self-energy. Note that Eq. 2.58 is analogous to the Kohn-Sham equations, except

that the exchange-correlation potential vxc in Eq. 2.5 is replaced by the self-energy term. For

semiconductors and insulators, the bandgaps within GW are larger than within Kohn-Sham DFT

with LDA or GGA. The differences in the single-particle energies are referred to as quasiparticle

effects.

The static Coulomb Hole plus Screened Exchange (COHSEX) approximation [53] of GW corre-

sponds to setting Σ(r,r ′,ω) =ΣCOH (r,r ′,ω= 0)+ΣSE X (r,r ′,ω= 0), with

ΣCOH (r,r ′,ω= 0) = 1

2
δ(r − r ′)+ (W (r,r ′,ω= 0)− vc (r,r ′)) , (2.59)

and

ΣSE X (r,r ′,ω= 0) = ∑
i ,occupied

φi (r )φ∗
i (r ′)W (r,r ′,ω= 0) . (2.60)

In this approximation, the SEX part closely resembles the (non-local) exchange-correlation

potential vxc (r,r ′) in Hartree-Fock

v HF
xc (r,r ′) = ∑

i ,occupied
ψ∗

i (r )ψi (r ′)vc (r,r ′) , (2.61)

the only difference being that an unscreened Coulomb potential vc is used in Hartree-Fock.

If the inverse dielectric matrix is approximated by a single element, the screened Coulomb
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potential W can be expressed as

W (r,r ′,ω= 0) =
∫

dr ′′ε−1(r,r ′′,ω= 0)vc (r ′′,r ′) ≈ 1

ε∞
vc (r,r ′) . (2.62)

From the discussion above, we see that there is a close analogy between hybrid density functional

theory and the static COHSEX approximation of GW. In hybrid DFT, the static SEX part of the self-

energy is modelled by the fraction of Fock bare exchange, with the mixing parameter α playing

the role of 1/ε∞ in Eq. 2.62. The COH part of the self-energy, as well as frequency-dependent

contributions, are on the other hand approximated by the local part of the exchange-correlation

potential, modelled e.g. by the PBE approximation [34]. This discussion also explains why

the PBE0 functional with a fraction of exchange fixed to 1/4 fails quantitatively for large-gap

and small-gap systems [34]. Indeed, large-gap insulators have a small dielectric constant,

so the optimal mixing parameter should be large than 1/4. On the other hand, small-gap

semiconductors are characterized by larger dielectric constants, so α= 1/4 is too large and the

PBE0 functional with fixed fraction of exchange overestimates the gap.

In Chapter 6, we shall approximate quasiparticle and excitonic effects in TiSe2 from hybrid

DFT. Since TiSe2 is a two-dimensional material, we shall not calculate 1/ε∞ but use the mixing

parameter α as a free parameter. From the discussion presented in this section, we will indeed

interpret α as a material-dependent quantity that describes the effective screening environment

rather than a number fixed to 1/4.
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Chapter 3. Crystal field effects in two-dimensional transition metal dichalcogenides

Two-dimensional transition metal dichalcogenides (TMDs) exist in two polymorphs, referred to

as 1T and 1H , depending on the coordination sphere of the transition metal atom. The broken

octahedral and trigonal prismatic symmetries lead to different crystal and ligand field splittings

of the d electron states, resulting in distinct electronic properties. In this work, we quantify

the crystal and ligand field parameters of two-dimensional TMDs using a Wannier-function

approach. We adopt the methodology proposed by Scaramucci et al. [A. Scaramucci et al., J.

Phys.: Condens. Matter 27, 175503 (2015)]. that allows to separate various contributions to the

ligand field by choosing different manifolds in the construction of the Wannier functions. We

discuss the relevance of the crystal and ligand fields in determining the relative stability of the

two polymorphs as a function of the filling of the d-shell. Based on the calculated parameters,

we conclude that the ligand field, while leading to a small stabilizing factor for the 1H polymorph

in the d 1 and d 2 TMDs, plays mostly an indirect role and that hybridization between different d

orbitals is the dominant feature. We investigate trends across the periodic table and interpret

the variations of the calculated crystal and ligand fields in terms of the change of charge-transfer

energy, which allows developing simple chemical intuition.

3.1 Introduction

With the advent of two-dimensional (2D) materials [1], layered transition metal dichalcogenides

(TMDs) [55] have gained a great revival of interest due to their rich variety of properties of

relevance to both applications and fundamental research [56, 57, 6, 15, 9]. Two-dimensional

TMDs of chemical composition MX2 consist of a triangular lattice of a transition metal atom (M

= Mo, W, Re, etc.) sandwiched between two layers of a chalcogen element (X = S, Se, Te). The

local coordination sphere of the transition metal atom can have either trigonal antiprismatic (or

distorted octahedral) or trigonal prismatic symmetry, leading to two families of polymorphs,

referred to as 1T and 1H , respectively. The two polymorphs have distinct electronic properties.

For instance, 1H-MoS2 is a semiconductor with promising applications [9], 1T -MoS2 is metallic,

and the distorted 1T ′-MoS2 is predicted to be a topological insulator [15]. In a simplified ionic

picture, one assigns formal charges 4+ and 2− to the transition metal and chalcogen ions,

respectively [58]. In such a picture, the formal electronic configuration of the chalcogen atoms

is nXs2nXp6 (with nX = 3, 4, 5 for X = S, Se, Te), while that of the transition metal M is nMd n

(nM = 3,4,5), with n depending on the column where M stands in the periodic table (n = 0 for

group IV TMDs such as HfS2, n = 1 for group V TMDs such as TaS2, and so on).

The electronic properties of the TMDs are therefore governed by the d-like bands and their

filling [56]. The presence of the ligands splits the d-electrons levels due to a combination of

different effects. The crystal field splitting originates from the electrostatic interaction between

the orbitals and the ligands, leading to a higher energy for orbitals pointing towards negatively

charged ions. The ligand field splitting results from hybridization with ligands’ orbitals and is

expected to be dominant in covalent systems.

According to crystal field theory, in an octahedral environment (1T polymorph), the d-shell
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splits into a low-energy triplet (t2g ) and a high-energy doublet (eg ). In a trigonal prismatic

geometry (1H ), the low-energy triplet further splits into a doublet and a singlet, usually assumed

to be lower in energy.

In the literature, ligand field arguments are often given as simple intuitive starting points to

understand several properties of the TMDs. In particular, a longstanding problem in the field

of dichalcogenides is that of the relative stability between the two polymorphs [7, 58], which

is controlled by the column of the transition metal M in the periodic table, i.e. by the electron

filling of the d-like bands. Indeed, d 0 TMDs are found in nature in the 1T polymorph, that is

also predicted to be energetically more favourable by first-principles calculations. TMDs with

formal occcupation d 1-d 2 are more stable in the 1H polymorph, while the 1T polymorph is

metastable in a distorted form [59]. TMDs with n = 3 are most stable in a strongly distorted 1T

phase with 2×2 periodicity [55, 58, 14, 60, 61], but the 1H polymorph is predicted to be lower in

energy than the undistorted 1T one. Finally, TMDs in the d 4 −d 6 range are lower in energy in

the 1T phase compared to the 1H . Note that for some materials, unrelated pyrite structures are

in certain cases the most stable phases [62].

A natural explanation for this trend is as follows [63]. For n < 2 d electrons, the 1H phase be-

comes more and more stable with respect the the 1T phase as the filling of the low-energy singlet

increases. On the other hand, for n > 2 the 1H polymorph becomes less and less favourable with

increasing the number of electrons because the higher-energy doublet gets filled. While being

elegant and often invoked in the recent literature [63, 64], several authors have argued that it is

likely too simplistic because of the complexity of the actual band structure [65, 58, 66].

The purpose of this paper is twofold. Firstly, we provide a systematic estimate of crystal and

ligand field parameters across the family of materials from first-principles calculations, focusing

on the case of monolayers. By constructing ab initio Wannier tight-binding Hamiltonians for

different sets of bands, we estimate the bare crystal field coming from the electrostatic repulsion

with the positively charged ions, as well as contributions stemming from hybridization with

various ligands’ states. Secondly, in light of the calculated parameters, we discuss the problem

of the relative stability of the 1H and 1T materials as a function of the column of the transition

metal M in the periodic table. We show that the singlet low-energy state in the 1H polymorph is

close in energy to the t2g triplet in the 1T polymorph, meaning that the ligand field alone plays

a minor if any role in determining the relative stability. However, we also argue that, taking into

account interorbital hybridization in the 1H case, resulting from nearest-neighbor hoppings

between orbitals of different character, the calculated energy diagrams can provide a simple

picture for the calculated relative stability of the two phases.

This paper is organized as follows. In Sec. 3.2, we review the methodology adopted and provide

computational details of our calculations. In Sec. 3.3, a detailed study of TaS2 is given as an

example. In Sec. 3.4, we discuss the relevance of the crystal and ligand field in determining the

relative stability of the 1H and 1T phases, taking again TaS2 as a representative example. In

Sec. 3.5, we present trends in the calculated parameters across the periodic table. In Sec. 3.6, we
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put our study in perspective with previous work, and Sec. 3.7 offers conclusions and outlook.

3.2 Methodology

3.2.1 Wannierization and crystal field parameters

We begin by briefly reviewing the methodolgy proposed in Ref. [67] that we have embraced in

order to calculate the crystal field and ligand field parameters. Given a set of n isolated bands,

one can define a corresponding set of n Wannier functions (WFs) [68] as follows

|WRα〉 = 1p
N

∑
k,α′

e−i kRUα′α(k)
∣∣ψkα′

〉
, (3.1)

where
∣∣WR,α

〉
denotes the Wannier function of character α centered in the lattice site R , N is the

number of points in the discretized Brillouin zone, k is a pseudomentum, Uα′α(k) is the gauge-

fixing matrix, and the
∣∣ψkα

〉
are Bloch eigenstates. In this work, the Bloch eigenstates

∣∣ψkα
〉

are calculated from density functional theory (DFT) at the level of the generalized gradient

approximation (GGA) and correspond to the Kohn-Sham states. The corresponding Bloch

Hamiltonian can be expressed in the basis of the Wannier functions:

H = ∑
k,α

εkα
∣∣ψkα

〉〈
ψkα

∣∣= ∑
R,R ′,α,α′

H R−R ′
αα′ |WRα〉〈WR ′α′ | , (3.2)

where the εkα are the single-electron eigenenergies (i.e. the Kohn-Sham energies in a standard

DFT calculation) and the matrix elements in the Wannier basis H RR ′
αα can be interpreted as the

on-site energies (for R = R ′ and α=α′) and hopping parameters of a tight-binding model.

The construction of Wannier functions contains a high degree of arbitrariness in the choice

of the set of bands and the gauge-fixing matrix Uαα′ . A common choice for the gauge is that

minimizing the spread functionalΩ, leading to Maximally Localized Wannier Functions (MLWF)

[69, 68] :

δΩ[U ]

δU
= 0 (3.3)

where the spread functionalΩ is defined as :

Ω=∑
α

(〈
W0α

∣∣r 2
∣∣W0α

〉−|〈W0α|r |W0α〉 |2
)

, (3.4)

where r is the position operator. The advantages of MLWFs are numerous : the constructed

Wannier functions are real and atomic-like, the minimization of the spread leads to a minimal

overlap between different Wannier functions and therefore optimal interpolation power, and

in principle no a priori knowledge of the orbital character of the bands is required. Although

MLFWs were adopted as the most useful choice in Ref. [67], we have found it more convenient

for the materials considered to use Projector Wannier Functions (PWFs), defined by using
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Figure 3.1 – Ball-and-stick representation of (a) the 1T polymorph, and (b) the 1H polymorph
of two-dimensional TaS2. The S-Ta-S angles are indicated and the coordination polyhedra for
the two phases are displayed in the right panel.

orthogonalized Löwdin projections of the Bloch eigenstates on hydrogen-like atomic wave

functions. This corresponds to fixing

Uα′α(k) =∑
α′′

(S−1/2(k))α′′α
〈
ψkα′

∣∣ gα′′
〉

, (3.5)

where S is the overlap matrix, defined as Sαα′(k) =∑
n
〈

gα
∣∣ψkn

〉〈
ψkn

∣∣ gα′
〉

, and the
∣∣gα〉

are a

set of localized trial orbitals. This choice allows for a better control of the orbital character of the

Wannier functions, that is sometimes lost during the localization procedure. We shall explain

this choice in more details in the next section, and argue that the calculated parameters are

consistent with those obtained using MLWFs.

Another degree of freedom one has when constructing Wannier functions is the choice of the

set of bands considered. In Ref. [67], it was suggested to use this freedom to estimate different

contributions to the ligand field splitting of a given set of orbitals. For instance, if one is interested

in the splitting of the valence d orbitals of a transition metal ion, one can construct Wannier

functions by considering only the five bands with predominant d character, provided that those

bands constitute an isolated manifold. In that case, the obtained MLWFs (or PWFs) correspond

in general to molecular orbitals with some weight on the ligands due to hybridization. Therefore,

the calculated splitting contains contributions both from the electrostatic interaction with

the negatively charged ligand ions (crystal field), and from hybridization with various ligands’

orbitals (ligand field). The ligand field can be read on the on-site part of the tight-binding

Hamiltonian, i.e. on the diagonal of the matrix H R=R ′
αα′ . For a meaningful interpretation of the

differences of on-site energies as the ligand field, it is necessary that the matrix H R=R ′
αα′ is diagonal
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Chapter 3. Crystal field effects in two-dimensional transition metal dichalcogenides

(or at least nearly-diagonal). In the following, this will be achieved in two ways. We will ensure

that H R=R ′
αα′ is nearly diagonal by choosing appropriately the direction of the quantization axis z.

Small off-diagonal terms, due to the deviation from perfect octahedral symmetry of 1T TMDs

as well as due to the spin-orbit coupling in both polymorphs, lead to further splittings that we

calculate by diagonalizing the matrix.

On the other hand, if a sufficiently large number of bands is included, the d-like Wannier

functions do not contain tails on the ligands and are atomic-like, so that the extracted splitting

can be interpreted as the bare crystal field. In order to separate different contributions to the

ligand field, one can consider intermediate models by including in the wannierization procedure

a set of ligand-derived bands with a certain orbital character, say p character, in addition to the

d-like bands. In that case, the d-like Wannier functions do not contain any p-like tails on the

ligands, but could contains tails coming from hybridization with other states. The obtained

splitting contains therefore no contribution from hybridization with the p-states.

A further complication can arise if the bands of interest are entangled with another manifold.

This complication arises, for instance, in late-group TMDs where the d-like and p-like manifolds

overlap in energy. In that case, in order to obtain a Wannier Hamiltonian for the desired bands,

we perform the disentanglement procedure of Souza, Marzari and Vanderbilt [70]. In order to

derive n Wannier functions from m > n bands in a certain energy window, one needs a criterion

to extract an optimal subspace at each k-point of the discretized Brillouin zone. A possible

prescription consists in using orthogonalized projections on a set of trial localized functions

with desired orbital character. This corresponds to a choice of gauge-fixing matrix defined as in

Eq. 3.5, except that the matrix is rectangular. Another choice consists in refining the subspace

selection via projection by imposing optimal smoothness of the Hilbert space, through the

minimization of the gauge-invariant part of the spread functional :

ΩI =
∑
α

(〈
W0α

∣∣r 2
∣∣W0α

〉− ∑
Rα′

| 〈WRα′ |r |W0α〉 |2
)

. (3.6)

In the following, we shall adopt the optimal smoothness prescription whenever disentanglement

is required.

3.2.2 Computational details

Density functional calculations are performed using the QUANTUM ESPRESSO package [40].

The exchange-correlation functional is approximated by the generalized gradient approximation

of Perdew, Burke, and Erzernhof (PBE) [29]. Optimized norm-conserving Vanderbilt pseudopo-

tentials [71, 72, 73], from the SG15 library [71, 72, 74], are used to described the interaction

between valence and core electrons. The transition metals’ s and p semi-core states are explic-

itly treated as valence electrons, as well as f states in the case hafnium. A plane-wave cutoff of

100 Ry is used for all the materials considered. For tantalum disulfide, we have also used ultrasoft

pseudopotentials from the pslibrary [75, 76] for the calculation of the projected density of states.
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We have checked that the band structures calculated with the two sets of pseudopotentials

are identical. Brillouin zone integration is carried out using a mesh of 24×24 k-points and a

Marzari-Vanderbilt smearing [77] of 10 mRy. The structure of each material is obtained by fully

relaxing the lattice constant and atomic positions until all the Hellman-Feynman forces are

smaller than 10−4 Ry/Bohr and the pressure is smaller than 0.1 Kbar. About 13 Å of vacuum is

inserted between periodic replicas to simulate a monolayer. Wannierization is carried out on a

grid of 12×12 k-points using the Wannier90 code [78].

3.3 The case of TaS2

3.3.1 spd, pd, and d models

As an example, we focus our attention on tantalum disulfide (TaS2), a material existing in both

polymorphs (in bulk and monolayer forms [55, 79, 80]) and well known for its exotic phase

diagram in the 1T case, that includes several charge density wave (CDW) transitions and a Mott

(or possibly Anderson) insulating phase [81, 82, 16]. TaS2 is a convenient case to study because

the five d-like bands are separated in energy from the lower energy sulfur p-like bands, so that

there is no need in disentangling the two manifolds. Moreover, this will allow us to compare our

results with the early estimate of Mattheiss [65] in Sec. 3.6.

TaS2 belongs to the group V TMDs, so that the formal electronic configuration of Ta4+ is 5d 16s0.

The crystal structures of the 1T and 1H phases are shown in Fig. 3.1. The unit cell in the

two phases contains one formula unit. As one can see in Fig. 3.1, the 1T and 1H phases are

characterized by ABC and ABA stackings of the S-Ta-S atomic planes, leading to distorted

octahedral (or trigonal antiprismatic) and trigonal prismatic coordinations. The calculated

lattice constants a1T /1H , tantalum-sulfur distances d1T /1H , and S-Ta-S angles are summarized

in Table 3.1. From the calculated S-Ta-S angles θ1T = 94.19◦(85.81◦) and θ1H = 78.08◦ (84.54◦), as

shown in Fig. 3.1, we notice small deviations from a perfect octahedron (θ = 90◦) and a perfect

trigonal prism with equal edges (θ ≈ 80.8◦), respectively. In Fig. 3.2, we show the calculated

PBE band structures and density of states. We have highlighted in color the sulfur s- and p-like

bands, as well as the tantalum d-like bands. As the projected density of state plot shows, there is

strong hybridization, especially between the Ta-d and S-p states, indicating the covalent nature

of the Ta-S bond. Nevertheless, throughout this work, we shall continue referring to the five

bands shown in red in Fig. 3.2 as the d bands, to the six bands shown in blue as the p bands,

and to the two bands shown in purple as the s bands. We also note that the purple s bands

contain non-negligible d character, suggesting that hybridization between s and d states also

contributes to the ligand field splitting of the d-like states.

The band structure suggests that three natural models can be considered to describe valence

electrons, that is a 13-band spd model, an 11-band pd model, and a 5-band d model. Let us first

consider the 13-band spd model. We construct Wannier functions, as well as the corresponding

Wannier Hamiltonian, as described in Sec. 3.2, by including simultaneously the s, p and d bands.
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Figure 3.2 – Band structure along high-symmetry directions and projected density of states for
(a) 1T -TaS2, and (b) 1H-TaS2. The d-like bands are shown in red, the p-like bands in blue, and
the s-like bands in purple. The dashed line corresponds to the Fermi level, set to zero.

Table 3.1 – Calculated structural parameters for the undistorted 1T and 1H phases of TaS2.

a (Å) d (Å) θ (◦)

1T 3.38 2.48 94.19
1H 3.34 2.48 78.08
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a)

b)

c)

dxz dyz dxy dx2-y2 dz2

Figure 3.3 – Isovalue plots of the five d Wannier functions of 1T -TaS2 in the (a) spd model, (b)
pd , and (c) d models.
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c)

dxz dyzdxydx2-y2dz2

Figure 3.4 – Isovalue plots of the five d Wannier functions of 1H-TaS2 in the (a) spd model, (b)
pd , and (c) d models.
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Figure 3.5 – Aligned energy levels for 1T - (left) and 1H- (right) TaS2 in the (a) 13-band spd
model, (b) 11-band pd , and (c) 5-band d models. The t2g states in the 1T case are the dx y , dxz ,
dy z ones, as shown in Fig. 3.3. The orange arrows correspond to the t2g -eg (1T ) and dz2 -dxz

splittings (1H). The blue arrows correspond to the splitting of the low-energy triplet in the 1H
case, and the red arrows indicate the alignment between the lowest-energy levels of the two
polymorphs.

For 1T -TaS2 the two high-energy d bands are slightly entangled with higher-energy bands, not

shown in Fig. 3.2. Therefore, we perform the disentanglement procedure sketched in Sec. 3.2. A

comparison between the disentangled bands and the PBE bands is provided in the appendix

n, in Sec. 3.8. We obtain two s-like and six p-like WFs, centered on the sulfur atoms, as well as

five d-like WFs centered on the tantalum atom. In Fig. 3.3(a) and Fig. 3.4(a), we present isovalue

plots of the obtained d-like WFs. As the reader will notice, we have chosen different coordinate

systems for the two polymorphs, for reasons that we will explain below. For the 1T case, the

z-axis is defined along one of the Ta-S bonds. Since the octahedral symmetry is broken and the

S-Ta-S angles are not 90◦ (but either 94.19◦ or 85.81◦), it is not possible to chose at the same time

the x and y axes to be exactly parallel to Ta-S bonds. On the other hand, for the 1H polymorph,

the z-axis is pointing in the out-of plane direction, while the x-axis is chosen parallel to one of

the lattice primitive vectors. As one can see in Figs. 3.3 and 3.4, the d-like WFs in the spd model

are atomic-like and do not contain any visible hybridization with the sulfur 3s and 3p orbitals.

Therefore, the calculated energy differences between the on-site energies of the WFs, obtained

by inspecting the d block of the Wannier Hamiltonian, should be a good approximation to the

bare crystal field, coming from the electrostatic interaction with the negatively charged sulfur

ions. The calculated energy splittings are reported schematically in Fig. 3.5(a).

For 1T -TaS2, we obtain a three-below-two energy splitting pattern, as expected from crystal field

theory. The three dxz , dy z and dx y WFs have on-site energies that are degenerate within 0.01 eV.

On the other hand, the two dx2−y2 and dz2 WFs are higher in energy by 0.56 eV, with a small

difference of ∆(13)
z2−x2 y2 = ε(13)

z2 −ε(13)
x2−y2 = 0.03 eV, where ε(13)

α refers to the on-site energy of the WF

of typeα in the 13-band model. In the following, we shall refer to the dxz , dy z and dx y WFs as the

t2g triplet, and to the dx2−y2 and dz2 WFs as the eg doublet, because the octahedral symmetry

remains a useful approximate symmetry. Whenever discussing the crystal or ligand field splitting
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3.3. The case of TaS2

Table 3.2 – Summary of spreads (Ω), energy levels (ε), and splittings (∆) for the d WFs in various
models. The meaning of the different models is explained in the text. The energy reference is
arbitrary, but consistent between different models of a polymorph.

Model 1T Ωz2 (Å2) Ωx2−y2 (Å2) Ωt2g (Å2) εz2 (eV) ∆z2−x2 y2 (eV) ∆eg−t2g (eV)

d (5) 6.36 6.33 4.68 5.52 0.03 2.79
pd (11) 2.96 2.95 2.03 2.95 0.03 1.47
spd (13) 2.65 2.64 2.03 2.03 0.03 0.56
spspd (17) 2.65 2.64 1.99 2.03 0.03 0.58
spdd s (24) 1.32 1.31 1.37 3.85 0.03 0.87
spdd sp (27) 1.20 1.20 1.42 3.88 0.03 0.91

Model 1H Ωz2 (Å2) Ωx y (Å2) Ωxz (Å2) εz2 (eV) ∆x y−z2 (eV) ∆xz−z2 (eV)

dz2 (1/4) 15.59 9.73 5.34 0.84 3.28 4.32
d (5) 3.93 4.80 5.34 2.66 0.54 2.49
pd (11) 2.13 2.37 2.39 1.65 0.05 1.12
spd (13) 2.13 2.27 2.21 1.65 -0.17 0.45
spspd (17) 2.13 2.28 2.21 1.62 -0.19 0.47
spdd s (24) 1.51 1.26 1.24 3.18 -0.09 0.65
spdd sp (27) 1.15 1.21 1.22 3.32 -0.07 0.52

between the eg doublet and the t2g triplet, we actually mean the difference between the average

on-site energies.

For 1H-TaS2, because of the trigonal prismatic coordination, crystal field theory predicts a

splitting of the d levels into a singlet a′
1 (following the notation of Ref. [7]), a low-energy doublet

e ′ and a high-energy doublet e ′′. As shown in Fig. 3.5a), we have obtained, in the spd model,

two degenerate doublets dx y /dx2−y2 and dxz /dy z , corresponding to the e ′ and e ′′ doublets,

respectively. The on-site energies within a doublet differ by less than 0.005 eV. Contrary to

the 1T case where the lowering of the symmetry from octahedral to trigonal antiprismatic

leads to intrinsic lifting of degeneracies, we interpret those small differences being due to the

wannierization procedure that does not preserve exactly the symmetries. In the spd model, we

find that the dz2 a′
1 singlet is 0.17 eV higher in energy compared to the dx y /dx2−y2 doublet, and

0.45 eV lower than the dxz /dy z doublet. In Ref. [7], Huisman et al. considered a point-charge

model to calculate the crystal field splitting in a trigonal prismatic coordination. Huisman et al.

obtained that the relative positions of the singlet and low-energy doublet depends sensitively

both on the angle between the ligand and the z-axis, and on the spread of the orbitals. Using

parameters assumed relevant for MoS2, it was estimated that the singlet a′
1 should be higher in

energy than the e ′ doublet. As we shall discuss in Sec. 3.5 where we study other TMDs, we have

consistently found that, in the spd model, the dz2 singlet is slightly higher in energy than the

dx y /dx2−y2 doublet, except for d 6 TMDs where the whole crystal field splitting is reversed.
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Chapter 3. Crystal field effects in two-dimensional transition metal dichalcogenides

Both for the 1T and 1H polymorphs, the calculated energy splittings are rather small (∼ 0.5 eV)

compared to the overall bandwidth of the five d bands (∼ 7 eV). This is in agreement with the

intuitive expectation that for covalent bonding, electrostatic effects should not be dominant,

while the hybridization with the ligands’ valence orbitals is important. We have then considered

an 11-band pd model, by constructing six p WFs and five d WFs from the bands shown in

blue and red in Fig. 3.2 simultaneously. In Figs. 3.3(b) and 3.4(b), we present plots of the

corresponding d WFs. We see that, although the isovalue for the plots is the same as for the

WFs in the spd model, certain WFs exhibit considerable weight on the sulfur atoms, typical of

molecular orbitals with antibonding character. Indeed, the on-site energies of some of the d

WFs are shifted upward in energy compared to the spd model, as we summarize in Table 3.2.

The differences of on-site energies between the spd and pd models can be interpreted as the

hybridization energy between s and d orbitals [67].

For the 1T case, we obtain hybridization energies ε(11)
eg

− ε(13)
eg

= 0.92 eV, and ε(11)
t2g

− ε(13)
t2g

≈ 0 eV.

Also, the spreadΩ of the eg WFs, defined in Sec.3.2, increases from 2.65 Å2 to 2.95 Å2, whereas the

spread of the t2g WFs is identical in the two models. This indicates lack of hybridization between

t2g d orbitals and sulfur s orbitals, consistent with the observation in the projected density of

states plot, in Fig. 3.2(a), that the three low-energy d bands have negligible sulfur s character.

Therefore, we conclude that the hybridization with the s orbitals leads to a significant increase

of the ligand field splitting of 0.91 eV, as represented in Fig. 3.5(b). It is worth mentioning that

the on-site energies of the p WFs change only slightly between the two models, as one would

expect by noticing in Fig.3.2(a) that the s bands have a negligible p character. We obtain a small

difference between the average of the on-site energies of ε̄(11)
p − ε̄(13)

p = 0.06 eV.

For the 1H polymorph, as we report in Table 3.2, sd hybridization leads to an increase of the

on-site energy of two two doublets, while the dz2 singlet remains unaffected. The splitting

∆xz−z2 = εxz − εz2 therefore increases from 0.45 eV to 1.12 eV in the pd model, meaning a

hybridization energy of 0.67 eV for the high energy dxz /dy z doublet. As shown in Fig. 3.5, the

splitting ∆x y−z2 = εx y −εz2 has a different sign compared to the spd model, because of the sd

hybridization energy ε(11)
x y −ε(13)

x y = 0.22 eV for the low-energy dx y /dx2−y2 doublet.

In order to account for the pd-hybridization contribution to the ligand field, we consider a

5-band d-only model, constructed by including only the five d bands during the wannierization

procedure. In Fig. 3.3(c), we show isovalue plots of the derived WFs. We see that all five WFs have

large weight on the sulfur atoms and resemble molecular orbitals with large pd antibonding

hybridization. We observe that π-bonding occurs for the t2g WFs, while σ-bonding takes

place in the case of the eg WFs. This leads to a larger hybridization energy for the eg WFs,

ε(5)
z2 −ε(11)

z2 = 2.57 eV, causing an increase of the eg -t2g splitting of 1.32 eV, so that it is 2.79 eV in

the 5-band model.

In Fig. 3.4(c), we show isovalue plots of the five WFs in the d-only model for 1H-TaS2. As for the

1T polymorph, it is apparent that all five WFs resemble molecular orbitals with antibonding

character. The dz2 WF forms π-antibonding combinations with the sulfur p orbitals. The
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Figure 3.6 – Band structure for the 5-band model of 1T -TaS2 with orbital weight as a color code
of the (a) t2g (dx y , dxz and dy z , with z along a Ta-S bond) WFs, and (b) dz2 , dx y and dx2−y2 WFs,
with z in the out-of-plane direction. The Fermi level is set to zero.

calculated pd hybridization energy is given by ε(5)
z2 −ε(11)

z2 = 1.01 eV. The dx y /dx2−y2 and dxz /dy z

doublets interact more strongly with the ligands’ p orbitals, leading to increased ligand field

parameters ∆(5)
x y−z2 = 0.54 eV and ∆xz−z2 = 2.49 eV, as shown in Fig. 3.5(c).

It is now appropriate to discuss in more detail the different choices of coordinate system for the

1T and 1H polymorphs. In the literature, crystal field arguments are often given to qualitatively

describe the electronic structure of dichalcogenides. For 1T TMDs, while the ligand field spitting

is often discussed using the same coordinate system as here (see e.g. Refs. [56, 14, 83]), some

authors discuss the low energy triplet in terms of dz2 , dx y and dx2−y2 orbitals with the z axis

pointing in the out-of-plane direction, following Mattheiss [65]. In Fig. 3.6(a), we show the band

structure of 1T -TaS2 with the orbital weight of the three t2g WFs in the 5-band model that we

have discussed above. We see that the t2g WFs give rise to the three low-energy bands, and

that the hybridization with the eg WFs is very weak. We interpret the weak t2g -eg hybridization

as resulting from weak the distortion of the octahedral symmetry. In Fig. 3.6(b), we show the

orbital weight of the three low-energy orbitals with the z-axis defined out-of plane, as for the 1H

polymorph. With this choice of axes, the on-site part of the Wannier Hamiltonian contains large

off-diagonal matrix elements H R=R ′
α6=α′ (∼ 1.2 eV in the d model, against ∼ 0.1 eV with the other

coordinate choice), so that the three low-energy WFs strongly hybridize with the two high-energy

WFs, as can be seen in Fig. 3.3(b). By inspection of the on-site energies of the WFs, we obtain the

same ordering as in the 1H case, with a splitting ε(5)
x y −ε(5)

z2 = 0.74 eV. However, for both choices of

coordinate systems, the same three-below-two splitting pattern is obtained upon diagonalizing

the on-site Hamiltonian matrix, with identical energy eigenvalues. Therefore, our choice of

coordinate system is motivated by the fact that the corresponding splitting of on-site energies
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Figure 3.7 – Band structure for the 5-band model of 1H-TaS2 with orbital weight as a color code
of the (a) two dxz and dy z WFs, (b) two dx y and dx2−y2 WFs, and (c) dz2 WF. The Fermi level is set
to zero.
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leads to a better approximate picture for the electronic structure. On the other hand, for the 1H

polymorph, the on-site Hamiltonian is exactly diagonal when the z-axis is chosen out-of-plane.

From Fig. 3.7(a), it is evident that the two high-energy dxz /dy z WFs are decoupled from the three

low-energy WFs.

It is worth mentioning that, although we have defined the WFs by projection and have not

performed the localization procedure, the obtained PWFs are very close to maximal localization,

with a nearly zero imaginary part. In the 5-band model, the ligand field spittings calculated with

PWFs and MLWFs are nearly identical. The main difference arises in the 13-band model, where

the localization procedure admixes the s WFs with other WFs, leading to a slightly reduced total

spread but to less localized d-like WFs. We have also found that, in certain cases, the localization

procedure leads to a change in coordinate system. Therefore, we have adopted PWFs instead of

MLWFs, giving us a better control of the orbital character and the coordinate system.

3.3.2 Semi-core and high-energy states

In the 13-band model, the d-like WFs are atomic-like. However, it is expected that they are

even more localized for models derived from a larger number of bands. We have therefore first

considered including tantalum 5s and 5p semi-core states in the construction of the WFs. The

changes in the spread of the WFs, on-site energies and splittings are summarized in Table 3.2.

As expected, the effect of the inclusion of the semi-core states on the calculated crystal field

splitting and on the spread of the d WFs is very weak, as core electrons are non-bonding by

definition.

When plotting the d WFs of the 13-band model with a sufficiently small isovalue, one can

recognize tails on the sulfur atoms that resemble d electrons. This means that d WFs are in fact

bonding combinations of Ta 5d and S 3d orbitals. Since the excited-state bands above the Ta

d-bands are highly entangled, it is not possible to isolate a set of bands corresponding to the

sulfur d electrons. In order to assess the effect of Ta-d/S-d hybridization on the crystal field,

we include 40 excited states above the Ta d bands and disentangle the Ta 6s and S 3d bands,

keeping the 13 valence bands frozen. The tantalum 6s states are explicitly kept because they are

lower in energy than the sulfur d ones. Therefore, we obtain a 24-band spdd s model, describing

a finite set of excited states in addition to the valence bands. The corresponding band structure

for 1T -TaS2 is shown in the appendix, in Sec. 3.8. The d WFs are more localized and have a

higher energy than in the 13-band model, as summarized in Table 3.2. The energy splittings

are somewhat increased compared to the 13-band model (0.87 eV against 0.56 eV for 1T -TaS2),

indicating a small negative contribution to the total ligand field. We have also considered a

27-band spdd sp model, including Ta 6p states, that yields similar results.

To summarize, we conclude that the total eg -t2g splitting of 2.79 eV in 1T -TaS2 is the result

of positive contributions from electrostatic effects and hybridization with ligands’ 3s and 3p

states, all of the order of ∼ 1 eV, as well as a smaller negative contribution of 0.3 eV due to the

formation of bonding combinations with the higher energy ligands’ 3d states. Also, the dx y -dz2
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Figure 3.8 – Aligned ligand field energy diagram, including the SOC, for (a) 1T -TaS2, and (b)
1H-TaS2. The orange arrows indicate the splittings between the lowest- and highest-energy
states, the green arrows indicate the splittings of otherwise degenerate states induced by the
SOC, the blue arrow indicates the ligand field splitting of the low-energy states in the 1H case,
and the red arrow correspond to the alignment between the lowest-energy state of the two
polymorphs.

splitting of 0.54 eV in 1H-TaS2 comes from negative contributions due to electrostatic effects

and hybridization with 3d states (of the order of ∼ 0.1 eV each), and positive contributions from

hybridization with 3s and 3p states (0.22 and 0.49 eV, respectively).

3.3.3 Spin-orbit coupling

The spin-orbit coupling (SOC) is strong in many TMDs and leads to many interesting effects, such

as topological phases in distorted d 2 1T TMDs [15], or Ising superconductivity in single-layer d 1

and doped d 2 1H TMDs [84, 11]. Here, we investigate the effect of the SOC on the calculated

ligand field splittings in 1T - and 1H-TaS2. The SOC introduces off-diagonal imaginary matrix

elements in the on-site part of the Hamiltonian, lifting degeneracies. In Fig. 3.8, we present the

calculated ligand field diagrams in the d model with and without the SOC.

For the 1T polymorph, the SOC splits the t2g manifold into a lower-energy Jeff=3/2 doublet and a

higher-energy Jeff = 1/2 singlet. The calculated splitting of 0.31 eV is modest compared to the

bandwidth (∼ 3.5 eV) of the three t2g bands, as well as compared to the ligand field splitting

∆(5)
eg−t2g

= 2.79 eV. On the other hand, the eg doublet remains nearly degenerate (within 0.03 eV).

The degeneracy of the Jeff = 3/2 doublet is lifted by 0.07 eV. These findings are in agreement with

crystal field theory, that predicts a splitting of the t2g shell induced by the SOC, but not of the eg
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shell.

For 1H-TaS2, Fig. 3.8 shows that the SOC splits the low-energy and high-energy doublets by

0.3 eV and 0.18 eV, respectively. We note that the SOC splitting is of the same magnitude as the

ligand field ∆x y−z2 splitting.

3.4 Crystal field and the relative stability of the 1T and 1H phases

Having estimated crystal field and ligand field parameters for TaS2, we proceed to discussing

their relevance in determining the relative stability of the 1T and 1H phases. In Fig. 3.9, we

present the calculated total energy difference per formula unit ∆1T−1H = (E1H −E1T ) for the

series of material MS2, with M belonging to the the 4d and 5d rows of transition metals. Fig. 3.9

shows that the 1H phase is energetically slightly more favourable than the 1T phase in the

d 1 (NbS2 and TaS2) and d 3 cases (TcS2 and ReS2), highly favourable in the d 2 case (MoS2 and

WS2), and unfavourable for any other filling. Note that some of the materials calculated in this

plot, such as OsS2, do not exist in nature in either the 1T or 1H polymorph (in neither bulk

nor monolayer form). However, it is instructive to calculate their properties in order to discuss

trends. In Fig. 3.9, we notice a discontinuity at the 4d 6 point, corresponding to PdS2. Indeed,

the 1H polymorph of PdS2 relaxes to a structure with a short S-S distance of ≈ 2 Å, leading to

a qualitatively different electronic structure. Nevertheless, the corresponding structure is still

highly unfavourable with respect to the 1T phase. In light of the preceding, we are now in a

position to assess the role of crystal and ligand field effects in determining this trend. As in the

previous section, we shall focus on the case of monolayer TaS2 as an example. As we will show in

the next section by discussing trends across the periodic table, the physics discussed here is not

unique to TaS2 but applies to the entire family of TMDs, because of the universality of the band

structure. The discussion also applies to bulk materials as long as interlayer couplings are not
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Chapter 3. Crystal field effects in two-dimensional transition metal dichalcogenides

too strong.

In Fig. 3.5, we have plotted the aligned crystal and ligand field energy diagrams for 1T - and

1H-TaS2. In the 13-band model, the dz2 state is actually slightly higher in energy compared to

the dx2−y2 and dx y states, so that the bare crystal field does not favour a d 1
z2 configuration for the

1H polymorph. However, as one can infer from the 11-band and 5-band models, hybridization

effects with the ligand s an p states pushes the dx y and dx2−y22 states ∼ 0.5 eV higher in energy.

Hence, in a local picture neglecting inter-site hoppings, the ground-state configuration for

n < 2 d electrons is obtained by partially filling the dz2 state, in agreement with the standard

ligand field argument. From Fig. 3.5 (c), we observe that, in the d model, the dz2 level in the 1H

polymorph is 0.22 eV below the t2g levels of the 1T polymorph. Note that the energy levels were

aligned by equalizing the vacuum energies. Without such alignement, the energy difference is

somewhat smaller, i.e. 0.06 eV. The calculated stabilizing energy of 0.22 eV is small compared to

the amplitude of the bandwidths, or even compared to lifting of degeneracies induced by the

octahedral symmetry breaking and by the spin-orbit coupling. Indeed, the stablilizing energy of

the dz2 singlet is reduced to 0.19 eV when the lifting of degeneracy of the t2g states is taken into

account (see Fig. 3.10(a), where we have represented with dashed lines the eigenenergies of the

on-site Hamiltonian). When the SOC is included, as is shown in Fig. 3.8, the energy gain of the

dz2 level compared to the Jeff = 3/2 doublet is even more reduced to 0.07 eV (note that the SOC

does not improve the relative stability of the 1T polymorph of TaS2). While the ligand field does

actually favour the 1H polymorph for n < 2 and disfavours it for n > 2 , this effect appears to be

rather weak and insufficient to explain the calculated trend presented in Fig. 3.9.

In Fig. 3.7, we plot the band structure of the 1H phase in the 5-band model with the orbital

weights of the three groups of WFs in pannels (a), (b) and (c). As we have already discussed in

Sec. 3.3, the dxz /dy z doublet is perfectly decoupled from the three low-energy Wannier functions.

This is guaranteed by symmetry since the two groups of orbitals have a different parity under

the exact mirror symmetry, i.e. they pick a different sign under the z →−z transformation. On

the other hand, it is clear from Fig. 3.7(b)-(c) that the dz2 WF strongly hybridizes with the dx y

and dx2−y2 WFs, except at the high-symmetry Γ and K points.

From Fig. 3.7(b) and (c), we see that the isolated low-energy band is not only of d 2
z character,

but contains strong weight from the dx y and dx2−y2 WFs [65, 58]. The emergence of this isolated

band is therefore not directly related to the ligand field splitting ∆z2,x y , as often believed, but to

the hybridization between the three low-energy Wannier functions. This was first emphasized

by Mattheiss based on his early band structure calculations of layered TMDs [65]. Mattheiss

noticed the mixed orbital character of the low-energy band, and showed (in the case of 2H-

MoS2) that the gap closes if the interorbital hoppings are set to zero. More recently, Isaacs and

Marianetti gave a similar argument for 1H-VS2 [66]. Considering an 11-band pd model derived

from MLWFs, they showed that the low-energy isolated band is no longer isolated if the direct

d-d hoppings are set to zero.

In the following, we argue that this gap opening can be understood from a simple intuitive
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3.4. Crystal field and the relative stability of the 1T and 1H phases

band structure effect. At the Γ point, the dz2 and dx y −dx2−y2 bands cannot hybridize because

they belong to different representation of the point group. The gap at the Γ point (∼ 2 eV)

is much larger than the calculated ligand field, as it contains large contributions from band

structure effects, especially from nearest-neighbor hoppings (NNHs). The dz2 NNHs tz2z2 are

negative and equal in all directions so that the dz2 band at the Γ point has an energy given

by εz2 (k = Γ) ≈ ε(5)
z2 − 6|tz2z2 |, with |tz2z2 | = 0.17 eV. On the other hand, dx y /dx2−y2 WFs have

hoppings with different signs along different directions, leading to a partial cancellation of

NNH effects on the band energy at the zone center. The result is a band energy at the Γ point

higher than the on-site energy by ∼ 0.8 eV. Since the dz2 −dz2 hoppings are negative, the dz2

band disperses to higher energy as the momentum moves away from the Γ point, while the

dx y −dx2−y2 bands split and disperse to lower energy. As Fig. 3.7 shows, the crossing between

those bands is avoided, resulting in a rather large gap because the NNHs between the dz2 and

dx y /dx2−y2 WFs are large (∼ 0.6 eV). At the K point, hybridization between the two sets of WFs is

also prevented by symmetry, so that the corresponding state of the low-energy band is given by

the bottom of one of the two dx y /dx2−y2 -bands. We note that the interorbital hybridization is

maximal at the bottom of the low-energy band, suggesting a strong stabilization effect for the

1H polymorph when the corresponding states are filled.

In order to estimate the contribution from interorbital hybridization to the stabilization of the

1H phase, we consider another model, derived by performing wannierization by considering

the lower d band (1-band d ′
z2 model) and the four higher-energy d bands (4-band model)

separately. In Fig. 3.10(c), we show the dz2 -like WF for the 1-band model. In the 1-band model,

the obtained dz2 -like Wannier function is strongly distorted compared to the 5-band model,

while still resembling a dz2 orbital. In the following, we shall refer to it as the d ′
z2 WF, and to the

two higher-energy WFs as d ′
x y and d ′

x2−y2 . In Fig. 3.10(b), we report the aligned energy diagrams

for the 5-band model of the 1T and 1H phases, as well as for the 1-band/4-band model for the

1H polymorph. The d ′
z2 WF is much lower in energy in the 1-band model, with an energy gain of

2 eV compared to the t2g states of the 1T phase. On the other hand, the d ′
x y and d ′

x2−y2 in the

4-band model are much higher in energy, 3.27 eV above the d ′
z2 state.

From the discussion above, we conclude that the dominant effect for the calculated trend in

Fig. 3.9 is the inter-site hybridization between Wannier functions with different orbital character.

While the ligand field gives a small contribution, estimated in the 5-band model, its role is mostly

an indirect one, i.e. producing different low-energy triplets in the two phases.

We would like to point out that the discussion here only applies to the relative stability of the

ideal, undistorted 1T and 1H polymorphs. Since TMDs are known to be subject to various lattice

instabilities, we will briefly discuss further complications that can affect the energetics. Materials

with d 0 occupations are either insulators or semimetals. They are in general stable, with the

notable exceptions of 1T -TiSe2, that undergoes an unusual insulator to insulator CDW transition

[85], and 1T -TiTe2, where a semimetal to semimetal CDW transition was recently observed in

the limit of a monolayer but not in thicker samples [19]. This is associated with a small energy

gain of a few meVs and does not affect significantly the overall relative stability. In the d 1 family,
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Figure 3.10 – (a)-(b) Aligned ligand field diagrams for 1T and 1H TaS2. The dashed lines
correspond to the eigenvalues of the on-site Hamiltonian matrix for the 1T case. (c) Energy
levels in the 1-band/4-band models (the meaning of which is explained in the text) for 1H-TaS2.
The orange arrows correspond to the t2g -eg (1T ) and dz2 -dxz splittings (1H). The blue arrows
correspond to the splitting of the low-energy triplet in the 1H case, and the red arrows indicate
the alignment between the lowest-energy levels of the two polymorphs. (d) Isovalue plot of the
d ′

z2 Wannier function.
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Figure 3.11 – Band structure calculated from first principles of the transition metal dichalco-
genides (a)-(b) 1T and 1H HfS2,(c)-(d) 1T and 1H ReS2, and (e)-(f) 1T and 1H PtS2. The Fermi
level is set to zero in all panels. The red dashed lines correspond to the band structure in the
5-band model.

the 1T and 1H (or 2H ) polymorphs are both observed experimentally and are subject to various

forms of charge and spin instabilities [6, 13, 86, 87, 88, 89, 90]. The corresponding energy gains

are also of a few tens of meVs, but not necessarily negligible since the energy difference between

the ideal 1T and 1H phases is very small (for TaS2, the 1H phase is 62 meV lower in energy). It

has been suggested that in specific cases these subtle effects might change the relative stability

of the polymorphs [66, 91]. In that case, it is clear that a more careful treatment of electron

correlations is needed to make a precise prediction. While 1H TMDs with d 2 occupation are

insulating and stable, the corresponding 1T materials are also found in nature in a distorted

phase with a doubled unit cell [56, 14]. The corresponding distorted 1T phase, dubbed 1T ′, has

an energy much lower than the ideal 1T but is still unfavourable compared to the ideal 1H for all

materials with the exception of WTe2 [64, 59]. In Fig. 3.9, we see that for the d 3 case, the 1H phase

is still slightly lower in energy for 4d and 5d disulfides. However, the corresponding materials,

such as ReS2, are most stable in a distorted 1T phase [58], characterized by a 2×2 unit cell, and a

large energy gain upon distortion [60, 61]. The metallic 1H phase is not observed experimentally

in any of the nd = 3 materials, and is predicted to be thermodynamically unstable [60].

We close this section by stressing that, although it can explain the trends of Fig. 3.9, the ligand

field/interorbital hybridization argument does not help understanding the higher stability of the

1T phase in the d 0 case. It is expected that the electrostatic repulsion between the chalcogen

atoms, that should be minimized in an octahedral coordination, plays an important role [7]. It is
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Figure 3.12 – Evolution of the calculated ligand field parameters as a function of the column, in
the periodic table, of the transition metal for (a)-(c) 4d 1T and 1H disulfides, and (d)-(f) 5d 1T
and 1H disulfides.

also possible that differences in energies of the p bands favour the 1T polymorph. Estimating

these effects is however outside of the scope of the present work.

3.5 Trends accross the periodic table

So far, we have focused on the specific case of TaS2. In fact, as we shall discuss, because of

the universality of the band structures of TMDs, the reasoning applies to the entire family of

materials. As we shall see, the differences between materials are mostly quantitative, i.e. the

calculated crystal field parameters vary smoothly across the periodic table and follow trends that

can be understood with simple chemical intuition. Reporting all the calculated parameters for

all materials would not be particularly illuminating. Therefore, we have chosen a few selected

parameters and will discuss the evolution of those parameters in the following.

We first consider the effect of changing the transition metal atom, while keeping the chalcogen

to be sulfur. In Fig. 3.11, we show the band structure of a few 5d transition metal disulfides

in both polymorphs. It is clear that they are qualitatively the same, the main difference being

the position of the Fermi level. As the column of the transition metal in the periodic table

increases, the energy separation between the d-like and p-like bands decreases. For n ≤ 3,

the two manifolds overlap, so that disentanglement is necessary to derive an effective 5-band
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3.5. Trends accross the periodic table

d-only model. In Fig. 3.11, the disentangled d bands are shown with red dashed lines. For the

1T case, the disentangled d bands do not match the DFT bands, indicating hybridization with

the p-like bands (e.g. avoided crossings). However, the resulting disentangled t2g bands look

qualitatively similar in all cases. The narrower bandwidth in the d 6 case (PtS2) is not related

to the entanglement with the p bands, but to a larger lattice constant (see Fig. 3.13). For the

1H polymorph, it is the low-energy d ′
z2 band that overlaps in energy with the p bands. In that

case, the resulting disentangled bands match perfectly the DFT bands, meaning the absence

of hybridization between these bands. In Fig. 3.11, we have not plotted higher-energy bands.

For d 0 disulfides, there is actually some overlap between the top of the d bands and the bottom

of the higher-energy bands, so that disentanglement is required to build the d , pd and spd

models.

In Fig. 3.12(a) and (c), we plot the calculated t2g −eg splitting in the 13-band and 5-band models,

as well as the charge-transfer energy ∆(13)
pd in the 13-band model, for MS2, with M belonging to

the 4d and 5d rows of the periodic table. The band structures of the corresponding materials

are shown in the appendix, in Sec. 3.8. The charge-transfer energy is defined as the average

difference of on-site energies between the d and p Wannier functions, i.e. ∆(13)
pd = ε̄(13)

d − ε̄(13)
p . We

have taken the 13-band spd model as representative of the bare electrostatic crystal field, so

that the disentanglement of the high-energy bands is not necessary.

Figs. 3.12 (a) and (c) show that, for both 4d and 5d disulfides, the crystal field in the 13-band

model decreases as one moves to the right of the periodic table. This trend can be explained with

chemical considerations, as the electronegativity increases as one moves to the left, favouring

more ionicity and therefore a larger electrostatic contribution to the crystal field. As one can

observe in Fig. 3.12, the charge-transfer energy ∆pd decreases as one goes to the right of the

periodic table. Again, this trend can be understood from electronegativity considerations and is

consistent with the maximal electrostatic contribution to the crystal field for d 0 TMDs. For late-

groups TMDs, we observe that the charge-transfer energy is negative. Consistently, the crystal

field splitting in the spd model is reversed for those materials. Note that for these late-groups

TMDs, because of the small charge-transfer energy, hybridization is so large that the d bands

contain actually about 50 percents of ligands’ p contribution.

While the electrostatic contribution to the crystal field is expected to decrease with decreasing

charge-transfer energy, the opposite trend is anticipated for the ligand field since a small charge-

transfer energy favours stronger hybridization. The total ligand field, i.e. that calculated in the

5-band d-only model, is the sum of the bare electrostatic crystal field plus the contribution

from hybridization with various ligand states. Hence, the trend for t2g − eg splitting in the

5-band model is controlled by the competition between opposite trends. For both the 4d and

5d cases, it appears that the hybridization trend dominates so that the total splitting increases

for later-column materials.

For the 1H polymorph, as shown in Fig. 3.12(b) and (e), the calculated trends are analogous

to those in the 1T polymorph and the same logic applies. For both 4d and 5d disulfides, as
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Figure 3.13 – Evolution of the calculated lattice constant as a function of the column, in the
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one moves to the right in the periodic table, the ∆xz−z2 splitting decreases in the spd model

and increases in the d model. In the 4d case, we have not included 1H-PdS2 (4d 6) in the trend,

because, as mentioned above, the electronic structure is qualitatively different.

In order to demonstrate the universality of the argument for the relative stability of the 1T and

1H phases, we study the ∆x y−z2 splitting for the 4d and 5d disulfides. In Fig. 3.12(c) and (f),

we report the calculated splittings in the 13-band, 5-band and 1-band/4-band models. In the

13-band model, the splitting is consistently small and negative, except for d 6 TMDs because of

the inverted charge-transfer energy. In the 5-band model, the splitting increases linearly as n

increases due to the larger covalency. On the other hand, in the 1-band model, the lowering of

energy of the d ′
z2 WF is non-monotonous as a function of n. It is interesting to notice that the

maximum splitting ∆(1)
x y−z2 corresponds to the maximum filling of the low-energy state while

keeping higher-energy states empty (i.e. n = 2). This suggests that the lattice relaxes is such a

way to maximize the ∆(1)
x y−z2 splitting for the energy gain to be optimal. Indeed, Fig. 3.13 shows

that the calculated lattice constant for 1H disulfides follows the same trend. The lattice constant

is minimal at n = 2 in order to increase intersite hoppings, while for the 1T case the minimum of

the lattice constant is at n = 3, corresponding to half-filled t2g bands. It is interesting to note that

materials with the largest ligand field splittings∆(5)
x y−z2 do not exhibit the largest splittings∆(1)

x y−z2

when interorbital effects are included, confirming that the ligand field alone plays a minor role

in stabilizing the 1H polymorph in d 1 and d 2 TMDs.

In Fig. 3.14(a)-(c), we show the effect of changing the row of the transition metal atom in the

periodic table, by considering 3d 1 (VS2), 4d 1 (VS2) and 5d 1 (TaS2) disulfides. Again, the calcu-

lated changes of the charge-transfer energy and the splittings in the spd model follow trends

that can be understood from electronegativity considerations. The ligand field contribution

to the splitting (i.e. difference of splittings between the spd and d models, not shown here)

are almost constant, because the effect of a smaller charge-transfer energy in 3d 1 materials is
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Figure 3.14 – (a-c) Evolution of the calculated ligand field parameters as a function of the row,
in the periodic table, of the transition metal for 1T and 1H d 1 disulfides. (d-f) Evolution of the
calculated ligand field parameters as a function of the chalcogen atom (X =S, Se, Te) for 1T and
1H TaX2.

compensated by smaller hoppings, since the 3d electrons are more localized. In Fig. 3.14 (c), we

observe that the ligand field splitting ∆(5)
xz−z2 is nearly constant for the three materials, but that

the interorbital effects are larger for the 5d case.

In Fig. 3.14 (d)-(f), we summarize the effect of changing the chalcogen atom by considering TaS2,

TaSe2, and TaTe2. Again, the trend for the charge-transfer energy and crystal field splitting in the

13-band model follows what one can anticipate from simple chemistry considerations, as the

electronegativity of the chalcogens decreases with increasing the row number in the periodic

table, and is therefore the smallest for tellurium. The somewhat smaller charge-transfer energy

for TaTe2 does not lead to increased ligand field splittings, because it is compensated by smaller

hoppings due to a larger Ta-Te distance (d = 2.81 Å). We note the trends for the energy splittings

in the 5-band and 13-band models are similar, meaning that the trend for the overall splitting is

controlled by the electrostatic effects.

3.6 Relation to previous work

The question of the ligand field stabilization of the 1H (or 2H in the case of bulk materials)

TMDs is an old one that goes back to the early days of research on layered dichalcogenides.

Therefore, before closing this paper, we wish to put our study in perspective with previous work.
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Chapter 3. Crystal field effects in two-dimensional transition metal dichalcogenides

The ligand field argument was put forward because of the discovery of stable 2H d 1 and d 2 TMDs,

and still often appears in the recent literature. Originally, there has been controversy regarding

the alignement of the singlet state and low-energy dx y /dx2−y2 doublet [92, 7]. Goodenough

[92] suggested a ligand field model with the dz2 singlet higher in energy than the dx y /dx2−y2

doublet. In his model, the semiconducting character of d 2 TMDs such as MoS2 is explained by

the SOC-induced splitting of the dx y /dx2−y2 doublet into m j =±3/2 and m j =±5/2 singlets. By

considering both a simplified point-charge model and molecular-orbital calculations, Huisman

et al. [7] suggested that, while electrostatic effects lead to a singlet higher in energy, hybridization

with the ligands should reverse the ordering, in agreement with what we have found with our ab

initio Wannier-function approach. While Huisman et al. estimated a ligand field stabilization for

the trigonal prismatic coordination and suggested a simple picture for the electronic structure

with a low-energy band derived from the dz2 state, Mattheiss [65] showed how the actual band

structure is more complex and stressed the role of intersite hopping effects in splitting the d

bands into a one-below-four pattern. Mattheiss also estimated the ligand field splitting of the d

electrons, for MoS2 and TaS2, by fitting the d-like bands to a tight-binding model. Surprisingly,

the ∆x y−z2 splitting of 0.04 Ry (≈ 0.544 eV) for trigonal prismatic TaS2 is in almost perfect

agreement with our finding of 0.54 eV. Such agreement is likely accidental, as other features of

the reported ligand field diagrams differ significantly from our results. For instance, the ∆xz−z2

splitting of ∼ 1.7 eV is significantly smaller than what we have found (2.49 eV). More importantly,

the alignment between the 1T t2g states (which he discusses in terms of dz2 ,dx y and dx2−y2

states, with z oriented in the out-of-plane direction) and the 2H dz2 state is inverted compared

to our results. Also, the reported splitting inside the t2g shell (∼ 0.2 eV) is significantly smaller

than the value we obtained (0.74 eV) using the same coordinate system.

In this work, by systematically investigating the ligand field splittings across the family of

materials, we have come to the conclusion that the ligand field does indeed have a stabilizing

effect for 1H d 1 and d 2 TMDs, because the singlet dz2 state is lower in energy than the 1T t2g

states for all materials considered. However, our quantitative calculations also show that this

effect is fairly small (compared to the bandwidth or even compared to SOC-induced lifting of

degeneracies), so that band structure effects are dominant and lead to a d ′
z2 Wannier function

much lower in energy when interorbital hybridization is taken into account.

3.7 Conclusion

In conclusion, using a modern Wannier-function-based methodology, we have revisited the

problem of the relative stability of the 1T and 1H phases in TMDs by estimating crystal and

ligand field parameters for a broad range of materials. Our results show that the ligand field

alone plays only a small if any role in determining the most stable phase, because the ligand

field splitting of the low-energy triplet in the 1H phase is not large, and because the low-energy

dz2 singlet state is found to be close in energy to the t2g triplet of the 1T phase. This allowed

us to conclude that intersite effects are dominant, so that the role of the ligand field is mostly

an indirect one: giving rise to low-energy triplets with different orbital character in the two
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polymorphs. We have also found that, because of the universality of the band structure, the

variation of the calculated parameters vary smoothly across the family of materials and follow

trends that can be understood using simple chemistry arguments. Finally, our calculations show

that the total ligand field splitting of the d-like states in TMDs arises from various contributions,

i.e. from electrostatic repulsion effects and from the hybridization with the ligands’ s, p and d

states, that are all of a similar magnitude. Therefore, simplified models, considering for instance

only pd bonding, should not be quantitatively correct.

A remaining question is that of the higher stability of the 1T phase for group IV TMDs, that

are characterized by empty d bands. Quantifiying the effect of the repulsion between ions in

the two coordinations would be an interesting next step in further elucidating the origin of the

occurrence of different phases in this family of materials.

3.8 Appendix

3.8.1 Higher-energy bands of 1T -TaS2

In the main text, we have discussed the effect of including explicitly high-energy states (i.e.

tantalum 6s and 6p states, and sulfur 3d states) in the construction of the Wannier functions,

without showing the corresponding band structures. In Fig. 3.15, we show the DFT bands

including several excited-states bands above the two eg bands. We see that the bands are highly

entangled, so that one cannot simply take a set of isolated bands for wannierization. Fig. 3.15

also shows the bands in the 27-band spdd sp model, with the orbital weight of the five d Wannier

functions as a color code. The d-like Wannier functions contribute mainly to the five bands

close to the Fermi level, which we have referred to as the d bands in the main text. However, it is

clear that the d Wannier functions also contribute to the lower-energy and higher-energy bands

(especially to the bottom of the p bands), indicating the formation of bonding and antibonding

states with the corresponding Wannier functions. In Fig. 3.15, we show, with dashed red lines,

the bands obtained with the 13-band spd model. These bands match exactly the DFT bands,

except at the top of the eg bands, because there is a small overlap with the higher-energy bands.
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Figure 3.15 – Bands for the 27-band spdd sp model of monolayer 1T -TaS2 with the orbital
weight of the d Wannier functions as a color code. The Fermi level is set to zero. The DFT bands,
including the high-energy bands, are shown with continuous black lines. The dashed red lines
correspond to the bands of the 13-band spd model.

3.8.2 Band structures of the considered materials

In the main text, we have not shown the band structures for all the materials considered. Here,

we present the missing band structures, for the 13-band and 5-band models, for both the 1T

and 1H phases. Note that the DFT bands are not explicitly shown, but they match the bands of

the 13-bands models up to some minor differences.

4d disulfides trend

In Figs. 3.16 and 3.17, the calculated band structure for the 4d transition metal disulfides trends

are shown. As for the 5d disulfides cases, the p-like and d-like bands are well separated in

energy in the d 0-d 2 range. At n ≤ 3 d electrons, the p and d bands overlap in energy, so that

disentanglement is necessary to construct the 5-band models.

PdS2

Fig. 3.18 shows the calculated PBE band structures of monolayer PdS2 in the 1T and 1H phases.

As we have stated in the main text, the relaxed atomic structure of PdS2 in the 1H polymorph

is characterized by a significant shortening of the S-S distance, leading to a band structure

qualitatively different from the other considered materials. On the other hand, the calculated

band structure of 1T -PdS2 is similar to that of other late-group 1T TMDs.
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Figure 3.16 – Band structure calculated from first principles for monolayers of (a) 1T -ZrS2, (b)
1H-ZrS2, (c) 1T -NbS2, (d) 1H-NbS2, (e) 1T -MoS2 and (f) 1H-MoS2. The Fermi level is set to zero.
Continuous black lines correspond to the 13-band spd model and red dashed lines correspond
to the 5-band d model.

5d disulfides trend

In Fig. 3.19, we show the band structures for the 5d disulfides trend that are not presented in the

main text (WS2, OsS2 and IrS2).

d 1 disulfides trend

In Fig. 3.20, we present the calculated band structures for the nd 1 trend. In the case of 1T -VS2,

there is some entanglement between the t2g and p bands (i.e. band inversion at the Γ point),

explaining why the bands in the 13-band and 5-band models do not match exactly.

TaX2

In Fig. 3.21, band structures for the TaX2 trend are shown. The p and d bands are well separated

for TaS2 and TaSe2, but overlap in energy for TaTe2.
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Figure 3.17 – Band structures calculated from first principles for monolayers of (a) 1T -TcS2, (b)
1H-TcS2, (c) 1T -RuS2, (d) 1H-RuS2, (e) 1T -RhS2 and (f) 1H-RhS2. The Fermi level is set to zero.
Continuous black lines correspond to the 13-band spd model and red dashed lines correspond
to the 5-band d model.
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Figure 3.19 – Band structure calculated from first principles for monolyers of (a) 1T -WS2, (b)
1H-WS2, (c) 1T -OsS2, (d) 1H-OsS2, (e) 1T -IrS2 and (f) 1H-IrS2. The Fermi level is set to zero.
Continuous black lines correspond to the 13-band spd model and red dashed lines correspond
to the 5-band d model.
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Figure 3.20 – Band structure calculated from first principles for monolayers of (a) 1T -VS2, (b)
1H-VS2, (c) 1T -NbS2, (d) 1H-NbS2, (e) 1T -TaS2 and (f) 1H-TaS2. The Fermi level is set to zero.
Continuous black lines correspond to the 13-band spd model and red dashed lines correspond
to the 5-band d model.
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Figure 3.21 – Band structure calculated from first principles for monolayers of (a) 1T -TaS2,
(b) 1H-TaS2, (c) 1T -TaSe2, (d) 1H-TaSe2, (e) 1T -TaTe2 and (f) 1H-TaTe2. The Fermi level is set
to zero. Continuous black lines correspond to the 13-band spd model and red dashed lines
correspond to the 5-band d model.
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4 A unified picture for lattice instabili-
ties in metallic octahedral transition
metal dichalcogenides

Chapter 4 is a pre-print version of a Letter:

Pasquier, Diego; Yazyev, Oleg V. to be submitted
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Chapter 4. A unified picture for lattice instabilities in metallic octahedral transition metal
dichalcogenides

Transition metal dichalcogenides in the 1T polymorph are subject to a rich variety of periodic

lattice distortions, often referred to as charge density waves (CDW) when not too strong. We

study from first principles the doping-dependent fermiology and phonon dispersion of three

representative single-layer transition metal disulfides with different occupation of the t2g sub-

shell : TaS2 (t 1
2g ), WS2 (t 2

2g ), and ReS2 (t 3
2g ). While strong electron-phonon interactions are at the

heart of theses instabilities, we argue that away from half-filling of the t2g subshell, the doping

dependence of the calculated CDW wave vector can be explained from simple fermiology argu-

ments, so that a weak-coupling nesting picture is a useful starting point for understanding. On

the other hand, when the t2g subshell is closer to half-filling, we show that nesting is irrelevant,

while a real-space strong-coupling picture of bonding Wannier functions is more appropriate.

We demonstrate that simple bond-counting arguments are qualitatively correct in that case.

Layered transition metal dichalcogenides (TMDs) have been the subject of much attention,

partly because of the occurence of a rich variety of lattice instabilities [13, 93, 14, 88, 87, 6].

Two-dimensional TMDs [57, 56] of composition MX2 consist of a triangular lattice of a transition

metal (M=Nb, Ta, Mo, W, etc.), sandwiched between two layers of chalcogen atoms (X= S, Se, Te).

Two high-symmetry stackings of the three atomic planes are possible, leading to a coordination

of the transition metal atom exhibiting either trigonal antiprismatic (or distorted octahedral) or

trigonal prismatic symmetry. The two coordinations lead to two families of polymorphs, referred

to as 1T and 1H , respectively.

With a few exceptions, all metallic TMDs experience some form of lattice distortion of various

strength [6]. For Group V TMDs, characterized by a formal electronic configuration of the

transition metal ion of d 1 [65], the distortions in both polymorph are weak to moderate, and are

usually referred to as charge-density-wave (CDW) phases [93]. On the other hand, the distortions

in Group VI and VII TMDs with formal occupation of d 2 and and d 3 of the transition metal ion,

in the 1T polymorph, are much stronger [94, 58].

A Peierls mechanism (i.e. a nesting mechanism) [22, 25] was originally proposed for d 1 TMDs in

both polymorphs [13, 93], although this point of view has often been challenged in the more

recent literature [95], with several authors arguing that anisotropic momentum-dependant

electron-phonon interactions are required to explain the phenomenology [96]. Real-space

chemical bonding arguments have also been proposed [14, 97]. Numerous experimental and

theoretical studies about CDWs in d 1 TMDs in have been reported in the last few years, for bulk,

few-layers and monolayers forms of these materials [98, 99, 100, 101, 8, 102, 103, 104, 105, 106,

107, 108, 109, 110, 97, 111, 79, 112, 91, 113, 114, 115, 116, 117]. It is striking to note that, whereas

certain authors mention a well-understood nesting mechanism, others consider nesting as

irrelevant. Whereas the 1H polymorph of d 2 TMDs is semiconducting and stable, the 1T phase

is highly unstable and distorts into the metastable 1T ′ phase, with 2×1 periodicity [14, 59].

The 1T ′ phase of d 2 TMDs was recently the focus of intense attention due to its topological prop-

erties [15], but the mechanism for the distortion has been less debated. In Ref. [14], Whangbo

and Canadell suggested both a hidden nesting mechanism and a complementary chemical

58



100i

50i

0

50

100

Γ M

F
re

q
u
e
n
c
y
 (

c
m

-1
) g)

-0.4 el
-0.2 el
-0.1 el
+0.0 el

1.0

1.2

1.4

χ 0
(q

) 
/ 

χ 0
(0

) 

d)

-2

0

2

4

Γ M K Γ

E
n
e
rg

y
 (

e
V

)

TaS2 (d
1
)

a)

300i

200i

100i

0

100

Γ M

h)

-0.4 el
-0.2 el
-0.1 el
+0.0 el

0.6

0.8

1.0
e)

-2

0

2

4

Γ M K Γ

WS2 (d
2
)

b)

300i

200i

100i

0

100

Γ M

i)

-0.4 el
-0.2 el
-0.1 el
+0.0 el

0.6

0.8

1.0
f)

-2

0

2

4

Γ M K Γ

ReS2 (d
3
)

c)

Figure 4.1 – Band structure calculated from first principles for monolayers of (a) 1T -TaS2, (b) 1T -
WS2, and (c) 1T -ReS2. The Fermi level is set to zero. Calculated bare static susceptibility along
ΓM for (d) 1T -TaS2, (e) 1T -WS2, and (f) 1T -ReS2. Calculated dispersion for the lowest-energy
acoustic phonon along ΓM for (g) 1T -TaS2, (h) 1T -WS2, and (i) 1T -ReS2.

bonding picture. A Peierls nesting mechanism was also suggested for certain Mo dichalcogenides

[118, 119], based on the inspection of the Fermi surface that reveals pockets apparently nested by

the right wave vectors 1. TMDs with d 3 formal occupation are found in a strongly distorted form

of the 1T polymorph with 2×2 periodicity (sometimes referred to as 1T ′′), with tetramer clusters

of transition metal ions forming diamond chains [94, 60]. Kertesz and Hoffman first derived the

structure theoretically and stressed the role of the strong interactions between in-plane dx y and

dx2−y2 electrons in driving the distortion [58]. In an attempt to provide a unified theory for the

distortions in the TMDs, Whangbo and Canadell et al. suggested a complementary picture of

both hidden nesting and local chemical bonding [14], as for the 1T ′ phase in d 2 TMDs. More

recently, it has been proposed that the 1T ′′ phase should be understood as a Peierls instability

of the 1T ′ phase, due to the existence in this phase of quasi-1D bands at half-filling for d 3 ions

[61].

In this paper, we first study, by means of density functional theory (DFT) calculations, the

doping-dependent fermiology and phonon instabilities in 5d 1T TMDs, taking monolayers

of the disulfides TaS2, WS2 and ReS2 as examples. For TaS2, the doping-dependence of the

calculated incommensurate CDW (ICDW) wave vector and its direct correspondence with the

bare susceptibility provide a clean demonstration of the effect of the fermiology on the ICDW. We

therefore argue that at n ≈ 1 d electron (i.e. TaS2 or heavily hole-doped WS2), a weak-coupling

1In Ref. [119], the calculated instability for MoS2 is maximal at the K point (corresponding to
p

3×p
3 periodicity)

instead of the M point. This is due to the use of a too coarse grid of q-points for Fourier interpolation. The proposed
nesting mechanism in Ref. [119] is to explain the instability at the K point.
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k-space nesting picture is still a good starting point for understanding, although no sharp

divergence is present in the bare susceptibility. On the other hand, we show that for n ≈ 2−3

d electrons (WS2 and ReS2), nesting arguments are not useful, and that a real-space strong-

coupling picture of bonding Wannier functions (WFs), splitting strongly the t2g triplet, applies

and provides a simple physical picture. This suggests a crossover between weak-coupling and

strong-coupling regimes as a function of the electronic filling of the t2g subshell of the transition

metal ion.

Fig. 4.1 (a)-(c) shows the electronic structure for the undistorted monolayers of 1T -TaS2, 1T -WS2

and 1T -ReS2, calculated from first principles in the generalized gradient approximation (GGA)

of DFT, according to Perdew, Burke, and Erzernhof (PBE) [29]. Details of the first-principles

calculations are given in the appendix, in Sec. 4.1. The three bands close to the Fermi level

have t2g orbital character, i.e. dx y , dxz and dy z , with the z-axis pointing towards a MS bond.

The latter choice of coordinates allows to almost perfectly decouple the two high-energy and

three low-energy d orbital degrees of freedom [54], justifying the denomination t 1
2g for TaS2,

t 2
2g for WS2, and t 3

2g for ReS2. In edge-sharing geometry (i.e. a transition metal ion shares

two ligands with each of its nearest neighbours), t2g electrons have direct overlap with their

nearest neigbours, leading to strong electron-phonon interactions [120]. The small qualitative

differences of electronic structures between the three materials is due to the band inversion

(with sulfur p bands) close to the Γ and M points for WS2 and ReS2, occuring because of the

smaller charge-transfer energy [54]. While the band inversion is of importance for the topological

properties of the 1T ′ phase [15], we shall ignore this point as it does not play an important role

for the driving mechanism of the distortions.

Γ

M

K

dxy
dxz
dyz

dxy (-0.2 el)

dxz (-0.2 el)

dyz (-0.2 el)

Figure 4.2 – Fermi surface for monolayer 1T -TaS2 (undoped and hole-doped). The blue shaded
area corresponds to the first Brillouin zone. Nesting vectors for the undoped case have been
drawn.

Fig. 4.1 (d)-(i) shows the calculated bare static susceptibilities and phonon dispersions along the
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Figure 4.3 – Ball-and-stick representation of the 1T ′ phases of monolayer WS2. Isovalue plot of a
bonding t2g Wannier function. Aligned ligand field and modified ligand field energy diagrams of
the 1T and 1T ′ phases of monolayer WS2. Band structure of monolayer 1T ′-WS2 with orbital
weight of bonding and antibonding t2g Wannier functions.
(a) Ball-and-stick representation of the 1T ′ phase of WS2 with an isovalue plot of one of the two

equivalent bonding t2g Wannier functions (WFs). W-W bonds have been drawn to facilitate
visualization. Each bond drawn accomodates a bonding t2g WF centered on it. (b) Aligned

ligand field and modified ligand field energy diagrams for the 1T and 1T ′ phases. (c) Calculated
band structure along high-symmetry directions for 1T ′-WS2. The orbital weight of the bonding

and and antibonding t2g WFs is shown as a color code. The Fermi level is set to zero.

ΓM direction, for the three materials and for undoped and hole-doped cases 2. For the sake of

clarity of the figure, we have only shown the lowest-energy accoustic phonon mode, that softens

for the three materials in all doping ranges considered. To evaluate the bare susceptibility, we

have adopted the commonly-used constant-matrix-elements approximation (CMA), χ0(q) =
1

Nk

∑
k,n,n′

fnk+q− fn′k
εnk+q−εn′k

, where Nk is the number of k-points in the discretized Brillouin zone, εnk is

the energy of band n at momentum k, and f is the Fermi-Dirac distribution. We have included

the three t2g -like bands in the summation, and set the electronic temperature to 300 K. Using

the CMA, the absolute value of the susceptibility is sensitive to the number of bands included in

the summation [121]. However, we have checked that the location of the peak for TaS2, as well

as the absence of peaks at M for WS2 and ReS2, are robust with respect to the number of bands

included.

In the theory of weak-coupling charge- and spin-density-wave instabilities, the bare suscepti-

bility is the key quantity, because its enhancement at certain wave vectors favours softening of

certain phonon or magnon modes, depending on the dominant microscopic interaction (i.e.

electron-phonon or electron-electron) [25]. In the limit of perfect nesting, the bare susceptibility

exhibits logarithmic divergences at momentum 2kF , leading to instabilities at infinitesimal

coupling constant. Perfect nesting is achieved in toy models such as a one-dimensional one-

band metal or a two-dimensional one-band metal on the square lattice with nearest-neighbour

hopping only. In real materials, perfect nesting would require unrealistic fine-tuning, but

2For definiteness, we present here the effect of hole doping to understand the effect of doping in these materials.
However, the electron-doped case is analogous.
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nesting-derived instabilities can still occur provided that the interactions are not too weak.

Fig. 4.1 (d) shows that, unlike most 2D metals, the bare susceptibility for 1T -TaS2 does not

achieve its maximum at the Γ point, but at an incommensurate wave vector along the ΓM

direction, corresponding to the momentum qICDW ≈ 0.28bi (where bi are the three primitive

lattice vector of the reciprocal lattice) where the calculated phonon softening is maximal. This is

due to the approximate nesting properties of the Fermi surface, as shown in Fig. 4.2. Moreover,

the calculated peak of the susceptibility, as well as the calculated qICDW, are found to be sensitive

to the exact position of the Fermi level and are both shifted upon doping. Such behaviour is

typical of a 2kF effect and clearly shows the effect of the change of the Fermi surface area upon

doping on the ICDW. It was found experimentally that Ti-doped bulk 1T -TaS2 exhibits an ICDW

wave vector that decreases with increasing Ti concentration [109, 122]. For two-dimensional

materials, one can make use of electrostatic doping to induce charge carriers in a way that closely

resembles the rigid Fermi level shift of our calculations. It would therefore be of interest to

address experimentally the change of ICDW periodicity in gated TaS2 and other similar materials,

in order to shine light on the effect of the Fermi surface. Bulk TaS2 (and possibly the monolayer

as well [123]) undergoes a so-called lock-in transition, where the ICDW adopts a periodicity

commensurate with the high-symmetry phase, characterized by a commensurate wave vector

close the the incommensurate one (corresponding to a
p

13×p
13 periodicity) [124, 125]. We

stress that the calculated CDW wave vectors and peaks in the susceptibility correspond to the

ICDW periodicity, as the lock-in transition results from anharmonic effects.

a) b) 1T 1T''

eg eg

t2g

t2g
antibonding

t2g
bonding

3.04 eV

1.58 eV

3.34 eV

c)

Figure 4.4 – (a) Ball-and-stick representation of the 1T ′′ phase of ReS2 with an isovalue plot
of one of the bonding t2g WFs. Re-Re bonds have been drawn to facilitate visualization. Each
bond drawn accomodates a bonding t2g WF centered on it.(b) aligned ligand field and modified
ligand field energy diagrams for the 1T and 1T ′′ phases. (c) Calculated band structure along
high-symmetry directions for 1T ′′-ReS2. The orbital weight of the bonding and and antibonding
t2g WFs is shown as a color code. The Fermi level is set to zero.

As Fig. 4.1 (e)-(f) shows, the maximum phonon softening for the t 2
2g and t 3

2g cases occurs at the

M point, indicating an instability towards doubling the unit cell. We note that, compared to TaS2

the phonon softening occurs over a wider range of momenta and is much stronger. It is also clear

that the phonon softening at the M point is not related to any peak in the bare susceptibility

calculated in the CMA. Contrary to closely related MoS2 [119] and MoTe2 [118], the Fermi surface
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of WS2 does not exhibits nested Fermi pockets, that appear only under electron doping (see

the appendix, Sec. 4.1) and are therefore not responsible for the instability. For nt2g ≈ 3 (ReS2)

the phonon instability is robust against doping, so that the calculated soft phonon mode in not

sensitive to the exact number of electrons, contrary to the nt2g ≈ 1 case. For WS2, the instability

at M is sensitive to hole doping, and disappears at nhole ≈ 0.4. For heavily hole-doped WS2, a

behaviour analogous to TaS2 is recovered, with a calculated incommensurate CDW wave vector

associated with an enhancement of the bare susceptibility. Small dicommensurations are already

present at lower doping, but it is not clear whether these could be observed experimentally

because of anharmonic effects. It is clear that the instability at the M point is not associated with

a nesting mechanism, since the calculated susceptibility in at its minimum. Nesting arguments

are perturbative ones, so they become less and less relevant as the instability grows stronger, as

is the case for WS2 and ReS2

From the considerations above, it appears that, contrary to the TaS2 case, the lattice distortions

in the 1T d 2 and d 3 TMDs should be better understood from a strong-coupling perspective. As

explained e.g. in Ref. [87], the strong-coupling picture of CDWs consist in a real-space picture of

chemical bonds. In the following, we shall demonstrate and quantify the bonding mechanism

behind the 1T ′ and 1T ′′ phases using a Wannier-function approach.

We begin by discussing the 1T ′ phase of d 1 TMDs, taking again WS2 as a representative example.

The relaxed lattice structure is shown in Fig. 4.3. The calculated energy gain upon distortion is

large (0.36 eV per formula unit), and the change of the electronic structure is drastic. We have

drawn certain W-W bonds as the interatomic distance is significantly reduced (2.78 Å against

3.21 Å in the undistorted 1T phase). Such a large shortening of the W-W distance suggests that

t2g states pointing toward this bond interact strongly with their nearest neighbour and form

bonding and antibonding combinations [14].

To check this hypothesis, we construct Maximally Localized Wannier Functions (MLWFs) [69]

by considering two different sets of bands separately to assess the formation of bonding states.

Details about the construction of the Wannier functions are provided in the appendix, in Sec. 4.1

Fig. 4.3 (b) shows the aligned ligand field (including electrostatic and pd hybridization effects,

as we have discussed in Ref. [54]) and modified ligand field energy diagrams for 1T and 1T ′

WS2, calculated with MLWFs [67]. Our Wannier analysis demonstrates that the main effect of

the distortion is to split strongly the t2g states into bonding, nonbonding and antibonding WFs,

while the eg states are weakly affected, although the lifting of degeneracy within the eg doublet is

somewhat increased (0.36 eV against 0.05 eV in the 1T phase). In Fig. 4.3 (a), we show an isovalue

plot of one of the two equivalent bonding t2g WFs, centered on a W-W bond. Other WFs plots

are presented in the appendix, in Sec. 4.1. The on-site energies of the nonbonding t2g states,

pointing in the direction of the zigzag chain, are found to be very close (∼ 0.1 eV of difference) to

these of the undistorted 1T phase. On the other hand, the t2g WFs pointing in the W-W bonds

directions are split in energy by 3.34 eV. The calculated energy splitting is significantly larger

than the half-bandwidth of the undistorted 1T phase (W /2 ≈ 2.23 eV), that one would obtain by
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simply doubling the unit cell without distortion. This indicates the formation of strong W-W

bonds upon translational symmetry breaking. Moreover, Fig. 4.3 (c) shows that the two bonding

t2g WFs contribute mainly to the two occupied bands closest to the Fermi level, and are therefore

roughly filled by two electrons. The optimal filling of the two strongly bonding WFs explain why

the 1T ′ phase is energetically favourable for nt2g ≈ 2.

Let us now consider the diamond-chain structure (or 1T ′′ phase) of d 3 1T TMDs with 2×2

periodicity, with ReS2 taken as an example. The relaxed structure in the 2×2 supercell, shown in

Fig. 4.4 (a), is associated with a large energy gain of 1.12 eV per formula unit compared to the

undistorted 1T phase. We have drawn Re-Re bonds, because the interatomic distance between

the corresponding rhenium atoms is significantly reduced compared to the undistorted phase

(2.71−2.9 Å against 3.1 Å in the 1T phase).

As for WS2, we have constructed MLWFs by considering separately two sets of bands, see Sec. 4.1

for details. The aligned ligand field and modified ligand field energy diagrams for the 1T and

1T ′′ phases are represented in Fig. 4.4 (b). We see that the effect of the distortion is mainly to

split strongly the whole t2g subshell into bonding and antibonding states. Indeed, we estimate

an energy splitting of 3.34 eV, significantly larger than the half-bandwidth of the undistorted 1T

phase (W /2 ≈ 2.22 eV). Since not all the shortened bonds are equal in the 1T ′′ phases, there are

differences in the on-site energies of the corresponding WFs. The bonding WF on the shortest

bond (2.71 Å), plotted in Fig 4.4 (a), is found 0.24 eV lower in energy compared to that centered

on the largest bond (2.9 Å). As Fig. 4.4 (c) shows, the bonding t2g WFs contribute mostly to the

top of the occupied-bands manifold. We see that in the 1T ′′ phase at t 3
2g , all the strongly bonding

t2g WFs are fully occupied, explaining the stability of this phase.

In our study, we have considered as examples monolayers of transition metal disulfides. However,

because of the weak interlayer couplings of the bulk materials, and because of the universality

of the electronic structure of TMDs, the reasoning should also apply to other member of this

family of materials.

In summary, we report a first-principles study of doping-dependent fermiology and phonon

instabilities in two-dimensional 1T transition metal disulfides at d 1, d 2, and d 3 occupation of

the d shell. When the electron filling of the t2g subshell is far from half-filling, as in TaS2, we find

that the dependence of the ICDW wave vector on the doping levels matches that of the peak of

the bare susceptibility. This behaviour is suggestive of a 2kF effect and supports the view that a k-

space nesting picture is a good, and necessary, starting point for understanding, even though this

point of view has often been challenged. On the other hand, when the electron filling of the t2g

subshell is closer to half-filling, as in WS2 and ReS2, the behaviour is qualitatively different and

nesting appears irrelevant. Indeed, our Wannier-function analysis shows that the effect of the

distortions is mainly to split strongly the t2g states, and that simple bond-counting arguments

are qualitatively correct. Our study suggests a crossover between weak/moderate-coupling and

strong-coupling regimes, tuned by the electronic filling of the t2g orbitals.
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4.1 Appendix

4.1.1 Computational methodology

DFT calculations are performed using the QUANTUM ESPRESSO package [40]. We use norm-

conserving pseudopotentials from the SG15 library [71, 72, 74], that include the 5s and 5p

semicore states of Ta, W and Re explicitly. A plane-wave cutoff of 60 Ry is used. We employ 24×24

k-points (12×24 and 12×12 for the 2×1 and 2×2 supercells) and a Marzari-Vanderbilt smearing

[77] of 10 mRy. We use the cell parameters and atomic positions obtained by relaxing the

undoped materials until all the all the Hellman-Feynman forces are smaller than 10−4 Ry/Bohr

and the pressure is smaller than 0.1 Kbar. We include about 13 Å of vacuum between periodic

replicas. We employ the Wannier90 code [78] to obtain Maximally Localized Wannier Functions

(MLWFs). Phonon frequencies are calculated within density functional perturbation theory

[47]. To plot the phonon dispersion curves, we have calculated the phonons on a 24×24 grid of

q-points and used Fourier interpolation. The susceptibility is evaluated on a 100×100 k-points

grid with Wannier-interpolated bands. Doping is simulated by changing the total charge of the

electron system, with a compensating jellium backround added to ensure the overall charge

neutrality of the unit cell.

4.1.2 Wannier functions for 1T ′-WS2

In the main text, we have discussed the splitting of the t2g states in the 1T ′ phase of single-layer

WS2, and presented a plot of one of the two equivalent bonding t2g Wannier functions (WFs).

Here, we explain how the MLWFs are constructed and present a few extra plots.

Firstly, we derive MLWFs by including 14 occupied bands and the 2 next unoccupied bands. The

low-energy Sulfur s-bands and semi-core states bands are excluded. We use the Bloch phases as

initial projector and perform the minimization of the spread functional [69]. We obtain 12 p-like

WFs centered on the Sulfur atoms, two t2g -like WFs pointing along the chain direction, and

two molecular WFs. The molecular WFs are centered on the W-W bonds and clearly resemble

bonding combinations of t2g WFs.

Secondly, we wannierize the 6 higher-energy unoccupied bands, yielding 4 eg -like WFs and 2

antibonding WFs centered on the W-W bonds. Since the bonding and nonbonding t2g WFs

in the 1T ′ phase are constructed together with the p WFs, they do not contain explicitly the

pd antibonding energy. For proper comparison with the antibonding t2g and eg WFs, we

have therefore added the t2g -p hybridization energy of 1.49 eV, calculated according to the

methodology proposed in [67], that we have previously applied to the TMDs in [54].

Note that, in order to obtain the molecular bonding and antibonding WFs centered on the W-W

bonds, it is necessary to consider two sets of bands separately, because otherwise the maximal

localization procedure would yield atomic-like WFs centered on the ions.

Fig. 4.5 (a) shows an isovalue plot of one of the antibonding WFs. Contrary to the bonding
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WF, the antibonding WF contains some weight on the ligands, which reflects the hybridization

with the 3p states of sulfur atoms. This difference stems from the fact that the p-like bands

are excluded when constructing the antibonding t2g and eg WFs. Fig. 4.5 (b) shows one of the

two equivalent nonbonding t2g WF, centered one one of the two W atoms of the unit cell. The

nonbonding t2g WFs point towards the direction where the W-W distance is unaffected by the

distortion compared to the 1T phase. The on-site energy of the nonbonding t2g WFs is very

close to that of the t2g WFs of the undistorted 1T phase. In Fig. 4.5 (c), we present an isovalue

plots of one of the four eg -like WFs (two per tungsten atom), with dx2−y2 character.

a) b) c)

Figure 4.5 – Selected isovalue plots of Wannier functions (WFs) for monolayer 1T ′-WS2. (a)
Antibonding t2g WF. (b) Nonbonding t2g WF. (c) eg WF with dx2−y2 character.

4.1.3 Wannier functions for 1T ′′-ReS2

In the main text, we have discussed the splitting of the t2g subshell of monolayer ReS2 in the

1T ′′ phase into six bonding and six antibonding t2g states, and presented a plot of one of the six

bonding t2g WFs.

We first consider 30 occupied bands, and obtain 24 p-like WFs centered on the 8 sulfur atoms,

and 6 bonding t2g WFs, each bond drawn in Fig. 4.6 (a) accomodating one of them. The lower-

energy bands, coming from the sulfur 3s states and from the transition metal 5s and 5p semicore

states, are excluded.

We then consider 14 unoccupied conduction bands, and obtain the corresponding 6 antibonding

t2g WFs, as well as 8 eg WFs centered on the 4 Re atoms.

In Fig. 4.6 (a), we show an isovalue plot of the corresponding antibonding t2g WF, centered on

the same bond. As for 1T ′-WS2, and for the same reasons, the antibonding t2g WFs contain

some weight on the sulfur atoms resembling p orbitals. Contrary to the 1T ′ phase of WS2 for

which all the W-W bonds are equivalent, the Re-Re bonds in the 1T ′′ phase are not all equal.

Fig. 4.6 (b) shows another bonding t2g WF, centered on another nonequivalent Re-Re bond. In

Fig. 4.6 (c), we show one of the eight eg WFs, with dz2 orbital character.
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a) b) c)

Figure 4.6 – Selected isovalue plots of Wannier functions (WFs) for monolayer 1T ′′-ReS2. (a)
Antibonding t2g WF. (b) Bonding t2g WF. (c) eg WF with dz2 character.

4.1.4 Fermi surface for 1T -WS2

In the main text, we have mentioned the proposed nesting mechanism for the 1T -to-1T ′ of

certain molybdenum dichalcogenides, based on the inspection of the Fermi surface. In Fig. 4.7

(a) and (b), we show the Fermi surface of monolayer 1T -WS2 in the undoped and electron-doped

cases (with 0.1 extra electron per formula unit). One can see that in the electron-doped case,

some extra small electron pockets are present. These pockets are approximately nested by

the vector Γ−M . However, the absence of these pockets in the undoped case shows that the

instability at the M point is not related to them. The mechanism for the 1T -to-1T ′ instability in

the d 2 TMDs must be universal, so the nesting of these pockets cannot account for the distortion

in the Mo dichalcogenides either.

a) b)
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Figure 4.7 – Fermi surface for monolayer 1T -WS2 for the (a) undoped, and (b) electron-doped
(+0.1 electron per formula unit) cases. The blue shaded area corresponds the the first Brillouin
zone.
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5 Charge density wave phase, Mot-
tness, and ferromagnetism in two-
dimensional 1T -NbSe2

Chapter 5 is a post-print version of a Paper published as:

Pasquier, Diego; Yazyev, Oleg V. Phys. Rev. B 98 (4), 045114 (2018) [113]
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Chapter 5. Charge density wave phase, Mottness, and ferromagnetism in two-dimensional
1T -NbSe2

The recently investigated 1T -polymorph of monolayer NbSe2 revealed an insulating behaviour

suggesting a star-of-David phase with
p

13 ×p
13 periodicity associated with a Mott insulator,

reminiscent of 1T -TaS2. In this work, we examine this novel two-dimensional material from first

principles. We find an instability towards the formation of an incommensurate charge-density-

wave (CDW) and establish the star-of-David phase as the most stable commensurate CDW. The

mottness in the star-of-David phase is confirmed and studied at various levels of theory: the

spin-polarized generalized gradient approximation (GGA) and its extension involving the on-site

Coulomb repulsion (GGA+U ), as well as the dynamical mean-field theory (DMFT). Finally, we

estimate Heisenberg exchange couplings in this material and find a weak nearest-neighbour

ferromagnetic coupling, at odds with most Mott insulators. We point out the close resemblance

between this star-of-David phase and flat-band ferromagnetism models.

5.1 Introduction

Transition metal dichalcogenides (TMDs) have been extensively studied for their charge-density-

wave phases [13, 93, 88, 87], historically being the first materials where the Peierls instability [22]

manisfests itself, although this point of view has been frequently challenged in the last few years

[95, 96]. More recently, TMDs (for recent reviews see e.g. [56, 6]) have further attracted attention

due to their novel topological properties [15, 126], unconventional Ising superconductivity

[11, 84, 127, 128], as well as the possibility to thin them down to a single layer [1], leading to a

rich family of two-dimensional (2D) materials that includes semiconductors with promising

technological applications [57].

TMDs with chemical composition M X2 are layered materials, each layer consisting of a transition

metal (M = Ti, V, Nb, Ta, etc.) forming a triangular lattice sandwiched between two atomic planes

of chalcogen atoms (X = S, Se, Te). The local coordination sphere of the transition metal can

have either trigonal prismatic or distorted octahedral symmetry, giving rise to two families

of polytopes, referred to as 2H and 1T , respectively, where 1 and 2 stand for the number of

inequivalent layers in the unit cell for bulk materials. The different coordination environments

lead to distinct crystal field splittings of the d-like bands and therefore very different electronic

properties [56].

Among all the TMDs, 1T -TaS2 displays arguably the most complex phase diagram. Indeed,

1T -TaS2 exhibits a series of structural phase transitions, that involves one second-order and

two first-order transitions, upon decreasing temperature [93, 81, 82]. The low-temperature

commensurate CDW phase is characterized by the formation of star-of-David clusters of Ta

atoms in a
p

13×p
13 supercell associated with the emergence of a narrow band crossing the

Fermi level [129, 130], favouring the opening of a Mott correlation gap. Moreover, it has recently

been pointed out that no trace of magnetic order is observed down to very low temperatures,

indicating a possible quantum spin liquid (QSL) state [16].

Only known so far in the 2H phase, 1T -NbSe2 has recently been successfully synthesized in a

monolayer form [17]. Niobium is situated in the same column of the periodic table as Tantalum,
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which implies that these two transition metal elements are isoelectronic and have formal d-shell

populations of 4d 1 and 5d 1 in NbSe2 and TaS2, respectively. It has been found that a superlattice

is formed in monolayer 1T -NbSe2 and that the electronic structure exhibits an insulating energy

gap of ∼ 0.4 eV, strongly suggesting a phase diagram analogous to 1T -TaS2.

The purpose of this paper is to provide a first-principles study of this new material, including

the instability of the metallic undistorted 1T phase towards a CDW phase, structural properties

and different scenarios for the nature of the gap, correlation effects and magnetism. Our

work confirms the
p

13 ×p
13 phase as the most stable commensurate CDW phase as well as

the opening of a correlation gap that is to some extent captured even by spin-polarized GGA

calculations. GGA+U and DMFT calculations provide further insight and suggest a gap of the

charge transfer type. An estimation of Heisenberg exchange couplings surprisingly indicates

a ferromagnetic ground state, contrary to what one would expect in a Mott insulator. We

suggest that, if confirmed, the ferromagnetism strongly resembles the flat-band ferromagnetism

[131, 132, 133, 134, 135, 136, 137, 138] effect in multiband Hubbard models and that this star-of-

David phase could be a real material realization of this effect in 2D.

This paper is organized as follows. Section 5.2 briefly describes the computational methodology.

In Section 5.3, we study the fermiology and the phonon dispersion of the undistorted 1T phase,

as well as possible commensurate superlattices. In Sections 5.4 and 5.5, we present an analysis of

the electronic structure and magnetism of the
p

13 ×p
13 phase. Section 5.6 offers conclusions.

5.2 Computational methodology

First-principles density functional theory (DFT) calculations were performed using the QUAN-

TUM ESPRESSO package [40]. The interaction between the valence and core electrons is

described by means of ultrasoft pseudopotentials [45] (available from the PSLIBRARY [75, 139]),

explicitly including the s and p semi-core electrons as valence electrons for Nb atoms. The plane-

wave cutoffs are set to 60 and 300 Ry for the wave functions and charge density, respectively. The

exchange-correlation functional is approximated by the generalized gradient approximation

according to Perdew, Burke and Ernzerhof (PBE) [29]. For GGA+U calculations, we adopt the sim-

plified formulation of Cococcioni and de Gironcoli [39], with a Hubbard parameter U = 3.02 eV

for Nb 4d orbitals, calculated from linear response in a supercell of the undistorted 1T phase

containing 75 atoms. Brillouin zone integration is performed on a 24×24×1 k-points mesh

(8×8×1 and 6×6×1 for the
p

13×p
13 and 4×4 supercells, respectively) and a Marzari-Vanderbilt

smearing [77] of 1 mRy. To simulate the monolayer form, we include approximatively 13 Å of

vacuum between periodic replicas. Lattice constants and atomic positions of various phases are

determined by fully relaxing the structure at the PBE level until all the Hellmann-Feynman forces

are less than 10−4 Ry/Bohr. The spin-orbit coupling is not included but its effect is described in

the appendix, in Sec. 5.7.

The phonon dispersion is calculated within density functional perturbation theory (DFPT) [47],

using a denser mesh of 84×84×1 k-points and a larger smearing of 5 mRy. To plot the full
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dispersion, we have calculated the phonons on a 12× 12 grid of q-points and used Fourier

interpolation. In addition, we have computed the dispersion close to the CDW wave vector by

performing a DFPT calculation for several points in its vicinity, using different smearings of 10

mRy, 5 mRy and 2.5 mRy and a denser grid of 192×192 k-points to ensure convergence of the

imaginary frequencies.

Dynamical mean-field theory (DMFT) [140] calculations are performed using the AMULET

code [141]. The quantum impurity problem is solved with the continuous-time quantum Monte-

Carlo (CT-QMC) algorithm [142] with ten millions QMC steps. The simplified fully localized

limit prescription is adopted to account for double counting. The spectrum is obtained with the

maximum entropy method.

Maximally localized Wannier functions (MLWF) [69, 68] are obtained using the WANNIER90

code [78]. The susceptibility is calculated on a dense 400×400×1 k-points grid with Wannier-

interpolated bands.

5.3 Charge-density-wave phases

We begin our discussion by determining the structural and electronic properties of the undis-

torted 1T polymorph of monolayer NbSe2. The latter contains three atoms per unit cell and

belongs to the symmorphic D3
3d space group. The lattice constant and the Nb−Se distance at

the PBE level are a = 3.49Å and dNb-Se = 2.62Å, respectively.

The electronic structure and the t2g Fermi surface are shown in Figure 5.1. Since the spin-orbit

coupling does not play an important role, we neglect it but briefly describe its effect in the

appendix, in Sec. 5.7. The three t2g bands are filled with one electron. The bandwidth is rather

large (∼ 3 eV), implying that the moderate electron-electron interactions can be neglected

at this point. On the other hand, the t2g electrons are prone to form σ-bonds due to their

directional character, implying a large coupling to a local bond-stretching phonon. The latter is,

to the best of our understanding, responsible for the recurrent occurrence of CDWs in the 1T

dichalcogenides and lead to stronger distortions when the filling is closer to half-filling, as e.g. in

1T ′-MoS2 [143] or ReS2 [60], in which strong metal-metal bonds are formed. The Fermi surface

is typical of group V 1T dichalcogenides and displays pseudo-nesting, favouring density wave

instabilities with incommensurate wave vectors Qi =QICDWbi , where bi (i = 1, 2, 3) are the three

reciprocal lattice vectors of a triangular lattice and QICDW ≈ 0.25−0.33 [93, 144], depending on

material-dependent details of the electronic structure.

Figure 5.2 shows the calculated phonon dispersion curves and bare static susceptibility along

the Γ−M direction. Neglecting matrix elements, the susceptibility reads

χ0(q) = 1

Nk

∑
k,n,m

f (εn,k+q )− f (εm,k )

εn,k+q −εm,k
, (5.1)

where f (εn,k ) is the Fermi-Dirac distribution and εn,k are the Kohn-Sham energies. The suscep-
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a) b)

c) d)

Figure 5.1 – (a) GGA band structure of the undistorted 1T -phase of monolayer NbSe2. The t2g

bands are emphasized in blue. The dashed line corresponds to the Fermi energy, set to zero.
(b) Fermi surface of monolayer NbSe2. (c),(d) Ball-and-stick representation of the undistorted
1T phase of monolayer NbSe2 with an isosurface plot of one of the three symmetry-equivalent
t2g -like Wannier functions. Selenium atoms are shown in blue.

tibility is proportional to the phonon self-energy in the random phase approximation, favouring

soft phonon modes when it is enhanced at a particular wave vector [25]. One can see that the sys-

tem is unstable against the formation of a CDW with momentum QICDW ≈ 0.26, corresponding to

the maximum of the susceptibility at T = 300 K (Fig. 5.2b). At lower temperatures, the maximum

is shifted closer to QICDW = 0.27. Accordingly, the calculated phonon softening becomes stronger

closer to QICDW = 0.27 when a smaller smearing is used. We also observe that at T = 5000 K the

susceptibility is completely flat as the Fermi surface is blurred. The incommensurability of the

soft phonon mode and its correlation with the maximum of the susceptibility demonstrate the

effect of the fermiology on the CDW (Fig. 5.2c), even if we stress that the latter is possible only in

the presence of a rather strong electron-phonon coupling due to imperfect nesting.

As understood by McMillan [124, 125], density waves can further gain energy by adopting a

commensurate periodicity characterized by a momentum QCCDW close to QICDW. This can

lead to first-order incommensurate-to-commensurate phase transitions (lock-in transitions) as

the temperature is lowered. Such transitions come from higher-order terms of the free energy

and are therefore not captured by a phonon calculation. The calculated QICDW ≈ 0.26 suggests

either 4×4 or
p

13×p
13 periodicity. In the latter case, each unit cell contains an odd number

of electrons and an insulating gap, as observed in experiments, can only come from electron

correlations. On the other hand, the 4×4 cell could possibly be a normal band insulator. We

have therefore addressed both scenarios by relaxing atomic positions (starting from randomized

ones) and lattice vectors in the two supercells.
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a) b) c)

Figure 5.2 – (a) Calculated phonon dispersion for the undistorted 1T phase of monolayer NbSe2

obtained by Fourier interpolation. Imaginary frequencies are plotted as negative. (b) Phonon
dispersion close to the wave vector of maximum softening with different electronic population
smearing values. Each point corresponds to a DFPT calculation. (c) Calculated bare static
susceptibility along the Γ−M direction at different electronic temperatures.

For the 4×4 cell, we obtain an energy gain of 49 meV per NbSe2 formula unit compared to the

undistorted 1T phase and a magnetically ordered metallic phase (see in Sec. 5.7), whereas for

the
p

13×p
13 cell we obtain the star-of-David phase with a larger energy gain of 69 meV/f.u.

and a Mott insulator phase (see next section). Another possibility would be that the CDW

remains incommensurate down to zero temperature. However, incommensurate CDWs in the

dichalcogenides usually have a rather small effect on the electronic structure so that it is unlikely

that a gap of ∼ 0.4 eV could be opened.

5.4 Mottness in the Star-of-David phase

a) b) c)

Figure 5.3 – (a) Electronic band structure of the
p

13 ×p
13 CCDW phase of monolayer NbSe2

obtained from non-spin-polarized GGA calculations. The dashed line corresponds to the Fermi
level, set to zero. (b),(c) Electronic band structures obtained from spin-polarized (b) GGA and
(c) GGA+U (U = 3.02 eV) calculations. The arrow marks the flat-like lower Hubbard band. The
up and down spin bands are shown in red and blue, respectively.

We now proceed to study the electronic structure of the star-of-David phase at various levels of

theory.
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As one can see in Figure 5.3a, a very narrow band crossing the Fermi level emerges in the GGA

band structure. Spin-polarized GGA already captures some correlation effects and can some-

times describe mottness approximatively (but not in quantitative agreement with experiments

[37]), together with a magnetic solution. In Figure 5.3b, we observe a small band gap of ∼ 20 meV

at the spin-polarized GGA level with a total magnetic moment of 1 µB per supercell that contains

one David star. The computed gap is clearly too small compared to the experiments, therefore

we add an on-site Hubbard repulsion U = 3.02 eV for Nb 4d orbitals. The calculated gap is now

∼ 0.3 eV (Fig. 5.3c), in better agreement with the experimental data. However, the gap appears to

between the "uncorrelated" bands rather than between the lower Hubbard band (LHB) and the

upper Hubbard band (UHB), as expected in Ref. [17]. We note that the flat LHB and UHB bands

can still be distinguished amongst the "uncorrelated" bands in Fig. 5.3c.

To gain further insight, we derive a minimal three-bands (occupied by five electrons) tight-

binding model in the basis of maximally localized Wannier functions. We obtain, as can be

seen on Figure 5.4, one Wannier function (type I WF) localized at the center of the star with a

spread of 22Å2, giving rise to the narrow band and two Wannier functions (type II WFs, see the

appendix in Sec. 5.7), with larger spreads and more weights on the outer Nb atoms of the David

stars, hybridizing very weakly with the type I WF. This choice of model allows to capture the

bands crossing the Fermi level and to disentangle the narrow "correlated" band, constituting

therefore a minimal model to understand the opening of a correlation gap. Treating only the

type I WF as correlated with a single variable on-site Hubbard parameter U , we solve the model

with DMFT in the paramagnetic phase with an inverse temperature of 40 eV−1 (T ≈ 300 K).

Since the band derived from type I WFs is nearly flat with a bandwidth of ∼ 30 meV, it splits

into a LHB and a UHB upon any small interaction, explaining why the GGA functional can

already capture the gap opening. With a sufficiently large Hubbard U , a gap opens between the

type II bands and the UHB (charge transfer insulator) and the orbital population of the type

I WF changes from 1.18 in GGA to 1.0 in DMFT. A Hubbard parameter U ∼ 0.9 eV gives a gap

between the type II bands and the UHB consistent with the GGA+U calculation. We note that

the spectra obtained from DMFT agree qualitatively with the simpler spin-polarized GGA+U

calculations, although the Hubbard parameter used needs to be much smaller. It is clear that the

Hubbard parameter in DMFT is only loosely related to that of DFT+U , as it captures the on-site

repulsion associated by double-occupancy of a type I WF function rather than an atomic 4d

orbital. Since this Wannier function is much more spread than an atomic orbital, it is expected

that the Hubbard term should be smaller.

We note that in the GGA+U band structure (Fig. 5.3c), while a flat UHB is easily recognizable, the

LHB appears to further hybridize with other bands, even if a flat-like band is seen at ∼ 0.5 eV

below the valence band maximum. This suggests that it would be interesting to compare this

minimal three-bands models with more elaborate models containing more bands and to take

into account charge self-consistency, but this is beyond the scope of the present work.
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U = 0.0 eV U = 0.1 eV U = 0.9 eV

Figure 5.4 – (a) Three-band model chosen for the DMFT calculations with the orbital weight of
the type I Wannier function color-coded. (b) Ball-and-stick representation of the star-of-David
phase with an isovalue plot of the type I Wannier function. Nb−Nb bonds are drawn to facilitate
the visualization. (c) Spectra obtained by analytic continuation of the imaginary-time Green’s
functions for U = 0.0, 0.1 and 0.9 eV. The Fermi energy is set to zero.

76



5.5. Magnetic phases

Table 5.1 – Calculated nearest-neighbour (J1) and next-nearest-neighbour (J2) ferromagnetic
exchange couplings in Kelvins.

J1 (K) J2 (K)

GGA 2.38 0.12
GGA+U 4.77 0.04

5.5 Magnetic phases

In Mott insulators, the low-energy degrees of freedom are localized spins whose interactions lead

to long-range magnetic order below a characteristic temperature, unless prevented by strong

fluctuations (i.e. a QSL state). It is therefore natural to study the mean-field magnetic solutions

obtained from DFT to anticipate the character of magnetic correlations expected in a material.

In Figure 5.5, we present an isovalue plot of the spin polarization density obtained from the

GGA+U calculations. While the total magnetic moment is 1 µB per star-of-David (S = 1/2 Mott

insulator), the absolute magnetization is found close to 3µB /star. This is an effect of the on-

site Hubbard repulsion, since in the GGA case, the latter is close to one (1.19µB /star). In the

GGA+U solution, the Nb atom at the center of the star acquires a larger magnetic moment (0.8

against 0.2µB ), while its six nearest-neighbours Se atoms, as well as the six outer Nb atoms,

acquire small opposite magnetic moments, as can be seen in the spin polarization plot. Our

GGA+U solution therefore bears resemblance with ferrimagnetism. However, we stress that

the opposite magnetic moments are the consequence of a spin-splitting of the lower bands

induced by the magnetic moment associated with the LHB in GGA+U . Focusing on the global

properties of the system, we address the question whether the total spins on neighbouring stars

couple ferromagnetically or antiferromagnetically [37]. We therefore consider the 2
p

13×p
13

and
p

3
p

13×p
3
p

13 supercells, containing two and three stars per supercell, respectively. By

choosing suitable initial conditions for the spin polarizations, we can ensure the solution of the

self-consistent procedure in DFT calculations converges to the one where the total moments

of different stars in the supercell are either parallel or anti-parallel. By comparing the total

energies of the different configurations, we can then extract effective nearest-neighbour and

next-nearest-neighbour Heisenberg exchange couplings J1 and J2, as illustrated in Figure 5.5,

assuming that further couplings can be neglected. We stress that we are aware that DFT can

sometimes give misleading results for magnetic properties, but more accurate wave functions

method would be prohibitive for this system and we therefore restrict ourselves to GGA and

GGA+U .

The estimated magnetic exchange couplings are reported in Table 5.1. We find a weak nearest-

neighbour ferromagnetic coupling and a negligible next-nearest-neighbour coupling. This is

rather unexpected since Mott insulators are usually antiferromagnetic, with a few exceptions

such as YTiO3 [145] or Ba2NaOs6 [146]. We have also verified that introducing the spin-orbit cou-

pling does not affect the sign of the magnetic exchange coupling parameters, even though it gives
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rise to small anisotropies (see the appendix in Sec. 5.7). A possible scenario for the occurrence

of ferromagnetism in multiband Hubbard models is the so-called flat-band ferromagnetism

studied by Mielke and Tasaki [131, 132, 133, 134, 135]. Flat-band ferromagnetism can emerge,

for instance, on the Kagome lattice with nearest-neighbour hoppings only [147, 148, 149]. While

a perfectly flat band requires fine-tuning of the model parameters unlikely to happen in any real

material, ferromagnetism is robust against some deviations [138, 148] if the (nearly) flat-band is

at half-filling. In the monolayer 1T -NbSe2 case, the flat-band has some dispersion and overlaps

in energy with two other bands. Intuitively, the direct antiferromagnetic exchange is expected

to be small because the correlated type I Wannier function are at the center of the stars and

have hence small direct hoppings. Therefore, higher-order processes can become dominant

and ferromagnetic couplings can be enabled depending on the sign of the different hopping

parameters. It is expected that several mechanisms are involved, including the effect of the spin

polarization of the “uncorrelated” bands, and that a quantitative model would likely be rather

complicated.

J1

J2

Figure 5.5 – Spin polarization density in monolayer NbSe2 obtained at the GGA+U level in
the ferromagnetic phase. A small isovalue of 0.0025 a−3

0 was chosen to visualize the opposite
polarization on the outer star-of-David atoms. The definitions of nearest-neighbour (J1) and
next-nearest-neighbour (J2) exchange coupling are indicated.

We point out that monolayer 1T -TaS2 seems even closer to the ideal flat-band model since

the narrow band is well isolated. We have verified that in this system the magnetic exchange

coupling is also ferromagnetic at the GGA and GGA+U levels of theory (in agreement with

Ref. [150]). We stress that this is not in contradiction with the absence of magnetism observed

experimentally, since all experimental studies of magnetism so far were carried out on bulk

materials, for which both experiments and calculations suggest significant dispersion between

the layers and the existence of a Fermi surface [129, 151, 152, 150]. On the other hand, the

ferromagnetic scenario does not seem to agree with the recent proposal of a quasi-2D quantum

spin liquid phase in 1T -TaS2 [16], that could occur, e.g. in a J1-J2 antiferromagnetic model on
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a triangular lattice with 0.08 ≤ J2/J1 ≤ 0.16 [153]. It would therefore be interesting to address

experimentally the possible magnetic ordering in monolayer 1T -NbSe2 and 1T -TaS2 at low

temperatures.

5.6 Conclusions

In our work, we addressed by means of first-principles calculations monolayer 1T -NbSe2 that

was recently realized experimentally. We found an instability against an incommensurate CDW

and established the
p

13×p
13 CCDW with the star-of-David distortion as the most stable phase.

Our calculations performed at the level of DFT, DFT+U and DMFT identify this configuration as

a Mott insulator. Finally, we suggested the possible existence of ferromagnetic ordering in this

star-of-David phase and pointed out the resemblance with the so-called flat-band ferromag-

netism scenario. The emergence of the narrow band close to the Fermi level in the CCDW phase

leads to exotic physics making these materials unique in the family of the TMDs.

5.7 Appendix

5.7.1 Assessment of the effect of spin-orbit coupling

The spin-orbit coupling (SOC) is responsible for several interesting properties and phenomena

in two-dimensional TMDs. In the main text, we have argued that it does not play an important

role in the discussed physics and have therefore neglected it. The purpose of this section is to

justify this claim.

In Figure 5.6, we show the GGA band structure of the undistorted 1T -phase monolayer NbSe2

calculated with and without the SOC. The main effect of SOC is a small lifting of band degeneracy

at certain points. All bands are doubly degenerate due to inversion symmetry.

Starting from the GGA-relaxed structure in the
p

13 ×p
13 phase, we have further relaxed

atomic positions including the SOC. It was found that the further energy gain is very small

(0.12 meV/f.u.), indicating, as expected, that the SOC plays a negligible role in the structural

distortion.

In Figure 5.7, we compare non-spin-polarized GGA+SOC and spin-polarized GGA+U +SOC band

structures of the
p

13×p
13 phase of monolayer 1T -NbSe2. One can observe that the SOC

splits the two "type II" bands at the Γ point such that a two-band model would be enough to

disentangle the narrow band.

To assess the effect of SOC on the magnetic properties, we have used the local density ap-

proximation (LDA) in order to avoid issues with the charge density self-consistency inherent

to spin-polarized calculations with GGA when SOC is taken into account. Furthermore, we

considered only the 2
p

13 ×p
13 supercell.
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Figure 5.6 – Superimposed band structures of the undistorted monolayer 1T -NbSe2 with and
without spin-orbit coupling. The Fermi level is set to zero.

The energy difference between the parallel and antiparallel spin configurations in the 2
p

13×p13

cell is 0.75 meV/star, close to the GGA value of 0.86 meV/star but smaller than the GGA+U value

of 1.66 meV/star. Including the spin-orbit coupling, the energy difference is 0.78 meV/star with

the local magnetic moments oriented along the out-of-plane z direction. Moreover, we have

found that the ferromagnetic solution with magnetic moments in the x-y plane has a total

energy further reduced by 0.02 meV compared to the z-direction.

5.7.2 Investigation of the 4×4 CCDW phase

As discussed in the main text, another candidate for commensurate CDW phase in monolayer

1T -NbSe2 has 4×4 periodicity, which turns out to be less favourable energetically compared

to the
p

13×p
13 commensurate CDW phase (by 20 meV per NbSe2). In Figure 5.8, we show

the calculated GGA+U band structure. Its metallic nature provides further evidence that this

phase is not realised in experiments. The calculated distortion pattern displays the formation of

clusters of 16 Niobium atoms with an obvious resemblance with the star-of-David distortions in

the
p

13×p
13 CCDW phase.

5.7.3 Type II Wannier functions

In the main text, we have introduced a three-band model and presented a plot of the type I

Wannier function that gives rise to the narrow band and was treated as correlated in our DMFT

calculations. In Figure 5.9, we show plots of the two type II Wannier functions of the model. As
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Figure 5.7 – (a) Non-magnetic GGA+SOC band structure in the
p

13×p
13 CCDW phase of

monolayer 1T -NbSe2. The Fermi level is set to zero. (b) Ferromagnetic GGA+U +SOC band
structure with U = 3.02 eV in the

p
13×p

13 CCDW phase of monolayer 1T -NbSe2. The valence
band maximum is set to zero.

one can see, the two Wannier functions have more weight on outer atoms of the star, which

explains why the hopping parameters between neighbouring stars are larger.
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Figure 5.8 – (a) Ball-and-stick representation of the distorted 4×4 CCDW phase of monolayer
1T -NbSe2 and (b) the ferromagnetic GGA+U band structure of this phase. The Fermi level is set
to zero.

Figure 5.9 – (a,b) Isovalue plots of the two other Wannier functions for the three-band model
discussed in the main text.
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Chapter 6. Excitonic effects in two-dimensional TiSe2 from hybrid density functional
theory

Transition metal dichalcogenides (TMDs), whether in bulk or in monolayer form, exhibit a rich

variety of charge-density-wave (CDW) phases and stronger periodic lattice distortions. While

the actual role of nesting has been under debate, it is well understood that the microscopic

interaction responsible for the CDWs is the electron-phonon coupling. The case of 1T -TiSe2

is however unique in this family in that the normal state above the critical temperature TCDW

is characterized by a small quasiparticle bandgap as measured by ARPES, so that no nesting-

derived enhancement of the susceptibility is present. It has therefore been argued that the

mechanism responsible for this CDW should be different and that this material realizes the

excitonic insulator phase proposed by Walter Kohn. On the other hand, it has also been suggested

that the whole phase diagram can be explained by a sufficiently strong electron-phonon coupling.

In this work, in order to estimate how close this material is to the pure excitonic insulator

instability, we quantify the strength of electron-hole interactions by computing the exciton

band structure at the level of hybrid density functional theory, focusing on the monolayer. We

find that in a certain range of parameters the indirect gap at qCDW is significantly reduced by

excitonic effects. We also stress the important role of the spin-orbit coupling in significantly

reducing the bandgap. We discuss the consequences of those results regarding the debate on

the physical mechanism responsible for this CDW. Based on the dependence of the calculated

exciton binding energies as a function of the mixing parameter of hybrid DFT, we conjecture

that a necessary condition for a pure excitonic insulator is that its noninteracting electronic

structure is metallic.

Transition metal dichalcogenides (TMDs) of chemical formula MX2 (where M is a transition

metal atom and X = S, Se, Te) are materials made up of layers weakly bond together by long-

range van der Waals forces, each layer consisting of a triangular lattice of transition metal ions

sandwiched between two layers of chalcogen atoms. TMDs are realized in two polymorphs,

depending on the coordination sphere of the transition metal atom that can have either trigonal

prismatic or antiprismatic symmetry, leading to two families of materials called 2H (or 3R

for bulk materials depending on the stacking sequence) and 1T , respectively. Periodic lattice

distortions, often referred to as charge-density-waves (CDWs) when weak or moderate, are a

recurrent phenomenon in both 2H and 1T metallic TMDs [13, 93, 87, 6]. The CDW phases

form rich phase diagrams and result in several interesting phenomena as side-effects such as

anomalous metallic behaviour [88], topological phases [15], Anderson localization [155] or Mott

insulating phases [82, 129, 17] possibly associated with weak ferromagnetic correlations [113].

TiSe2 is known only in the 1T polymorph and belongs to the group IV TMDs, with a formal

valence of 3d 0 for Titanium. The indirect quasiparticle gap in the normal state measured by

ARPES is very small (∼ 100 meV in the monolayer [156, 157, 85]) leading to the intensely-debated

conjecture that the observed CDW with TCDW ≈ 200 K is a manifestation of the excitonic insulator

instability [158, 159, 14, 160, 161, 162, 163, 164], predicted several decades ago [20, 21] but still

elusive in real materials (see however for instance Refs. [165, 166, 167]). This instability was

originally proposed as a mechanism to interpret lattice distortions in small-gap semiconductors.

Such an instability occurs when the electron-hole attraction generates an exciton binding energy

larger than the bandgap. Notably, the semimetallic case with small band overlap is also prone
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to such an instability (see Ref. [21]). This leads to a particle-hole condensate associated with a

distortion and breaks the translational symmetry of the crystal if the gap is indirect, due to the

finite coupling between charge and lattice degrees of freedom [168]. Another way of viewing the

excitonic insulator phase is to notice that the exciton eigenenergies are the poles of the charge

susceptibility renormalized by electron-electron interactions, so that a vanishing exciton energy

would lead to an enhancement of its low-frequency part and therefore a soft phonon mode for a

finite electron-phonon coupling. This is analogous to the original Peierls instability [22] where

the bare susceptibility is enhanced due to nesting properties [25].

The difference between an excitonic insulator and a purely phonon-driven CDW is ultimately

a quantitative one [162], depending on the relative strength of electron-electron and electron-

phonon interactions. In any case the observable consequences are the same: a displacement

of the atoms from their high-symmetry positions and a redistribution of the spectral weight,

meaning that an electronic instability is challenging to disentangle. This problem is reminiscent

of that of nematic ordering observed in iron-based superconductors, whose electronic origin

remains difficult to demonstrate [169].

Several experiments suggest important electron-electron effects in TiSe2. In Ref. [161], it was

pointed out that the change in the spectral density measured by angle-resolved photoemission

spectroscopy (ARPES), proportionally to the atomic displacements, is large compared to other

dichalcogenides. More recently, using a new spectroscopic technique allowing to measure the

momentum-resolved imaginary part of the charge susceptibility [170], Kogar et al. have found

the evidence for a collective electronic mode softening just above TCDW [171].

On the computational side, Calandra and Mauri first showed that first-principles density func-

tional calculations, within the local density approximation (LDA) and generalized gradient

approximation (GGA), correctly predict a soft phonon mode and reproduce a lattice distortion

in fairly good agreement with experiments, casting serious doubts on the actual relevance of

excitonic effects [172, 173]. The drawback is that the normal state is wrongly predicted to be a

metal with a Fermi surface displaying nesting between the hole and electron pockets at Γ and M ,

leading to an artificial enhancement of the bare susceptibility at qCDW. The insulating character

can be recovered with the DFT+U method, but the CDW is then lost as the gap opens [173]. A

significant improvement was achieved by Hellgren et al., who successfully reproduced the insu-

lating character and distortion for bulk TiSe2 within hybrid density functional theory, although

the gap in the CDW phase was found to be overestimated [174]. It is unclear to what extent to

proposed interpretation, i.e. an exchange-enhancement of the electron-phonon coupling, is

distinct from an exciton-phonon driven instability, as the exchange interaction is known to be

responsible for excitonic effects as well.

In this work, we provide an estimate of the strength of excitonic effects in this material from

first-principles calculations, focusing on the monolayer. The most general way to calculate

exciton properties is to solve the Bethe-Salpeter equation with an exchange term screened by the

full dielectric matrix, calculated in a preceding GW calculation (GW +BSE) [175]. Since there are
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Figure 6.1 – (a) Atomic structure of the 1T phase of monolayer TiSe2 (top and side views).
(b) Calculated electronic structure of monolayer 1T -TiSe2 at the PBE level. The dashed line
corresponds to the Fermi level, set to zero. (c) Corresponding Fermi surface. The Selenium-
derived hole bands are shown in red. The Titanium t2g -like electron pockets are shown in blue.
The CDW wave vector, shown in green, corresponds to the separation between the hole and
electron pockets. (d) Calculated phonon dispersion at the PBE level along the high-symmetry
directions. Imaginary frequencies are plotted as negative.
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Figure 6.2 – (a) Quasiparticle band structure along the high-symmetry directions using the
PBE0 functional and α= 0.185. The valence band maximum is set to zero. (b) Calculated band
structure, along the Γ-M direction, with and without the spin-orbit coupling. (c) ARPES data
from Ref. [85] at room temperature along the Γ-M direction. The insulating character and
spin-orbit induced splitting of the bands at the Γ point are visible. Adapted with permission
from Ref. [85]. Copyright 2016 American Chemical Society.

no phonons involved in the problem, this should allow to determine whether a purely excitonic

instability is indeed present. This is unfortunately very demanding computationally, preventing

us from obtaining converged results so far. We have therefore adopted the method proposed by

Kresse and collaborators [50], where the bare exchange in the BSE is screened more crudely in

the fashion of hybrid functionals. Since this methodology is no longer fully ab initio, we have

varied the parameters in reasonable ranges and drawn “phase diagrams”.

We begin by discussing the structural and electronic properties of the undistorted 1T phase,

shown in Fig. 6.1a, at the GGA level, according to Perdew, Burke and Ernzerhof (PBE) [29], using

the QUANTUM ESPRESSO package [40] with PAW pseudopotentials [176] from the pslibrary

[75, 139]. This phase contains three atoms per unit cell and belongs to the D3
3d space group.

The two independent structural parameters, namely the lattice constant a and the Titanium-

Selenium distance dTi−Se, were calculated to be a = 3.537 Å and dTi−Se = 2.566 Å respectively.

The calculated PBE lattice constant is in almost perfect agreement with the experimental value of

3.538 Å [177]. This is not really surprising because, whereas the PBE functional is well known to

almost systematically overestimate lattice constants, it gives on average slightly underestimated

lattice parameters for compounds with open 3d shells [178]. The PBE electronic structure, shown

in Fig. 6.1b, is metallic, giving rise to a Fermi surface consisting of two hole pockets around

the Γ point and three electron pockets, derived from the Se p and Ti t2g orbitals, respectively.

Following the work on bulk TiSe2, several groups have recently reported the phonon softening

and lattice distortion predicted by the PBE functional for the monolayer form [179, 180, 181].

In Fig. 6.1d, we show the phonon dispersion, calculated using density functional perturbation

theory [47], displaying a soft mode at the M point. Like for the bulk case, the PBE prediction of

the instability is associated with a metallic electronic structure. Since imaginary frequencies in
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Figure 6.3 – (a) Calculated indirect bandgap and exciton binding energy as a function of the
mixing parameterα for the µ= 0.0 Å−1 functional (PBE0), including the spin-orbit coupling. The
black star corresponds to the ARPES gap estimated at 98 meV in Ref. [156]. The continuous lines
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structure including the spin-orbit coupling for the mixing parameter α= 0.185. The valence
band maximum is set to 0.0 eV. The blue dots correspond to the lowest-energy excitons for a few
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phonon calculations tend to be sensitive to the Fermi surface (e.g. charge doping suppresses the

instability [180, 181]), it is unclear to what extent this prediction is robust or resulting partially

from a cancellation of errors. We note that for TiS2, PBE calculations predict a metallic electronic

structure for both bulk and monolayer forms and phonon softening, with imaginary frequencies

in the monolayer case [182]. Experimentally, the bulk material exhibits a gap of ∼ 0.7 eV [183]

and no sign of CDW or phonon softening were reported. Moreover, it was found experimentally

that TiTe2 experiences a CDW transition in the single-layer limit (suppressed already for a bilayer)

that is not correctly predicted by the PBE functional [19]. These discrepancies with experiments

lead to the questioning of the reliability of semilocal functional for describing the TiX2 (X = S,

Se, Te) materials, suggesting that a more careful treatment of electron-electron interactions is

needed.

We now proceed to study the electronic and excitonic properties of monolayer TiSe2 within

hybrid density functional theory, using the VASP code [41, 42, 43] with PAW pseudopotentials

[176, 184]. For simplicity, the structure in the following calculations is obtained by relaxing the

Ti-Se distance using the PBE+SOC functional with the experimental lattice parameter a = 3.538 Å.

The most popular choices of hybrid functionals are the HSE and PBE0 [31, 35, 36], both mixing

the PBE functional with 1/4 of the Hartree-Fock exchange. We have found that those two func-

tionals, including the spin-orbit coupling (SOC), give quantitatively wrong electronic properties

for this material. Indeed, the HSE06+SOC functional predicts a negative gap of ∼−0.1 eV while

the PBE0+SOC functional gives an overestimated gap of ∼ 0.4 eV. These two functionals were

designed to perform well for medium-gap semiconductors. The mixing parameter α can be

interpreted as the inverse of the dielectric constant 1/ε∞ [33], meaning that the chosen mixing

parameter should be material-dependent. It has been shown that the PBE0 functional with
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mixing parameter determined self-consistently gives excellent accuracy in calculating bandgaps

[34], justifying a posteriori the use of α as a fitting parameter.

In Fig. 6.2a-b, we show the electronic structure with the PBE0 functional with the mixing pa-

rameter α= 0.185, with and without the spin-orbit coupling. We see that the latter will play a

crucial role in the following discussion as it reduces the gap by ∼ 0.2 eV. The lifting of degeneracy

of the bands at the Γ-point is typical of 1T dichalcogenides and is due to the rather strong

spin-orbit coupling coming from Selenium atoms. We see in Fig. 6.2c that this feature is also

clearly observed in experiments. The calculated band structure now correctly exhibits a small

indirect quasiparticle bandgap between the top of the Se p bands at Γ and the bottom of the Ti

t2g bands at the M point.

We then solved the Bethe-Salpeter equation at momentum qCDW to obtain the finite-momentum

exciton eigenenergies, to see whether the charge-neutral excitation gap is reduced compared

to the quasiparticle one. The lowest-energy excitation corresponds to a dark exciton, i.e. with

nearly zero oscillator strength, with an energy of 15 meV, meaning an estimated binding energy

of 75 meV. Furthermore, we have repeated the following calculations for a series of mixing

parameters, effectively varying the screening environment. In Fig. 6.3a, we present the phase

diagram obtained for the PBE0 functional as a function of the mixing parameter α, showing

the transitions from metal to excitonic insulator to normal insulator as the value is increased.

We see that both the computed indirect quasiparticle gap and exciton binding energy at qCDW

scale linearly with the mixing parameter α, although with different slopes. We see that for

smaller gaps, the two lines are crossing and the lowest-energy exciton has a negative energy. By

fitting linearly the gap and binding energy, we estimate that the critical mixing parameter for an

excitonic insulator is αc ≈ 0.181, whereas the optimal parameter giving the ARPES gap of 98 meV

is αopt ≈ 0.186. We therefore conclude that within this approximation, the system is in proximity

to a pure excitonic insulator instability. Note that in Ref. [156], the ARPES measurements were

performed with bilayer graphene as a substrate. For a 2D material, the substrate can change the

effective screening environment, therefore affecting several properties such as the bandgap. In

Ref. [185], scanning tunneling spectroscopy (STS) measurements were performed on TiSe2 with

both highly oriented pyrolytic graphite (HOPG) and MoS2 as a substrate. It was found that with

MoS2 as a substrate, both the critical temperature (280 K against 230 K) and the STS gap in the

CDW phase show an increase compared to the TiSe2/HOPG system.

In Fig. 6.3c, we plot the lowest-energy exciton for a few selected momenta along the Γ-M

direction. One can see that the exciton band is roughly shifted by a constant value compared to

the quasiparticle ones, showing that exciton binding energies are weakly momentum-dependent

in this case.

We have also considered the effect of the screening parameter µ of the HSE functional [35]. The

latter is introduced in order to make the Coulomb potential short-ranged and is advantageous

from a computational point of view as it facilitates the convergence with respect to the k-point

mesh. We have therefore repeated the previous calculations by using µ= 0.2Å−1, corresponding
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to the popular HSE06 functional [36]. The effect on both the bandgap and excitonic properties is

drastic. Indeed, the effect of the Fock self-energy on the gap is strongly reduced, so that a much

larger mixing parameter α≈ 0.33 is required to obtain the experimental gap. Moreover, we see

in Fig. 6.3b that excitonic effects are also strongly reduced. The exciton binding energies with

this functional were calculated to be smaller than 3 meV in the whole range of α considered, so

that the system is now far from an excitonic insulator.

To the best of our knowledge, systematic studies of how different hybrid functionals compare

and perform for excitonic properties are missing, so it is difficult to tell a priori which class of

functionals gives the most reliable results, and the optimal choice is expected to be material-

dependant. We note that, in Ref. [174], it was found for the bulk material that the µ= 0 functional

leads to the strongest enhancement of the electron-phonon couplings. This correlates with

our observation that the µ= 0 limit gives the strongest excitonic effects. This is rather natural,

since the microscopic interaction leading to these effects is the same. In a diagrammatic series,

the dominant term in the BSE is the Fock diagram, which also appears in the expansion for

the phonon propagator. Hence, beside comparing our hybrid DFT result with the GW +BSE

approach, it would be interesting to study the phonon dispersion with these two classes of

functionals, but this is beyond the scope of the present work.

Based on Fig. 6.3a, we make the following observation. In order for the gap and binding energy

to cross for some value of the mixing parameter α, it seems necessary that the gap is negative

at α= 0, since the attraction between electron and holes comes from the screened exchange

and grows with α slower than the gap. Therefore, it appears reasonable to conjecture that a

necessary condition for a pure excitonic insulator is that its noninteracting band structure,

i.e. without Fock self-energy corrections, is metallic. Another observation we make is that

while modeling an excitonic phase using hybrid DFT is possible, a severe fine-tuning of the

parameters is necessary. We also stress that, as shown e.g. in Refs. [162, 167], a strong electron-

hole interaction, even if not large enough to drive a purely electronic instability, reduces the

minimal electron-phonon coupling necessary for a distortion to occur. The results obtained

with the µ= 0 functional suggest such a scenario, in which both electron-phonon and excitonic

interactions play important roles in the CDW phenomena. It is clear that with a sizable electron-

phonon coupling, the instability is much more robust and less fine-tuning is required.

In summary, we have investigated electronic properties and excitonic effects in monolayer

TiSe2 using hybrid density functional theory. Our calculations have revealed a region in the

parameter space where the system is not far from a pure excitonic insulator, which would

suggest a hybrid phonon-exciton mechanism. On the other hand, we have also found that the

calculated “phase diagram” depends crucially on the choice of the screening length of HSE, with

the choice µ= 0.2Å−1 of HSE06 almost reducing to zero the exciton binding energy. The strong

dependence of the calculated excitonic properties on the parameters of hybrid DFT prevents

us from drawing definite conclusions regarding a pure excitonic instability and we stress the

desirability of comparison with higher-level theory. Nevertheless, the observed trends allow us

to conjecture that a necessary condition for a pure excitonic insulator is that its noninteracting
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6.1. Computational details

electronic structure (i.e. at the LDA/GGA level) is metallic.

6.1 Computational details

Density functional perturbation theory calculations are performed with the QUANTUM ESPRESSO

package, using PAW pseudopotentials, a plane-wave cutoff of 53 Ry, a k-point mesh of 24×24

points and a Marzari-Vanderbilt smearing of 0.01 Ry. Hybrid functional calculations, including

the spin-orbit coupling, are carried out using the VASP code. A dense mesh of 48×48 k-points

was employed for the Brillouin zone integration, with a mesh of 24×24 q-points for the evalua-

tion of the exchange operator. The linear tetrahedron method [186] was used. We have included

more than 80 Å of vacuum between periodic replicas to ensure converged exciton energies. Two

occupied and one unoccupied bands were included when solving the Bethe-Salpeter equation.
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7 After-thoughts, conclusions, and out-
look

The purpose of this chapter is to summarize the main results obtained in this thesis. The

previous chapters of this thesis are published or submitted to peer-reviewed journals and are as

a consequence formal in nature. I shall therefore take the opportunity to give a more personal

account of how I approached each problem and what the main difficulties have been. As

happens often, working on answering a question leads to a plethora of new questions and ideas.

I will therefore explain what new developments could be the topic of further study, and speculate

on the possible outcomes.

The first purely theoretical question I was assigned to during the course of my PhD was to explain

the relative stability of the 1T and 1H phases of two-dimensional TMDs. This question is an

old one that goes back to the early days of research on layered TMDs [7]. The commonly-given

answer is to invoke a crystal field argument. However, as pointed out by my supervisor Prof.

Yazyev, a quantitative first-principles calculations of crystal field splittings in TMDs is lacking

in the literature. Crystal field arguments are attractive due to their simplicity, reducing the

complexity of the actual electronic structure to a transparent energy diagram of the d electron

states, but their validity relies on quantitative matters.

The most straightforward approach to estimate the strength of the crystal field appeared to be

using Wannier functions. Indeed, wannierization allows extracting a tight-binding Hamiltonian

from an underlying first-principles density-functional calculation, containing information about

crystald field splittings, charge-transfer energies, and hopping parameters. Moreover, as previ-

ously suggested, one can take advantage of the high degree of arbitrariness in the construction

of Wannier functions in order to estimate how the total splitting emerges, i.e. what the different

contributions are and how much they contribute [67]. The calculations revealed that, in both

polymorphs, a subtle interplay between electrostatic effects, as well as hybridization effects

with the ligands’ electronic states, is responsible for the splitting of the d-like states. The band

structure of 2D TMDs is universal, so that the differences between different materials belonging

to the family are mostly quantitative. By studying a broad range of materials, we have found that

the calculated parameters follow simple trends. These trends can be explained using transparent

chemical arguments, allowing developing simple intuition.
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Regarding the stabilization of the 1H phase in d 1 and d 2 materials, it was found that the t2g

states of the 1T polymorph hybridize more strongly with the ligands’ p states compared to the

dz2 state of the 1H polymorph. This means that ligand field effects do help stabilizing the 1H

phase for these materials (while electrostatic crystal field effects do not), but the calculated

energy differences were found to be rather small. On the other hand, band structure effects,

i.e. strong hybridization between the dz2 and dx y /dx2−y2 bands away from high-symmetry

points in the 1H polymorphs, can be absorbed in the ligand field energy diagram by using

Wannier functions with mixed orbital character. We have found that these interorbital effects are

dominant, so that the relative stability of the two polymorphs can only be explained when they

are taken into account. The resulting modified ligand field energy diagrams allow explaining in

simple terms the trend that d 1 and d 2 TMDs prefer the 1H polymorph.

However, the study of the splitting of the d-like electron states is insufficient to explain why d 0

TMDs are most stable in the 1T phase. It would be therefore interesting to address the latter

problem to obtain a more complete picture. I expect that the Coulomb repulsion between the

chalcogen ions is the dominant factor, but it is possible that differences in the p-like bands are

also important. Moreover, certain TMDs in the 1T polymorph experience strong periodic lattice

distortions, which can significantly lower the total energy, therefore influencing the relative

stability between the two polymorphs. It is therefore natural that the next topic of this thesis has

been devoted to the study of these distortions. Finally, I would like to stress that certain transition

metal dichalcogenides are most stable in a crystalline phase that is qualitatively different than

the 1T and 1H phases. These phases have not been studied in the course of this thesis, but it

would be interesting to generalize the discussion to these pyrite structures.

The second question I was assigned to was to explain the strong lattice distortions experienced

by d 2 and d 3 TMDs in the 1T polymorph. Since the distortions in d 2 and d 3 TMDs is much

stronger than in the d 1 case, my supervisor rightly expected that the mechanism could be

different. It would therefore be interesting to explain how and why they are different. It appeared

that the lattice distortions in the d 1 TMDs were not fully understood, the debate being centred

mostly on the role of Fermi surface nesting. While nesting was originally thought to explain the

transitions, there has been numerous works in the more recent literature stating that nesting

is irrelevant. Strikingly, some ofthese papers seemed to contain some misconceptions as to

what the Peierls instability actually is. The main misconception is that the Peierls instability is

a purely electronic mechanism, meaning that the electronic subsystem spontaneously break

the translational symmetry of the lattice, and that the periodic lattice distortion is merely a

secondary effect. As expected, all the reported first-principles calculations found the occurrence

of a charge density wave only if the ions are allowed to move away from their high-symmetry

position. One often-given alternative explanation is that highly momentum-dependent electron-

phonon couplings, peaking at the CDW wave vector, should explain the observed occurrence

and periodicities of CDWs in TMDs. For d 2 and d 3 TMDs, several proposals have been made to

explain the observed distortions, including simple Fermi surface nesting, hidden nesting, and

the formation of metal-metal bonds.
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In Chapter 4 of this thesis, it was suggested to simulate the effect of charge doping in order

the shed light on the effect of the Fermi surface on the periodic lattice distortions in 1T TMDs.

For 1T -TaS2, taken as a representative example of d 1 materials, it was found that the results

correspond to what one would anticipate from a nesting scenario. Indeed, the calculated doping-

dependence of the CDW wave vector corresponds to the doping-dependent peak in the bare

susceptibility, and can be anticipated by the change of surface area of the Fermi pockets. This

is typical of a 2kF effect, and indicates that weak-coupling nesting arguments are useful for

understanding. On the other hand, we have found a qualitatively different behaviour for d 2 and

d 3 materials, studied by taking WS2 and ReS2 as representative examples. For these materials,

we have argued that a real-space strong-coupling picture of bonding t2g Wannier functions

provides the most appropriate description.

The results indicate that the most useful picture to describe the lattice instabilities in these

materials is controlled solely by the electron filling of the t2g bands. While it is expected that the

interactions are the most effective close to half-filling, it would be interesting to investigate more

closely how this crossover takes place. To do so, a microscopic model for the electron-phonon

interactions in these materials is likely necessary.

The study of 1T -NbSe2 from first-principles calculations was mostly driven by recent exper-

imental developments [17]. Indeed, during the course of this thesis, a paper was published,

reporting the successful synthesis of a monolayer of NbSe2 in the 1T polymorph. Bulk NbSe2

in the trigonal prismatic phase is arguably one of the most studied members of the family of

materials, due to its charge-density-wave properties. On the other hand, the 1T phase of bulk

NbSe2 had never been studied, neither theoretically nor experimentally, for it had never been

synthesized. One of the popular axes of research on 2D TMDs is the high tunability of their

properties, e.g. by changing the substrate. The successful synthesis of a 1T -NbSe2 is a rather

extreme example of that. Indeed, it was shown that the selective synthesis of the 1T or 1H phases

of NbSe2 can be controlled by changing the temperature of the substrate during growth. The

experiments revealed several interesting results. The authors of this remarkable study suggested

a scenario analogous to bulk 1T -TaS2, i.e. a star-of-David phase with
p

13×p
13 periodicity

associated with a Mott correlation gap. The results in Chapter 5 of this thesis confirm these

speculations, while the other possiblity, i.e. a CCDW phase with a even number of electrons per

unit cell and a normal bandgap, was excluded.

An open question about TaS2 is the nature of magnetism in the Mott insulating phase. Indeed, it

was pointed out that no trace of magnetic ordering was measured down to zero temperature,

indicating a possible quantum spin liquid state [16]. The issue is that all measurements so

far were carried out on bulk materials, for which the exact stacking of the layers is unknown.

It is unclear whether bulk TaS2 is truly a Mott insulator or an out-of-plane (bad) metal [129].

Hence, the study of magnetism in NbSe2 could help solving this puzzle, because of the similarity

between the two materials and because of the availability of single-layer crystals in the star-

of-David phase. This puzzle has motivated the estimation of Heisenberg exchange couplings

presented in Chapter 5. Since both the nearest-neighbour and next-nearest-neighbour couplings
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were found to be ferromagnetic, DFT calculations do not point towards a quantum-spin-liquid

scenario.

The study of magnetism in the star-of-David phase is an open and difficult problem. Beside

addressing experimentally magnetism in monolayer form of these materials, it would be in-

teresting to compare the results of DFT calculations with more involved quantum chemistry

methods. It would also be interesting to consider possible non-Heisenberg terms.

The last research project presented in this thesis (in Chapter 6) is devoted to the quantitative

calculation of excitonic effects in single-layer TiSe2, at the level of hybrid density functional

theory. While some form of CDW instability in d 1 TMDs is expected, d 0 TMDs are generally

semiconducting and stable. The case of TiSe2 is unique as it experiences an unconventional

insulator-to-insulator CDW transition at temperature T ≈ 200 K [156]. The electronic structure

of the normal state above the CDW temperature has led to the fourty-years-old conjecture that

this material could be a rare, and possibly unique, real-material realization of the long-sought

excitonium phase predicted by Walter Kohn. Several experiments seem suggestive of that [171]

but no consensus has been reached so far. On the computational side, it has been shown that

DFT calculations with simple exchange-correlation functional (i.e. LDA and GGA) do predict

a CDW instability, suggesting that a simpler electron-phonon mechanism is at play. The issue

is that the electronic structure with these functional predict a metallic normal state, with a

Fermi surface exhibiting nesting properties favouring a soft phonon mode. There are good

reasons to believe that the partial agreement obtained with these functionals result from partial

cancellation of errors.

Ab initio calculations should make it possible to assess the role of excitonic effects in driving the

CDW transition. Indeed, one may pretend that there is no phonon and calculate the quasiparticle

and exciton band structures to demonstrate or exclude a possible excitonic insulator phase. The

main difficulty for this project was the particularly slow convergence of the excitonic properties

with respect to several parameters, leading to a high computational cost. The gold-standard

for quasiparticle and excitonic properties, the GW+BSE approach, was particularly difficult to

converge properly. Hence, the results presented in this thesis are at a more approximate level

of theory : hybrid density functional theory. In hybrid DFT, the screening of the long-range

exchange is described by adjustable parameters. It was found in Chapter 6 of this thesis that

the conclusions regarding the excitonic phase in TiSe2 depends sensitively on these parameters.

However, there exists a range of parameters (i.e. with the range-separation parameter of HSE

set to zero, corresponding to PBE0) for which the material is indeed an excitonic insulator.

Interestingly, while this project was ongoing work, a letter reporting the study of electronic and

structural properties of bulk TiSe2 was published, suggesting that the same class of functionals

yields the best description [174].

There have been recent successes in accelerating the convergence of GW+BSE calculations [187],

so I would expect that it should eventually be possible to provide comparison with our hybrid

DFT results. In all unconverged calculations carried out on TiSe2, I obtained that excitonic effects
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are stronger at the GW+BSE level compared to PBE0 (the hierarchy being εGW
b > εPBE0

b > εHSE06
b ).

Since I have found that at the level of PBE0, the material is close to a pure excitonic insulator, I

would naturally expect that GW does predict an excitonic insulator instability for TiSe2.
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