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Abstract

High-order numerical solvers for conservation laws suffer from Gibbs phenomenon close to discontinuities, leading to spurious oscillations and a detrimental effect on the solution accuracy. A possible strategy to reduce it comprises adding a suitable amount of artificial dissipation. Although several viscosity models have been proposed in the literature, their dependence on problem-dependent parameters often limits their performances. Motivated by the objective to construct a universal artificial viscosity method, we propose a new technique based on neural networks, integrated into a Runge-Kutta Discontinuous Galerkin solver. Numerical results are presented to demonstrate the performance of this network-based technique. We show that it is able both to guarantee optimal accuracy for smooth problems, and to accurately detect discontinuities, where dissipation has to be injected. A comparison with some classical models is carried out, showing the superior performance of the network-based model in capturing both complex and fine structures.

Keywords: Conservation laws, Discontinuous Galerkin, Artificial viscosity, Artificial neural networks

1. Introduction

Numerical accuracy is a key property demanded in various fields of computational science, e.g. mechanics or fluid dynamics. This translates to a strict control of the error of the associated discretization schemes, leading to an increasing research activity in the development of high-order methods. The popularity of Discontinuous Galerkin (DG) schemes has significantly increased, due to their high potential in terms of geometric flexibility, high-order accuracy, conservation of physical properties, and parallel efficiency. On the other hand, hyperbolic conservation laws, such as Euler equations or the equations of magnetohydrodynamics, constitute a challenging class of problems, as solutions might be discontinuous even for smooth initial data. In such regions regularity is lost, resulting in the introduction of the Gibbs phenomenon, i.e. the emergence of spurious numerical oscillations close to discontinuities. As this leads to inaccurate and even unstable numerical results, high-order schemes need to be corrected to reduce its effect.
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Several approaches have been proposed to tackle this issue \[17\], among which a popular family is slope limiting \[5, 6, 35\]. However, limiters can severely affect the global solution accuracy, and the computational cost may increase due to improper parameter selection. An alternative technique is based on weighted essentially non-oscillatory (WENO) reconstruction \[30, 40\]. Despite maintaining high-order accuracy, the computational cost can remain high. Both these strategies are based on the identification of the troubled cells, i.e., the mesh elements where the solution loses regularity \[31\].

An alternative family of stabilization methods consists in adding artificial dissipation to the problem. Ideally, a locally varying viscosity can be injected in each cell, retaining high order accuracy in the presence of smooth solutions. In this framework, several approaches have been proposed to choose the amount of artificial viscosity, based on a common theme of constructing a sensor capable of measuring the regularity of the solution. One idea relies on the estimation of the decay rate of the modal coefficients, focusing on the highest modes \[29\] or using a least-squares approach \[21\]. Another strategy exploits the entropy production, using the local residual of an entropy equation to estimate the artificial dissipation \[14, 11, 39\]. Other artificial viscosity models construct the dissipation using different strategies, e.g., first order differential operators \[27, 28, 39\], the local residual of the equation \[15\], or the solution jump at the element boundaries \[8\]. The main drawback of these approaches is their dependence on empirical parameters, the choice of which might have an impact on stability, accuracy, and robustness of the underlying numerical method. Since there is no rule to estimate the optimal values, their tuning is usually done in a problem-dependent, time-consuming way. Therefore, the applicability of these shock capturing models may be limited.

In this work, we propose an alternative technique based on artificial neural networks (ANNs), which can be interpreted as parameter-free, universal black-boxes used to predict a (pseudo-)optimal artificial dissipation. ANNs are computing models which are capable of approximating a function exhibiting high degrees of complexity and nonlinearity. After training them using a given dataset, they are able to predict the output for samples outside the training set. One of the main advantages of ANNs lies in the high computational efficiency, independently of the degree of complexity of the underlying input-output mapping. For this reason, they are widely used in areas like image processing, voice recognition, forecasting, medical diagnosis, etc. Other recent applications include solving partial differential equations \[33\], reduced order modeling \[18\] or the identification of troubled cells in limiting-based methods \[31\].

The main goal of this paper is to explain the design, training and application of ANNs to predict the artificial viscosity. We focus on a simple yet powerful ANN architecture, named multilayer perceptron (MLP), where neurons are grouped in layers, processing data from an input to an output layer. Although the complexity of such nets is rather low, they can be regarded as universal function approximators \[7, 8\]. The (expensive) offline training phase is performed using an appropriately designed dataset. The (cheap) online evaluation of the trained network is carried out at each iteration of the time-integration scheme for the particular problem being solved.

The rest of this paper is structured as follows. In Section 2 we introduce the Runge-Kutta DG formulation, and a few classical artificial viscosity models are discussed. In Section 3 we give an overview of the key ingredients to construct and train the ANNs. The network-based technique is presented, for a one- and a two-dimensional framework, in Sections 4 and 5 respectively, together with numerical results to demonstrate its accuracy. In Section 6 we briefly comment on the computational performances, while some concluding remarks are included in Section 7.
2. Numerical discretization

Let $\Omega \subset \mathbb{R}^d$ be a bounded domain and $T > 0$ be a fixed time instant. Consider the following conservation law

$$\frac{\partial u}{\partial t} + \nabla \cdot f - \nabla \cdot g = 0 \quad \forall (x, t) \in \Omega \times [0, T], \quad (2.1)$$

where $u \in \mathbb{R}^n$ is the vector of $n$ conserved variables, $f = f(u) \in \mathbb{R}^{n \times d}$ is the convective flux and $g \in \mathbb{R}^{n \times d}$ is the viscous flux. Throughout this work, $g$ serves only as an artificial diffusion term and takes the following form

$$g = \mu q, \quad q = \nabla u, \quad (2.2)$$

where $\mu = \mu(u)$ denotes the artificial viscosity coefficient. Equation (2.1) is completed by suitable boundary conditions on $\partial \Omega \times [0, T]$ and an initial condition $u(x, t = 0) = u_0(x)$ in $\Omega$.

2.1. Runge-Kutta Discontinuous Galerkin discretization

The spatial discretization is performed using a Discontinuous Galerkin (DG) scheme of order $m \geq 1$. We recall its main features for a scalar conservation law, with a straightforward extension to systems. After discretizing the domain using $K$ non-overlapping elements as $\Omega = \bigcup_{k=1}^K D^k$, the solution $u$ is approximated by

$$u(x, t) \approx u^k_h(x, t) = \bigoplus_{k=1}^K u^k_h(x, t), \quad (2.3)$$

where $u^k_h \in P^m(D^k)$ is a polynomial of degree at most $m$ in the element $D^k$. The nodal representation of the local solution, based on the Lagrange polynomials $\{l^k_i\}_{i=0}^{N_m}$, is given by

$$u^k_h(x, t) = \sum_{j=0}^{N_m} u^k_j(t) l^k_j(x) = u^k \cdot l^k, \quad (2.4)$$

referring to the nodal values as the local degrees of freedom. In (2.4), $N_m = \binom{m+d}{m}$ is the dimension of the local finite-dimensional space. Choosing $d = 2$ as a prototype case and dropping the superscript $k$, we define the local mass matrix as

$$M_{ij} = \int_{D^k} l_i(x) l_j(x) \, dx, \quad i, j = 0, \ldots, N_m - 1, \quad (2.5)$$

the $x$- and $y$- advection matrices as

$$S^x_{ij} = \int_{D^k} l_i(x,y) \frac{\partial}{\partial x} (l_j(x,y)), \quad S^y_{ij} = \int_{D^k} l_i(x,y) \frac{\partial}{\partial y} (l_j(x,y)), \quad i, j = 0, \ldots, N_m - 1, \quad (2.6)$$

and the boundary mass matrix as

$$M^*_{e,ij} = \int_{\sigma_e} l_j(x) l_i(x) \, dx, \quad i = 0, \ldots, N_m - 1, j = 0, \ldots, N_E - 1, \quad (2.7)$$
where $N_E = m + 1$ denotes the number of points along the $e$-th edge. Assuming a nodal decomposition for the remaining physical variables, the weak DG formulation becomes

$$M \frac{du}{dt} - (S^x)^T f^x - (S^y)^T f^y + (S^x)^T g^x + (S^y)^T g^y + \sum_{e=1}^{3} M_e^x f_e^* \cdot n_e - \sum_{e=1}^{3} M_e^y g_e^* \cdot n_e = 0,$$  \hspace{1cm} (2.8a)

$$M q_x + (S^x)^T u - \sum_{e=1}^{3} M_e^x u_e^* n_e^x = 0, \quad M q_y + (S^y)^T u - \sum_{e=1}^{3} M_e^y u_e^* n_e^y = 0.$$  \hspace{1cm} (2.8b)

In order to ensure single-valued fluxes at the element boundaries, the physical fluxes are replaced by numerical approximations. Specifically, for $g^*$ and $u^*$ a centered flux is used, while for $f^*$ a Rusanov flux is employed. Equations (2.8a) and (2.8b) are linked by

$$g = \mu \odot q,$$  \hspace{1cm} (2.9)

which identifies the pointwise multiplication between the nodal values of $\mu$, collected in the vector $\mu$, and the degrees of freedom of $q$.

The adopted time-integration scheme is the five-stage fourth-order low-storage explicit Runge-Kutta scheme [4]. The timestep is adaptively chosen based on the following CFL condition, which takes into account both the convective and the viscous contributions

$$\Delta t = \frac{C}{\max_\Omega |f'(u_h)| \frac{m^2}{h^2} + \max_\Omega (\mu) \frac{m^4}{h^4}}.$$  \hspace{1cm} (2.10)

Further details on the numerical setup can be found in [19, 10].

### 2.2. PDE models

In this work, different conservation laws are considered. One-dimensional problems are:

- The linear advection equation, characterized by $f(u) = \beta u$, where $\beta = \beta(x,t)$ is the transport field.
- Burgers’ equation, with $f(u) = u^2$.
- The Buckley-Leverett problem, which describes the water saturation in a mixture of oil and water [25]. It is defined by choosing the non-convex flux function

$$f(u) = \frac{u^2}{u^2 + 0.5(1-u)^2},$$  \hspace{1cm} (2.11)

- The Euler system, defined by

$$u = \begin{pmatrix} \rho \\ \rho v \\ E \end{pmatrix}, \quad f(u) = \begin{pmatrix} \rho v \\ \rho v^2 + p \\ v(E + p) \end{pmatrix},$$  \hspace{1cm} (2.12)

where $\rho$ is density, $v$ is velocity, $p$ is pressure and $E$ is energy. The system is closed by the ideal gas law as

$$p = (\gamma - 1) \left( E - \frac{1}{2} \rho |v|^2 \right), \quad \gamma = \frac{7}{5}.$$  \hspace{1cm} (2.13)
In a two-dimensional framework, denoting with $e_x, e_y$ the unit (row) vectors of the canonical basis of $\mathbb{R}^2$, we consider:

- The linear advection equation, defined by $f(u) = f^x e_x + f^y e_y = (\beta^x u, \beta^y u)$.
- A two-dimensional extension of Burgers’ equation, with $f(u) = f^x e_x + f^y e_y = (\frac{u^2}{2}, \frac{u^2}{2})$.
- The KPP rotating wave problem [14], characterized by non-convex $x$ and $y$ fluxes
  \[ f(u) = f^x e_x + f^y e_y = (\sin(u), \cos(u)). \]
- The Euler system, defined by
  \[
  u = \begin{pmatrix} \rho \\ \rho v_x \\ \rho v_y \\ E \end{pmatrix}, \quad f(u) = \begin{pmatrix} \rho v_x \\ \rho v_x^2 + p \\ \rho v_x v_y \\ v_x(E + p) \end{pmatrix} e_x + \begin{pmatrix} \rho v_y \\ \rho v_x v_y \\ \rho v_y^2 + p \\ v_y(E + p) \end{pmatrix} e_y,
  \]
  where $v = (v_x, v_y)^T$ is the velocity field, and the pressure is defined in [2.13].

2.3. Artificial viscosity models

We briefly introduce the classical artificial viscosity models. They play a central role in the construction of the training samples, and constitute the primary tool to validate the proposed network-based technique. Unless explicitly required, the subscript $h$ denoting finite-dimensional variables is dropped.

2.3.1. Overview

A first aspect to consider is the spatial locality, which results in a different amount of dissipation in each element. Viscosity should be injected only in the vicinity of discontinuities, without altering the inviscid scheme in the presence of smooth solutions. Moreover, an optimal amount of viscosity has to be chosen. Large values produce over-dissipative results, and significant features of the solution may not be captured. Conversely, small values might not be sufficient to eliminate the Gibbs oscillations, which might eventually lead to numerical instabilities. The adopted strategy to estimate the viscosity can be summarized as follows:

- In each cell, a maximum amount of viscosity is defined as
  \[ \mu_{\text{max}} = c_{\text{max}} h \max_{D^x} |f'(u)|, \]
  where $c_{\text{max}}$ is a problem-dependent global constant. Then, a shock sensor, i.e. a quantity which estimates the local smoothness of the solution, is evaluated, based on which a viscosity $\mu_S$ is computed. The models provide a constant value in the given cell. Finally,
  \[ \mu = \min\{\mu_S, \mu_{\text{max}}\} \]
  is set in each element.
A global smoothing is performed for the viscosity [39]. This further reduces the numerical oscillations [2], while enhancing the viscosity sub-cell resolution. Even though sophisticated techniques have been developed [2, 1], in this paper we consider a simple three-step $C^0$ smoothing:

1. Consider the set of vertexes and compute the viscosity average at each point across the cells sharing the same node.
2. Compute the coefficients of the interpolating linear polynomial in each element.
3. Evaluate this polynomial on the nodal points required by the discretization order $m$.

In this work, the viscosity is updated once per time step at the beginning of the Runge-Kutta internal loop, but one can consider a less frequent update.

### 2.3.2. Highest modal decay (MDH) model

This model, presented in [29], uses the decay of the modal coefficients as an indicator for discontinuous solutions. Considering a scalar problem, we rely on the modal expansion of the solution and define the truncated representation $\tilde{u}$ as the expansion containing only the first $N_m - 1$ terms. The shock sensor is defined as the fraction of energy of $u$ of the highest modes, i.e.

$$S_k = \frac{(u - \tilde{u}, u - \tilde{u})_{L^2(D^k)}}{2(u, u)_{L^2(D^k)}} = \frac{\|u - \tilde{u}\|_{L^2(D^k)}^2}{\|u\|_{L^2(D^k)}^2}.$$  \hspace{1cm} (2.18)

Assuming that the modal coefficients satisfy a result analogous to Fourier series, for continuous solutions we expect the indicator $S_k$ to scale as $1/m^4$. Defining $s_k = \log S_k$ and $s_0 = -c_A - 4 \log m$, the viscosity coefficient is set as

$$\mu_{MDH} = \mu_{max} \begin{cases} 
0 & \text{if } s_k < s_0 - c_\kappa, \\
\frac{1}{2} \sin \left(1 + \frac{\pi(s_k - s_0)}{2c_A}\right) & \text{if } s_0 - c_\kappa \leq s_k < s_0 + c_\kappa, \\
1 & \text{if } s_0 + c_\kappa \leq s_k, 
\end{cases} \hspace{1cm} (2.19)$$

where $\mu_{max}$ is defined in (2.16), and $c_A$, $c_\kappa$ are problem-dependent parameters. The extension to the Euler system is carried out by applying this previous framework using a representative variable of the problem. Following [29, 39], we choose the density $\rho$.

### 2.3.3. Averaged modal decay (MDA) model

This model can be interpreted as an improved version of the MDH technique [21]. In the one-dimensional case, we assume that

$$\log |\hat{u}_j| \simeq \log C - \tau \log j, \quad j = 1, \ldots, N_m - 1 = m,$$  \hspace{1cm} (2.20)

where both $C$ and $\tau$ can be estimated in a least-squares sense by solving

$$\min_{C, \tau} \sum_{j=1}^{m} (\log |\hat{u}_j| - (\log C - \tau \log j))^2.$$  \hspace{1cm} (2.21)
The coefficients $|\hat{u}_j|$ in (2.21) are obtained after a modification of the modal coefficients $|\hat{u}_j|$, designed to reintroduce a sense of scale and a monotone decay. Using the optimal decay rate, the viscosity coefficient is defined as

$$\mu_{MDA} = \mu_{max} \begin{cases} 1 & \text{if } \tau < 1, \\ 1 - \frac{\tau - 1}{\tau} & \text{if } 1 \leq \tau < 3, \\ 0 & \text{if } \tau \geq 3, \end{cases}$$

(2.22)

where $\mu_{max}$ is defined in (2.16). Since this approach is mostly designed for high-order discretization degrees, we employ it for $m \geq 3$ only. The extension to the Euler system is again performed by applying this framework using the density.

In the two-dimensional scenario, a simple yet effective way to extend the previous reasoning is proposed in [39]:

1. Extract the nodal values for a prescribed scalar quantity along each edge $e$ of the element.
2. Apply the one-dimensional approach on each edge, estimating the corresponding decay rates $\tau_e$.
3. Identify the minimum decay rate $\tau = \min_e \tau_e$ and estimate the viscosity using (2.22).

2.3.4. Entropy viscosity (EV) model

The last model we consider is based on the behavior of the entropy [14, 41]. Let $(E(u), F(u))$ be an entropy pair for the inviscid continuous problem [9]. We define

$$\mu_E = c_E \left( \frac{h}{m} \right)^2 B,$$

(2.23)

where $c_E$ is an empirical parameter, while $B$ is

$$B = \frac{1}{A} \max \left( \max_{D^k} |R(u)|, \max_{\partial D^k} |H(u)| \right),$$

(2.24)

where

$$R = \frac{\partial E}{\partial t} + \nabla \cdot F \simeq \frac{E(u^n) + E(u^{n-1})}{\Delta t} + \nabla \cdot F(u^n) + \nabla \cdot F(u^{n-1}),$$

(2.25a)

$$H = \left( \frac{h}{m} \right)^{-1} \|F\| \cdot n.$$  (2.25b)

The former is the residual of a space-time discretization of the entropy equation, with the time derivative discretized with a Crank-Nicolson scheme. The latter introduces the effect of the jump of the entropy flux across the element boundaries. Finally, the scalar $A$ acts as a normalization, set as

$$A = \max_{\Omega} \left| E - \frac{1}{|\Omega|} \int_{\Omega} E d\Omega \right|.$$  (2.26)

Unlike the decay-based models, we explicitly enforce $\mu_{max}$ as

$$\mu_{EV} = \min \{ \mu_E, \mu_{max} \}.$$  (2.27)
3. Artificial neural networks

When constructing a new artificial viscosity model, the main features we seek to reach are:

- estimating a relation which exhibits a high degree of complexity and nonlinearity.
- creating a non-parametric, problem-independent ‘black box’, i.e. universality.
- computational efficiency.

Artificial Neural Networks (ANNs) are compatible with these requirements, shifting most of the complexity and the computational cost to an offline stage. On the other hand, the online phase primarily consists of low-cost matrix-vector multiplications. Essentially, ANNs are computational models which are able to process information, calibrated by learning from observational data [12, 16]. They are composed of simple units, named neurons, which are gathered together and which handle different signals. The way neurons are arranged and connected defines the topology of the network, i.e. its architecture [22, 12]. Here, we focus on feedforward neural networks, where the connections between the nodes do not form cycles and both the input and the output are fixed. Among them, multilayer perceptrons (MLPs) are the most common examples, in which the neurons are grouped in layers. The first one, made of \( N_I \) source neurons, is the input layer. It is followed by \( L > 1 \) hidden layers, made of \( N_l^H \) neurons (\( l = 1 \ldots L \)). The output layer is made of \( N_O \) output neurons. Connections among the neural units are always directed from one layer to the next one, towards the output, as in Figure 1. Therefore, an MLP can be viewed as a map from the input to the output space

\[
\mathbf{f} : \mathbb{R}^{N_I} \rightarrow \mathbb{R}^{N_O}, \quad \mathbf{x} \mapsto \mathbf{y} = \mathbf{f}(\mathbf{x}; (\mathbf{w}, \mathbf{b})),
\]

which depends on multiple parameters, named weights and biases and denoted by \( \mathbf{w}, \mathbf{b} \). The network can be trained to accurately predict the responses within a given dataset, called the training set \( \mathcal{T} \). Several learning strategies are available, among which a popular paradigm is supervised learning. The goal of the training algorithm is to minimize a cost function \( \mathcal{C} \), i.e. a suitable measure of the error between the response of the network and the given target output. In many machine

![Figure 1: A graphical representation of a MLP with \( N_I = 2 \) input neurons, \( L = 2 \) hidden layers made of \( N_l^H = N_O^H = 5 \) neurons and an output layer with \( N_O = 3 \) neurons.](image)
learning applications, iterative procedures are used, with a single pass over the whole training set called *epoch*. If the network is properly trained, it is able to give good predictions even for input data outside $T$. This property is known as *generalization*. We refer to \[12\, 16\] for a more detailed description of ANNs.

4. One-dimensional networks

We now adapt MLPs to the artificial viscosity estimation problem. In the spirit of the standard models described in Section 2.3, we predict a local viscosity coefficient and perform a global smoothing afterwards. The procedure is described in the one-dimensional case first, focusing on scalar problems. The extension to systems is treated as in the classical techniques, selecting a representative scalar variable (e.g. density) as the predictor.

4.1. A one-dimensional model

We build a *family* of neural networks with one network for each degree $m$. This technique exploits all the available degrees of freedom in a mesh element, taking into account all the solution features.

Our approach consists of providing the local nodal values of the solution $u$ as input to the ANN, predicting as output the viscosity coefficient $\mu$. However, the performance of the optimization algorithm and the generalization properties are enhanced if scaled variables are employed. Hence, given the degrees of freedom of the numerical solution, we define the input of the ANN as

$$x_i = \frac{u_i}{U} = \frac{u_i}{\max |u_i| + \delta}, \quad i = 0, \ldots, N_m - 1,$$

where $\delta = 10^{-8}$ is a small parameter used to avoid division by zero. Thus, each component lies in $[-1, 1]$. Conversely, the output is defined as

$$y_i = \frac{\mu_i}{\mathcal{H} \Lambda}, \quad i = 0, \ldots, N_m - 1,$$

where $\Lambda = \max_k |f'(u)|$ is the maximum local wave speed, and $\mathcal{H} = h$ is a measure of the mesh size. This procedure is sketched Figure 2. In the construction of the training set, we define the target output as

$$\hat{y} = \bar{y} \mathbb{1}_{N_m},$$

where $\bar{y}$ is the scalar coefficient predicted by one of the artificial viscosity models (scaled using (4.2)), and $\mathbb{1}_{N_m}$ is the vector of ones in $\mathbb{R}^{N_m}$. In principle, the output vector $y$ for a general input need not be of the form (4.3). However, we observed that $y$ resembles (4.3), up to a small variance. In this work, we take the scaled viscosity coefficient in each element to be the maximum component of $y$. Finally, this coefficient is rescaled using (4.2), and then smoothened as depicted in Figure 3.

![Figure 2: A graphical representation of the strategy used to build the network.](image)
Figure 3: A graphical representation of the viscosity profile before and after smoothing, with $m = 2$ in a one-dimensional framework. The green crosses denote the pointwise values obtained with the network. The blue lines denote the element-wise constant values. The continuous red line represents the viscosity profile after the smoothing process. The green dots represent the final nodal viscosity values at the quadrature points.

Dealing with a regression problem, a natural choice to measure the prediction error is the Euclidean norm. We also add a regularization term to the cost function [23], to avoid overfitting the training set. Indeed, it may happen that the model performs very well on the training set but fails to generalize well to other data. A simple strategy consists in a penalization for the weights [12], hence

$$C = C_{err} + C_{reg} = \frac{1}{2N_T} \sum_{i=1}^{N_T} \|y_i - \hat{y}_i\|^2 + \frac{\beta}{2} \|w\|^2 = \frac{1}{2N_T} \sum_{i=1}^{N_T} \sum_{j=0}^{N_O-1} (y_{ij} - \hat{y}_{ij})^2 + \frac{\beta}{2} \sum_{(i,j) \in N} w_{ij}^2, \quad (4.4)$$

where $\beta$ is a non-negative coefficient set to $10^{-5}$.

The same activation functions are chosen for all the neurons belonging to the same layer. For the hidden units, we use the leaky rectified linear unit (leaky ReLU) function [26]

$$f_{\text{LReLU}}(t) = \max\{x, 0\} - \alpha \max\{-x, 0\} = \begin{cases} x & \text{if } x \geq 0, \\ \alpha x & \text{if } x < 0, \end{cases} \quad (4.5)$$

where $\alpha$ is a (small) nonnegative coefficient, here set to $10^{-3}$. In addition to a fast computation of its derivative, it avoids the problem of vanishing gradients and dying neurons [31, 26]. However, the leaky ReLU is not a viable option for the output layer. Since the output of the network is proportional to the dissipation coefficient, negative values are not admissible. Even though all the target outputs satisfy the non-negativity constraint, there is no guarantee that this property is preserved outside the training set, unless explicitly enforced. Using the ReLU function, i.e. (4.5) with $\alpha = 0$, the vanishing gradient problem still emerges. Hence, for the output layer we adopt the softplus (SP) function [11]

$$f_{\text{SP}}(t) = \ln(1 + e^t), \quad (4.6)$$

which can be interpreted as a smooth positive approximation of the ReLU.

The choice of the number of hidden layers and neurons therein has a considerable influence on the performances of the model, especially in terms of accuracy and computational efficiency. Within our framework, a good choice is given by $L = 5$ hidden layers made of $N_H^l = 10 \ (l = 1, \ldots, L)$
neurons, independently of \( m \). The adopted minimization algorithm is the Adam optimizer \cite{adam} with a learning rate of \( \eta = 10^{-3} \), enhanced with mini-batch optimization. The procedure is run for a prescribed number of epochs \( N_{\text{epochs}} = \mathcal{O}(10^3) \). A validation set \( V \), generated in a way similar to the training set, is also used to guarantee that overfitting does not occur.

4.2. Training and validation sets

The training and validation sets are constructed as follows:

1. Select a specific problem (flux function, initial condition, mesh size, polynomial degree, etc.) to be solved.
2. Determine the best artificial viscosity model. To do this, we analyze each technique (MDH, MDA, EV) separately and choose the parameters which give the best solution at the final time. Next, we compare the obtained results and pick the optimal model. The optimization is performed according to the following criteria:
   - The amplitude of overshoots and undershoots with respect to a reference solution must be reduced. The comparison is done visually, and it is benchmarked by numerically evaluating their magnitude.
   - The injected dissipation must maintain the solution features intact and avoid over-dissipation. In most of the cases, this is evaluated visually.

Unless an exact solution is available, the reference solution is computed with one of the viscosity models using high-order polynomials and a very fine mesh. Here, we assume that the optimal model and parameters do not change in time.

3. Repeat steps 1 and 2 for different grid spacings \( h \) and initial conditions \( u_0 \), capturing spatial variability and different solution features (e.g. smooth solutions, points of non-differentiability, jumps).

4. Repeat step 3 for different conservation laws, in order to make the network capable of tracking, and possibly distinguishing between, shocks, rarefaction and contact waves. We consider Burgers’ and the linear advection equations.

5. Repeat step 4 for different degrees \( m \).

This procedure is followed by a post-processing phase:

- Create a balanced dataset. Simulations on finer meshes provide a larger number of samples in the set, due to an increasing number of elements and a smaller time step. Thus, a few samples have to be removed, in order to have roughly an equal contribution from all the simulations.

- Check for data consistency. If two (scaled) samples have the same input, then the corresponding output must be the same. If this is not the case, the training algorithm may fail to converge properly. In order to address this issue, we replace the inconsistent output values with their average.

Ultimately, the training and validation sets are generated. For each \( m \), we randomly shuffle all post-processed samples. Then, we assign the first 70% of the data to the training and the remaining 30% to the validation set.

As a concrete example, consider \( m = 4 \) and Burgers’ equation. Here, we select different initial conditions \( u_0(x) \) and final simulation times \( T \). For a fixed problem, multiple values of \( h \) are considered. In Table 1 we list the simulations, reporting the number of samples collected after the post-processing phase. The test cases are generated by considering the following initial conditions:
<table>
<thead>
<tr>
<th>$u_0$</th>
<th>$\Omega$</th>
<th>$T$</th>
<th>$h$</th>
<th>Best model</th>
<th>Nb. samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_0^1$</td>
<td>[0, 2]</td>
<td>0.15</td>
<td>2/40</td>
<td>MDH: $c_A = 2.2$, $c_\kappa = 0.2$, $c_{\text{max}} = 0.5$</td>
<td>10480</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/80</td>
<td>MDH: $c_A = 2.2$, $c_\kappa = 0.2$, $c_{\text{max}} = 0.5$</td>
<td>10480</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/120</td>
<td>MDH: $c_A = 2.4$, $c_\kappa = 0.2$, $c_{\text{max}} = 0.4$</td>
<td>10560</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/200</td>
<td>MDH: $c_A = 2.2$, $c_\kappa = 0.2$, $c_{\text{max}} = 0.5$</td>
<td>10600</td>
</tr>
<tr>
<td>$u_0^2$</td>
<td>[0, 1]</td>
<td>0.08</td>
<td>1/40</td>
<td>EV: $c_E = 1.2$, $c_{\text{max}} = 0.4$</td>
<td>7040</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/80</td>
<td>EV: $c_E = 1.2$, $c_{\text{max}} = 0.4$</td>
<td>7040</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/120</td>
<td>EV: $c_E = 1.0$, $c_{\text{max}} = 0.4$</td>
<td>7280</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/40</td>
<td>EV: $c_E = 1.8$, $c_{\text{max}} = 0.5$</td>
<td>10414</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/80</td>
<td>EV: $c_E = 1.4$, $c_{\text{max}} = 0.5$</td>
<td>10560</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/120</td>
<td>EV: $c_E = 1.5$, $c_{\text{max}} = 0.4$</td>
<td>10600</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/200</td>
<td>EV: $c_E = 1.0$, $c_{\text{max}} = 0.6$</td>
<td>10667</td>
</tr>
<tr>
<td>$u_0^3$</td>
<td>[0, 2]</td>
<td>0.07</td>
<td>1/40</td>
<td>EV: $c_E = 2.0$, $c_{\text{max}} = 0.8$</td>
<td>10827</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/80</td>
<td>EV: $c_E = 1.8$, $c_{\text{max}} = 0.8$</td>
<td>10827</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/120</td>
<td>EV: $c_E = 1.6$, $c_{\text{max}} = 0.8$</td>
<td>9740</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/40</td>
<td>EV: $c_E = 1.8$, $c_{\text{max}} = 0.5$</td>
<td>10560</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/80</td>
<td>EV: $c_E = 1.4$, $c_{\text{max}} = 0.5$</td>
<td>10560</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/120</td>
<td>EV: $c_E = 1.5$, $c_{\text{max}} = 0.4$</td>
<td>10600</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2/200</td>
<td>EV: $c_E = 1.0$, $c_{\text{max}} = 0.6$</td>
<td>10667</td>
</tr>
<tr>
<td>$u_0^4$</td>
<td>[0, 1]</td>
<td>0.07</td>
<td>1/40</td>
<td>MDH: $c_A = 2.5$, $c_\kappa = 0.3$, $c_{\text{max}} = 0.6$</td>
<td>11627</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/80</td>
<td>MDH: $c_A = 2.0$, $c_\kappa = 0.3$, $c_{\text{max}} = 0.6$</td>
<td>11627</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/120</td>
<td>MDH: $c_A = 2.0$, $c_\kappa = 0.3$, $c_{\text{max}} = 0.4$</td>
<td>10480</td>
</tr>
<tr>
<td>$u_0^5$</td>
<td>[0, 1]</td>
<td>0.03</td>
<td>1/40</td>
<td>MDH: $c_A = 2.5$, $c_\kappa = 0.3$, $c_{\text{max}} = 0.6$</td>
<td>11627</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/80</td>
<td>MDH: $c_A = 2.0$, $c_\kappa = 0.3$, $c_{\text{max}} = 0.6$</td>
<td>11627</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/120</td>
<td>MDH: $c_A = 2.0$, $c_\kappa = 0.3$, $c_{\text{max}} = 0.4$</td>
<td>10480</td>
</tr>
<tr>
<td>$u_0^6$</td>
<td>[0, 1]</td>
<td>0.3</td>
<td>1/40</td>
<td>EV: $c_E = 1.5$, $c_{\text{max}} = 0.5$</td>
<td>13880</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/80</td>
<td>EV: $c_E = 1.5$, $c_{\text{max}} = 0.6$</td>
<td>13920</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/120</td>
<td>EV: $c_E = 1.5$, $c_{\text{max}} = 0.4$</td>
<td>12540</td>
</tr>
<tr>
<td>$u_0^7$</td>
<td>[0, 1]</td>
<td>0.08</td>
<td>1/40</td>
<td>MDA: $c_{\text{max}} = 0.6$</td>
<td>7440</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/80</td>
<td>MDA: $c_{\text{max}} = 0.6$</td>
<td>7440</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1/120</td>
<td>MDA: $c_{\text{max}} = 0.5$</td>
<td>6720</td>
</tr>
</tbody>
</table>

Table 1: Example on dataset generation, Burgers’ equation, $m = 4$. 
• $u_0^0(x) = 0.5 + 1 \cdot 1_{[0.1,0.25]}(x) + (x - 0.5) \cdot 1_{[0.5,1]}(x) + \sqrt{\frac{1}{4} - (x - 1)^2} \cdot 1_{[1,1.5]}(x)$.
• $u_0^2(x) = -e^{-400(x-0.5)^2} \cdot 1_{[0.3,0.7]}(x)$.
• $u_0^3(x) = 20 \cdot (0.5 - |x - 0.5|) \cdot 1_{[0,1]}(x)$.
• $u_0^4(x) = 10 \cdot 1_{[0,0.2]}(x) + 6 \cdot 1_{[0.2,0.4]}(x) + 0 \cdot 1_{[0.4,0.6]}(x) - 4 \cdot 1_{[0.6,1]}(x)$.
• $u_0^5(x) = \beta + (\alpha - \beta) \cdot 1_{[0.25,0.75]}(x)$, with $\alpha \in \{5, -1, 3\}$ and $\beta \in \{0, -3, -2\}$.
• $u_0^6(x) = \sin(2\pi x)$.
• $u_0^7(x) = \sin(4\pi x) \cdot 1_{[0.25,0.5]}(x) + \sin(8\pi x) \cdot 1_{[0.5,0.75]}(x)$.

4.3. An improved version

The technique described in Section 4.1 provides satisfactory results in the presence of discontinuous solutions, but performs poorly for smooth problems. Indeed, in the second scenario the injected viscosity should have the optimal scaling $h^{m+1}$ \cite{19}. This is not observed, since the scaling $\mathcal{H} = h$ in (4.2) adds an $m-1$ dissipation coefficient, preventing high-order accuracy for smooth solutions. Although the ANN recognizes smooth regions by adding low dissipation there, it never predicts a zero viscosity. Thus, the linear scaling forces a sub-optimal accuracy. To avoid such a behavior, an ideal strategy could use a troubled-cell indicator, like in \cite{31}.

However, we seek to show the potential of the model without relying on external tools. Since we can identify the scaling $h$ to be the major source for low-order accuracy, we seek a factor satisfying

$$\mathcal{H} = \begin{cases} O(h^{m+1}) & \text{if } u \text{ is smooth}, \\ O(h) & \text{otherwise}. \end{cases} \quad (4.7)$$

A good parameter-free option is based on the solution jump. In particular, one may pick

$$\tilde{\mathcal{H}} = \max_{e \in \partial D^k} \left( |\llbracket u \rrbracket_e| \right) = \max \left( |u^-(x_{k-1}^-) - u^+(x_k^+)|, |u^-(x_k^-) - u^+(x_{k+1}^+)| \right). \quad (4.8)$$

The requirement (4.7) is then satisfied in the presence of smooth solutions, but a scaling of $O(1)$ is observed close to shocks. The adopted scaling is thus defined as

$$\mathcal{H} = \min \left\{ \tilde{\mathcal{H}}, h \right\}. \quad (4.9)$$

4.4. Numerical results

In the following, we present extensive numerical results, for both scalar equations and systems, to demonstrate the capabilities of the ANN-based approach. We show that the networks outperform the standard models, as the latter are based on empirically tunable parameters. To enhance this, we keep the parameter values constant across all the simulations. The selected values, reported in Table 2, are chosen as a trade-off between accuracy and stability for all test cases \cite{39}. Furthermore, we present the results with ANNs trained for $m = 1, 2, 3, 4$, although networks for higher degrees can be trained in a similar manner.
Table 2: Parameter values for the standard artificial viscosity models for 1D problems.

<table>
<thead>
<tr>
<th>Model</th>
<th>1D problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>EV</td>
<td>$c_E = 1$, $c_{\text{max}} = 0.5$</td>
</tr>
<tr>
<td>MDH</td>
<td>$c_A = 2.5$, $c_\kappa = 0.2$, $c_{\text{max}} = 0.5$</td>
</tr>
<tr>
<td>MDA</td>
<td>$c_{\text{max}} = 1$</td>
</tr>
</tbody>
</table>

4.4.1. A smooth problem

The first test assesses the ability of the viscosity models to maintain the expected accuracy for a smooth solution. We consider the linear advection problem with a constant transport field $\beta = 1$. We choose $\Omega = [0, 1]$, $u_0(x) = 2 + \sin(2\pi x)$,

$$u_0(x) = 2 + \sin(2\pi x), \quad (4.10)$$

a CFL constant $C = 0.1$, $T = 0.2$ and periodic boundary conditions. The validation of the scheme relies on the $L^2(\Omega)$-norm of the discretization error vector evaluated at the final time $\epsilon = \|u_h(\cdot, T) - u(\cdot, T)\|_{L^2(\Omega)}$.

Theoretical results for inviscid hyperbolic problems [19, 17] suggest that

$$\epsilon \leq C_1(m)h^{m+1}(1 + C_2(m)T) \sim h^{m+1} \quad (4.12)$$

if a Rusanov flux is used and $u$ is sufficiently smooth. However, we are adding a dissipative term which might negatively impact on the accuracy. We report the convergence results in Table 3. As expected, the inviscid scheme achieves the optimal convergence rate. The EV scheme guarantees high accuracy as well, even though the error magnitude is larger when compared to the inviscid problem. A sub-optimal rate appears to be present for high orders ($m = 4$), possibly due to the Crank-Nicolson discretization of the time derivative in (2.25a) [41]. For low degrees ($m = 1$), the MDH model shows an order less than one. This is caused by the linear scaling with $h$, which prevents higher rates of convergence. For high degrees ($m \geq 2$), the shock sensor correctly detects the solution as regular and does not add dissipation, i.e. the inviscid scheme is retained. A similar reasoning holds for the MDA model, which is applied for $m \geq 3$ only. The ANN-based model guarantees optimal accuracy for all the orders of approximation. A slight irregularity from the optimal rate is observed for linear basis functions, particularly with coarse meshes, possibly due to an insufficient resolution. In most of the cases, the error magnitude is very similar to the inviscid scheme. Thus, at least for smooth problems, the scaling (4.9) guarantees the expected accuracy. We note that, even though the use of a centered flux for $\mathbf{g}^*$ and $\mathbf{u}^*$ in (2.8) can lead to an even/odd pattern of the convergence rates [19], this is not observed in our experiment.

4.4.2. Burgers’ equation: a compound wave

We test the ability of our model to capture shocks, adding a spatially localized viscosity. A good starting point is provided by Burgers’ equation. Since it was used as a prototype problem to generate the training set, the generalization properties of the network can be tested by considering a domain, initial condition and grid spacing not included in the generation of the dataset. Set $\Omega = [-4, 4]$, $K = 200$, $T = 0.4$ and $C = 0.1$. The chosen intial condition (Figure 4) consists of both
Table 3: $L^2$ errors $\epsilon$ and estimated rate of convergence $p$ in the inviscid case and with the artificial viscosity models for the linear advection problem.
smooth and discontinuous data. \[ u_0(x) = \begin{cases} \sin(\pi x) & \text{if } 1 \leq |x| \leq 4, \\ 3 & \text{if } -1 < x \leq -0.5 \text{ or } 0 < x \leq 0.5, \\ 1 & \text{if } -0.5 < x < 0, \\ 2 & \text{if } 0.5 < x \leq 1, \end{cases} \] (4.13)

while the problem is completed with periodic boundary conditions. As the solution evolves, shocks and rarefaction waves develop and interact. For the sake of simplicity, in Figure 5 we report the results only for \( m = 1 \) and \( m = 4 \), as prototype cases for low and high degrees. From a global perspective, all the models provide similar solutions. Looking at Figure 5(c) and Figure 5(e) we note that the EV model does not accurately smoothen the oscillations around \( x = -3 \), while the MDH produces an overshoot close to \( x = 1 \). The ANN solves both issues, reducing the amplitude of the wiggles while resolving the shocks. This reasoning is confirmed by looking at the temporal history of the artificial viscosity, shown in Figure 6. All techniques capture the regions where discontinuities develop. The EV model adds a slightly less localized viscosity, especially for small times, while the shocks around \( x = \pm 3 \) are not smoothed enough, resulting in larger oscillations in these regions. Both the decay-based models inject more viscosity, with the MDA appearing to be the most dissipative one. The ANN retains the good properties of the standard models, adding sufficient viscosity close to the shocks without resulting in an over-dissipative solution. For all cases, we observe an oscillatory behavior of \( \mu \) with respect to time. Indeed, if the solution is sufficiently smooth, all models seek to avoid to inject dissipation. This will lead to oscillations, and once their amplitude becomes large, viscosity is added. This phenomenon is enhanced, close to the moving shocks, by the scaling (4.9).

4.4.3. Buckley-Leverett problem

The main goal of this test is to demonstrate the performances of the ANN technique for flux functions not included in the training set. Following [31], we consider the Buckley-Leverett problem
Figure 5: Numerical results for the compound wave problem, Burgers’ equation.

(a) Overall result, $m = 1$.  
(b) Overall result, $m = 4$.  
(c) Zoom close to the first shock, $m = 1$.  
(d) Zoom close to the first shock, $m = 4$.  
(e) Zoom close to the middle region, $m = 1$.  
(f) Zoom close to the middle region, $m = 4$.  


Figure 6: Temporal history of the logarithm of the artificial viscosity for the compound wave problem, Burgers’ equation, $m = 4$. 
setting $\Omega = [0, 1.5]$, $K = 120$, $T = 0.4$ and $C = 1$. The problem is completed by choosing

$$u_0(x) = \begin{cases} 0.95 & \text{if } 0 \leq x < 0.5, \\ 0.1 & \text{if } 0.5 \leq x \leq 1.5, \end{cases}$$  \hspace{1cm} (4.14)$$

and constant consistent Dirichlet boundary conditions. The initial condition evolves into a compound wave consisting of a shock and a rarefaction wave \[25\]. The results are shown in Figure 7, while the temporal evolution of the artificial viscosity is reported in Figure 8 both generated with $m = 4$. Most of the comments related to problem 4.4.2 remain valid, with all the models able to suppress the oscillations. Both the EV and the ANN approaches resolve the shock well, but the former leads to a slightly more oscillatory profile. All four models inject viscosity near the shock only, leaving the inviscid scheme unaltered everywhere else.

4.4.4. Sod shock-tube problem

We now consider a couple of test cases for the Euler equations, seeking to show the potential of the network-based technique for systems of conservation laws. We begin with the Sod shock-tube problem \[37\]. We select $\Omega = [0, 1]$, $K = 100$, $T = 0.2$, $C = 0.2$ and the initial state

$$(\rho, v, p)_0 = \begin{cases} (1, 0, 1) & \text{if } 0 \leq x \leq 0.5, \\ (0.125, 1, 0.1) & \text{if } 0.5 < x \leq 1, \end{cases}$$  \hspace{1cm} (4.15)$$

completing the problem with constant Dirichlet boundary conditions. Three different waves are generated. A left-moving rarefaction fan, where no dissipation should be added, and right-moving contact and shock waves. Viscosity should be continuously injected in the region close to the shock, while less dissipation should be added where the contact develops. As prototype cases, we rely once more on $m = 1$ and $m = 4$, which result in the profiles shown in Figure 9. The temporal history of the artificial viscosity is reported, for the latter case only, in Figure 10. For both degrees, it appears that the EV model outperforms the others, as the parameters are optimal for this particular test.
Figure 8: Temporal history of the logarithm of the artificial viscosity for the Buckley-Leverett problem, $m = 4$. 
Figure 9: Numerical results for the Sod problem (density).
Figure 10: Temporal history of the logarithm of the artificial viscosity for the Sod problem, $m = 4$. 
case. Both the contact and the shock are better resolved, even though the corresponding solution has a slightly larger overshoot close to the shock. The ANN reduces its amplitude, and it is able to resolve the shock better than the decay-based models. The contact is also captured, with better performances as the polynomial degree increases. Initially, dissipation is injected close to the discontinuity, while, as time evolves, it is enough to track the position of the shock and add viscosity in that region only. This is the behavior observed with the MDH and ANN. On the other hand, both the EV and the MDA models add a small amount of dissipation close to the contact wave, even though it eventually vanishes.

4.4.5. Shu-Osher problem

The second test case is the Shu-Osher problem [36]. Consider $\Omega = [-5, 5]$, $K = 200$, $T = 1.8$ and $C = 0.2$. The initial condition is defined as

$$(\rho, v, p)_0 = \begin{cases} (3.857143, 2.629369, 10.333333) & \text{if } -5 \leq x \leq -4, \\ (1 + 0.5 \sin(5x), 0, 1) & \text{if } -4 < x \leq 5, \end{cases}$$

with Dirichlet (resp. Neumann) conditions at the left (resp. right) boundary. A combination of smooth and discontinuous data is present, making this case well suited to test the capability to capture both shocks and physical oscillations. The results for $m = 1, 2, 3, 4$ are shown in Figures 11 and 12, with the viscosity profile for $m = 4$ reported in Figure 13. The overall solution quality improves as $m$ is increased, so that the injected dissipation does not destroy the benefits of choosing higher discretization orders. The network-based model shows performances similar to the best among the classical techniques for each discretization degree. For low orders, it clearly outperforms the EV model. Even though this is less evident, this phenomenon is present even for higher orders. The results obtained with the ANN and MDH models look similar, while the MDA does not perform well. Choosing $m = 4$, the ANN appears to be the best technique in terms of resolving the physical fluctuations. Our observations are validated by the analysis of the artificial viscosity profile. The EV model is the most dissipative and adds a less localized viscosity. The MDH, MDA and ANN have similar profiles, keeping track of both strong and weak shocks.

5. Two-dimensional networks

The technique described in Section 4 can be extended to higher spatial dimensions, keeping the spirit of one-dimensional problems.

5.1. A two-dimensional model

As in Section 4.1, we construct a family of networks, where input and output are the scaled nodal values of the solution and the artificial viscosity, respectively. Even though the network architecture, activations and cost functions are not altered, the number of hidden neurons has to be re-tuned. Since the input dimension $N_m$ increases significantly, we noted that having 10 neurons in each layer is no longer sufficient. A good compromise between computational performances and accuracy is found with $N_H = 20$ neurons per hidden layer. Note that the network depth $L$ is kept equal to 5. The generation procedure for training and validation sets mimics the one-dimensional one. The main difference is that a single mesh is used, in order to control computational performances and memory issues. To capture spatial variability, a fine enough unstructured grid is used. In Table 4 we show a concrete example for the case $m = 4$, generated using the two-dimensional Burgers’ equation. The corresponding initial conditions are:
Figure 11: Numerical results for the Shu-Osher problem (density).

<table>
<thead>
<tr>
<th>$u_0$</th>
<th>$\Omega$</th>
<th>$T$</th>
<th>Best model</th>
<th>Nb. samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_0^1$</td>
<td>$[0, 1]^2$</td>
<td>0.12</td>
<td>MDH: $c_A = 2.0$, $c_\kappa = 0.2$, $c_{max} = 0.5$</td>
<td>4153666</td>
</tr>
<tr>
<td>$u_0^2$</td>
<td>$[0, 1]^2$</td>
<td>0.12</td>
<td>EV: $c_E = 1.0$, $c_{max} = 0.4$</td>
<td>3715358</td>
</tr>
<tr>
<td>$u_0^3$</td>
<td>$[0, 1]^2$</td>
<td>0.06</td>
<td>EV: $c_E = 1.5$, $c_{max} = 0.2$</td>
<td>815098</td>
</tr>
<tr>
<td>$u_0^4$</td>
<td>$[0, 1]^2$</td>
<td>0.12</td>
<td>MDH: $c_A = 2.0$, $c_\kappa = 0.4$, $c_{max} = 1$</td>
<td>1841660</td>
</tr>
</tbody>
</table>

Table 4: Example on dataset generation, two-dimensional Burgers’ equation, $m = 4$.  
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Figure 12: Numerical results for the Shu-Osher problem (density). Zoom close to the fluctuations.
Figure 13: Temporal history of the logarithm of the artificial viscosity for the Shu-Osher problem, $m = 4$. 

(a) EV

(b) MDH

(c) MDA

(d) ANN
• \( u_1^0(x, y) = \sin(\pi \omega x) \sin(\pi \omega y) \), with \( \omega \in \{2, 4\} \).

• \( u_2^0(x, y) = 1 \cdot 1_{[0,0.5]}(x) 1_{[0.5,1]}(y) + 2 \cdot 1_{[0,0.5,0.5]}(x) 1_{[0.0.5]}(y) + 1 \cdot 1_{[0.5,1]}(x) 1_{[0.0.5]}(y) \).

• \( u_3^0(x, y) = 3 + 6(0.25 - |y - 0.5|) \cdot 1_{[0,0.25,0.75]}(y) \).

• \( u_4^0(x, y) = u_4^0(r) = -2 \left( 1 + \cos \left( \frac{\pi}{0.5} r \right) \right) \cdot 1_{[0,0.5]}(r) \), where \( r = \sqrt{(x-0.5)^2 + (y-0.5)^2} \).

Finally, the modified scaling proposed in Section 4.3 is easily ported to a two-dimensional scenario, by taking into account all the boundary quadrature points.

5.2. Numerical results

We now present a few numerical results for two-dimensional problems. In this framework, the differences among the models are enhanced, since different combinations of one-dimensional waves lead to more complex structures that have to be captured by the models. The ANN model is always superior to the others, unless specific values for the parameters are chosen. To better demonstrate the potential of the network, we fix the parameters for the classical artificial viscosity models, as reported in Table 5. As in the one-dimensional framework, we consider \( m = 1, 2, 3, 4 \). For the test cases considered below, the domains are discretized using two types of meshes, defined as follows:

• Mesh S-N. It is obtained by considering a structured quadrilateral grid with \( N \) elements on each edge, and dividing each element into two triangles. Thus, the mesh will have \( K = 2 \cdot N^2 \) triangular elements.

• Mesh U-q. It is an unstructured triangular mesh with characteristic grid size \( q \).

<table>
<thead>
<tr>
<th>Model</th>
<th>2D scalar</th>
<th>2D Euler</th>
</tr>
</thead>
<tbody>
<tr>
<td>EV</td>
<td>( c_E = 1, \ c_{max} = 0.25 )</td>
<td>( c_E = 1, \ c_{max} = 0.5 )</td>
</tr>
<tr>
<td>MDH</td>
<td>( c_A = 2, \ c_\kappa = 0.4, \ c_{max} = 0.8 )</td>
<td>( c_A = 2, \ c_\kappa = 0.2, \ c_{max} = 0.8 )</td>
</tr>
<tr>
<td>MDA</td>
<td>( c_{max} = 0.8 )</td>
<td>( c_{max} = 0.5 )</td>
</tr>
</tbody>
</table>

Table 5: Parameter values for the standard artificial viscosity models for 2D problems.

5.2.1. A smooth problem

We first validate the techniques by considering a smooth problem, i.e., the linear advection equation with constant transport field \( \boldsymbol{\beta} = (\beta_x, \beta_y) = (1, 1) \). We choose \( \Omega = [0,1]^2 \), the initial condition

\[ u_0(x, y) = 1 + \sin(2\pi x) \sin(2\pi y), \] 

periodic boundary conditions, and \( T = 0.2 \). The convergence analysis leads to the results reported in Tables 6 and 7 for structured and unstructured meshes, respectively. The corresponding CFL constants have been chosen equal to \( C = 0.8 \) and \( C = 0.4 \). The results are consistent with their one-dimensional counterpart, and most of the comments in Section 4.4.1 remain valid. The inviscid scheme guarantees optimal accuracy, as well as the EV model. On structured meshes, the decay-based models are first-order accurate for low resolution, while the inviscid scheme is retained for higher polynomial orders. Conversely, on unstructured meshes the MDH model guarantees the optimal accuracy even at low degrees, while the qualitative behavior of the MDA does not change. The ANN technique achieves the optimal convergence rate, with errors comparable to the inviscid scheme independently of the mesh type.
<table>
<thead>
<tr>
<th>m</th>
<th>Mesh S.</th>
<th>Inviscid</th>
<th>EV</th>
<th>MDH</th>
<th>MDA</th>
<th>ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.8672e-2</td>
<td>3.0321e-1</td>
<td>4.1350e-1</td>
<td>1.1511e-1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>4.5400e-3</td>
<td>1.1735e-1</td>
<td>2.9138e-1</td>
<td>2.9692e-2</td>
<td>1.95</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.1194e-3</td>
<td>1.3438e-2</td>
<td>1.5561e-2</td>
<td>6.1154e-3</td>
<td>2.28</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>2.7864e-4</td>
<td>2.7744e-3</td>
<td>8.1373e-2</td>
<td>1.0747e-3</td>
<td>2.51</td>
<td></td>
</tr>
<tr>
<td>160</td>
<td>6.9578e-5</td>
<td>2.3654e-4</td>
<td>4.1920e-2</td>
<td>1.6979e-4</td>
<td>2.66</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>2.0727e-3</td>
<td>2.6468e-1</td>
<td>2.1721e-1</td>
<td>7.6748e-3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>2.7604e-4</td>
<td>2.91</td>
<td>8.9372e-3</td>
<td>9.1063e-2</td>
<td>1.25</td>
<td>5.7180e-4</td>
</tr>
<tr>
<td>40</td>
<td>3.4718e-5</td>
<td>2.99</td>
<td>5.6395e-4</td>
<td>4.0360e-2</td>
<td>1.17</td>
<td>3.9325e-5</td>
</tr>
<tr>
<td>80</td>
<td>4.3580e-6</td>
<td>3.00</td>
<td>3.7920e-5</td>
<td>1.7564e-2</td>
<td>1.20</td>
<td>4.4154e-6</td>
</tr>
<tr>
<td>160</td>
<td>5.4508e-7</td>
<td>3.00</td>
<td>2.4749e-6</td>
<td>7.4911e-3</td>
<td>1.23</td>
<td>5.4733e-7</td>
</tr>
</tbody>
</table>

Table 6: $L^2$ errors $\epsilon$ and estimated rate of convergence $p$ in the inviscid case and with the artificial viscosity models for the linear advection problem using structured meshes.

<table>
<thead>
<tr>
<th>m</th>
<th>Mesh U.</th>
<th>Inviscid</th>
<th>EV</th>
<th>MDH</th>
<th>MDA</th>
<th>ANN</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.5764e-2</td>
<td>-</td>
<td>3.4709e-1</td>
<td>-</td>
<td>1.3597e-1</td>
<td>-</td>
</tr>
<tr>
<td>0.05</td>
<td>3.5448e-3</td>
<td>2.15</td>
<td>5.4757e-2</td>
<td>2.83</td>
<td>4.8293e-2</td>
<td>1.50</td>
</tr>
<tr>
<td>1</td>
<td>8.5458e-4</td>
<td>2.05</td>
<td>6.3683e-3</td>
<td>2.84</td>
<td>1.0718e-2</td>
<td>2.17</td>
</tr>
<tr>
<td>0.0125</td>
<td>2.1797e-4</td>
<td>1.97</td>
<td>8.9425e-4</td>
<td>3.10</td>
<td>1.9222e-3</td>
<td>2.47</td>
</tr>
<tr>
<td>0.00625</td>
<td>5.444e-5</td>
<td>2.00</td>
<td>1.2547e-4</td>
<td>2.66</td>
<td>3.0148e-4</td>
<td>2.67</td>
</tr>
<tr>
<td>0.1</td>
<td>1.4611e-3</td>
<td>-</td>
<td>3.6159e-2</td>
<td>-</td>
<td>5.7999e-2</td>
<td>-</td>
</tr>
<tr>
<td>0.05</td>
<td>1.9270e-4</td>
<td>2.92</td>
<td>1.7627e-3</td>
<td>4.36</td>
<td>1.1351e-2</td>
<td>2.35</td>
</tr>
<tr>
<td>2</td>
<td>2.3932e-5</td>
<td>3.01</td>
<td>1.0981e-4</td>
<td>4.00</td>
<td>1.8357e-3</td>
<td>2.63</td>
</tr>
<tr>
<td>0.0125</td>
<td>3.0338e-6</td>
<td>2.98</td>
<td>7.2953e-6</td>
<td>3.79</td>
<td>2.7075e-4</td>
<td>2.76</td>
</tr>
<tr>
<td>0.00625</td>
<td>3.9030e-7</td>
<td>2.96</td>
<td>6.2576e-7</td>
<td>3.66</td>
<td>4.0006e-5</td>
<td>2.76</td>
</tr>
<tr>
<td>0.1</td>
<td>9.5672e-5</td>
<td>-</td>
<td>5.5512e-3</td>
<td>-</td>
<td>9.5661e-5</td>
<td>-</td>
</tr>
<tr>
<td>0.05</td>
<td>5.1961e-6</td>
<td>4.20</td>
<td>5.4090e-5</td>
<td>6.68</td>
<td>5.1961e-6</td>
<td>4.20</td>
</tr>
<tr>
<td>0.025</td>
<td>3.1269e-7</td>
<td>4.05</td>
<td>1.0869e-6</td>
<td>5.00</td>
<td>3.1269e-7</td>
<td>3.05</td>
</tr>
<tr>
<td>0.0125</td>
<td>1.9776e-8</td>
<td>3.98</td>
<td>6.2169e-8</td>
<td>4.76</td>
<td>1.9776e-8</td>
<td>3.98</td>
</tr>
<tr>
<td>0.1</td>
<td>4.3267e-6</td>
<td>-</td>
<td>1.3564e-4</td>
<td>-</td>
<td>4.3367e-6</td>
<td>-</td>
</tr>
<tr>
<td>0.05</td>
<td>1.5175e-7</td>
<td>4.84</td>
<td>1.9874e-6</td>
<td>6.09</td>
<td>1.5175e-7</td>
<td>4.84</td>
</tr>
<tr>
<td>0.025</td>
<td>4.2212e-9</td>
<td>5.17</td>
<td>3.2082e-8</td>
<td>5.95</td>
<td>4.2212e-9</td>
<td>5.17</td>
</tr>
<tr>
<td>0.0125</td>
<td>1.4308e-10</td>
<td>4.88</td>
<td>6.9971e-10</td>
<td>5.52</td>
<td>1.4308e-10</td>
<td>4.88</td>
</tr>
</tbody>
</table>

Table 7: $L^2$ errors $\epsilon$ and estimated rate of convergence $p$ in the inviscid case and with the artificial viscosity models for the linear advection problem using unstructured meshes.
5.2.2. **KPP rotating wave problem**

A few tests were run using the two-dimensional extension of Burgers’ equation. The results are as expected and are not reported. Instead, we consider the KPP rotating wave problem, with the flux function defined in (2.14). We select \( \Omega = [-2, 2]^2 \), \( T = 1 \) and \( C = 0.8 \). Choosing the initial condition as

\[
u_0(x, y) = \begin{cases} 
3.5\pi & \text{if } x^2 + y^2 < 1, \\
0.25\pi & \text{otherwise,}
\end{cases}
\]

and periodic boundary conditions, a two-dimensional composite wave structure is present [14]. Simulations have been run using the \( S-120 \) and \( U-0.04 \) meshes, leading to the results reported in Figure 14 and Figure 15, respectively. The degree \( m = 4 \) is used in both cases. The models yielding

![Figure 14: Numerical results for the KPP problem on a structured mesh, \( m = 4 \). Thirty equally spaced contours from 0.7 to 11.5.](image)

the most accurate results are the EV and the ANN, which result in similar solution profiles using both the structured and the unstructured mesh. In the second case, the EV approach slightly
Figure 15: Numerical results for the KPP problem on an unstructured mesh, $m = 4$. Thirty equally spaced contours from 0.7 to 11.5.
outperforms the network. The MDH model results in a too oscillatory solution using the structured mesh, while the results are comparable with the EV and ANN methods on the unstructured grid. The MDA is not well suited for this problem, as a lot of wiggles are present.

5.2.3. Euler equations: Case 4

We now consider two-dimensional Riemann problems for the Euler system. They are described in detail in [24, 34]. In all the following test cases the physical domain is $[0,1]^2$, enlarged to $[-1,2]^2$ to avoid that the physical solution is contaminated by boundary effects. The domain is discretized using the mesh $S$-120 and periodic boundary conditions are applied. The results, shown in the physical domain only, are obtained using different CFL constants as $m$ is varied, setting $C = 0.2, 0.6, 0.6, 1.5$ for $m = 1, 2, 3, 4$ respectively.

We first consider a test case where only shock waves are present. We set $T = 0.25$ and

$$
(\rho, v_x, v_y, p)_0 = \begin{cases}
(1.1, 0, 0, 1.1) & \text{if } 0.5 < x, 0.5 < y, \\
(0.5065, 0.8939, 0, 0.35) & \text{if } x < 0.5, 0.5 < y, \\
(1.1, 0.8939, 0.8939, 1.1) & \text{if } x < 0.5, y < 0.5, \\
(0.5065, 0, 0.8939, 0.35) & \text{if } 0.5 < x, y < 0.5.
\end{cases}
$$

(5.3)

The results are reported in Figure 16 for $m = 4$. The MDA is the least dissipative model, and the corresponding solution creates spurious wiggles. On the other hand, the MDH model is the most dissipative one, as certified by the lower resolution of the shocks. Both the EV and the ANN model are superior. The latter appears to capture the fine structures in the high-density regions more accurately.

5.2.4. Euler equations: Case 12

This problem is characterized by the presence of both contact waves and shocks. We set $T = 0.25$ and

$$
(\rho, v_x, v_y, p)_0 = \begin{cases}
(0.5313, 0, 0, 0.4) & \text{if } 0.5 < x, 0.5 < y, \\
(1, 0.7276, 0, 1) & \text{if } x < 0.5, 0.5 < y, \\
(0.8, 0, 0, 1) & \text{if } x < 0.5, y < 0.5, \\
(1, 0, 0.7276, 1) & \text{if } 0.5 < x, y < 0.5.
\end{cases}
$$

(5.4)

The results are reported in Figures 17, 18, 19 and 20 for degrees $m = 1, 2, 3, 4$ respectively. A simple yet effective way to illustrate the robustness of a model is to evaluate how well the fine structures close to $(x, y) = (0.5, 0.5)$ are captured. For low degrees, the resolution is too low to fully resolve the solution, with all models oversmoothing the solution around the center of the domain. Increasing the order of approximation, the potential of the DG scheme is triggered. The EV model does not capture well the contact wave, adding too much dissipation in that region. The MDH model exhibits larger smoothing close to the shock waves, while the MDA model produces an either too dissipative ($m = 3$) or too oscillatory ($m = 4$) solution. The ANN is able to capture the central structure, the contact waves and the shocks, making it the best performing model for this test case.
Figure 16: Numerical results for the Riemann problem configuration 4, $m = 4$ (density). Thirty equally spaced contours from 0.255 to 1.9.
Figure 17: Numerical results for the Riemann problem configuration 12, \( m = 1 \) (density). Thirty equally spaced contours from 0.515 to 1.665.
Figure 18: Numerical results for the Riemann problem configuration 12, $m = 2$ (density). Thirty equally spaced contours from 0.515 to 1.665.
Figure 19: Numerical results for the Riemann problem configuration 12, $m = 3$ (density). Thirty equally spaced contours from 0.515 to 1.665.
Figure 20: Numerical results for the Riemann problem configuration 12, $m = 4$ (density). Thirty equally spaced contours from 0.515 to 1.665.
5.2.5. **Euler equations: Case 6**

The final test exhibits four contact waves. We set $T = 0.3$ and

\[
(p, v_x, v_y, p)_0 = \begin{cases} 
(1, 0.75, -0.5, 1) & \text{if } 0.5 < x, \ 0.5 < y, \\
(2, 0.75, 0.5, 1) & \text{if } x < 0.5, \ 0.5 < y, \\
(1, -0.75, 0.5, 1) & \text{if } x < 0.5, \ y < 0.5, \\
(3, -0.75, -0.5, 1) & \text{if } 0.5 < x, \ y < 0.5,
\end{cases}
\]  

leading to the solution profiles reported in Figure 21 for $m = 4$. Consistently with the results for the Configuration 12 (Section 5.2.4), the EV model tends to overdissipate the solution. For the parameters we selected, the model is not able to capture the contact waves well. More generally, it is not well suited for complex flow structures [39]. Conversely, the ANN is able to resolve all the features. The decay-based models give results comparable to the network-based one.
6. Performance evaluation

One of the main advantages of the ANNs lies in the computational cost. The offline phase, consisting of dataset generation and network training, is potentially expensive. However, it is done only once and can be ignored in the performance analysis. The online part, which is integrated in the time-advancing loop, is computationally cheap. It consists of matrix-vector multiplications and evaluations of the activation functions.

For the analysed test cases, the simulation time per timestep is comparable among all models. Indeed, the computational cost required by the assembly of the right-hand-side of the equation is much larger than the cost of the viscosity estimation procedure, which is done only once per time iteration. On the other hand, the total execution time can exhibit significant variations, especially in two-dimensional problems. Following (2.10), the time step is chosen adaptively and depends on both the maximum viscosity and the maximum wave speed of the problem. A trade-off between their values is present, leading to different time steps. It appears that the decay-based models are less efficient than the EV or ANN-based schemes. To provide a more quantitative analysis, we select a couple of test cases among the ones presented in Sections 4.4 and 5.2. The simulations have been run on Matlab using a 3.2 GHz Intel Core i5 processor.

For one-dimensional problems, we show the results of the Shu-Osher problem (Section 4.4.5), to which we refer for the numerical setup. Table 8 reports the results for different models and degrees $m$. The cost per timestep is slightly different among the models, due to the different viscosity estimation procedures. The ANN is generally the slowest, but the differences with the other models are minimal. No significant variations are present even when the discretization order is varied. The total computational time is essentially independent of the chosen model, once the degree is fixed. Therefore, for one-dimensional problems, we can conclude that the computational performances among the models are comparable.

A prototype test for two-dimensional cases is the Configuration 12 of the Riemann problems for the Euler system, described in Section 5.2.4. The results of the performance analysis are reported in Table 9. As expected, the cost per timestep is approximately constant among the models, while it increases with $m$. Unlike the one-dimensional problems, the total computational time is very different. The MDH and MDA seem to become less efficient for high orders, since a larger number of timesteps is required. The ANN technique is computationally fast, with a performance comparable to the EV model. For low orders, the network-based approach requires the largest timestep.

<table>
<thead>
<tr>
<th>Model</th>
<th>$m = 1$</th>
<th>$m = 2$</th>
<th>$m = 3$</th>
<th>$m = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EV</td>
<td>2.83</td>
<td>839</td>
<td>3.37e−3</td>
<td>11.20</td>
</tr>
<tr>
<td>MDH</td>
<td>2.72</td>
<td>847</td>
<td>3.21e−3</td>
<td>10.72</td>
</tr>
<tr>
<td>MDA</td>
<td>2.47</td>
<td>7491</td>
<td>3.30e−3</td>
<td>24.73</td>
</tr>
<tr>
<td>ANN</td>
<td>2.91</td>
<td>843</td>
<td>3.45e−3</td>
<td>11.51</td>
</tr>
</tbody>
</table>

Table 8: Computational times, number of timesteps and execution time of a single timestep TpS for the Shu-Osher problem. Both the total time and the time per timestep are expressed in seconds.
Table 9: Computational times, number of timesteps and execution time of a single timestep TpS for the 2D Riemann problem (configuration 12). Both the total time and the time per timestep are expressed in seconds.

7. Conclusion

In this work we consider the problem of estimating an optimal artificial viscosity amount in high-order numerical solvers for conservation laws. Seeking to avoid a parameter-dependent viscosity estimator, we propose a new approach based on artificial neural networks. They are trained in an offline process using a robust dataset, constructed by collecting data from simulations run using the classical models with optimal parameters. The online evaluation is then integrated in the Runge-Kutta time-advancing loop.

The proposed technique has been successfully tested on both scalar equations and systems of conservation laws. Despite training the network by means of rather simple problems, it provides good generalization properties. The model guarantees optimal accuracy for smooth problems, as well as good shock-capturing properties, and recognizes regions where numerical oscillations have to be dissipated. It has been shown that the classical artificial viscosity models might fail to produce accurate results, unless optimal parameters are chosen. The proposed technique is shown to be among the best models for each test case, adding an optimal amount of dissipation. This is more evident in a two-dimensional framework, with the network being able to capture complex configurations, fine structures, and multidimensional waves. The computational cost of the network-based model is comparable with the other approaches.

Future work might investigate the applications of the proposed technique to more domain-specific test cases, such as turbulence and Large Eddy Simulations, where an efficient spatial filter is needed.
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