Controlling oscillations in high-order schemes using neural networks
Abstract

High-order numerical solvers for conservation laws suffer from Gibbs phenomenon close to discontinuities, leading to spurious oscillations and a detrimental effect on the solution accuracy. A possible strategy to reduce their amplitude aims to add a suitable amount of artificial viscosity. Several models are available in the literature, which rely on the identification of a shock sensor, adding dissipation when the solution regularity is lost. The dependence on problem-specific parameters limits their performances. To solve this issue, in this thesis we propose a new technique based on artificial neural networks. In particular, we focus on the construction of multilayer perceptrons. Emphasis is given to the training phase, which is carried out using a robust dataset created using the classical models with optimal parameters. The online evaluation is then integrated in the numerical solver of the partial differential equation. Even though most of the effort is put in one-dimensional problems, an extension to a two-dimensional scenario is provided. Several numerical results are presented to demonstrate the capabilities of the network-based technique. Initially, we focus on one-dimensional scalar problems, where Burgers equation represents our first benchmark test. Then, we move to less simple cases, characterized by non-convex flux functions or involving multiple equations (compressible Euler equations). The same strategy is followed for multi-dimensional problems. In most of the cases, the proposed model is able to guarantee high accuracy in presence of smooth solutions and to capture discontinuities (shock and contact waves). In general, the results are comparable to (or better than) the classical models with properly tuned parameters. A final performance analysis is carried out.
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Chapter 1

Introduction

In the context of computational sciences, numerical accuracy and precision are key properties demanded by practical applications, such as mechanics or fluid dynamics [1]. These requirements are translated in a strict limit on the error level of the associated discretization schemes. Thus, the last few decades have seen an increasing research activity in the development of high-order methods, among which Discontinuous Galerkin (DG) schemes [2] have risen in popularity. Geometrical flexibility, high order accuracy, conservation of physical properties and high parallelization potential are some of the advantages of using DG methods. A challenging class of problems is constituted by hyperbolic conservation laws, such as Euler equations or magnetohydrodynamics. It is well known that their solutions might be discontinuous even for smooth initial data [3]. Therefore, high-order schemes need to be corrected in the regions where regularity is lost in order to avoid the Gibbs phenomenon [4], which consists in the emergence of spurious numerical oscillations close to discontinuities and leads to inaccurate and unstable numerical results.

Several approaches have been proposed to tackle this issue [5], among which a popular family is flux limiting [6, 7, 8]. Although they guarantee the solution to be total variation diminishing (TVD), they are computationally expensive and have a detrimental effect on the solution accuracy. The difficulties in their generalization to a multidimensional framework and the dependence on empirical parameters are critical issues to be taken into account. An alternative technique is based on weighted essentially non-oscillatory (WENO) reconstruction [9, 10]. Despite keeping high order accuracy and being extendible to multidimensional scenarios, the computational cost might still be high. We recall that both these strategies are extensively based on the identification of the troubled cells, namely the mesh elements where the solution loses regularity [11].

Another family of stabilization methods consists in adding artificial dissipation to the problem. Their implementation is usually quite straightforward and can be easily extended to higher dimensions. Ideally, a locally varying amount of viscosity has to be added in each cell, possibly keeping high order accuracy in presence of smooth solutions. In this framework, several approaches have been proposed, with a common theme of constructing a sensor which measures the regularity of the solution, controlling the numerical viscosity to be injected. A first technique employs first-order differential operators, adding dissipation in regions of strong compressibility. The original version, proposed in [12, 13], is developed for compressible Navier-Stokes equations. In [14], the authors define a simple and more general derivative-based model, similar to the technique developed in [15]. A second idea relies on the estimation of the decay rate of the modal coefficients, analogous to a Fourier expansion. Here, the primary approach consists in evaluating the decay of the highest mode [16]. Although this method is quite popular, its suffers from drawbacks related to the lack of both a sense of scale and a monotone decay of the coefficients. Thus, an improved version, specifically designed for high polynomial orders, is proposed in [17]. A third strategy exploits the entropy production, using the local residual of the entropy equation to estimate the artificial viscosity [14, 18, 19]. Other artificial viscosity approaches, which are not considered in this work, construct the dissipation relying on the local residual of the equation [20], the solution jump at the element boundaries [21], or a suitably defined PDE [22].

The main drawback of these models is their dependence on empirical parameters, whose choice might have an impact on stability, accuracy and robustness of the numerical solution. Since there is no rule to estimate the best values, their tuning is usually done in a problem-dependent, time-consuming framework. In this work we propose an alternative technique based on artificial neural networks (ANNs). It can be interpreted as a parameter-free, universal black-box which predicts a (pseudo-)optimal amount of dissipation, having the further advantage of being computationally inexpensive.
Chapter 1. Introduction

In general, ANNs are computing models which are capable of approximating a function exhibiting high degrees of complexity and nonlinearity. They are based on simple computational units, named neurons, which process signals, similarly to their biological counterpart [23]. The neurons are assembled together, creating a network of connected nodes. A key feature of ANNs is their capacity to learn. After training them by means of a given dataset, they are able to predict the output for samples which are not included in the training set. One of the main advantages of ANNs lies in the low computational cost. For a given input, the model output is obtained at a cost which is comparable to some matrix-vector multiplications, independently of the degree of complexity of the underlying input-output mapping. For this reason, they increased their popularity in applications such as image processing, voice recognition, forecasting, medical diagnosis and so on. In the context of numerical analysis and computational sciences, possible applications relate to solution of partial differential equations [24], reduced order modeling [25] or identification of troubled cells for DG schemes [11].

The goal of this work is to explain the design, training and application of an ANN to predict artificial viscosity. Here, we focus on a simple yet effective ANN architecture, named multilayer perceptron (MLP). The neurons are grouped in layers, processing data from an input to an output layer. Despite their simplicity, they can be viewed as universal function approximators [26, 27], making them well suited for our purpose. The (expensive) offline training phase is performed using an appropriately created dataset. The (cheap) online evaluation of the trained network is carried out at each iteration of the time-integration scheme for the particular conservation law being solved.

This rest of this thesis structured as follows. In Chapter 2 we describe both the spatial (DG) and the temporal (Runge-Kutta) discretization we employ, as well as some standard artificial viscosity models, which are needed to assemble the training set and evaluate the performances of the proposed technique. After an overview of the main tools needed to build an ANN, in Chapter 3 we present the construction of the MLP-based artificial viscosity predictor. A few implementation aspects are discussed in Chapter 4, focusing mainly on some ANN-related algorithms. In Chapter 5 we present several numerical results to show the capabilities of the proposed model, along with a comparison with the classical artificial viscosity models. After a comment on computational performances, we make a few concluding remarks in Chapter 6.
Chapter 2

Mathematical framework

2.1 Numerical discretization

Let $\Omega \subset \mathbb{R}^d$ be a bounded domain and $T > 0$ be a fixed time instant. Consider a conservation law expressed by the following formulation:

$$\frac{\partial u}{\partial t} + \nabla \cdot f - \nabla \cdot g = 0,$$

in $\Omega \times [0, T]$. The spatial coordinate will be denoted by $x = (x_1, \ldots, x_d)$. If a single dimension is involved, we simply set $x = x_1$, while in the two-dimensional case we often write $(x, y) = (x_1, x_2)$. In (2.1), $u \in \mathbb{R}^{n \times 1}$ denotes the vector consisting of $n$ conserved variables, while $f = f(u) \in \mathbb{R}^{n \times d}$ is the convective flux and $g \in \mathbb{R}^{n \times d}$ is the artificial viscous flux. Throughout this work, the latter takes the following form:

$$g = \mu q, \quad q = \nabla u,$$

where $\mu$ denotes the artificial viscosity coefficient. Here, artificial means that no physical viscosity is present and, in the continuous limit, $\mu$ vanishes and the standard form of a first-order conservation law is recovered. Note that the convective flux can be decomposed in its $d$ components as

$$f = \sum_{i=1}^{d} f^x_i e_{x_i},$$

where $e_{x_i} \in \mathbb{R}^{1 \times d}$ are the unit (row) vectors of the canonical basis in $\mathbb{R}^d$, and the components $f^x_i$ belong to $\mathbb{R}^{n \times 1}$. A similar decomposition holds for the viscous flux.

Problem (2.1) is completed by suitable boundary conditions on $\partial \Omega \times [0, T]$ and an initial condition $u(x, t = 0) = u_0(x)$ in $\Omega$.

For the sake of simplicity, we provide a detailed description of the finite-dimensional discretization in the one-dimensional scalar case, i.e. with $d = 1$ and $n = 1$. We describe the extension to the two-dimensional case, as well to systems of equations, in the dedicated Subsections.

2.1.1 Spatial discretization: definitions

The spatial discretization is performed using a Discontinuous Galerkin (DG) scheme. In the one-dimensional case, $\Omega$ is simply an interval, say $[a, b]$. Let us subdivide the domain into $K$ elements, namely intervals, denoted by $D^K = [x^k_l, x^k_r]$. In particular, we have $x^k_l = a$ and $x^k_r = b$. We also denote by $h^k = x^k_r - x^k_l$ the length of each interval. Moreover, let $m \geq 1$ be an integer representing the discretization degree, which we assume to be fixed a priori and constant in all the elements. In each interval we consider the finite-dimensional space made of polynomials up to degree $m$, defined as

$$V^m_k := P^m(D^K) = \left\{ p = p(x) : p = \sum_{i=0}^{m} \alpha_i x^i, \ x \in D^K \right\},$$
and we set the global space as

\[ V_h := \{ v \in L^2(\Omega) : v|_{D^k} \in V_h^k \} . \]

Note that we omit the dependence on the degree \( m \) in order to simplify the notation. In the spirit of standard Discontinuous Galerkin schemes, the solution is approximated by a piecewise polynomial function \( u_h \), defined as the direct sum

\[ u_h = \bigoplus_{k=1}^K u_h^k, \]

with \( u_h^k \in V_h^k \) for all \( k \in 1, \ldots, K \). The dimension of \( V_h^k \) is given by \( \binom{m+d}{m} = m+1 \) and it is denoted by \( N \) or \( N_m \), in case the dependence on \( m \) has to be stressed.

As in classical finite elements discretizations, it is helpful to introduce the idea of reference element. In particular, given any mesh interval, there exists an affine mapping \( \Psi \) between a suitably defined reference element, denoted by \( I \), and the physical one. For the one-dimensional framework, we consider \( I = [-1,1] \). Thus, we can map any point \( r \) in \( I \) to a point \( x \) of a physical interval \( D^k \) as follows:

\[
x = \Psi(r) = \frac{r - 1}{2} x_k^l + \frac{r + 1}{2} x_k^r = x_k^l + \frac{r + 1}{2} h^k.
\]

Using this mapping, we are able to assemble all the building blocks of the scheme in the reference element. We consider two different possibilities of constructing a basis for the space of polynomials over \( I \):

1. **Nodal basis**

The basis is defined through Lagrange polynomials, denoted by \( \{ l_i \}_{i=0}^m \). Letting \( \{ r_i \}_{i=0}^m \) be a set of disjoint points in \( I \), we define the basis as

\[
l_i(r) = \prod_{\substack{j=0 \atop j \neq i}}^m \frac{r - r_j}{r_i - r_j}.
\]  

Such polynomials satisfy the following interpolation property:

\[
l_i(r_j) = \delta_{ij}. \tag{2.3}
\]

A good choice for \( \{ r_i \} \) is given by the Gauss-Legendre-Lobatto quadrature nodes [28], which include the extrema of each interval in the set of points.

Thus, we can represent a polynomial function on \( I \) as linear combination of the basis functions, namely

\[
u_h(r) = \sum_{j=0}^m u_j l_j(r). \tag{2.4}
\]

Due to property (2.3), the coefficients \( u_j \) are the nodal values of the solution at the quadrature points, i.e. \( u_j = u_h(r_j) \).

2. **Modal basis**

An alternative strategy is to consider an orthonormal basis for the polynomial space. In the one-dimensional case, a good choice is provided by the Legendre polynomials, which can be introduced as a special case of the Jacobi polynomials [2, 28]. The latter have multiple equivalent definitions, one of them being the recursive relation

\[
r P_n^{(\alpha,\beta)}(r) = a_n P_{n-1}^{(\alpha,\beta)}(r) + b_n P_n^{(\alpha,\beta)}(r) + a_{n+1} P_{n+1}^{(\alpha,\beta)}(r), \quad n \geq 1,
\]

where \( a_n, b_n \) are coefficients depending on \( \alpha, \beta, n \) defined as

\[
a_n = \frac{2}{2n + \alpha + \beta} \sqrt{\frac{n(n + \alpha + \beta)(n + \alpha)(n + \beta)}{(2n + \alpha + \beta - 1)(2n + \alpha + \beta + 1)}},
\]
\[ b_n = -\frac{\alpha^2 - \beta^2}{(2n + \alpha + \beta)(2n + \alpha + \beta + 2)}. \]

The initial values \( P_0^{(\alpha, \beta)} \) and \( P_1^{(\alpha, \beta)} \) are equal to
\[
P_0^{(\alpha, \beta)}(r) = \sqrt{2^{1-\alpha-\beta-1} \frac{\Gamma(\alpha + \beta + 2)}{\Gamma(\alpha + 1)\Gamma(\beta + 1)}},
\]
\[
P_1^{(\alpha, \beta)}(r) = \frac{1}{2} P_0^{(\alpha, \beta)}(r) \sqrt{\frac{\alpha + \beta + 3}{(\alpha + 1)(\beta + 1)}} ((\alpha + 2)x + (\alpha - \beta)).
\]

With these definitions, the following orthonormality condition is satisfied:
\[
\int_I P_i^{(\alpha, \beta)}(r)P_j^{(\alpha, \beta)}(r)(1-r)^\alpha(1+r)^\beta dr = \delta_{ij}.
\]

The Legendre polynomials are simply obtained by setting \( \alpha = 0, \beta = 0 \) and are denoted by \( \{\phi_i(r)\}_{i=0}^m \). This leads to an orthonormal basis with respect to the standard inner product in \( L^2(I) \). Again, we write a polynomial function on \( I \) as linear combination of the basis functions, namely:
\[
u_h(r,t) = \sum_{j=0}^m \hat{u}_j(t)\phi_j(r), \quad (2.7)
\]
where each coefficient \( \hat{u}_j \) can be interpreted as the \( L^2(I) \)-product between \( u_h \) and the \( j \)-th basis function.

We construct the corresponding bases in each physical element by composition with the geometric mapping \( \Psi \). We adopt the same notation for the basis in the reference and physical element, unless a distinction is explicitly required. Thus, the physical nodal basis is defined as
\[
l_i(x) = l_i^{\text{phi}}(x) = l_i^{\text{ref}}(\Psi^{-1}(x)) = l_i(r),
\]
but the superscripts \( \text{phi} \) and \( \text{ref} \) are dropped in order to ease the notation. A similar expression holds for the modal basis.

It’s worth noting that there exist a bijective linear mapping between the modal and the nodal coefficients. Indeed, it is enough to observe that
\[
u_i = u_h(r_i) = \sum_{j=0}^m \hat{u}_j\phi_j(r_i) = \sum_{j=0}^m V_{ij}\hat{u}_j,
\]
or in a vectorial form
\[
\mathbf{u} = \mathbf{V}\hat{\mathbf{u}},
\]
where we introduced the Vandermonde matrix \( \mathbf{V} \) defined as \( V_{ij} = \phi_j(r_i) \).

### 2.1.2 Discontinuous Galerkin approximation

In order to perform the spatial discretization, we consider the Lagrange basis functions, leading to the so-called nodal Discontinuous Galerkin approximation. We refer to the expansion coefficients in equation (2.4) as the (local) degrees of freedom, since it can be easily proven that the unknown polynomial function \( u_h^k \) is uniquely determined by assigning its value at such points. We recall that our starting point is the following conservation law:
\[
\frac{\partial u}{\partial t} + \frac{\partial f}{\partial x} - \frac{\partial g}{\partial x} = 0, \quad (2.8a)
\]
\[
g = \mu q,
\]
\[
q - \frac{\partial u}{\partial x} = 0. \quad (2.8b)
\]
Due to the local nature of the finite dimensional space, we can focus on a single interval, say $D^k$, dropping the superscript $k$ in all the involved terms, unless explicitly required. Thus, we consider the local nodal approximation for both the solution and the fluxes, namely

\[ u_h(x,t) = \sum_{j=0}^m u_j(t) l_j(x), \quad u_j(t) = u_h(x_j,t), \]

\[ f_h(x,t) = \sum_{j=0}^m f_j(t) l_j(x), \quad f_j(t) = f_h(x_j,t), \]

\[ g_h(x,t) = \sum_{j=0}^m g_j(t) l_j(x), \quad g_j(t) = g_h(x_j,t), \]

\[ q_h(x,t) = \sum_{j=0}^m q_j(t) l_j(x), \quad q_j(t) = q_h(x_j,t), \]

and we define the residuals associated to equations (2.8a) and (2.8b) respectively as:

\[ R_{h,1} = \frac{\partial u_h}{\partial t} + \frac{\partial f_h}{\partial x} - \frac{\partial g_h}{\partial x}, \]

\[ R_{h,2} = q_h - \frac{\partial u_h}{\partial x}. \]

We remark that, even though we seek $u_h^k$ belonging to the polynomial space $V_h^k$, the convective flux does not necessarily belong to the same space. Thus, equation (2.9a) implies a projection of the flux function on this space, defined as the element in $V_h^k$ minimizing the error at the nodal points. A similar reasoning holds for the (artificial) viscous term.

The Discontinuous Galerkin approximation is defined by imposing the residuals to vanish locally, i.e. within the element $D^k$, in a Galerkin sense. In other words, we require the residuals to belong to $(V_h^k)^\perp$, by imposing orthogonality with respect to each of the Lagrange basis functions as

\[ \int_{D^k} R_{h,1}(x,t) l_i(x) dx = 0, \quad \int_{D^k} R_{h,2}(x,t) l_i(x) dx = 0, \quad \forall i = 0, \ldots, m = N-1 \quad \forall t \in [0,T]. \]

Integrating both equations by parts, we obtain the Discontinuous Galerkin (weak) formulation:

\[ \int_{D^k} \left( \frac{\partial u_h}{\partial t} l_i - f_h \frac{\partial l_i}{\partial x} + g_h \frac{\partial l_i}{\partial x} \right) + \int_{\partial D^k} (f_h^* n l_i - g_h^* n l_i) = 0, \quad (2.11a) \]

\[ \int_{D^k} \left( q_h l_i + u_h \frac{\partial l_i}{\partial x} \right) - \int_{\partial D^k} u_h^* n l_i = 0, \quad (2.11b) \]

which is completed by

\[ g_h = \mu q_h. \]

Note that in (2.11a) and (2.11b) $n$ denotes the outward unit vector in element $D^k$. In the one-dimensional case it is simply equal to 1 (resp. $-1$), depending whether we consider the right (resp. left) boundary. In principle, such notation is redundant for the one-dimensional scenario, since one could simply write

\[ \int_{\partial D^k} v'(x) dx = v(x^+_{D^k}) - v(x^-_{D^k}), \]

for any smooth enough function $v(x)$, without the need to introduce the vector $n$. However, this formulation is more compact and makes the extension to higher dimensions easier.

Moreover, the flux functions evaluated at the boundary are replaced by suitable numerical fluxes. This is mandatory in Discontinuous Galerkin (and finite volumes) schemes, in order to have a uniquely defined flux at the interfaces. Practically, such terms are the only ones which link the neighboring elements, since the internal contributions are, by definition, local. The choice of these fluxes plays a key role in terms of, e.g., consistency, stability and accuracy of the numerical scheme. In general, they depend on the solution in both the elements sharing the same boundary. To properly define them, consider two neighboring elements, denoted by $D^+$ and $D^-$, having normal vectors $n^+$ and
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n^−$ respectively. Suppose that such elements share a boundary $e$. Given a generic function $v$, whose restriction on $e \in D^+$, $D^−$ is denoted by $v^+$, $v^−$ respectively, we define the average and jump operators across $e$ as follows:

$$\{v\} := \frac{1}{2} (v^+ + v^−), \quad [v] := v^+ n^+ + v^− n^−.$$

Then, we adopt the following numerical fluxes for the solution and viscous flux:

$$u_h^+ = u_h^+(u_h^+, u_h^−) = \{u_h\}, \quad g_h^+ = g_h^+(g_h^+, g_h^−) = \{g_h\},$$

which are known as centered fluxes. More challenging is the choice for the convective flux, since $f_h$ can have a nonlinear dependence on the degrees of freedom. A good choice for the corresponding numerical flux is the following:

$$f_h^* = f_h^*(u_h^+, u_h^−) = \{f(u_h)\} + \frac{\Lambda}{2} [u_h], \quad (2.12)$$

where $\Lambda$ is a large enough stabilization parameter, usually defined as $\Lambda := \max |f'(u_h)|$. The maximum is either taken over the whole domain $\Omega$ or locally within the elements sharing the considered face. The first choice leads to the so-called Lax-Friedrichs flux, while the second one is generally known as Local Lax-Friedrichs or Rusanov flux. Being less dissipative, we adopt the latter choice. An interpretation of the two terms on the right-hand-side of equation $(2.12)$ is the following. The first one, which is the same as the centered flux, guarantees the accuracy of the scheme, while the second term is responsible of stability, penalizing the jumps of the solution. We also point out that, in general, $f$ and $f^*$, as well as their discrete counterparts, may depend on space and time.

2.1.3 Algebraic formulation

Now, we define a few algebraic operators with the aim of clarifying how to practically compute the terms required by a DG discretization.

Firstly, we point out that the operator definition is independent of time, and most of the computations can be done in the reference element. This is a huge performance advantage, since their assembly is performed once in the preprocessing step. Secondly, we observe that such operators are defined locally in each physical element, as the Discontinuous Galerkin formulation is, by definition, local. Thirdly, a key role is played by the geometric mapping $\Psi$ or, more precisely, by its jacobian matrix $J$, its determinant and its inverse. Since $\Psi$ is affine, these quantities are constant within $D^k$ and in one spatial dimension they are scalar values equal to $\frac{h^k}{2}$, $\frac{h^k}{2}$ and $\frac{2}{h^k}$ respectively.

The key operators we employ are the following:

- **Internal mass matrix:**

  $$M_{ij} = \int_{D^k} l_j(x) l_i(x) \, dx = |\det J| \int_I l_j(r) l_i(r) \, dr = \frac{h^k}{2} \int_I l_j(r) l_i(r) \, dr, \quad (2.13)$$

  where $i, j = 0 \ldots N − 1$.

- **Advection matrix:**

  $$S_{ij} = \int_{D^k} l_i(x) \frac{d}{dx} (l_j(x)) \, dx = |\det J| \int_I l_i(r) J^{-1} \frac{d}{dr} (l_j(r)) \, dr = \int_I l_i(r) \frac{d}{dr} (l_j(r)) \, dr,$$

  where $i, j = 0 \ldots N − 1$.

- **Boundary mass matrix:**

  $$M_{e,ij}^c = \int_{\sigma_e} l_j(x) l_i(x) \, dx = |\det J^e| \int_{L^e} l_j(r) l_i(r) \, dr = (\delta_{i1}\delta_{j1}\delta_{e1} + \delta_{iN}\delta_{jN}\delta_{e2}),$$

  where $i, j = 0 \ldots N − 1$, while $e \in \{1, 2\}$ denotes the left (resp. right) boundary.
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We refer to [2] for a detailed description of such matrices and their practical assembly. Now, we can write the following algebraic semi-discrete form:

\[ M \frac{du}{dt} - S^T f + St g + \sum_{e=1}^{2} M_e f^* n_e - \sum_{e=1}^{2} M_e g^* n_e = 0, \]  
\[ M q + S^T u - \sum_{e=1}^{2} M_e u^* n_e = 0, \]

where we introduced the finite-dimensional vectors \( u, f, g, q \) collecting the (local) degrees of freedom, namely the nodal values, of \( u_h, f_h, g_h, q_h \) respectively. The system is completed by the equation

\[ g = \mu q \quad \text{(or } g = \mu \odot q), \]

which identifies the point-wise multiplication between the nodal values of \( \mu \), collected in the vector \( \mu \), and the degrees of freedom of \( q \). We recall that the symbol \( \odot \) denotes the Hadamard product, defined as \( (a \odot b)_i = a_i b_i \) for two vectors \( a \) and \( b \).

Moreover, due to our choice of the flux \( u^*_h \) we observe that, knowing the values of \( u_h \), we can easily compute \( q_h \) in equation (2.11b) and inject it into (2.11a). Indeed, by definition \( u^*_h \) does not depend on \( q_h \).

Collecting the local contributions from all the elements, we can formally assemble a global algebraic formulation:

\[ \frac{du}{dt} = A(u, f, g), \]  
\[ g = \mu q, \]  
\[ q = B u, \]

by means of finite-dimensional operators \( A \) and \( B \) which already take into account the inversion of the mass matrix. Note that \( B \) is linear. Finally, equations (2.15a), (2.15b) and (2.15c) can be cast a single equality as

\[ \frac{du}{dt} = A(u, f(u), \mu B u) = F(t, u), \]

which is the standard form of an ordinary differential equation.

2.1.4 Time discretization

The final step is the choice of time integrating scheme, leading to the definition of the fully discretized version of the problem. In principle, any (stable) method could be employed. However, we do not want the time discretization error to have a (large) impact on the global solution accuracy. Therefore, a high-order time integrator should be implemented. In the context of a DG discretization, a standard choice is the class of (explicit) Runge-Kutta schemes. Here we focus on the so-called five-stage fourth-order low-storage Runge-Kutta scheme.

We briefly recall its main aspects, referring to [29] for more details. The algorithm originates from a modification of standard Runge-Kutta schemes, designed in order to implement the method employing two storages (i.e. vectors) only, denoted by \( U, V \). Considering a suitable time step \( \Delta t \) and given the numerical solution \( u_h(t^n) \) at time \( t^n \), the scheme computes \( u_h(t^n + \Delta t) \) as follows:

\[ U \leftarrow u_h(t^n), \]  
\[ V \leftarrow A_j U + \Delta t \ F(t^n + c_j \Delta t, U), \quad \forall j = 1 \ldots M, \]  
\[ U \leftarrow U + B_j V, \quad \forall j = 1 \ldots M, \]  
\[ u_h(t^n + \Delta t) \leftarrow U, \]

for some given coefficients \( A_j, B_j, c_j \), while \( M \) is the number of stages. Note that the coefficients \( c_j \) are the same values appearing in the standard Butcher’s tableau [28]. In order to have a fourth order scheme, we need to choose five stages, i.e. \( M = 5 \). Moreover, the algorithm is both self-starting and
explicit, since both $A_1$ and $c_1$ are equal to zero. The unique initialization of the storages has to be performed at the first step by means of the initial condition, setting $U = u_0$ and $V = 0$. In other words, there is no need to re-initialize the storages at each time iteration. Thus, equations (2.17a) and (2.17b) are, at a computational level, redundant.

The coefficients $A_j$, $B_j$, $c_j$ we employ are the ones denoted as ‘Solution 3’ in [29], whose rational form is reported in Table 2.1.

<table>
<thead>
<tr>
<th></th>
<th>$A_j$</th>
<th>$B_j$</th>
<th>$c_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j = 1$</td>
<td>0</td>
<td>1442997174477</td>
<td>0</td>
</tr>
<tr>
<td>$j = 2$</td>
<td>−567301805773</td>
<td>516183667717</td>
<td>1442997174477</td>
</tr>
<tr>
<td>$j = 3$</td>
<td>−2042267980593</td>
<td>1720146321549</td>
<td>2526269341429</td>
</tr>
<tr>
<td>$j = 4$</td>
<td>−3550914866466</td>
<td>3134564153537</td>
<td>2090206949498</td>
</tr>
<tr>
<td>$j = 5$</td>
<td>−1275806217668</td>
<td>2277821191437</td>
<td>2802321611338</td>
</tr>
</tbody>
</table>

Table 2.1: Coefficients used for the time integration scheme.

Since the time-marching algorithm is explicit, an upper bound on the time step is required to make the scheme stable. Such stability condition has to take into account both the physical and the viscous fluxes, and it can be viewed as an extension of the standard Courant-Friedrichs-Levy (CFL) condition. Therefore, we require

$$\Delta t = C \min \left\{ \frac{1}{f'(u_h)} \left( \frac{m}{\mu} + \frac{n}{\mu} \right) \right\},$$

(2.18)

where $C$, which is usually of order one, depends weakly on $m$, since the influence of the polynomial degree is already taken into account in the denominator. In this work, an adaptive time step is chosen. At each temporal iteration, condition (2.18) is evaluated, so that $\Delta t$ is chosen according to the current solution features. Clearly, if at the $n$-th iteration the value of $t^n + \Delta t$ exceeds the final simulation time $T$, the time step is corrected setting $\Delta t = T - t^n$.

2.1.5 Boundary conditions

Imposing boundary conditions is a key step in this framework. Indeed, we need to guarantee that their application does not have an impact on the high-order accuracy of the problem. They are imposed weakly, computing fluxes between the physical boundary elements and suitably defined ghost elements. Given an element $k_0$ having at least one boundary point (edge), say $e \subset \partial D^{k_0}$, we want to compute the fluxes through $e$. Denoting with $u_h^e$ the numerical solution restricted to $e$, we need to appropriately define the quantity $u_h^e$. A similar reasoning holds for the auxiliary variable $g_h$. Throughout this work, we consider three types of boundary conditions:

- **Dirichlet b.c.**
  
  Let $G = G(t)$ be a prescribed function on $e$. At a continuous level, we aim to impose $u = G$ on $e$. In this case we simply define $u_h^e = -u_h^e + 2G(t)$. Concerning the auxiliary variable $g$, we impose $g_h^e = g_h^e$. With such choices we have that $\{u_h\} = G$ and $\|g_h\| = 0$.

- **Neumann b.c.**

  Only homogeneous Neumann, namely zero-gradient boundary conditions, are needed in this work. Thus, we define $u_h^e = u_h^e$ and $g_h^e = g_h^e$, leading to $\{u_h\} = 0$ and $\|g_h\| = 0$. Essentially, we are swapping the signs with respect to Dirichlet conditions.

- **Periodic b.c.**

  Imposing periodicity can be interpreted as the absence of physical boundaries. Let $D^1$ and $D^K$ be the first and the last mesh interval. Thus, periodic conditions are imposed as $u_h|_{D^K} = u_h|_{D^1}$ and $u_h|_{D^1} = u_h|_{D^K}$. Concerning the auxiliary variable, we impose that $g_h^+ = g_h^-$ on the involved boundaries, similarly to Dirichlet conditions.

Similar definitions hold for systems of equations.
2.1.6 Extension to two-dimensional problems

The extension of the previous framework to two-dimensional problem is rather straightforward from the numerical point of view, although it is worth emphasizing the main changes. We seek the discrete solution in the space of multivariate polynomials having degree at most \( m \)

\[
V^k_h := \{ p = p(x,y) : p = \sum_{i+j \leq m} \alpha_{ij} x^i y^j, \ (x,y) \in D^k \}
\]

For the two-dimensional case, its dimension is \( N = \frac{(m+1)(m+2)}{2} \).

We consider triangular meshes only, and the definition of the reference element can be extended from the one-dimensional case. In this framework, \( I \) is the triangle whose vertexes are \( P_1 = (-1,-1) \), \( P_2 = (1,-1) \) and \( P_3 = (-1,1) \), and the affine mapping is consequently defined as

\[
x = (x,y) = \Psi(r,s) = -\frac{r+s}{2}v_1 + \frac{r+1}{2}v_2 + \frac{s+1}{2}v_3,
\]

where \( \{v_i\}_{i=1}^3 \) denotes the set of vertices of the physical triangle. A graphical representation is provided in Figure 2.1. Different choices for the grid spacing \( h^k \) can be considered. Throughout this work, as characteristic length we adopt the diameter of the triangle, defined as the length of its longest edge. The definitions of the nodal and modal bases can be easily extended. A key role is played by the choice of quadrature points, since no trivial definition is provided for triangular elements. In [30], the authors end up with a set of quadrature points satisfying a minimum energy solution to an electrostatics problem on a reference equilateral triangle. We exploit such points, after mapping them from the equilateral triangle to \( I \). Note that with this choice we recover the one-dimensional Gauss-Legendre-Lobatto points along each of the edges. Concerning the nodal basis, property (2.3) still holds, but there is no explicit expression similar to (2.2). On the other hand, the modal basis exploits again the one-dimensional Jacobi polynomials. In particular, the functions \( \{\phi_j\}_{j=0}^{N-1} \) are defined as

\[
\phi_j = \sqrt{2}Q_{\frac{a}{b}}^{(0,0)}(a)Q_{l}^{(2l+1)}(b)(1 - b)^i,
\]

where \( j \) is related to \((i,l)\) as \( j = l + (m+1)i - \frac{1}{2}i(i-1) \), with \((i,l) \geq 0 \) and \( i + l \leq m \). Here, \((a,b)\) denote the coordinate system of the square \([-1,1]^2\), transformed from the coordinates \((r,s)\) of the reference triangle, i.e.

\[
a = 2\frac{1 + r}{1 - s} - 1, \quad b = s.
\]

Obviously, if \( s = 1 \) such mapping is singular, since the top edge of the square collapses into a single point of the triangle. Again, the change of basis is represented by the Vandermonde matrix \( V_{ij} = \phi_j(r_i, s_i) \).
The Discontinuous Galerkin weak form can be written as
\[
\int_{D^k} \left( \frac{\partial u_h}{\partial t} l_i - f_h \cdot \nabla l_i + g_h \cdot \nabla l_i \right) + \int_{\partial D^k} \left( f_h^* \cdot n \cdot l_i - g_h^* \cdot n \cdot l_i \right) = 0,
\]
where the inner products act on the unit vectors \( e_{x_i} \) of the canonical basis in \( \mathbb{R}^2 \). Defining the \( x \) and \( y \) advection matrices as
\[
S^x_{ij} = \int_{D^k} l_i(x, y) \frac{\partial}{\partial x} (l_j(x, y)) = |\det J| \left( \int_I l_i(r, s) (J^{-1})_{11} \frac{\partial r}{\partial l_j}(l_j(r, s)) + \int_I l_i(r, s) (J^{-1})_{12} \frac{\partial s}{\partial l_j}(l_j(r, s)) \right)
\]
\[
S^y_{ij} = \int_{D^k} l_i(x, y) \frac{\partial}{\partial y} (l_j(x, y)) = |\det J| \left( \int_I l_i(r, s) (J^{-1})_{21} \frac{\partial r}{\partial l_j}(l_j(r, s)) + \int_I l_i(r, s) (J^{-1})_{22} \frac{\partial s}{\partial l_j}(l_j(r, s)) \right),
\]
the algebraic form can be cast as
\[
M \frac{du}{dt} - (S^x)^T f^x - (S^y)^T f^y + (S^x)^T g^x + (S^y)^T g^y + 3 \sum_{e=1} \alpha e \ M_e g^* \cdot n_e - 3 \sum_{e=1} \alpha e \ M_e f^* \cdot n_e = 0,
\]
\[
M q_x + (S^x)^T u - 3 \sum_{e=1} \alpha e \ M_e u^* n_e^x = 0, \quad M q_y + (S^y)^T u - 3 \sum_{e=1} \alpha e \ M_e u^* n_e^y = 0,
\]
where the boundary and internal mass matrices are defined in a way similar to the one-dimensional case.

### 2.1.7 Extension to systems of equations

So far we focused on the scalar case, i.e. when the unknown variable \( u \) is a scalar quantity. In principle, extending the previous framework to systems is quite straightforward. Roughly speaking, considering separately each equation, the same reasoning holds. Thus, the local solution \( u_h \) belongs to the space \((V_h^k)^n\).

We make a simple remark concerning the physical flux. Considering the one-dimensional case for simplicity, for scalar problems there is no ambiguity in defining \( f'(u) \), which is a scalar quantity. For systems we continue to adopt the same notation, but it is worth observing that it is actually a matrix, defined as
\[
[f'(u)]_{ij} = [Jf(u)]_{ij} = \frac{\partial f_i}{\partial u_j}.
\]
Moreover, \( \max |f'(u)| \) is given by the maximum absolute eigenvalue of the Jacobian matrix of the flux function and represents the maximum wave speed.

### 2.1.8 Test cases

In this work, we consider different conservation laws. Each problem is characterized, at a continuous level, by the choice of the conserved variables, flux function, initial and boundary conditions, and a
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For one dimensional problems, we deal with:

- **linear advection equation**, which describes, e.g., the transport of a scalar quantity $u$ by a field $\beta = \beta(x,t)$. The problem is then defined choosing $f(u) = \beta u$.

- **Burgers equation**, representing a simplified version of Navier-Stokes equations. It is defined by choosing $f(u) = u^2$. 

- an equation with a degree-4 flux function, defined by $f(u) = u^4$, in order to have a non quadratic (but still convex) flux.

- **Buckley-Leverett problem**, which describes the water saturation in a mixture of oil and water [31]. It is defined by choosing the non-convex flux function

$$f(u) = u^2 + 0.5(1 - u)^2.$$

- **Euler system**, representing the conservation of mass, momentum and energy for a compressible inviscid flow. The physical variables are density ($\rho$), velocity ($v$) and pressure ($p$), while the conserved variables are density ($\rho$), momentum ($\rho v$) and energy ($E$). Thus, we define

$$u = \begin{pmatrix} \rho \\ \rho v \\ E \end{pmatrix}, \quad f(u) = \begin{pmatrix} \rho v \\ \rho v \otimes v + p I \\ v(E + p) \end{pmatrix} = \begin{pmatrix} \rho v \\ \rho v^2 + p \\ v(E + p) \end{pmatrix}.$$

The system is closed by the ideal gas law as

$$p = (\gamma - 1) \left( E - \frac{1}{2} \rho |v|^2 \right), \quad \gamma$$

being a fluid dependent constant which we take to be $\gamma = 7/5$, as it is typical for atmospheric gases. Other important variables are the speed of sound

$$c = \sqrt{\frac{\gamma p}{\rho}},$$

and the Mach number

$$Ma = \frac{|v|}{c}. \quad (2.23)$$

In a two dimensional framework, we focus on the following problems:

- **linear advection equation**, defined choosing $f(u) = f^x e_x + f^y e_y = (\beta^x u, \beta^y u)$.

- a possible two-dimensional extension of Burgers equation, obtained by setting $f(u) = f^x e_x + f^y e_y = (u^2, u^2)$.

- **The KPP rotating wave problem** [18], obtained by setting non-convex $x$ and $y$ fluxes

$$f(u) = f^x e_x + f^y e_y = (\sin(u), \cos(u)).$$

- **Euler system**, representing the conservation of mass, momentum and energy for a compressible inviscid flow. Compared to the one-dimensional case, we have to take into account both the $x$ and $y$ component of the velocity, defined as $v = (v_x, v_y)$. Thus, we have

$$u = \begin{pmatrix} \rho \\ \rho v_x \\ \rho v_y \\ E \end{pmatrix}, \quad f(u) = \begin{pmatrix} \rho v \\ \rho v \otimes v + p I \\ \rho v_x v_y \\ v_x(E + p) \end{pmatrix} e_x + \begin{pmatrix} \rho v_y \\ \rho v_x v_y + p \\ v_y(E + p) \end{pmatrix} e_y,$$

and

$$p = (\gamma - 1) \left( E - \frac{1}{2} \rho |v|^2 \right) = (\gamma - 1) \left( E - \frac{1}{2} \rho (v_x^2 + v_y^2) \right), \quad (2.24)$$

In a two dimensional framework, we focus on the following problems:
while the definitions of the speed of sound and the Mach number remain the same.

## 2.2 Artificial viscosity models

In this Section we present the artificial viscosity models adopted in this work. Such models will play a central role in the construction of the training samples, and they will represent the benchmark cases in order to evaluate the performances of the new technique based on artificial neural networks. Unless explicitly required, in this Section we drop both the subscript $h$ and the superscript $k$ to denote the finite-dimensional local variables. However, we note that these models are defined at a discrete level only and they employ local variables to compute the viscosity.

### 2.2.1 Overview

Before going into the details of each model, we remark that the main aspect to be taken into account in adding the artificial viscosity is the spatial locality, which results in a different amount of dissipation in each mesh element. As a consequence, the viscosity profile is globally nonlinear. More precisely, one wants to inject dissipation only close to discontinuities, while if the solution is regular enough the inviscid scheme should not be altered. A related aspect is the choice of an optimal viscosity amount. Indeed, large values would result in over-dissipative results, and significant features of the solution could not be captured. Vice versa, the artificial viscosity has to be large enough to smoothen spurious numerical oscillations.

The strategy followed by all the shock-capturing models is similar and can be summed up as follows:

1. **In each cell of the domain**
   - Estimate a maximum amount of viscosity by choosing a characteristic velocity and length. We choose these as the (maximum) local wave speed $c_{\text{max}} = \max_{D^k} |f'(u)|$ and the subcell grid size $h/m$ respectively. Thus, we define
     \[
     \mu_{\text{max}} = c_{\text{max}} \frac{h}{m} \max_{D^k} |f'(u)|, \tag{2.25}
     \]
     where $c_{\text{max}}$ is a problem-dependent global constant. Note that in the high-resolution limits $h \to 0$ and/or $m \to \infty$ the numerical dissipation vanishes.
   - Identify a shock sensor $S$, namely a quantity which estimates the smoothness of the solution and determines the amount of artificial viscosity to be added. In general, $S$ depends nonlinearly on the solution $u$ and its choice characterizes the different models.
   - Based on the sensor, estimate a value for the viscosity, say $\mu_S$. Depending on the model, we obtain either a pointwise or a constant value for the numerical dissipation.
   - Require $\mu$ to be not greater than $\mu_{\text{max}}$ by defining
     \[
     \mu = \min \{\mu_S, \mu_{\text{max}}\}.
     \]

2. **If needed, perform a global smoothing of the viscosity.** This is justified by two main arguments. Firstly, it helps to further reduce the numerical oscillations. As an example, if we consider a model which gives a piecewise constant dissipation, the global viscosity profile might be discontinuous across the element boundaries. This causes additional undesirable spurious oscillations, especially for high discretization degrees and/or when the jump in the viscosity is sufficiently large. We refer to [22] for a broader discussion on this topic and a more concrete example. Secondly, the viscosity sub-cell resolution is enhanced. In other words, after the smoothing, a different value of $\mu$ is added in each node, letting the dissipation vary locally within each cell.

In this thesis we consider a simple $C^0$ smoothing, performed only for the models giving a piecewise constant profile for the artificial viscosity. It is carried out in three steps:
1. Consider the set of nodal points corresponding to a given degree $P$. Conduct averaging with all the cells sharing the same node, in order to have a uniquely defined viscosity at the boundary points.

2. Compute the coefficients of the degree-$P$ interpolating polynomial in each element.

3. Evaluate such a polynomial on the nodal points required by the discretization order $m$.

For most of practical applications, choosing $P = 1, 2$ is enough. In this work we always pick $P = 1$, except in the one-dimensional scalar case, where $P = 2$ is considered. A graphical representation of the global viscosity profile is reported in Figure 2.2 for the one-dimensional case. We recall that more sophisticated techniques can be employed to perform the smoothing as

![Figure 2.2: A graphical representation of the smoothed viscosity profile using $P = 1$ in a one-dimensional framework. The blue lines denote the piecewise constant values, while the (continuous) red line represents the final profile, after the smoothing process.](image)

in, e.g., [22]. However, despite its simplicity, our algorithm guarantees good results, as well as a low computational cost.

A final aspect that needs to be considered is the frequency at which the artificial viscosity has to be estimated. Indeed, in theory the viscosity might change every time each Runge-Kutta substep updates the solution vector $U$. Since a five-stage algorithm is used, we would need to estimate $\mu$ for $5N_{iter}$ times. However, for our purposes it is enough to assume that the viscosity changes only at the beginning of the internal loop. Thus, we estimate $\mu$ for $N_{iter}$ times only. This choice can be viewed as a good compromise between computational performances and precision in estimating the viscosity.

### 2.2.2 Derivative-based (DB) model

The simplest shock sensor is based on first-order differential operators, which identify the regions where the solution exhibits an abrupt variation. At a first glance, discontinuities (in particular shocks) can be interpreted as high jumps in the solution located in small spatial regions. Thus, derivative operators represent a good tool to estimate artificial viscosity. In a broad sense, the amount of dissipation will be proportional to the intensity of the variation, measured in a suitable norm. A different treatment for scalar equations and the (Euler) system is considered.

In the first scenario, we define the viscosity to be proportional, up to scaling factors, to the $\mathbb{R}^d$ euclidean norm of the gradient as:

$$
\mu_\beta = c_\beta \left( \frac{h}{m} \right)^2 \| \nabla u \|. 
$$

(2.26)

Indeed, the gradient is a good indicator of rapid variations of the solution and it can be computed easily, since all the discrete derivative operators are assembled in the pre-processing phase. Practically, its implementation mainly consists of matrix-vector multiplications. As an analogy with the field of image processing, we can interpret the gradient norm as a simple edge detector [32]. In the context of conservation laws, edges are essentially the discontinuities in the solution. Although it is a rather simple model, its main drawback lies in the fact that $\mu$ is at most of order 2. Indeed, in equation (2.26) a second power of the grid spacing $h$ is present. For this reason, the
accuracy of the viscous Discontinuous Galerkin scheme is limited to at most second order. In other words, high order accuracy cannot be achieved, limiting the applicability of this viscosity model, at least for scalar problems.

In the second scenario, a possible strategy consists in repeating the same reasoning by choosing \( u \) as a suitable scalar variable. However, restricting our attention to Euler system, a better indicator is built using the divergence of the velocity field:

\[
\mu_\beta = c_\beta \left( \frac{h}{m} \right)^2 |\nabla \cdot \mathbf{v}|. \tag{2.27}
\]

It achieves large absolute values in regions exhibiting strong compression or expansion. In particular, the former is a good indicator of the presence of shocks. A similar indicator is built in [15], where the authors propose to further add a sigmoid function in order to take into account compression only. However, in this work we employ the standard formulation defined in (2.27). Note that this model, and in particular equation (2.27), is a simplified version of the artificial bulk model presented in [13]. For systems, the second-order accuracy issue is still present. However, for solutions exhibiting low compressibility, higher orders can be achieved. We refer to Chapter 5 for more concrete examples of such a behavior.

The final value of the artificial viscosity is determined as

\[
\mu_{DB} = \min \{ \mu_\beta, \mu_{max} \}.
\]

For both scalar equations and systems, we end up with a pointwise value for \( \mu_{DB} \). Thus, within each element, we already have an in-built sub-cell resolution. In order to better demonstrate the sub-cell nature of the model, we do not perform the \( C_0 \) smoothing. As shown in Chapter 5, this choice does not have a detrimental effect on the results, which are mainly affected by the second order accuracy of the method. Note that the same choice was made in [14], at least for one-dimensional problems.

### 2.2.3 Highest modal decay (MDH) model

This model, presented in [16], identifies the decay of the modal expansion coefficients as a good indicator for discontinuous solutions. We describe it first in the one dimensional scalar case. The starting point is the following result on Fourier series [33]:

**Theorem 1.** If \( f(x) \) is a continuous, \( T \)-periodic function on \([-T/2, T/2]\) with a piecewise continuous first derivative, then the complex Fourier coefficients \( \{ \hat{f}_k \} \) of \( f(x) \) satisfy

\[
|\hat{f}_k| \leq \frac{C}{k^2},
\]

and the sequence of partial Fourier sums

\[
f_n(x) = \sum_{|k| \leq n} \hat{f}_k \, e^{\frac{2\pi i k x}{T}},
\]

converges uniformly to \( f(x) \).

More generally, if \( f(x) \in C^n([-T/2, T/2]) \) \( (n \geq 0) \) with a piecewise \((n+1)\)-th derivative, the coefficients \( \{ \hat{f}_k \} \) satisfy

\[
|\hat{f}_k| \leq \frac{C}{k^{n+2}}.
\]

Now we rely on the modal expansion of the solution (see (2.7)) and we define the truncated representation \( \tilde{u} \) as the expansion containing only the first \( N_{m-1} = m \) terms. Comparing them, we have

\[
u = \sum_{j=0}^{m} \hat{u}_j \phi_j, \quad \tilde{u} = \sum_{j=0}^{m-1} \hat{u}_j \phi_j,
\]
and we define the shock sensor as the fraction of energy of $u$ contained in the highest mode, namely

$$S_k = \frac{(u - \hat{u}, u - \hat{u})^2_{L^2(D_k^*)}}{(u, u)^2_{L^2(D_k^*)}} = \frac{||u - \hat{u}||^2_{L^2(D_k^*)}}{||u||^2_{L^2(D_k^*)}} = \frac{||\hat{u}||^2}{\sum_{j=0}^{m} ||\hat{u}||^2_j}, \quad (2.28)$$

where the last equality holds thanks to the orthonormality of the Legendre polynomials. We now assume that the modal coefficients satisfy a result which is analogous to the Fourier ones, explained in Theorem 1. Therefore, for continuous solutions, we expect the indicator $S_k$ to behave as $1/m^4$, i.e. $S_k \approx C/m^4$. In a logarithmic scale, such a requirement is cast as $s_k = \log S_k \approx -c_A - 4\log m = s_0$. Then, if the solution is more regular, a higher decay rate is expected, and a smaller amount of viscosity needs to be added. Vice versa, if the solution coefficients exhibit low decay, discontinuities are present and smoothing is necessary.

Thus, according to the previous reasoning, we should add either zero dissipation in case $s_k < s_0$ or a prescribed maximum viscosity in the opposite case. However, a suitable set of empirical parameters is introduced in order to make the jump less abrupt, so that the final viscosity introduced by this model is set as follows:

$$\mu_{MDH} = \mu_{max} \begin{cases} 0 & \text{if } s_k < s_0 - c_k, \\ \frac{1}{2} \sin \left(1 + \frac{\pi(s_k - s_0)}{2c_k}\right) & \text{if } s_0 - c_k \leq s_k < s_0 + c_k, \\ 1 & \text{if } s_0 + c_k \leq s_k, \end{cases} \quad (2.29)$$

where $\mu_{max}$ is defined in equation (2.25), and $c_A, c_k$, together with $c_{max}$, are problem-dependent parameters. As a side remark, we observe that the name of the model originates from the fact that $S_k$ relies only on the behavior of the highest modal coefficient.

The extension to Euler system is carried out by applying the previous framework using a representative variable of the problem. This could be again an empirical choice, and in [14, 16] the authors rely on density. A justification of this choice is that $\rho$ is discontinuous across both contact and shock waves, unlike velocity or pressure.

Finally, the previous reasoning can be ported to two dimensional problems. In this scenario, the numerator in (2.28) is made of all the expansion coefficients of degree-$m$ polynomials, but the analogy with Fourier series still holds, observing that

$$S_k = \sum_{j=N_{m-1}}^{N_{m-1}} \frac{||\hat{u}||^2_j}{\sum_{j=0}^{N_{m-1}} ||\hat{u}||^2_j} \sim \left( \frac{2}{m^4} + \sum_{k_1+k_2=m}^{m-1} \frac{1}{k_1 k_2} \right),$$

at least for separable functions. An alternative scaling argument, more similar to the one-dimensional setting, is

$$S_k \sim \frac{1}{m^4}.$$ 

Both the approaches give similar results, so that we adopt the latter, which still depends on a few empirical parameters.

We remark that the model estimates a constant viscosity value $\mu_{MDH}$ in each physical element, resulting in a piecewise constant profile. Thus, we perform the $C^0$ global smoothing.

### 2.2.4 Averaged modal decay (MDA) model

This model, which can be interpreted as an improved version of the MDH, is proposed in [17]. We focus again on the one-dimensional case first. Considering the analogy with Fourier modes, we assume that the coefficients of the modal expansion decay as $|\hat{u}_j| \sim C j^{-\tau}$, converted in a logarithmic scales as

$$\log |\hat{u}_j| \sim \log C - \tau \log j, \quad j = 1, \ldots, N_m - 1 = m,$$
where both $C$ and $\tau$ need to be estimated. A simple strategy consists in determining the best parameters in a least-squared sense by solving the following minimization problem:

$$
\min_{C, \tau} \sum_{j=1}^{m} \left( \log |\tilde{u}_j| - (\log C - \tau \log j) \right)^2,
$$

(2.30)

where $|\tilde{u}_j|$ is a suitable modification of the modal coefficients $|\hat{u}_j|$, since setting $\tilde{u}_j = \hat{u}_j$ might lead to an overestimation of the decay rate $\tau$ [17]. The modified modal coefficients can be obtained following a two-step process:

- **First step:** Add the *sense of scale* to the model. The objective function (2.30) ignores the scale of the function, which is taken into account by the first modal coefficient ($j = 0$). If we consider a scenario where a constant function is perturbed by white noise at a much smaller scale, the previous model captures only the oscillations and predicts a low decay rate, resulting in a high dissipation. Since this behavior is undesirable, we re-add the sense of scaling to the model by considering the modified coefficients defined as

$$
|\tilde{u}_j|^2 = |\hat{u}_j|^2 + \|u\|^2_{L^2(D^k)} |b_j|^2, 
|b_j| = \frac{j^{-m}}{\sqrt{\sum_{l=1}^{m-1} l^{2m}}},
$$

for the coefficients appearing in (2.30).

- **Second step:** *Skyline pessimization*. This procedure is needed to recover a monotone decay. Indeed, if we consider a scenario where there exist $i, n$ such that $|\tilde{u}_i| \gg |\tilde{u}_n|$, then the smaller coefficient is likely to be spurious and should be eliminated. This motivates the following definition

$$
|\tilde{u}_j| = \max_{i=\min(j, m-1), \ldots, m} |\tilde{u}_i|
$$

for the coefficients appearing in (2.30).

The solution of the unconstrained minimization problem can be easily found by solving a linear system in $(\log C, \tau)^T$ arising from the first order optimality conditions. Once the decay rate is known, we define the final viscosity of the model as

$$
\mu_{MDA} = \mu_{\max} \begin{cases} 
1 & \text{if } \tau < 1, \\
1 - \frac{\tau - 1}{2} & \text{if } 1 \leq \tau < 3, \\
0 & \text{if } 3 \leq \tau,
\end{cases}
$$

(2.31)

where $\mu_{\max}$ is defined in equation (2.25). In this way, we add the maximum (resp. minimum) dissipation in presence of discontinuous (resp. $C^1$) solutions characterized by a decay rate $\tau = 1$ (resp. $\tau = 3$), as stated by Theorem 1.

It is worth observing that this model is designed for high discretization degrees. In particular, one can verify that the optimization problem is not well posed when $m = 1, 2$ are considered. Thus, in this work it is employed for $m \geq 3$ only.

Extension to the Euler system is again performed by applying the previous framework using density only.

In the two-dimensional scanario, a simple yet effective way to extend the previous reasoning is proposed in [14] and can be summed up in three steps:

1. Extract the nodal values for a prescribed scalar quantity (e.g. the discrete solution in case of scalar problem) on each edge of the triangular element.
2. Apply the one-dimensional reasoning on each edge, estimating three decay rates $\tau_e$ ($e = 1, 2, 3$) for the three edges.
3. Find the minimum decay rate $\tau = \min_e \tau_e$ and estimate the viscosity using (2.31).

Again, since this model predicts a piecewise constant viscosity, we need to apply the smoothing technique.
2.2.5 Entropy viscosity (EV) model

The last model we consider, presented in [18, 19], is based on the entropy behavior. Let \( (E(u), F(u)) \) be an entropy pair for the inviscid continuous problem. It satisfies the following entropy inequality

\[
\frac{\partial E}{\partial t} + \nabla \cdot F \leq 0,
\]

for a physically relevant weak solution of the conservation law [34]. Moreover, for smooth solutions, the equality holds. Therefore the entropy residual is a good shock sensor, since viscosity can be added in a way proportional to the entropy production. In [19], the authors note that the entropy residual is a reliable and robust choice, in the sense that in the continuous limit \( h \to 0 \), it converges to \( \delta \)-distributions supported in the shocks. More precisely, we define

\[
\mu_E = c_E \left( \frac{h}{m} \right)^2 B,
\]

where \( c_E \) is an empirical parameter and \( B \) is defined as

\[
B = \frac{1}{A} \max \left( \max_{\partial D^+} |R(u)|, \max_{\partial D^-} |H(u)| \right),
\]

and consists of two contributions:

\[
R = \frac{\partial E}{\partial t} + \nabla \cdot F \simeq \frac{E(u^n) + E(u^{n-1})}{\Delta t} + \nabla \cdot F(u^n) + \nabla \cdot F(u^{n-1})/2,
\]

(2.33a)

\[
H = \left( \frac{h}{m} \right)^{-1} [F] \cdot n.
\]

(2.33b)

The former takes into account the entropy residual and the time derivative is discretized using a Crank-Nicolson scheme. Since the right-hand-side of equation (2.33a) is based on the solution at the current and the previous time step, the residual \( R \) can be computed explicitly. Following [19], \( R \) is set to zero for the first temporal iteration. The latter introduces the effect of the jump of the entropy flux along the element boundary. Finally, the scalar \( A \) acts as a normalization factor, which restores the correct physical dimensions for the viscosity. Unless specified otherwise, it is set as

\[
A = \max_{\Omega} \left| E - \frac{1}{|\Omega|} \int_{\Omega} E d\Omega \right|.
\]

The final viscosity is obtained as

\[
\mu_{EV} = \min \{ \mu_E, \mu_{\text{max}} \}
\]

(2.34)

and smoothing the result.

As observed in [19], the (entropy) viscosity \( \mu_E \) scales as \( \mu_E \sim h^2(\Delta t^2 + h^m) \). Indeed, the Crank-Nicolson scheme is a second-order algorithm, while the accuracy of the divergence of the entropy flux depends on the discretization degree. The first factor \( h^2 \) comes from definition (2.32). As shown in Chapter 5, this might limit the accuracy of the scheme to fourth order, which is anyway better compared to the DB scheme. This issue could be overcome by using a higher order discretization for the above-mentioned time derivative.

The last remark is devoted to the choice of the entropy pair. For scalar cases we select

\[
E = \frac{u^2}{2}, \quad F_i = \int f_i'(v) E'(v) dv \quad (i = 1, \ldots, d),
\]

while for Euler system we consider

\[
E = -\frac{\rho}{\gamma - 1} \log \left( \frac{\rho}{\rho^*} \right), \quad F = v E.
\]
Chapter 3

Artificial neural networks

3.1 Background

In this Chapter we present the building blocks of our technique. We start by emphasizing the key features that have to be taken into account and the motivation behind the use of artificial neural networks. More precisely we aim to:

- estimate a relation exhibiting high degrees of complexity and nonlinearity. We want to approximate the (optimal) local viscosity $\mu$, whose exact dependence on local features cannot be explicitly written. In particular, there is no practical rule to estimate the optimal amount of viscosity, i.e. there is no clear one-to-one relation between the solution and the dissipation value.

- find a non-parametric model. One of our main goals is to eliminate the dependence on the empirical parameters whose tuning might represent a bottleneck in the application of the standard viscosity models. By definition, neural networks involve parameters, but they are tuned a priori and their value is not changed when applying the technique.

- have a computationally simple and fast model. Since the estimation of the artificial viscosity has to be carried out at least once per time step, it is desirable to develop a technique that is both accurate and computationally inexpensive.

- construct a universal method. In principle, we want to build a ‘black box’ which is problem-independent, aiming to apply the same model for different conservation laws.

The artificial neural networks are able to fulfill most of these requirements, by shifting the complexity (and the computational cost) to an offline stage, which is done only once. On the contrary, the online phase mainly consists of low-cost matrix-vector multiplications.

3.1.1 The model

*Artificial neural networks* (ANNs, or more simply NNs) are computational models which are able to process information, learning from observational data. The name is inspired by their biological counterpart, usually called *biological neural networks* [35]. Naively, the latter are connected sets of a very large number of cells, called *biological neurons*, transmitting information by continuous communication. A graphical representation of such cells is provided in Figure 3.1. Each neuron receives signals from other cells by means of the *dendrites*. Such special connections among neurons are named *synapses*. All the inputs are collected in a single signal, where each connection contributes differently to the aggregate. In other words, the neural cell receives strong or weak *stimuli*. Thus, the synapse can be interpreted as a weighted connection among neurons. Once the accumulated signal exceeds a certain threshold, the neuron sends a pulse from its *nucleus* via the *axon* to other receptors. By continuously repeating the same process, impulses are transmitted throughout the body. A neuron gains *knowledge* by a training process, in which the synaptic connections are created or modified according to the different environmental situations they are subjected to.

The structure of an artificial network is built mimicking the biological one and it can be described by the triplet $(\mathcal{N}, V, W)$. Here, $\mathcal{N}$ denotes the set of all artificial neurons in the network, while $V$ is the set of all directed connections $(i, j)$, $i, j \in \mathcal{N}$. Throughout this work, $i$ denotes the sending neuron,
while $j$ is the receiving neuron. Finally, since the connections are weighted, the set $\mathcal{W}$ is the collection of the weights, denoted by $w_{i,j}$.

The way information is processed in a single artificial neuron is rather simple, coherently with our requirements for an artificial viscosity model. To describe it, let us focus on a single unit, denoted by the subscript $j$. Suppose that it receives $k$ signals $x_{s_1}, \ldots, x_{s_k}$ from a set $\{s_1, \ldots, s_k\}$ of sending neurons. They are processed by means of a *propagation function*, which transforms a vectorial input into a scalar one, usually named net(work) input, performing a combination with the corresponding weights. Since it is common to adopt a weighted linear combination of the incoming signals, in this work we adhere to this choice. Mathematically, we may thus write

$$q_j = f_{\text{prop}}(x_{s_1}, \ldots, x_{s_k}, w_{s_1,j}, \ldots, w_{s_k,j}) = \sum_{i=1}^{k} w_{s_i,j} x_{s_i}.$$  

Then, the neuron transmits a single pulse, provided that the net input exceeds a certain threshold $-b_j$, usually named *bias*. Note that the minus sign in front of the term $b_j$ is purely conventional. More precisely, we can define an *activation function* such that

$$a_j = f_{\text{act}}(q_j, b_j) = f_{\text{act}}(q_j + b_j),$$

where $a_j$ is usually named activation state. Different choices are available for $f_{\text{act}}$, the most popular being the Heaviside function or the hyperbolic tangent. We refer to Section 3.2 for a discussion on such a topic, explaining the choices for our model. It is worth observing that $f_{\text{act}}$ has to be nonlinear with respect to its input, in order to avoid the model from collapsing to a linear mapping. Finally, the resulting output is defined as a manipulation of the activation state $a_j$ by means of an *output function*. Being the standard choice the identity function, we adopt the same convention, ending up with

$$y_j = f_{\text{out}}(a_j) = a_j.$$  

Thus, no distinction will be made between the output and the activation state, unless explicitly required.

A graphical representation of a neuron is reported in Figure 3.2. This mechanism is repeated in (almost) all the neurons in the net, as the output $y_j$ is processed by some receiving neurons. Within a network there exist also two special types of units, namely the input (source) and the output neurons. The latter behave similarly to most of the neural units, but the corresponding output $y_j$ is not processed. Indeed, it will constitute part of the global output of the network. The former do not process any information, and their role is to supply input signal to the network [23]. Their output $y_j$ is equal to $x_j$, i.e. propagation and activation functions are the identity operators.
3.1. Background

Figure 3.2: A graphical representation of a single neuron \( j \) receiving \( k \) input signals \( \{x_s\}_{i=1}^k \) with output \( y_j \).

3.1.2 Network topology

The way in which neurons are arranged and connected defines the topology of the network, namely its architecture. Several design strategies have been proposed in the literature [35, 36]. Here, we focus on feedforward neural networks, where the connections between the nodes do not form a cycle (i.e. no recurrence is present) and both the input and the output are fixed. Among them, perceptrons are the most common examples, in which the neurons are grouped in layers. The first one, made of \( N_I \) source neurons, is named input layer. By definition of input neurons, data are not processed in this first phase. It is followed by \( L \) hidden layers made of \( N_H^l \) neurons (\( l = 1 \ldots L \)) each, which are invisible from the outside. The last output layer is made of \( N_O \) output neurons. Each layer can be composed of a different number of neural units, i.e. \( N_I, N_H^l, N_O \) can differ, and their choice is actually part of the architectural design. Clearly, the connections are always directed from one layer to the next one, towards the output. Therefore, perceptrons can be viewed as a map from the input to the output space, say

\[
\mathbf{f} : \mathbb{R}^{N_I} \rightarrow \mathbb{R}^{N_O}, \quad \mathbf{x} \mapsto \mathbf{y} = \mathbf{f}(\mathbf{x}).
\]  

Furthermore, they can be classified based on the number of hidden layers, or equivalently by the trainable weight layers. Single layer perceptrons (SLPs) have no hidden layers. The connection, which is directly from the input to the output, is made by a single layer of trainable weights. Although they constitute a simple model, they are not suited for concrete applications, since they are only capable of representing linearly separable data [35]. Vice versa, multilayer perceptrons (MLPs) allow multiple hidden layers and, in a broad sense, they are a composition of SLPs. This allows the model to have more degrees of freedom, i.e. weights and biases, compared to a simple SLP. MLPs can be regarded as universal function approximators. Intuitively, since a SLP can classify linearly separable sets, a MLP with one hidden layer classifies convex polygons, being a combination of different SLPs. Arguing in a similar way, a network with at least two hidden layers can classify any set. The following theorem characterizes more rigorously the approximation properties of such class of networks [26, 27]:

**Theorem 2** (Cybenko). The following statements hold:

- MLPs with one hidden layer and continuous and differentiable activation functions can approximate any continuous function in a compact domain.
- MLPs with two hidden layers and continuous and differentiable activation functions can approximate any continuous function.

The main drawback of such a theorem lies in the fact that it does not provide any information on how many neurons should the network be made of. Thus, for practical applications, it is common to employ more than two layers. Estimating the number of hidden layers and neurons is an application-dependent
task, which is usually performed using a bottom-up approach.

A pictorial representation of a MLP with \( N_I = 2 \) input neurons, \( L = 2 \) hidden layers made of \( N^1_h = N^2_h = 5 \) neurons each, and an output layer with \( N_O = 3 \) neurons is provided in Figure 3.3.

![Diagram of a MLP](image)

**Figure 3.3:** A graphical representation of a MLP with \( N_I = 2 \) input neurons, \( L = 2 \) hidden layers made of \( N^1_h = N^2_h = 5 \) neurons each and an output layer with \( N_O = 3 \) neurons.

### 3.1.3 Training the network

In a nutshell, the result of the network design is the mapping (3.1) from the input to the output signal, both identified as vectors. Such function depends on some parameters, named *weights* and *biases*, corresponding to the biological synaptic connection weights and thresholds. The training procedure is an algorithm, usually iterative, which tunes the network parameters in order to accurately predict responses within a given dataset, usually called *training set*. We denote it by \( \mathcal{T} \), referring to the number of training samples as \( N_T = |\mathcal{T}| \). Its generation is far from being an easy task, since no theoretical results are known in order to estimate its size. Practically, on one hand it has to be sufficiently rich in order to capture the variability of the physical phenomenon of interest. In other words, the input space has to be properly sampled, possibly guaranteeing the samples to be independent or unbiased. On the other hand, collecting data might be rather expensive. Moreover, the number of training samples has a large influence on the training time, which can turn out to be too large for concrete applications. Several training strategies are known, depending on the available data. For regression problems, i.e. when \( y \) varies continuously within its space, a good paradigm is named *supervised learning*. For this strategy, the exact output for all the input samples is known. Thus, \( \mathcal{T} \) is made of both input and output data. Thus, in this framework the algorithm is designed in order to minimize the prediction error, i.e. the error between the response of the network and the exact output.

Assume that the exact input-output relation is described as

\[
\hat{y} = \hat{f}(x),
\]

while the network maps the input values to the output ones as in equation (3.1), namely

\[
y = f(x) = f(x; (w, b)),
\]

where in the second equality we emphasized the dependence on the trainable weights and biases. Thus, the training set is defined as

\[
\mathcal{T} = \{(x_i, \hat{y}_i) : \hat{y}_i = \hat{f}(x_i)\}_{i=1}^{N_T}
\]

Consider now a suitable measure of the error made when approximating \( \hat{y} \) with \( y \), denoted by \( C = C(y, \hat{y}) \). Typical choices of \( C \) are \( p \)-norms for regression problems or cross-entropy functions for classification tasks [36].
Taking into account all the samples in the training set, we define the cost function as an average of the single errors, namely as

\[ C_{\text{tot}} = \frac{1}{N_T} \sum_{i=1}^{N_T} C(y_i, \hat{y}_i) = \frac{1}{N_T} \sum_{i=1}^{N_T} C(f(x_i; (w, b)), \hat{f}(x_i)). \]

The goal is to solve an (unconstrained) optimization problem, aiming to find the parameters giving the minimum cost

\[ (w^*, b^*) = \arg\min_{(w, b)} C_{\text{tot}}. \]

This minimization problem is usually solved via iterative algorithms, among which the (stochastic) gradient descent and its variants are quite popular ones. According to this rule, the weights are updated towards the steepest descent direction as

\[ w_{i,j}^{n+1} = w_{i,j}^n + \Delta w_{i,j}, \quad \Delta w_{i,j} = -\eta \frac{\partial C_{\text{tot}}}{\partial w_{i,j}}, \tag{3.2} \]

where \( \eta \) is a parameter known as learning rate. It has to be tuned in order to be small enough to guarantee stability and not to miss possible minimum points, and high enough not to drastically slow down the training time. We also note that if \( C_{\text{tot}} \) has vanishing gradients, the update \( \Delta w_{i,j} \) can be minimal, leading to slow convergence. An update rule, equivalent to (3.2), holds also for the biases. Linearity of the derivative operators implies that, in order to estimate the gradient for the whole dataset, one has to compute the gradients associated with a single sample, combining them together. For large training sets, repeating this procedure at each iteration has a high computational cost [36]. Therefore, it is a good practice to randomly shuffle \( T \) and divide it in mini-batches at each iteration. Then, each batch is used to perform one iteration of the optimization algorithm. Note that if the size of such batches is (much) smaller than \( N_T \), we might not estimate perfectly the steepest descent direction, but computing the total gradient is not time-consuming. When the training set is exhausted, the dataset is reshuffled and the process is repeated. One pass over all the training samples is called an epoch. The overall procedure is usually stopped after a certain number of epochs and/or by means of a validation set, generated independently of the training set. We go back to these criteria in the following Section.

### 3.2. A neural network to predict artificial viscosity

In the previous Section we provided a general overview of the concept of neural networks. Now we adapt it to the artificial viscosity estimation problem, considering multilayer perceptrons only. First, we focus on one-dimensional scalar problems, leaving extensions to both systems of conservation laws and a multidimensional framework to the dedicated Sections. In this context, the prototype problem is represented by the Burgers equation. It constitutes a good test case, due to nonlinearities in the flux function. Both rarefaction and shock waves may develop, even with a smooth initial condition. In order to enhance the capabilities of the neural network in capturing contact waves, as well as to estimate the accuracy of the scheme, the linear advection problem is also considered. In the spirit of most of the standard artificial viscosity models we described in Section 2.2, our strategy is to predict a local (constant) artificial viscosity and perform a global smoothing afterwards.

#### 3.2.1 A family of neural networks

We build a family of neural networks, i.e. we design one network for each discretization degree \( m \). This approach exploits all the available degrees of freedom in a mesh element. Thus, all the solution features are taken into account by the model. Note that this choice is different from the one made in, e.g., [11], where a single network is constructed. However, dealing with regression problems, we believe that more precision and variability for both input and output are required as compared to a classification task. The drawback of the adopted technique lies in the higher offline cost, since different networks have to be built. However, the training process is performed only once.
In this work we focus on the cases \( m \in \{1, \ldots, 4\} \), but extending the technique to higher orders is quite straightforward.

### 3.2.2 Choice of input and output

The primary idea is to estimate the viscosity values using the nodal values of a particular variable. For instance, dealing with (one-dimensional) scalar problems a natural choice is given by the solution values at the quadrature nodes. However, the following problem arises. Suppose that we provide as input (resp. output) the nodal values of the numerical solution (resp. the artificial viscosity in the corresponding nodes) for different mesh sizes \( h \). Running some tests, we observe that the dependence on \( h \) is lost, in the sense that the network is not capable of capturing the variability in the mesh resolution. Indeed, for a given length \( h \) we have many different solution values, so that the network grasps the variability of the latter, leaving only a weak dependence on \( h \). Since one of the major goals of neural networks is their ability to generalize their applicability range to samples not included in the training set, this naive approach does not work. A similar issue is present even if \( h \) is added to the input data, since no variability in the mesh resolution is captured.

However, we keep the idea of using as input and output some nodal values, but a scaling for all the values has to be performed, motivated by two arguments. Firstly, we state the following result, which is related to scaling arguments.

**Proposition 1.** The MDH, MDA, EV models predict an artificial viscosity \( \mu \) which scales as

\[
\mu \sim h \max |f'(u)|. \tag{3.3}
\]

**Proof.** Let us start by the MDH model. Then, \( \mu_{\max} \) clearly satisfies (3.3). By definition, the model adds a dissipation proportional to \( \mu_{\max} \), with the exact amount depending on the estimated highest modal decay. Therefore, the scaling argument holds.

Similarly, the result is true even for the MDA model. Indeed, it predicts a viscosity which scales again as \( \mu_{\max} \). The only difference lies in the way the exact amount is estimated, since this model predicts it according to an averaged decay rate.

Concerning the EV model, we observe that the normalization factor \( A \) scales as the entropy \( E \). This is expected, due to physical dimensions arguments. Moreover, the entropy flux scales as \( F \sim Ef'(u) \).

Therefore, recalling equations (2.33a) and (2.33b) we find that

\[
R \sim \frac{1}{T} = \frac{f'(u)}{h}, \quad H \sim \frac{f'(u)}{h},
\]

according to the stability condition (2.18). Therefore, both \( \mu_E \) (equation (2.32)) and \( \mu_{EV} \) (equation (2.34)) satisfy the scaling property.

We remark that the DB model does not satisfy the previous result, unless Burgers equation is considered. Indeed, \( \mu_\beta \) scales linearly with the solution, which is consistent with equation (3.3) if and only if \( f'(u) = u \). Thus, we do not rely on this model when constructing the training set. However, as we noted in Section 2.2, the DB model limits the solution accuracy to a second order. In other words, for scalar problems the DB model is never the best one, since it is usually more dissipative compared to the others. Therefore, ignoring it in the construction of the required datasets is not an issue.

Secondly, we make a comment related to neural networks and optimization algorithms. It is common practice to provide the input values in a standardized range. If this is not the case, large and small values can have significantly different impacts on the results. Moreover, the optimization algorithms converge faster if all the input data lie within the same range. As an example, consider the gradient descent procedure. Dealing with different scales, the range of the step sizes \( \Delta w_{i,j} \) in equation (3.2) might be very wide, making the algorithm slower and/or forcing a low learning rate in order to obtain convergence. We can interpret the scaling of the samples as a way to reduce the curvature of the error surface, forcing the gradient to point towards the optimal direction [37]. The standardization process is usually a problem-dependent task. However, in our framework a consistent way is to scale any sample with its maximum absolute value, resulting in a normalized input vector lying in \([-1, 1]\).

These observations motivate our strategy, which is described in the following. Consider two variables...
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$U_1, U_2$, or better their pointwise values. Then, the scaled version of $U_1$ is provided as input to the network, which returns a pointwise estimation of the non-dimensional scaled viscosity $\mu_0 := \frac{\mu}{\max h \max |U_2|}$. In principle, the models we use to construct the dataset provide a constant viscosity value in each cell, thus one could also prescribe a single constant output, instead of the pointwise values. However, to make it more general, we prefer to adopt the latter choice. When one of the standard models returns a constant dissipation coefficient, we assume $\mu$ to be equal to such constant in all the nodes. For a given simulation, the target output is the viscosity predicted by the best model, chosen according to both qualitative and quantitative criteria, as the estimation of the amplitude of the residual oscillations (see Subsection 3.2.7). Note that the values are collected before the global smoothing is carried out. Then, a double inverse scaling, i.e. a multiplication by $h$ and $\max |U_2|$ is applied to get the dimensional dissipation value in the corresponding nodes. A pictorial representation is provided in Figure 3.4. Therefore, the final outcome is a pointwise viscosity value. In principle sub-cell resolution is already partly embedded, since there is no guarantee that the all the output neurons return the same value. However, in all the cases we considered, the variability in output nodal values is very low, resulting in a constant viscosity, up to a small tolerance. Thus, the $C^0$ smoothing is performed, using as elementwise value for $\mu$ the maximum among the nodal values within a given cell. A pictorial representation is provided in Figure 3.5.

A key step is the choice of the variables $U_1$ and $U_2$. We consider three different strategies, which are also reported in Table 3.1, where advantages and disadvantages are highlighted.

1. $U_1 = u, U_2 = u$. This is the easiest and the most naive approach. The advantage is that, beyond its simplicity, both input and output are scaled by the same quantity. The main drawback is the inconsistency with Proposition (1), since we would need to scale by $\max |f'(u)|$. However, for parabolic flux functions, and particularly for Burgers equation, the argument holds.

2. $U_1 = f'(u), U_2 = f'(u)$. This version is coherent with Proposition (1) and scales input and output by the same quantity. We observed that in most of the cases, the numerical solution is too smoothed compared to other strategies. This holds true in particular for (two-dimensional) systems. Another issue is present when $f'(u)$ is constant, i.e. with the linear advection problem. For a constant transport field $\beta$, the input to the network would be always the same, making the model ignorant of the solution features.

3. $U_1 = u, U_2 = f'(u)$. Here, we are able to exploit the potential of the previous strategies, i.e. to extract solution features and to satisfy the scaling arguments. The fact that input and output are scaled by different quantities does not constitute an issue. Indeed, there are no results stating...
that the same scaling has to be applied. For instance, in \[11\] the authors force the input to lie in \([-1,1]\), while no scaling is performed at the output. As shown in Chapter 5, this approach appears to be the best among the proposed ones.

<table>
<thead>
<tr>
<th></th>
<th>(U_1)</th>
<th>(U_2)</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st str.</td>
<td>(u)</td>
<td>(u)</td>
<td>captures u-variability, same I/O scaling</td>
<td>Prop. 1 does not hold</td>
</tr>
<tr>
<td>2nd str.</td>
<td>(f'(u))</td>
<td>(f'(u))</td>
<td>same I/O scaling, ok with Prop. 1</td>
<td>too dissipative, linear advection</td>
</tr>
<tr>
<td>3rd str.</td>
<td>(u)</td>
<td>(f'(u))</td>
<td>captures u-variability, ok with Prop. 1</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.1: Table which summarizes the different choices for the variables \(U_1\) and \(U_2\).

Coherently with the notation adopted in Figure 3.3, from here on we denote with \(x = (x_0, \ldots, x_m)\) and \(y = (y_0, \ldots, y_m)\) the input and the output of the network. In all the scenarios we have \(N_I = N_O = m + 1\), since the whole local cell information is provided.

### 3.2.3 Cost function

Dealing with a regression problem, natural choices for \(C\) are \(p\)-norms, among which \(p = 1, 2\) are the most common ones. We consider the latter. Moreover, we add a regularization contribution to the cost function \[38\], to avoid overfitting the training set. Indeed, it may happen that the model performs brilliantly on the training set but fails to generalize well to other data. Such regularization term is usually expressed as a penalty for the weights, while its practical effect is to create oscillations in the error decay as the algorithm proceeds. Thus, the final form of the cost function is:

\[
C_{\text{tot}} = C_{\text{err}} + C_{\text{reg}} = \frac{1}{2N_T} \sum_{i=1}^{N_T} \| y_i - \hat{y}_i \|_2^2 + \frac{\beta}{2} \| w \|_2^2 = \frac{1}{2N_T} \sum_{i=1}^{N_T} \sum_{j=0}^{N_O-1} (y_{ij} - \hat{y}_{ij})^2 + \frac{\beta}{2} \sum_{(i,j) \in V} w_{i,j}^2, \tag{3.4}
\]

where \(\beta \geq 0\) is a constant parameter which has to be properly tuned.

### 3.2.4 Activation functions

In order to choose proper activation functions, two aspects have to be recalled. Firstly, iterative optimization algorithms might suffer when gradients vanish. In other words, the update (3.2) could be very small when the corresponding gradients have low magnitude. By the chain rule, it can be observed that the update of the parameters involves the gradients of the cost and the activation functions \[35\]. Secondly, nonlinear activation functions are mandatory to ensure that the network does not collapse to a linear input-output mapping.

For MLPs, it is common practice to choose the same activation function for all the neurons belonging to the same layer. In this work we adopt this strategy, choosing two types of activation functions. The first is applied to all the hidden layers, while the second relates to the output neurons only. Note that the input neurons are source neurons, therefore no activation function has to be specified.

Concerning the hidden layers, we use the leaky rectified linear unit (leaky ReLU) function \[39\], defined as

\[
\text{f}_{\text{LReLU}}(t) = \max\{x, 0\} - \alpha \max\{-x, 0\} = \begin{cases} x & \text{if } x \geq 0, \\ \alpha x & \text{if } x < 0, \end{cases}
\]

where \(\alpha\) is a (small) nonnegative coefficient. If \(\alpha = 0\) the function is simply called rectified linear unit (ReLU). Its main advantage is the fast computation of its derivative, which is always nonzero. This avoids the problem of vanishing gradients and dying neurons \[11, 39\], which are critical issues when using, e.g. logistic function, hyperbolic tangent or ReLU functions.

The leaky ReLU is not a viable option for the output layer. Indeed, the output of the network is by definition proportional to the amount of dissipation. Thus, it has to be a nonnegative value. Even
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though the training set does not contain negative values, we have no guarantee that for any input data the network predicts a nonnegative coefficient, unless we explicitly enforce it. This goal is achieved by adopting a nonnegative activation function for the output layer. A possible strategy would be the ReLU function, but we experienced the dying neuron problem. Consequently, the predicted dissipation value was very low, as verified by some numerical tests. A better option is the softplus (SP) function [40], defined as

$$ f_{SP}(t) = \log(1 + e^t), $$

which can be interpreted as a smooth positive approximation of the ReLU function. Figure 3.6 shows a graphical representation of the activation functions. Finally, we refer to, e.g., [41] for a broader discussion on their choice. To sum up, the activation functions we adopted are the leaky ReLU

![Graphical representation of the activation functions](image)

Figure 3.6: Graphical representation of the activation functions used in this work. The blue line represents the activation function itself, while the red one corresponds to the ReLU function, which the both the LReLU and the SP approximate.

$(\alpha = 0.001)$ and the softplus for the hidden and output layers respectively.

3.2.5 Hyperparameters

The so-called hyperparameters are parameters which define higher level concepts about the model such as complexity or capacity to learn [42]. Practically, they affect both the structure of the network and the training process. They differ from the network parameters, i.e. weights and biases, since hyperparameters are fixed a priori and cannot be learned via the dataset. Their optimal value is problem-specific, thus they have to be properly tuned before the training process. Here, we focus on the design of the hidden layers and the value of the regularization parameter $\beta$ in equation (3.4).

Based on Theorem 2, it is good practice to start with two hidden layers and increase their number as long as good estimated values are obtained. We recall that in this work both the input and the output layers are made of $m + 1$ neurons, where $m$ varies between 1 and 4. However, we can assume that the number of hidden layers and the neurons therein is independent of $m$. Thus, both values can be treated as constants for all the discretization degrees. There is no optimal rule for the choice of the hyperparameters and, in a broad sense, our only practical criterion is provided by the accuracy of the numerical simulations obtained with the ANN-based viscosity estimator. Specifically, we choose $L = 5$ hidden layers made of $N^l_H = 10$ ($l = 1, \ldots, L$) neurons each. Again, there is no theoretical motivation behind such choice, but we observe that $m + 1 \leq N^l_H$, i.e. the number of hidden neurons in each layer is always greater than the input and output size. This guarantees that the input information is processed by a large enough number of neurons, independent of the discretization degree we consider. At the same time, we believe that $N^l_H = 10$ is a value which is not too large to slow down both the training time and the computational cost. In general, we having too many hidden neurons does not necessarily improve the efficiency of the network. We have no guarantee that the same strategy continues to hold when higher discretization degrees are considered, even though we believe that no issues should arise for $m \lesssim 7$. 
Finally, a choice for the regularization parameter $\beta$ has to be made. Recalling the definition of the cost function (3.4) an evident trade-off is present. If $\beta$ is too large, in order to minimize $C_{\text{tot}}$ the algorithm will force the weights to be close to zero, ending up with incorrect estimations, i.e. underfitting. On the other hand, if $\beta$ is too small, not enough regularization is added and overfitting might still be present. We observe that the range for $C_{\text{err}}$ is similar to the values of $c_2^{\text{max}}$ appearing in equation (2.25). Typical order of magnitudes are $O_1 = 10^{-2}$. The total number of weights is of order $10^3$, so that $C_{\text{reg}}$ has order (at most equal to) $O_2 = \beta \cdot 10^3$. Since we do not want the regularization term to dominate over the error term we impose

$$O_2 \leq O_1 \implies \beta \leq 10^{-2-3} = 10^{-5}. $$

Finally, for the whole family of networks we choose $\beta = 10^{-5}$.

### 3.2.6 Optimization algorithm

A key role is played by the optimization algorithm. Good minimization schemes are based on the gradient descent method, with random data shuffling. Improved versions exploit, e.g., second order derivatives. For our purposes we rely on the Adam optimizer proposed in [43], a first-order gradient-based optimization algorithm based on adaptive estimates of lower-order moments. A suitable value for the learning rate $\eta$ has to be picked. In this work, we adopt the value of $\eta = 10^{-3}$, as proposed in [43]. Weights and biases are randomly initialized, selecting their values according to a normal distribution with zero mean and unit variance. This is mandatory in order to break possible symmetries. For instance, a zero initialization for all the variables might result in no change for the weights.

Vice versa, the stopping criterion is based on the need to both guarantee convergence and avoid overfitting. Thus, it is built by controlling the:

1. **Maximum number of epochs**
   We set up a maximum number of epochs, denoted by $N_{\text{epochs}}$, like in every standard iterative algorithm. Clearly, if the batch size is fixed, this is equivalent to set a maximum number of iteration of the optimization scheme. Usually, $N_{\text{epochs}}$ lies between 1000 and 2000.

2. **Validation error**
   Similarly to the training set, we create a validation set $V$, independent from the former, but following the same philosophy. After each epoch, we compute the cost function using the validation data, defined as in (3.4), after replacing the samples in the training with the ones from the validation set. Then, we compare it with respect to its value at the previous epoch. If it increases, it is an indicator that the network is losing its generalization properties. However, the error decay is very oscillatory, thus we decide to allow the validation error to increase, stopping the algorithm only when this phenomenon emerges for $R = 10$ consecutive times. Usually, the (smoothed) behavior of the training and validation errors are as in Figure 3.7. We observe that overfitting is present for a large number of iterations, and an early stopping criterion is implemented.

![Figure 3.7: Typical behavior for the train and validation errors with respect to the number of iterations.](image)
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Practically, for most of the networks we trained, the algorithm stopped because the maximum number of epochs has been reached.

3.2.7 Training and validation sets

A key role is played by the construction of the training and the validation sets. In particular, we need to guarantee that the network can capture many different solution features, keeping good generalization properties. The procedure is summed up as follows:

1. Select a specific problem which has to be solved, by assigning the simulation setup. In particular, both the boundary value problem and the discretization parameters have to be specified. They include, for instance, the convective flux, the initial condition and the final simulation time, as well as the grid spacing and the discretization degree.

2. At this point, an optimization with respect to the models and parameters has to be done. Firstly, the models are analyzed separately, by selecting the parameters which give the best solution at the final time. In a second phase we compare the best solution obtained by each model, ending up with an optimal viscosity model with the best parameters. The optimization is performed according to the following criteria:
   - Overshoots and undershoots with respect to a reference solution have to be smoothed. Note that small oscillations are still acceptable, since none of the models guarantees the solution to be non oscillatory. The comparison is firstly done visually, and it is benchmarked by numerically evaluating the amplitude of such oscillations.
   - The solution must not be over dissipated, if compared to the reference solution. In most of the cases, this is evaluated visually.

Note that the reference solution is either the exact analytical one (if available), a pseudo-analytical one (using the method of the characteristics by numerically solving nonlinear equations) or a numerical solution computed with one of the viscosity models using high order polynomials and a very fine mesh. In this last scenario, the role played by the parameters is marginal. Since we are approaching the continuous limit, the amount of dissipation is very small and a slight variation of the parameters does not significantly alter the solution. Moreover, in most of the cases the training samples are chosen from rather simple problems and initial conditions, so that the first and the second options are used.

3. Once the optimal model is picked, we collect the required data from it. In particular, we track the solution values \( u \), the flux function values \( f(u) \) and the corresponding derivative \( f'(u) \), the grid spacing \( h \) and the artificial viscosity values \( \mu \) for all the time steps. Here, we assume that the optimal model and parameters do not vary in time. This makes the samples generation easier.

4. Repeat steps from 1 to 3 for different grid spacings \( h \) and initial conditions \( u_0 \) in order to teach the network several possible configurations and solution features. For instance, we need to capture smooth solutions, discontinuities, points of non-differentiability and so on. In particular, for a fixed initial condition we consider different mesh sizes in order to take into account the spatial variability. For one-dimensional problems, we consider at least three different values of \( h \). Then, the initial condition is varied and the same process is carried out.

5. Repeat step 4 for different problems, i.e. conservation laws. This is needed in order to guarantee that different wave types are captured by the network. In particular, we need it to be able to keep track of, and possibly distinguish between, rarefaction, shock, and contact waves. In order to capture rarefactions and shocks, we rely on Burgers equation. On the other hand, we use the linear advection problem as prototype for linear waves, i.e. contact discontinuities.

6. Repeat step 5 for different discretization degrees \( m \), in order to build the required datasets for all the networks we need to train.

After this procedure, we end up with a different dataset for each degree \( m \). However, a post-processing phase is required in order to construct the final training and validation sets. This procedure, carried out separately for each \( m \), can be summed up in three further steps:
• First, we need to create a balanced dataset. Indeed, suppose that we run two simulations using two different element sizes, say $h_1 = h$ and $h_2 = h/2$. Keeping all the data from both scenarios, a rather strong bias towards the second simulation is present. Suppose that the sizes of the above-mentioned dataset are $N_1$ and $N_2$ respectively. Each time step, the second simulation provides twice the number of samples due to the larger number of mesh elements. Moreover, the time step is directly proportional to the grid size, so that in the second scenario we approximately perform twice the number of time iterations with respect to the first one. Consequently, we have $N_2 \approx 4N_1$. This behavior is clearly undesirable, since the contributions from the fine meshes dominate.

Thus, to solve this issue we define $h_{min}$ as the size of the coarsest mesh we use for a certain initial condition. Then, we define a shrinking factor as

$$S = S(h) = \text{round} \left( \frac{h_{min}}{h} \right)^2,$$

and we ignore the solutions at time steps which are not integer multiples of $S$.

Moreover, a further shrinkage is performed. Due to the different range of the solutions, the time step may vary by orders of magnitude. Indeed, suppose that we run two simulations with Burgers equation, whose initial condition ranges lie in $U_1 = [0,1]$ and $U_2 = [0,10]$ respectively. Then, $\Delta t_1 \approx \frac{U_2}{h_1} \approx 10$ and the dataset will be biased towards the second simulation. Moreover, due to different final times, the number of temporal iterations could be different, too. Thus, for each initial condition we might need to remove some data to guarantee a good balancing. This is performed by randomly shuffling the data and deleting a certain percentage of them. In general this step might not be strictly necessary, but it helps in order to improve balancing.

As a side remark, we note that the first shrinkage is performed among the solutions having the same initial condition and different mesh sizes. Vice versa, the second one involves an overall inspection of the collected data. A more concrete example is provided in the following Subsection, to which we refer for further details.

• Then, we compute the scaled variables used for both input and output.

• Finally, we check for data consistency. If two (scaled) samples $(x_1, y_1)$, $(x_2, y_2)$ have the same input, then the output must be the same. That is, $x_1 = x_2$ implies $y_1 = y_2$. If this is not the case, we claim the dataset to be inconsistent, and the training algorithm may fail to converge properly. This issue is simply solved by setting the corresponding output to be the average along the data having the same input. That is, if $y_1 \neq y_2$ then we set $y_{1,2} \leftarrow \frac{y_1 + y_2}{2}$. We remark that this check has to be performed with the scaled variables, i.e. the ones that are concretely used for training. Moreover, the presence of different repeated inputs is not an issue. It can be even seen as a desirable feature, since it forces the network to learn from these data. For instance, a reasonable percentage of the data is given by constant samples, say $x = (1, \ldots, 1)^T$, characterized by a corresponding zero viscosity coefficient. Having many constant inputs, we force the network to learn this behavior.

Ultimately, the training and validation sets generated. For each $m$, we first randomly shuffle all the post-processed samples. Then, we assign the first 70% of the data to the training and the remaining 30% to the validation set.

### 3.2.8 An example

We provide a detailed example on the whole dataset generation procedure in the case $m = 3$. Obviously, the strategy is similar for the other degrees.

The conservation laws we employed are Burgers and linear advection only. For simplicity, here we focus on the former. We select different initial conditions $u_0(x)$ and final simulation times $T$. Then, for each case we consider different values of $h$, by varying the number of elements. We collect the samples from the best model and we perform the post-processing discussed in the previous Subsection. In Table 3.2 we list the simulations we consider, highlighting the number of training samples we obtain from each scenario before the post-processing phase. The definitions of the corresponding initial conditions is provided later in this Subsection.
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<table>
<thead>
<tr>
<th>Test nb.</th>
<th>$T$</th>
<th>$h$</th>
<th>Best model</th>
<th>Nb. samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.15</td>
<td>2/40</td>
<td>MDH: $c_A = 2.5$, $c_k = 0.4$, $c_{\text{max}} = 0.6$</td>
<td>6560</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2/80</td>
<td>MDH: $c_A = 2.5$, $c_k = 0.5$, $c_{\text{max}} = 0.6$</td>
<td>26240</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2/120</td>
<td>MDH: $c_A = 2.4$, $c_k = 0.4$, $c_{\text{max}} = 0.5$</td>
<td>58920</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2/200</td>
<td>MDH: $c_A = 2.2$, $c_k = 0.4$, $c_{\text{max}} = 0.5$</td>
<td>163400</td>
</tr>
<tr>
<td>2</td>
<td>0.08</td>
<td>1/40</td>
<td>EV: $c_E = 1.5$, $c_{\text{max}} = 0.5$</td>
<td>4560</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/80</td>
<td>EV: $c_E = 1.2$, $c_{\text{max}} = 0.4$</td>
<td>18480</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/120</td>
<td>EV: $c_E = 1.0$, $c_{\text{max}} = 0.3$</td>
<td>41760</td>
</tr>
<tr>
<td>3</td>
<td>0.07</td>
<td>2/40</td>
<td>EV: $c_E = 1.8$, $c_{\text{max}} = 0.5$</td>
<td>19360</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2/80</td>
<td>EV: $c_E = 1.4$, $c_{\text{max}} = 0.5$</td>
<td>78720</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2/120</td>
<td>EV: $c_E = 1.5$, $c_{\text{max}} = 0.4$</td>
<td>178080</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2/200</td>
<td>EV: $c_E = 1.0$, $c_{\text{max}} = 0.6$</td>
<td>497000</td>
</tr>
<tr>
<td>4</td>
<td>0.07</td>
<td>1/40</td>
<td>EV: $c_E = 2.0$, $c_{\text{max}} = 1.0$</td>
<td>40600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/80</td>
<td>EV: $c_E = 1.8$, $c_{\text{max}} = 0.8$</td>
<td>162400</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/120</td>
<td>EV: $c_E = 1.6$, $c_{\text{max}} = 0.8$</td>
<td>365400</td>
</tr>
<tr>
<td>5 (multiple)</td>
<td>0.03</td>
<td>1/40</td>
<td>MDH: $c_A = 2.5$, $c_k = 0.4$, $c_{\text{max}} = 0.8$</td>
<td>30600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/80</td>
<td>MDH: $c_A = 2.0$, $c_k = 0.4$, $c_{\text{max}} = 0.6$</td>
<td>122160</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/120</td>
<td>MDH: $c_A = 2.0$, $c_k = 0.4$, $c_{\text{max}} = 0.4$</td>
<td>274680</td>
</tr>
<tr>
<td>6</td>
<td>0.3</td>
<td>1/40</td>
<td>EV: $c_E = 1.8$, $c_{\text{max}} = 0.5$</td>
<td>17280</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/80</td>
<td>EV: $c_E = 1.6$, $c_{\text{max}} = 0.6$</td>
<td>69200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/120</td>
<td>EV: $c_E = 1.6$, $c_{\text{max}} = 0.4$</td>
<td>155880</td>
</tr>
<tr>
<td>7</td>
<td>0.08</td>
<td>1/40</td>
<td>MDH: $c_A = 2.0$, $c_k = 0.4$, $c_{\text{max}} = 0.6$</td>
<td>4640</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/80</td>
<td>MDH: $c_A = 2.2$, $c_k = 0.4$, $c_{\text{max}} = 0.5$</td>
<td>18560</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/120</td>
<td>MDH: $c_A = 2.0$, $c_k = 0.4$, $c_{\text{max}} = 0.4$</td>
<td>41760</td>
</tr>
</tbody>
</table>

Table 3.2: A summary on how to generate the datasets for Burgers equation.

Some comments have to be made. Firstly, we observe that in the test cases we considered the best model is always either the MDH or the EV. The DB model is always too dissipative (second order accuracy), and does not satisfy the scaling arguments (see Proposition 1). At the same time, the MDH model is better than its improved version (the MDA model) since the latter is specifically designed for high order schemes. We believe that $m = 3$ is not high enough for the the MDA to show its potential.

Secondly, we note that the parameter values are not very sensitive to a change in the number of mesh elements. However, it is important to capture small variations, in order to have a better precision on the corresponding viscosity values which will constitute part of the training set. Vice versa, the parameters show important variations when different initial conditions and/or discretization degrees are considered. Thirdly, for most of the cases the final simulation times are generally small. This choice is mainly dictated by practical reasons, since dealing with large times would result in a very large dataset and higher training costs.

We provide now the analytical expression and a graphical representation of the test cases we considered.

- Test case nb. 1. It combines a \texttt{rect} function, a straight line and a quadrant of a circle.

\[
\begin{align*}
    u_0(x) &= \begin{cases} 
        1.5 & \text{if } 0.1 \leq x < 0.25, \\
        x & \text{if } 0.5 \leq x < 1, \\
        0.5 + \sqrt{\frac{1}{4} - (x-1)^2} & \text{if } 1 \leq x < 1.5, \\
        0.5 & \text{otherwise in } [0, 2]. 
    \end{cases}
\end{align*}
\]

\[\begin{array}{c@{\hspace{0.5cm}}c}
\begin{figure}[h]
\begin{center}
\includegraphics[width=\textwidth]{figure38.png}
\end{center}
\caption{I.c. for test case nb 1.}
\end{figure}
\end{array}\]
• Test case nb. 2. It is simply a gaussian function with a reasonably low variance. It is required to have negative solution values. Note that initially the solution is continuous, while a shock appears after $t \simeq 0.05$.

$$u_0(x) = \begin{cases} 
-e^{-400(x-0.5)^2} & \text{if } 0.3 \leq x < 0.7, \\
0 & \text{otherwise in } [0, 1].
\end{cases}$$

![Figure 3.9: I.c. for test case nb 2.](image)

• Test case nb. 3. This hat function is needed to teach the network with data arising from points of non-differentiability.

$$u_0(x) = \begin{cases} 
20 (0.5 - |x - 0.5|) & \text{if } 0 \leq x < 1, \\
0 & \text{otherwise in } [0, 2].
\end{cases}$$

![Figure 3.10: I.c. for test case nb 3.](image)

• Test case nb. 4. It is a combination of step functions which eventually collapse in a single shock [11].

$$u_0(x) = \begin{cases} 
10 & \text{if } 0 \leq x < 0.2, \\
6 & \text{if } 0.2 \leq x < 0.4, \\
0 & \text{if } 0.4 \leq x < 0.6, \\
-4 & \text{if } 0.6 \leq x < 1.0.
\end{cases}$$

![Figure 3.11: I.c. for test case nb 4.](image)

• Test case nb. 5. It is a \texttt{rect} function, which develops both a rarefaction and a shock wave. We considered three different set of parameters $(\alpha, \beta)$ which define the maximum and the minimum of the function respectively.
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\[ u_0(x) = \begin{cases} \alpha & \text{if } 0.25 \leq x < 0.75, \\ \beta & \text{otherwise in } [0, 1]. \end{cases} \]

**Figure 3.12:** I.c. for test case nb 5.

- Test case nb. 6. It is one period of a sine wave. A shock develops around \( t \simeq 0.15 \).

\[ u_0(x) = \sin(2\pi x) \mathbb{1}_{[0,1]}(x) \]

**Figure 3.13:** I.c. for test case nb 6.

- Test case nb. 7. Similarly, it is a combination of sine waves having different frequencies. In order to avoid shocks forming at the domain boundary, we assume that the initial condition is compactly supported, with the support lying well within the computational domain.

\[ u_0(x) = \begin{cases} \sin(4\pi x) & \text{if } 0.25 \leq x < 0.5, \\ \sin(8\pi x) & \text{if } 0.5 \leq x < 0.75, \\ 0 & \text{otherwise in } [0, 1]. \end{cases} \]

**Figure 3.14:** I.c. for test case nb 7.

The final phase is related to the post-processing of the data, which mainly consists in the balancing of the dataset. The first step is responsible of eliminating data collected from finer meshes. Then, we remove samples from the simulations having larger solution ranges or final times. Table 3.3 sums up the procedure. Finally, note that the input-output consistency is already guaranteed. We believe that it is related to floating point arithmetic.

A similar procedure is carried out for the linear advection equation, where both smooth (e.g. sine waves) and discontinuous initial conditions (e.g. \texttt{rect} functions) are used, creating the final dataset.
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3.3 Improved versions

In the previous Section we presented the building blocks of our new model for artificial viscosity. This technique works quite well, at least for the test cases we analyzed, so that one could consider only this model. However, in this Section we propose two different improvements.

The main drawback of the approach we described relates to the convergence rate for smooth problems. We recall that the network predicts a scaled viscosity \( \mu_0 \), while the final value is obtained by multiplying it with the grid spacing and a local wave speed. Here, the issue is contained in the former. Indeed, we end up with a viscosity which scales almost linearly with \( h \), since one can verify that the dependence of \( \mu_0 \) and \( \max |f'(u)| \) on the mesh spacing is rather weak. This could represent a problem, since high order accuracy is never obtained, even for smooth problems. We propose two different approaches to fix it.

3.3.1 Two coupled neural networks

Consider the amount of dissipation added by the MDH model, defined in equation (2.29). Essentially, the model adds an order-1 dissipation, unless the problem resolution and/or the solution smoothness are high enough. In this scenario, no dissipation is added and high order accuracy is retained. Thus, the model has an in-built regularity detector, in the sense that, provided that a certain regularity condition is satisfied, no dissipation is injected.

In this spirit, we make use of a troubled-cell indicator. Its role is to identify the cells where the solution loses regularity, and consequently dissipation has to be added. Ideally, such indicator has to be:

- Parameter-free. We recall that one of our goals is to obtain a non-parametric artificial viscosity method. Thus, it makes no sense to add an indicator which depends on tunable variables.
- Computationally fast. Essentially, we do not want to create a performance bottleneck in order to evaluate the troubled cells. Since the identification has to be done at least once per time step, it has to be reasonably fast. As a rule of thumb, the computational time has to be comparable to the cost required to estimate artificial viscosity.

<table>
<thead>
<tr>
<th>Test nb.</th>
<th>( h )</th>
<th>Nb. samples</th>
<th>Shrink 1</th>
<th>Shrink 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2/40</td>
<td>6560</td>
<td>6560</td>
<td>6560</td>
</tr>
<tr>
<td></td>
<td>2/80</td>
<td>26240</td>
<td>6560</td>
<td>6560</td>
</tr>
<tr>
<td></td>
<td>2/120</td>
<td>58920</td>
<td>6547</td>
<td>6547</td>
</tr>
<tr>
<td></td>
<td>2/200</td>
<td>163400</td>
<td>6536</td>
<td>6536</td>
</tr>
<tr>
<td>2</td>
<td>1/40</td>
<td>4560</td>
<td>4560</td>
<td>4560</td>
</tr>
<tr>
<td></td>
<td>1/80</td>
<td>18480</td>
<td>4620</td>
<td>4620</td>
</tr>
<tr>
<td></td>
<td>1/120</td>
<td>41760</td>
<td>4640</td>
<td>4640</td>
</tr>
<tr>
<td>3</td>
<td>2/40</td>
<td>19360</td>
<td>19360</td>
<td>9680</td>
</tr>
<tr>
<td></td>
<td>2/80</td>
<td>78720</td>
<td>19680</td>
<td>9840</td>
</tr>
<tr>
<td></td>
<td>2/120</td>
<td>178080</td>
<td>19787</td>
<td>9894</td>
</tr>
<tr>
<td></td>
<td>2/200</td>
<td>497000</td>
<td>19800</td>
<td>9900</td>
</tr>
<tr>
<td>4</td>
<td>1/40</td>
<td>40600</td>
<td>40600</td>
<td>10150</td>
</tr>
<tr>
<td></td>
<td>1/80</td>
<td>162400</td>
<td>40600</td>
<td>10150</td>
</tr>
<tr>
<td></td>
<td>1/120</td>
<td>365400</td>
<td>40600</td>
<td>10150</td>
</tr>
<tr>
<td>5 (multiple)</td>
<td>1/40</td>
<td>30600</td>
<td>30600</td>
<td>7650</td>
</tr>
<tr>
<td></td>
<td>1/80</td>
<td>122160</td>
<td>30540</td>
<td>7635</td>
</tr>
<tr>
<td></td>
<td>1/120</td>
<td>274680</td>
<td>30520</td>
<td>7630</td>
</tr>
<tr>
<td>6</td>
<td>1/40</td>
<td>17280</td>
<td>17280</td>
<td>17280</td>
</tr>
<tr>
<td></td>
<td>1/80</td>
<td>69200</td>
<td>17300</td>
<td>17300</td>
</tr>
<tr>
<td></td>
<td>1/120</td>
<td>155880</td>
<td>17320</td>
<td>17320</td>
</tr>
<tr>
<td>7</td>
<td>1/40</td>
<td>4640</td>
<td>4640</td>
<td>4640</td>
</tr>
<tr>
<td></td>
<td>1/80</td>
<td>18560</td>
<td>4640</td>
<td>4640</td>
</tr>
<tr>
<td></td>
<td>1/120</td>
<td>41760</td>
<td>4640</td>
<td>4640</td>
</tr>
</tbody>
</table>

Table 3.3: A summary on how to post-process the data for Burgers equation.
Well-known methods are based on the minmod [8] or the minmod-type TVB [44] limiters. Despite being popular choices, the former flags more cells than necessary, while the latter depends on a problem-dependent parameter [45]. Therefore, both schemes are not suitable for our purposes. A good alternative is the technique proposed in [11], where an ANN is used as troubled-cell indicator. Since it satisfies both the above-mentioned requirements, we rely on this method.

Its application is rather simple. For a given mesh element $D^k$, the input of this network is defined as:

$$ x = (\bar{u}_{k-1}, \bar{u}_k, \bar{u}_{k+1}, u^+(x^k_t), u^-(x^k_t))^T, $$

where the overbar denotes the cell-average in the corresponding element. In particular, the solution averages in the $k$-th element and its two neighbors have to be provided, as well as the pointwise values at the cell boundaries for the $k$-th element. The output of the ANN-based indicator is:

$$ y = (y_1, y_2)^T, $$

where both $y_1$ and $y_2$ lie in $[0, 1]$. In particular, the former is the probability of the $k$-th element to be a troubled cell. Vice versa, the latter is simply $y_2 = 1 - y_1$ and can be interpreted as the probability of the element to be a good cell. Therefore, we flag the $k$-th element as troubled cell when

$$ y_1 \geq 0.5. \quad (3.5) $$

Practically, we first compute the artificial viscosity for all the mesh elements. Then, we set it to zero in the cells where condition (3.5) is not met. Note that the application of the first network is done only at the beginning of each temporal iteration. As already explained, this is motivated by performance reasons. However, the ANN-based troubled-cell indicator is applied every time the solution vector is updated, i.e. even in the Runge-Kutta internal loop. Indeed, we numerically verified it to be the best technique. Good results can also be obtained by applying both networks once per time iteration. Of course, computational efficiency turns out to be slightly affected by our choice. We refer to [11] for further details and the numerical validation of the ANN technique.

### 3.3.2 A different scaling

In principle, the first strategy works well and smooth areas are correctly identified by the indicator. However, we would like to let our ANN be able to automatically detect the regions where the solution is smooth, without relying on an external tool. To achieve this goal, we need to find a different scaling factor, say $H$, which satisfies the following property:

$$ H = \begin{cases} \mathcal{O}(h^{m+1}) & \text{if } u \text{ is smooth}, \\ \mathcal{O}(h^\alpha) & \text{otherwise}, \end{cases} \quad (3.6) $$

for a certain $\alpha$ included in the interval $[0, 1]$. The value $\alpha = 1$ is the one we obtain with the standard artificial viscosity models, coherently with the definition of the maximum dissipation $\mu_{\text{max}}$ (2.25).

Then, the final viscosity value is given by $\mu = \mu_0 H \max |f'(u)|$, since $H$ replaces the linear scaling $h$.

A good choice, in compliance with the requirement (3.6), is provided by the solution jump. In particular, one may choose

$$ \tilde{H} = \max_{e \in \partial D^k} (\|u_h\|_e) = \max \left( |u^-_h(x^{k-1}_r) - u^+_h(x^k_t)|, |u^-_h(x^k_r) - u^+_h(x^{k+1}_t)| \right), $$

where we emphasized the fact that the jump is computed using the discrete solution $u_h$. The requirement (3.6) is then satisfied with $\alpha = 0$. Indeed,

$$ \|u_h\| = u_{h,l} - u_{h,r} = u_l + \mathcal{O}(h^3) - u_r - \mathcal{O}(h^3). $$

For smooth solutions, $q = m + 1$ and $u_l = u_r$ so that the optimal accuracy is restored. On the other hand, for discontinuous solutions, $q < m + 1$ and the zero order term $u_l - u_r$ dominates.

Since we would like to be compliant with (3.6) with $\alpha = 1$ and with the standard models, we define the final scaling factor as

$$ H = \min \left\{ C \cdot \tilde{H}, h \right\}, \quad (3.7) $$
where $C$ is set equal to 1 (in the correct physical units) throughout this work. Note that the choice (3.7) does not influence the output of the ANN-based viscosity estimator. Thus, there is no need to retrain the network using the improved scaling factor.

### 3.3.3 A remark

Throughout this work, we consider the above-mentioned improvements in an independent way. In other words, we use either two ANNs keeping the standard scaling or a single ANN with the modified scaling. We believe that the explanations of our results are clearer by keeping the improved versions separated. At the same time, using the scaling-related improvement, we still get significant results, even if no troubled-cell identification is carried out. However, we remark that these two approaches can be combined. In this case, one may expect further improvements in the quality of the numerical results. Implementing and validating this new approach represents one of the possible extensions of this work.

### 3.4 Extension to systems

So far we described the strategy for one-dimensional scalar problems. Now, we extend the procedure to systems of conservation laws and higher-dimensional problems. The former is quite straightforward, at least from a theoretical point of view. Basically, the reasoning is rather similar to the MDH and MDA models.

Let us start by observing that, since multiple equations are involved, one may think of adding a different amount of dissipation in each of the equations. This approach treats each equation independently. For instance, in the context of Euler system one may use the degrees of freedom of the density to estimate the amount of dissipation to be added in the mass conservation equation. Similarly, one computes $\mu$ for the momentum and energy equations using $\rho v$ and $E$ respectively. Theoretically, one may expect it to be the best strategy, but this is not observed in practice. In particular, some issues appear to be present in terms of:

- **Solution quality.** The numerical results are not as good as expected. As a simple test case, which is not reported here, one may consider the Sod problem for Euler equations [46]. It turns out that the profile for density and energy is smoothed enough, while the momentum (or equivalently the velocity) seems to be too oscillatory.
- **Computational performances.** This approach requires the application of the neural network for $n \cdot N_{\text{iter}}$ times, with $n$ denoting the number of equations. Thus, the increase in computational cost is not negligible.

Our reasoning is coherent with [21], where the authors claim that “the shock-capturing technique proved to be more robust and accurate if the same viscosity coefficient is used for every component of the solution vector”. Therefore, we apply the same amount of dissipation to all the equations of the system.

To pursue this goal, a possible idea would be to construct a separate family of networks to deal with systems. In particular, for Euler equations, in the ideal scenario one should use density, momentum and energy (or, similarly, density, velocity and pressure) as predictors for the artificial viscosity, i.e. as input to the ANN. The design of such network should not be different from the scalar case. The advantage lies in the fact that this technique grasps features from all the variables. For instance, it would be able to correctly distinguish between shocks and contact waves, which we identify as one of the main issues when dealing with systems. However, the main drawback is that we would end up with a problem-dependent network. It could not be applied to, e.g., shallow water equations and another one should be constructed. Even though we believe that this approach gives optimal results for Euler equations, we cannot rely on such a technique, at least in the general case. Indeed, we remind that one of our main goals is to develop a universal black box to predict artificial dissipation. Therefore, we mimic the idea of the MDH and MDA models, which apply the technique of scalar equations using, in the context of Euler system, density. However, recalling the strategies identified in Table 3.1, we note that both $u$ and $f'(u)$ are present. In case of Euler equations, the latter is easily
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replaced by the maximum absolute eigenvalue of the flux jacobian matrix, which turns out to be

$$|f'(u)| = |v| + c.$$  

The safest choice for the former is the density, as it is done in the standard models based on modal decay. Another viable option is the Mach number (2.23). Indeed, such variables are discontinuous across both shocks and contact waves. Thus, the network is capturing these discontinuities, adding dissipation in the system. We numerically observed that velocity (or pressure) might be used in place of density. This approach provides better results when at least one shock wave is present in the problem, but fails when a single contact wave is present. Again, since we aim to provide a general technique, we stick to density and Mach. We believe that any variable which is discontinuous across a contact wave could be used as predictor.

To provide an example of practical implementation, consider the third strategy presented in Table 3.1. We give as input the scaled values of density ($U_1 = \rho$), while the final viscosity value, to be applied to all the equations is given by $\mu = \mu_0 h \max(|v| + c)$, obtained by setting $U_2 = |v| + c$.

The improved versions of the ANN can be easily generalized to systems. For Euler equations, the ANN to detect the troubled cells is applied three times, using density, velocity and pressure separately. A certain cell is flagged if condition (3.5) is met with at least one of these three variables. On the other hand, the new version of the scaling that we denoted by $H$ is simply obtained by using the maximum absolute value of the jump of the predictive variable, i.e. density.

### 3.5 Extension to two dimensional problems

The last extension covers two-dimensional problems. Again, let us start by considering scalar equations. Throughout this work, we consider two different strategies:

1. Rely on the one-dimensional family of networks.
2. Construct and train another family of networks, specifically designed for two-dimensional problems.

The former technique is inspired by the MDA model. In the two-dimensional scenario, the one-dimensional framework is applied along each boundary and an element-wise constant viscosity coefficient is estimated. Thus, our first technique consists of applying the previously described network along each edge. This results in computing three different coefficients for each triangle. Then, the element-wise viscosity is defined as an average of such values. Finally, the double inverse scaling and the global smoothing are carried out.

To be more rigorous, consider the nodal values of a given variable $U_1$ along each edge, denoted by $U_{1,e}$ ($e = 1, \ldots, 3$). Then, using the one-dimensional network, the scaled viscosity, say $\mu_{0,e}$ ($e = 1, \ldots, 3$), is estimated along each edge. The scaled element-wise constant viscosity coefficient $\mu_0$ has to be a suitable combination of the boundary values. A good definition is the following:

$$\mu_0 = \text{wmean}(\mu_{0,e}) = \frac{1}{3} \sum_{e=1}^{3} w_e \cdot \mu_{0,e} = \frac{1}{3} \sum_{e=1}^{3} \left( \frac{\mu_{0,e}}{\sum_{i=1}^{3} \mu_{0,i}} \right) \mu_{0,e}.$$  

This is simply a weighted average of the boundary coefficients, where the weights are designed in such a way that higher values make a greater contribution in the average. A similar option consists of setting $\mu_0$ as the maximum of the edge coefficients. On the other hand, we have numerically observed that taking the standard arithmetic mean seems not to add enough dissipation. The final element-wise viscosity is then computed by scaling $\mu_0$ as

$$\mu = \mu_0 H \Lambda,$$

where $\Lambda$ is the maximum wave speed, obtained by taking into account both the $x$ and the $y$ fluxes. Again, the standard version is simply obtained by setting $H = h$, but the low-order accuracy issue is still present. To restore high-order precision, only one of the two presented improvements can be generalized to two-dimensional problems. Indeed, at the moment we write this thesis, there is no available two-dimensional version of the ANN as troubled-cell indicator. One could rely on the standard detectors, but the same issues of the one-dimensional case are present. Thus, we consider
only the new scaling $\mathcal{H}$ based on the jump, which can be easily extended to any spatial dimension. Defining again

$$\tilde{\mathcal{H}} = \max_{e \in \partial \mathcal{D}^k} (\|u_h\|_e),$$

we set

$$\mathcal{H} = \min \{ C \cdot \tilde{\mathcal{H}}, h \},$$

where $C$ is set equal to 1.

As shown in Chapter 5, for most of the considered test cases the approach based on the one-dimensional ANN provides good results and captures most of the solution features. The main drawback of such a technique lies in the fact that only the boundary degrees of freedom are taken into account. The internal solution values are not used to predict the viscosity, which might represent a limitation for high discretization degrees. As an example, consider $m = 4$, which is the highest degree employed in this work. Then, the basis cardinality is $N = 15$ and only 12 degrees of freedom belong to the boundary and are taken into account. The three remaining ones are ignored by the scheme. Since the number of internal nodes is equal to

$$N_{int} = N - N_{bd} = \frac{(m + 1)(m + 2)}{2} - 3m = \frac{(m - 1)(m - 2)}{2},$$

the problem might become significant for higher orders. However, recalling the analysis with the MDA model and its performances for high orders [14], we believe that this issue is rather controlled. Clearly, this is not a concern when $m = 1$ or $m = 2$ are considered, since no internal nodes are present. A second, less critical, issue relates to computational performances. Indeed, we need to apply the network three times to estimate the local viscosity. Although this process is computationally efficient, this multiple evaluation of the network might slow down the whole algorithm.

For these reasons, it makes sense to switch to the second strategy, designing another family of networks. Even though the basic reasoning does not significantly differ from the one-dimensional case, further issues arise:

- The complexity of the problem increases. Since two spatial variables are involved, the solution can exhibit a more complex behavior. Waves propagating in different directions can interact, resulting in finer structures which cannot exist for one-dimensional problems. As a concrete case, consider a two-dimensional Riemann problem for the Euler system. As verified in [47], there exist at least 15 different admissible configurations. Each of them is characterized by different solutions features [48], which should be captured by the network.

- The mesh structure, as well its elements, exhibit more variability. For one-dimensional problems, the elements are simply intervals, which are essentially characterized only by their length $h$. Increasing the spatial dimension, the complexity increases. An obvious example is the orientation of the triangles. Elements having the same shape may differ by the way they are rotated. This is taken into account by the affine mapping $\Psi$ from the reference element. A second, less trivial, property is the element aspect ratio, defined as the ratio between the longest and the shortest edge. It is a measure of the stretching of the element, and it is directly linked to mesh regularity [49].

Note that for general cases one has no control on how the mesh is created. This usually depends on the problem that has to be solved, since some features might have to be highlighted. A clear example is the enhancing of boundary layers, where the mesh could be refined and/or stretched close to this region. Thus, as in the one-dimensional scenario, the network should not rely on a specific mesh structure, otherwise losing its generalization properties. In Figure 3.15 some examples of different elements having the same diameter $h$ are shown.
Another issue is related to node orientation, shown in Figure 3.16. Even if the node ordering in the reference element is fixed, their mapping into each physical triangle might be different. In particular, for a given mesh element, the nodes can be stored in six different configurations. Here, we assume that a counterclockwise ordering of the vertexes, reducing the possible orientations to three. Thus, the vector collecting the degrees of freedom is defined up to a node permutation. Ideally, the way the neural network is built has to be invariant under such permutations, which cannot be controlled by the user. Here, invariant means that the network should give similar results independently of the orientation. Constructing an ANN whose input is the same even if a permutation is applied would probably be more challenging, especially if nodal values have to be the input variable. A possible way to tackle this issue is the following. At every time step, each triangle gives three different samples to the dataset. Each of them corresponds to a possible node orientation, with corresponding nodal viscosity values. Clearly, this phenomenon is not present in one-dimensional contexts, since nodes are always ordered from the left to the right of the interval.

![Figure 3.15: Graphical representation of different triangles having the same diameter $h$.](image)

![Figure 3.16: A graphical representation of the orientation issue using $m = 2$. Even if the shape is equal, the way the degrees of freedom are stored is different.](image)

Finally, the construction of the training set might suffer from memory issues. Consequently, training times increase. As an example, consider a square domain whose edges are divided into $N$ intervals. Suppose that the associated (structured) mesh is obtained by dividing quadrilateral elements into two triangles. Therefore, the total number of elements is $2N^2$. Thus, for a frozen time step, we collect data from $2N^2$ elements, in comparison with the $N$ generated in the one-dimensional case with the same edge resolution. This results in a larger dataset and consequently higher training times. In terms of order of magnitude, the dimension of the training set has order of tens of Gigabytes and the corresponding training time has order of few days, unless some further shrinkage is carried out.

We remark that, motivated by the reasoning illustrated in Section 3.4, the viscosity estimation for two-dimensional systems is carried out using the networks trained for scalar problems. A representative scalar variable has to be identified, acting as a predictor. In case of Euler equations, density is used.

### 3.5.1 How to build a two-dimensional network

The strategy to construct a two-dimensional family of neural networks resembles the one-dimensional one. Again, we consider scalar equations only. The general structure is similar. In particular, we still rely on MLPs where input and output are the scaled solution and artificial viscosity respectively. Since nodal values are still employed, their
size is equal to \( N_I = N_O = \frac{(m+1)(m+2)}{2} \). The same reasoning holds for cost and activation functions, since there is no obvious reason to change them. Therefore, the former consists of the \( l^2 \)-norm of the difference between predicted and exact output, to which we add a regularization term. The latter are the Leaky ReLU and the softplus functions for the hidden and output layer respectively. Particular attention has to be given to the choice of the hyperparameters, with a focus on the hidden layers. As in the one-dimensional case, our main goal is to have a high enough number of neurons processing the signals, possibly guaranteeing computational efficiency. For high orders, say \( m = 3, 4 \), the input size is \( N = 10, 15 \) and exceeds the number of neurons in a single hidden layer, which was set to \( N_H = 10 \) in the one-dimensional framework. We numerically find that increasing the number of hidden units is necessary. Therefore, we set \( N_H = 20 \) neurons per hidden layer. Note that \( L = 5 \) is still a sufficient number of hidden layers.

Again, a significant role is played by the generation of the training set. In principle, the strategy is equal to the one-dimensional case, but memory issues arise. We report a summary of the main steps, comparing them with the one-dimensional framework.

- Select a specific problem which has to be solved.
- Choose the best model. It is done in a way similar to the one-dimensional case, even though the required cost is much higher. Several two-dimensional simulations have to be run, so that obtaining very precise values for the parameters turns out to be more challenging and time-consuming.
- Collect the data, storing the required values at each time iteration. As explained in the previous Subsection, for each element \( D^K \) we add three samples to the dataset, which differ because of the node permutation. Thus, for each simulation we collect \( 3N_{\text{iter}}K \) samples.
- In principle, we need to repeat the previous steps for different mesh sizes and initial conditions. The second procedure is compulsory to capture several solution patterns. The first one takes care of the spatial variability, but, using different mesh resolutions, the number of samples dramatically increases, ending up with a huge dataset. Thus, we generate the data relying on a single unstructured mesh. We believe that most of the solution features can still be captured, consequently taking into account the spatial variability. Therefore, data are collected from simulations run with the same mesh, whose elements have different shapes. A pictorial representation is provided in Figure 3.17.

![Computational mesh](image)

Figure 3.17: A graphical representation of the unstructured mesh we used to generate the two-dimensional dataset.
• The previous steps are again repeated using different conservation laws. In this two-dimensional framework, they are the extended version of Burgers equation and the linear advection problem. Again, all the major types of waves can develop from suitably defined initial conditions.

• Repeat the procedure for different discretization degrees $m$.

The post-processing phase does not significantly change from the one-dimensional framework. We make a single remark concerning the data balancing described in Subsection 3.2.7. Since we deal with a single mesh, there is no need to carry out the first shrinkage. In other words, all the data resulting from the simulations are kept in the training set. At the same time, even the second shrinkage is not mandatory. Indeed, we deal with few simulations, so that guaranteeing a balanced dataset is much easier and can be controlled by choosing final simulation times which do not affect the balancing itself. However, due to memory issues, we need to get rid of some samples. Keeping all the data, we would end up with a huge dataset, which is hard to handle without strong computing power. Thus, for a given simulation, we simply shuffle the data and keep only a certain percentage, which decreases as $m$ is increased.

### 3.5.2 A two-dimensional example

To clarify the reasoning explained in the previous Subsection, we provide a quick example. Again, we choose $m = 3$ and we focus on the two-dimensional Burgers equation only. A summary of both the dataset generation and the post-processing step is reported in Table 3.4. Note that we keep only a randomly selected $10\%$ of the data. The considered tests are characterized as follows.

<table>
<thead>
<tr>
<th>Test nb.</th>
<th>$T$</th>
<th>Best model</th>
<th>Nb. samples</th>
<th>Shrink</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (multiple)</td>
<td>0.12</td>
<td>MDH: $c_A = 2$, $c_\kappa = 0.5$, $c_{max} = 0.5$</td>
<td>19313712</td>
<td>1931371</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
<td>EV: $c_E = 1$, $c_{max} = 0.5$</td>
<td>16763328</td>
<td>1676333</td>
</tr>
<tr>
<td>3</td>
<td>0.06</td>
<td>EV: $c_E = 1.5$, $c_{max} = 0.5$</td>
<td>6036336</td>
<td>603634</td>
</tr>
<tr>
<td>4</td>
<td>0.12</td>
<td>MDH: $c_A = 2.5$, $c_\kappa = 0.5$, $c_{max} = 1$</td>
<td>18416592</td>
<td>1841659</td>
</tr>
</tbody>
</table>

**Table 3.4**: A summary on how to generate the datasets for Burgers equation in a two-dimensional scenario.

• Test case nb. 1. It is a simple sine wave. Different frequencies $\omega$ are considered.

$$u_0(x,y) = \sin(\pi \omega x) \sin(\pi \omega y) \mathbb{1}_{[0,1]^2}(x,y)$$

**Figure 3.18**: I.c. for test case nb 1.

• Test case nb. 2. A piecewise constant initial condition is considered.
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$u_0(x,y) = \begin{cases} 
0 & \text{if } 0.5 < x < 1, \ 0.5 < y < 1, \\
1 & \text{if } 0 < x < 0.5, \ 0.5 < y < 1, \\
2 & \text{if } 0 < x < 0.5, \ 0 < y < 0.5, \\
1 & \text{if } 0.5 < x < 1, \ 0 < y < 0.5. 
\end{cases}$

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure319.png}
\caption{I.c. for test case nb 2.}
\end{figure}

- Test case nb. 3. In a way similar to the one-dimensional case, a function containing points of non-differentiability is considered here.

\[ u_0(x,y) = 3 + 6(0.25 - |y - 0.5|)\mathbb{1}_{[0.25,0.75]}(y) \]

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure320.png}
\caption{I.c. for test case nb 3.}
\end{figure}

- Test case nb. 4. It is a (negative) cosine bell which eventually forms a shock. It is needed in order to have negative samples.

\[ u_0(r) = -2 \left( 1 + \cos \left( \frac{\pi}{0.5} r \right) \right) \mathbb{1}_{[0,0.5]}(r) \]

where $r = \sqrt{(x - 0.5)^2 + (y - 0.5)^2}$.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure321.png}
\caption{I.c. for test case nb 4.}
\end{figure}
Chapter 4

Practical implementation

In this Chapter we discuss the main algorithms needed to implement the technique described in Chapter 3. We provide the pseudo-codes, in order to make the strategy more understandable. Note that this Chapter adds no significant improvements to this work, and it can be skipped without any loss in the discussion.

The main procedure is given in Algorithm 4.1, which computes the numerical solution using the five-stage fourth-order low-storage Runge-Kutta scheme we described in Chapter 2. Note that the code can be split into three parts. The first, named pre-processing phase, is dedicated to the construction of the operators or storages which are constant in time. Examples are the mesh assembly (e.g. connectivity matrix, identify the neighboring elements and degrees of freedom, determine the boundary elements, ...) and the computation of some numerical operators, namely matrices (e.g. mass matrix, advection matrices, lifting operator, ...). The second, the computation step, contains the implementation of the time-advancing scheme. Most of the effort is spent in the computation of the right-hand-side, carried out as described in equations (2.14a) and (2.14b) (or in a compact form in equations (2.15a), (2.15b) and (2.15c)) for the one-dimensional case. Again, we observe that the artificial viscosity is estimated outside the Runge-Kutta internal loop, while the troubled-cell indicator is applied at each substep. The last phase, named post-processing step, is dedicated to the qualitative and quantitative analysis of the numerical solution. Since the implementation is similar to most of the time-dependent problems, we deliberately skip most of the details, which can be found in, e.g., [2].

Algorithm 4.1 Compute numerical solution.

Input: Problem definition (e.g. flux function \( f(u) \), initial condition \( u_0(x) \), boundary conditions, ...), discretization parameters (grid spacing \( h \), final time \( T \), discretization degree \( m \), ...).

Output: Numerical solution \( u \) at time \( T \).

Mesh construction.
Compute the constant-in-time discretization operators.
Initialize \( u \) by means of the initial condition.

while \( t < T \) do

Compute artificial viscosity \( \mu \) according to a model \( M \).

for \( s \leftarrow 1, \ldots, S_{RK} = 5 \) do

(\( \text{Set } \mu = 0 \text{ in the genuine - not troubled - cells} \)).

\[ v \leftarrow A_{s}u + \Delta t \, \text{compute}_{\text{RHS}}(t + c_{s} \Delta t, u, \mu). \]

\[ u \leftarrow u + B_{s}v. \]

end for

\( t = t + \Delta t. \)

end while

Quantitative analysis of the numerical solution.

Instead, we focus on the algorithms related to artificial neural networks. Let us start by recalling how to generate the dataset. The whole procedure is summed up in Algorithm 4.2, which relies on Algorithm 4.3 to select the best artificial viscosity model for a given test case. The same strategy is repeated for all the discretization degrees \( m \in \{1, \ldots, 4\} \).

Once we construct the training sets, the network for each \( m \) is trained according to Algorithm 4.4. It is worth mentioning that the the implementation is carried out using TensorFlow, an open-source software...
Algorithm 4.2 Generation of training and validation set for a given degree \( m \).

**Input:** -  
**Output:** Training set \( \mathbb{T} \), Validation set \( \mathbb{V} \).

Set \( \mathbb{S} = \emptyset \).

for each type of equation do
    for each initial condition \( u_0(x) \) do
        for each grid spacing \( h \), final time \( T \) do
            Select the best artificial viscosity model (Algorithm 4.3).
            Run the simulation and add collected data in \( \mathbb{S} \).
        end for
    end for
end for

Post-process the data in \( \mathbb{S} \).

Randomly shuffle \( \mathbb{S} \) and assign the first 70\% elements to \( \mathbb{T} \) and the remaining 30\% to \( \mathbb{V} \).

---

Algorithm 4.3 Select the best artificial viscosity model.

**Input:** Type of equation, initial condition, grid spacing, final time.

**Output:** Best model \( M_{\text{best}} \) and parameters \( P_{\text{best}} \).

\( M_{\text{best}} \leftarrow \text{NaN} \), \( P_{\text{best}} \leftarrow \text{NaN} \), \( u_{M_{\text{best}}} \leftarrow \text{NaN} \).

for \( M \in \{ \text{DB, MDH, MDA, EV} \} \) do
    \( u_M \leftarrow \text{NaN} \), \( P_M \leftarrow \text{NaN} \).
    for each parameter \( P \) do
        Run the simulation with the selected model and parameters, obtaining \( u_{M,P} \).
        if \( u_{M,P} \succeq u_M \) then
            \( P_M \leftarrow P \), \( u_M \leftarrow u_{M,P} \)
        end if
    end for
    if \( u_M \succeq u_{M_{\text{best}}} \) then
        \( M_{\text{best}} \leftarrow M \), \( P_{\text{best}} \leftarrow P_M \)
    end if
end for
library for machine learning [50], which makes usage of automatic differentiation [51] to differentiate the network. In the context of machine learning, the technique used to calculate the gradients with respect to the weights or biases is known as backpropagation. Practically, it is a simple application of the standard multivariate chain rule to compute derivatives. More precisely, in order to compute the derivatives at a layer \( l \), only the quantities at the following layer \( l + 1 \) are needed. Thus, for a given input one simply computes the network output (forward pass) and updates the weights at all layers by using the error term, which is propagated backwards in the network (backward pass). Since we did not directly implemented this procedure, we do not provide all the details. Further information can be found in any machine learning text, such as [36, 52].

Algorithm 4.4 Train the Neural Network.

**Input:** Neural network \((\mathcal{N}, \mathcal{V})\), learning rate \( \eta \), LReLU parameter \( \alpha \), cost function \( \mathcal{C} \), training set \( \mathcal{T} \), validation set \( \mathcal{V} \), maximum number of epochs \( N_{epochs} \), stopping parameter \( M \), mini-batch size \( S_{batch} \), number of restarts \( R \).

**Output:** Optimal weights \( W_{opt} \) and biases \( b_{opt} \).

\[
V_{err}^{opt} = +\infty.
\]

for \( r \leftarrow 1, \ldots, R \) do

\[
V_{err}^r = +\infty, \quad l = 0, \quad n = 1.
\]

Randomly initialize \( W \) and \( b \) and set \( V_{err}^{old} = +\infty \).

while \( n \leq N_{epochs}, \quad l < L \) do

Update weights and biases according to Algorithm 4.5.

Evaluate validation error, say \( V_{err}^{new} \).

if \( V_{err}^{new} > V_{err}^{old} \) then

\[
l \leftarrow l + 1.
\]

else

\[
l \leftarrow 0.
\]

end if

\[
V_{err}^{old} \leftarrow V_{err}^{new}, \quad n \leftarrow n + 1.
\]

end while

Evaluate final validation error, say \( V_{err}^{r} \) using weights and biases at epoch \( n - l \).

if \( V_{err}^{r} < V_{err}^{opt} \) then

Set \((W_{opt}, b_{opt})\) equal to weights and biases at epoch \( n - l \).

end if

end for

Algorithm 4.5 Minibatch optimization.

**Input:** Neural network \((\mathcal{N}, \mathcal{V})\), learning rate \( \eta \), LReLU parameter \( \alpha \), cost function \( \mathcal{C} \), training set \( \mathcal{T} \), mini-batch size \( S_{batch} \), number of restarts \( R \), weights and biases to be updated \((W, b)_{old}\).

**Output:** Updated weights and biases \((W, b)_{new}\).

Randomly shuffle \( \mathcal{T} \) and set \( ids = 0 \).

while \( ids < |\mathcal{T}| \) do

Construct a minibatch \( \mathcal{B} = \mathcal{T}(ids + 1 : \min\{ids + S_{batch}, |\mathcal{T}|\}) \).

Perform an iteration of the optimization algorithm and update weights and biases, using data from \( \mathcal{B} \).

\[
ids \leftarrow ids + S_{batch}.
\]

end while

So far we focused on the offline phase only. The dataset generation, as well as the training procedure, is carried out only once, even if it is quite time-consuming. Once the optimal weights and biases are stored, the final user can exploit the trained network as a black box. The final Algorithm 4.6 describes the online stage, also known as network evaluation. It coincides with a single forward pass of the network for a given input which is not necessarily in the training set. We observe that the scaling for input and output variables is performed outside the algorithm, and it is not reported here.

At this point, is worth discussing the computational time of the ANN-based technique. As we already clarified, two stages are involved, with different costs. The offline phase requires a considerably large
Algorithm 4.6 Apply the Neural Network.

**Input:** Pointwise values for a variable $x$, in matrix form $X \in \mathbb{R}^{m+1,K}$. Network weights $\{W_i\}_{i=1}^{L+1}$ and biases $\{b_i\}_{i=1}^{L+1}$. Parameter $\alpha$ for the LReLU function.

**Output:** Predicted values for a variable $y$, in matrix form $Y \in \mathbb{R}^{m+1,K}$.

\[
X = X^T.
\]

for $i \leftarrow 1, \ldots, L$ do
\[
X \leftarrow XW_i + b_i
\]
\[
X \leftarrow \text{LReLU}(X, \alpha)
\]
end for
\[
\triangleright i = L + 1 \text{ corresponds to the output layer.}
\]

\[
X \leftarrow XW_{L+1} + b_{L+1}
\]
\[
Y \leftarrow \text{Softplus}(X)
\]
\[
Y = Y^T.
\]

\[X = X^T.\]
for $i \leftarrow 1, \ldots, L$ do
\[
X \leftarrow XW_i + b_i
\]
\[
X \leftarrow \text{LReLU}(X, \alpha)
\]
end for
\[
\triangleright i = L + 1 \text{ corresponds to the output layer.}
\]

\[
X \leftarrow XW_{L+1} + b_{L+1}
\]
\[
Y \leftarrow \text{Softplus}(X)
\]
\[
Y = Y^T.
\]

This. Suppose that the computational complexity to evaluate the updates $\Delta w$ and $\Delta b$ for weights and biases for a single mini-batch is denoted by $\theta$. It depends on the optimization algorithm, the cost function, the mini-batch size and so on. The total complexity for a single epoch is therefore $O(\theta N_T/S_{\text{batch}})$, plus an additional cost to compute the error function using the validation set. Since several gradient computations are involved and $N_T/N_V = 7/3 > 2$, the former term dominates. Supposing that the stopping criterion is the maximum number of epochs $N_{\text{epochs}}$ and the algorithm is restarted $R$ times, the total offline cost is given by

\[
\text{Offline}_\text{cost} \sim O(R N_{\text{epochs}} \theta N_T S_{\text{batch}}).
\]

On the other hand, the online phase is computationally cheap, since mainly matrix-vector multiplications are performed. We recall that the cost required to multiply a matrix $A \in \mathbb{R}^{m \times n}$ by a vector $v \in \mathbb{R}^n$ is $m (2n - 1)$, while summing two vectors $v_1, v_2$ has a lower cost, which is neglected here. Thus, the cost for the propagation function is $O(mn)$, and it has to be repeated for all the hidden layers plus the output layer. The activation functions have to be applied, too. Their cost can be estimated as $mn$ and $mn (c_{\exp} + 1 + c_{\log})$ for the Leaky ReLU and Softplus respectively. Here, $c_{\exp}$ and $c_{\log}$ denote the computational cost to compute the exponential and the logarithmic functions respectively. Therefore the global cost of the online phase is

\[
\text{Online}_\text{cost} \sim K((m + 1) \cdot 10 + (m + 1) + 4 \cdot (10 \cdot 10 + 10)
+ 10 \cdot (m + 1) + (m + 1) \cdot (c_{\exp} + 1 + c_{\log}))
= O(K \cdot 6 \cdot (10 \cdot 10 + 10))
= O(10^3 \cdot K),
\]

where we consider $m + 1 = O(10)$, as well as $c_{\exp}$ and $c_{\log}$. Good values for $c_{\exp}$ and $c_{\log}$ are 40 and 20 flops respectively [53]. Clearly, it is way lower than the offline computational time. Finally, we note that the cost is linear in the number of mesh elements $K$. 

Chapter 5

Numerical results

In this Chapter we provide several numerical results to show the capabilities of the proposed techniques. Both one-dimensional and two-dimensional problems are considered. In the first case, a comparison with a reference solution is shown. As described in Section 3.2, it is generated using the exact solution (if available) or a numerical one (using a very fine mesh and a high polynomial degree). The pseudo-analytical solution is not used, unless explicitly stated. The final Section of this Chapter is dedicated to a performance analysis.

5.1 One-dimensional scalar problems

Firstly, consider one-dimensional scalar problems. They represent a significant way to validate the performances of the proposed viscosity models. Basically, most of the techniques give good results for the considered problems.

5.1.1 A smooth problem

The first test we propose is used to assess the ability of the artificial viscosity models to maintain the expected solution accuracy. Consequently, a comparison among the standard techniques and the ANN-based one can be conducted. Let us consider the linear advection problem with a constant transport field $\beta = 1$. We choose $\Omega = [0, 1]$ as the computational domain, while the initial condition is a single period of a sine wave, i.e.

$$u_0(x) = B + A \sin(2\pi x),$$

where $A$ and $B$ are real numbers chosen equal to $1$ and $2$ respectively. The problem is completed by periodic boundary conditions. By following the characteristic method, one easily finds that the exact solution is given by

$$u(x, t) = u_0(x - \beta t) = B + A \sin(2\pi(x - t)).$$

To validate the scheme, we introduce a possible way to compute the discretization error. Several options are available, but for simplicity we focus on the spatial $L^2(\Omega)$-norm of the error vector evaluated at the final simulation time. Thus, let

$$\epsilon = \|u_h(\cdot, T) - u(\cdot, T)\|_{L^2(\Omega)}.$$

Since $u$ has an analytical expression, $\epsilon$ can be easily computed. Given an element $D^k$, let $u_h$, $u$ be the finite dimensional vectors collecting the local degrees of freedom for the numerical and the ($V_h^{k}$-projection of the) analytical solution respectively. We again omit the superscript $k$ to ease the
notation. Therefore,
\[
\epsilon^2 = \|u_h(\cdot, T) - u(\cdot, T)\|^2_{L^2(\Omega)} = \sum_{k=1}^{K} \|u_h^k(T) - u^k(T)\|^2_{L^2(D^k)} = \sum_{k=1}^{K} \int_{D^k} (u_h^k|_k - u|_k)^2
\]
\[
= \sum_{k=1}^{K} \sum_{i,j=0}^{m} (u_{h,i} - u_i)l_i(u_{h,j} - u_j)l_j = \sum_{k=1}^{K} (u_h - u)^T M (u_h - u),
\]
where \(M\) is the (internal) mass matrix defined in (2.13). The last equality holds thanks to linearity of the integral operator. Theoretical results for hyperbolic problems [5, 30] suggest that the following optimal estimate holds:
\[
\epsilon \leq C_1 h^{m+1} (1 + C_2 T),
\]
provided that \(u\) is sufficiently smooth. The constants \(C_1, C_2\) depend on the discretization degree \(m\). Note that the estimate (5.1) holds for the inviscid problem, i.e. with \(\mu = 0\). Here, we are instead adding an extra dissipation term. Theoretically, we would like to keep the same optimal convergence rate by adding a dissipative term which preserves the scaling. As we have already observed in Section 2.2, that is not always the case. In order to numerically estimate the convergence rate, we compute the discretization error using two different meshes with characteristic mesh sizes \(h_1, h_2\) (or equivalently with number of elements equal to \(K_1, K_2\)). Then, the estimated order, denoted by \(p\), is computed as
\[
p \approx \frac{\log(\epsilon_1) - \log(\epsilon_2)}{\log(h_1) - \log(h_2)} = \frac{\log(\epsilon_1) - \log(\epsilon_2)}{\log(K_2) - \log(K_1)}.
\]
We report the results obtained at time \(T = 0.2\) for different mesh sizes with degrees \(m = 1\) (Table 5.1), \(m = 2\) (Table 5.2), \(m = 3\) (Table 5.3) and \(m = 4\) (Table 5.4). The parameters we adopt here are not meant to be the optimal ones for this specific problem. They affect the magnitude of the error, but the behavior is not drastically altered by the parameter values, at least from a qualitative point of view.

<table>
<thead>
<tr>
<th>(K)</th>
<th>(\epsilon)</th>
<th>(p)</th>
<th>(\epsilon)</th>
<th>(p)</th>
<th>(\epsilon)</th>
<th>(p)</th>
<th>(\epsilon)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.3386e-2</td>
<td>-</td>
<td>2.8271e-1</td>
<td>-</td>
<td>3.1848e-1</td>
<td>-</td>
<td>1.9595e-1</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>3.3576e-3</td>
<td>1.99</td>
<td>1.1451e-1</td>
<td>1.30</td>
<td>8.9574e-2</td>
<td>1.83</td>
<td>1.1561e-1</td>
<td>0.76</td>
</tr>
<tr>
<td>40</td>
<td>8.3953e-4</td>
<td>2.00</td>
<td>3.7073e-2</td>
<td>1.63</td>
<td>1.3176e-2</td>
<td>2.77</td>
<td>7.1512e-2</td>
<td>0.69</td>
</tr>
<tr>
<td>80</td>
<td>2.0987e-4</td>
<td>2.00</td>
<td>1.0909e-2</td>
<td>1.83</td>
<td>2.1677e-3</td>
<td>2.60</td>
<td>4.255e-2</td>
<td>0.75</td>
</tr>
<tr>
<td>160</td>
<td>5.2465e-5</td>
<td>2.00</td>
<td>2.6940e-3</td>
<td>1.94</td>
<td>3.0662e-4</td>
<td>2.82</td>
<td>2.4201e-2</td>
<td>0.81</td>
</tr>
<tr>
<td>320</td>
<td>1.3116e-5</td>
<td>2.00</td>
<td>6.8108e-4</td>
<td>1.98</td>
<td>4.1720e-5</td>
<td>2.88</td>
<td>1.3184e-2</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 5.1: \(L^2\) convergence errors and estimated rate in the inviscid case and using standard artificial viscosity models. Linear advection problem, \(m = 1\).

<table>
<thead>
<tr>
<th>(K)</th>
<th>(\epsilon)</th>
<th>(p)</th>
<th>(\epsilon)</th>
<th>(p)</th>
<th>(\epsilon)</th>
<th>(p)</th>
<th>(\epsilon)</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.0519e-3</td>
<td>-</td>
<td>1.2734e-1</td>
<td>-</td>
<td>6.2039e-2</td>
<td>-</td>
<td>1.0519e-3</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>1.3298e-4</td>
<td>2.98</td>
<td>3.8687e-2</td>
<td>1.72</td>
<td>3.8533e-3</td>
<td>4.00</td>
<td>1.3298e-4</td>
<td>2.98</td>
</tr>
<tr>
<td>40</td>
<td>1.6664e-5</td>
<td>3.00</td>
<td>1.0582e-2</td>
<td>1.87</td>
<td>2.9406e-4</td>
<td>3.71</td>
<td>1.6664e-5</td>
<td>3.00</td>
</tr>
<tr>
<td>80</td>
<td>2.0844e-6</td>
<td>3.00</td>
<td>2.7157e-3</td>
<td>1.96</td>
<td>1.9935e-5</td>
<td>3.88</td>
<td>2.0844e-6</td>
<td>3.00</td>
</tr>
<tr>
<td>160</td>
<td>2.6059e-7</td>
<td>3.00</td>
<td>6.8357e-4</td>
<td>1.99</td>
<td>1.3089e-6</td>
<td>3.92</td>
<td>2.6059e-7</td>
<td>3.00</td>
</tr>
<tr>
<td>320</td>
<td>3.2575e-8</td>
<td>3.00</td>
<td>1.7119e-4</td>
<td>2.00</td>
<td>8.7767e-8</td>
<td>3.81</td>
<td>3.2575e-8</td>
<td>3.00</td>
</tr>
</tbody>
</table>

Table 5.2: \(L^2\) convergence errors and estimated rate in the inviscid case and using standard artificial viscosity models. Linear advection problem, \(m = 2\).

As expected, the DB method has maximum second order accuracy. For coarse meshes, the first order term dictated by \(p_{max}\) comes into play, so that orders lower than two are found. Thus, the expected order of convergence is obtained asymptotically as \(h \to 0\). The EV scheme is able to to achieve high accuracy orders, even though the numerical error is obviously larger with respect to the inviscid problem. Some issues seem to arise for \(m > 3\), possibly due to the Crank-Nicolson discretization of the
The original version of the ANN method is not able to get high order accuracy, due to the linear time derivative in (2.33a). The MDH model has an interesting behavior. For low degrees \((m = 1)\), the scheme has order less than one. Indeed, it adds a viscosity which scales linearly with \(h\), thus preventing higher orders. On the other hand, for high orders \((m \geq 2)\), the shock sensor detects the solution as regular enough not to add dissipation. Thus we return to the inviscid scheme, which has optimal accuracy. A similar reasoning holds for the MDA model.

We focus now on the estimated convergence rates using the ANN-based method. The results are reported in Table 5.5 for \(m = 1\), Table 5.6 for \(m = 2\), Table 5.7 for \(m = 3\) and Table 5.8 for \(m = 4\). They are obtained using the third strategy defined in Table 3.1, which turns out to be the most efficient one for general cases. The first one produces an inconsistency, since no scaling with the local wave speed is carried out, while the second one completely ignores the solution features, generating a uniform-in-space viscosity value. We will provide a more concrete example in Subsection 5.1.4, which completely clarifies the reason for our choice. We report the values obtained using the original version and the two proposed improvements, namely both using an ANN as troubled-cell indicator and using a different scaling.

The original version of the ANN method is not able to get high order accuracy, due to the linear scaling in the element size. For high orders, its asymptotic convergence rate is one. Spurious effects are present in the linear case \(m = 1\), possibly due to insufficient mesh resolution. Note that for \(m \geq 2\) the absolute value of the error is usually much larger compared to the inviscid problem, at least with a sufficiently fine mesh. The proposed improvements seem to overcome these issues. Theoretically, the ANN-based troubled-cell indicator should flag no elements, since the solution is smooth. This is the observed behavior, even though for very low resolutions some cells might be flagged as troubled. Finally, the new scaling relying on the solution jump gives error values which are almost equal to the inviscid problem, together with an optimal rate. The estimated rate for \(m = 1\) approaches the optimal...
Chapter 5. Numerical results

<table>
<thead>
<tr>
<th>$K$</th>
<th>Inviscid</th>
<th>NN (orig.)</th>
<th>NN ($\times 2$)</th>
<th>NN (scaling)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>$p$</td>
<td>$\epsilon$</td>
<td>$p$</td>
</tr>
<tr>
<td>10</td>
<td>1.0519e−3</td>
<td>-</td>
<td>8.8847e−3</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>1.3298e−4</td>
<td>2.98</td>
<td>1.5650e−3</td>
<td>2.42</td>
</tr>
<tr>
<td>40</td>
<td>1.6664e−5</td>
<td>3.00</td>
<td>3.1335e−4</td>
<td>2.40</td>
</tr>
<tr>
<td>80</td>
<td>2.0844e−6</td>
<td>3.00</td>
<td>1.0179e−4</td>
<td>1.62</td>
</tr>
<tr>
<td>160</td>
<td>2.0659e−7</td>
<td>3.00</td>
<td>4.4963e−5</td>
<td>1.18</td>
</tr>
<tr>
<td>320</td>
<td>3.2575e−8</td>
<td>3.00</td>
<td>2.1500e−5</td>
<td>1.06</td>
</tr>
</tbody>
</table>

Table 5.6: $L^2$ convergence errors and estimated rate in the inviscid case and using the ANN-based method. Linear advection problem, $m = 2$.

<table>
<thead>
<tr>
<th>$K$</th>
<th>Inviscid</th>
<th>NN (orig.)</th>
<th>NN ($\times 2$)</th>
<th>NN (scaling)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>$p$</td>
<td>$\epsilon$</td>
<td>$p$</td>
</tr>
<tr>
<td>10</td>
<td>3.1024e−5</td>
<td>-</td>
<td>2.8484e−3</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>2.2845e−6</td>
<td>3.76</td>
<td>5.4942e−4</td>
<td>2.37</td>
</tr>
<tr>
<td>40</td>
<td>1.5260e−7</td>
<td>3.90</td>
<td>2.0007e−4</td>
<td>1.46</td>
</tr>
<tr>
<td>80</td>
<td>9.3750e−9</td>
<td>4.02</td>
<td>6.8944e−5</td>
<td>1.54</td>
</tr>
<tr>
<td>160</td>
<td>5.8609e−10</td>
<td>4.00</td>
<td>2.8957e−5</td>
<td>1.25</td>
</tr>
<tr>
<td>320</td>
<td>3.6631e−11</td>
<td>4.00</td>
<td>1.2258e−5</td>
<td>1.29</td>
</tr>
</tbody>
</table>

Table 5.7: $L^2$ convergence errors and estimated rate in the inviscid case and using the ANN-based method. Linear advection problem, $m = 3$.

<table>
<thead>
<tr>
<th>$K$</th>
<th>Inviscid</th>
<th>NN (orig.)</th>
<th>NN ($\times 2$)</th>
<th>NN (scaling)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>$p$</td>
<td>$\epsilon$</td>
<td>$p$</td>
</tr>
<tr>
<td>10</td>
<td>9.9474e−7</td>
<td>-</td>
<td>1.1133e−3</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>3.1481e−8</td>
<td>4.98</td>
<td>1.7106e−4</td>
<td>2.70</td>
</tr>
<tr>
<td>40</td>
<td>1.0073e−9</td>
<td>4.97</td>
<td>7.8974e−5</td>
<td>1.12</td>
</tr>
<tr>
<td>80</td>
<td>3.3036e−11</td>
<td>4.93</td>
<td>3.2356e−5</td>
<td>1.29</td>
</tr>
<tr>
<td>160</td>
<td>1.0925e−12</td>
<td>4.92</td>
<td>1.5723e−5</td>
<td>1.04</td>
</tr>
</tbody>
</table>

Table 5.8: $L^2$ convergence errors and estimated rate in the inviscid case and using the ANN-based method. Linear advection problem, $m = 4$. 


The convergence analysis motivates the choice to consider only the third NN version (i.e., with the improved scaling) for all the following examples, unless stated otherwise.

### 5.1.2 Burgers equation: a simple test

After validating the new technique, we need to test its ability to capture shocks, adding a larger amount of dissipation in spatial regions where discontinuities develop. We do it first with Burgers equation. The motivation lies in the fact that smooth initial conditions may lead to discontinuities (shock and rarefaction waves), due to a nonlinear flux function. Moreover, since the training set was generated using mainly this conservation law, this test represents a simple benchmark case to test the generalization properties of the ANN to initial conditions which were not included in the training set.

Consider $\Omega = [0, 1]$, divided in $K = 160$ equal intervals and a final time $T = 0.4$. The initial condition is a compactly supported sine wave, that is set as

$$u_0(x) = -\sin(6\pi x)1_{[1/6, 5/6]}(x),$$

observing that its frequency is different from the ones considered in the dataset. The initial condition is shown in Figure 5.1, while the problem is completed with periodic (or Dirichlet) boundary conditions. By following the characteristic method, one observes that two shocks are formed at $x = 1/3$ and $x = 2/3$, after a time $t = 1/(6\pi)$. Let us consider linear basis functions first, namely $m = 1$. The parameter values for the standard artificial viscosity models are reported in the corresponding column of Table 5.9, which have been tuned to be (pseudo-)optimal for this specific test case. The numerical results are reported in Figure 5.2.

<table>
<thead>
<tr>
<th>Model</th>
<th>$m = 1$</th>
<th>$m = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>$c_\beta = 3$, $c_{\text{max}} = 1.5$</td>
<td>$c_\beta = 2$, $c_{\text{max}} = 1$</td>
</tr>
<tr>
<td>EV</td>
<td>$c_E = 2$, $c_{\text{max}} = 1$</td>
<td>$c_E = 1$, $c_{\text{max}} = 0.5$</td>
</tr>
<tr>
<td>MDH</td>
<td>$c_A = 2.5$, $c_k = 0.4$, $c_{\text{max}} = 1$</td>
<td>$c_A = 2$, $c_k = 0.4$, $c_{\text{max}} = 0.5$</td>
</tr>
<tr>
<td>MDA</td>
<td>$c_A = 2.5$, $c_k = 0.4$, $c_{\text{max}} = 1$</td>
<td>$c_A = 2$, $c_k = 0.4$, $c_{\text{max}} = 0.5$</td>
</tr>
</tbody>
</table>

Table 5.9: Parameter values for the standard artificial viscosity models for the second test case.

By looking at the overall solution, no significant differences among the models are present. In particular, the numerical oscillations caused by the shocks are smoothed enough. Zooming close to the first shock, it appears that the network outperforms the other models, in the sense that the solution seems to be sharper. In other words, the added dissipation appears to be minimal with respect to the other cases. As expected, the drawback lies in the fact that overshoots and undershoots have a marginally larger amplitude. However, both appear to be controlled enough. Of course, where the solution is smooth,
all the models follow the exact solution profile. To provide a more quantitative analysis, in Figure 5.3 we report the temporal history of artificial viscosity for all the models.

Theoretically, the viscosity models should not add dissipation at the initial times, where the solution is still smooth. After the shocks forms, viscosity has to be added in the spatial regions close to the discontinuities. Among the standard models, only the EV one achieves this goal. The DB model, due to its second-order nature, adds a viscosity which is less localized in space. On the other hand, the MDH should be capable of recognizing the solution at initial instants as smooth enough not to add dissipation. This failure might depend on the choice of the parameters, but mostly on the fact that a low discretization degree is used. This is probably not high enough to trigger the whole potential of the MDH model. The NN technique adds a localized viscosity in space, with the maximum value appearing to be lower compared to all the other models, at least from a global perspective.

A similar analysis can be carried out using higher degrees, like $m = 4$. The parameters for the standard models are reported in the corresponding column of Table 5.9. The solution, together with a zoom close to one of the discontinuities, is reported in Figure 5.4, while the corresponding viscosity profile is shown in Figure 5.5.

The qualitative behavior for the solution is similar to the linear case. In Figure 5.4(b) we observe that the profile obtained with the MDH and EV models is essentially the same. Since they are the two main models we relied on during the construction of the training set, the network is mimicking their behavior, so that NN-based solution is very close to both of them. Concerning the profile for the artificial viscosity, we note that all the models except the DB recognize the initial smoothness, and consequently they add essentially no dissipation before the shock appears. Again, the derivative-based technique continues adding dissipation in regions where it is not strictly necessary. The NN method seems to add an oscillating amount of dissipation, which is also observed (not reported here) for the some standard models (the MDH and the EV) for certain values of the parameters. This is also confirmed by looking at the maximum amount of dissipation in space, which is reported in Figure 5.6 as a function of time.

A possible explanation is found by noting that viscosity is added only when oscillations become too strong, while a lower amount is injected when their amplitude is not large enough. This oscillatory behavior is not a critical issue and it is perfectly acceptable. However, it might have a marginal effect on the time step, which is set proportionally to the inverse of the maximum viscosity.

In general, it is evident that the solution quality improves from $m = 1$ to $m = 4$ and the region where artificial viscosity is added is thinner. The absolute values of the dissipation values are lower, too. A final remark is related to the symmetry breaking, which is more evident as the discretization degree increases. In particular, one may expect a symmetry with respect to $x = 0.5$. However, since we use $K = 160$ elements and $m + 1 = 5$ nodal values per cell, one can verify that the two shocks fall in different locations within the cell. In particular $x = 1/3$ falls between the second and the third node in the 54th cell, while $x = 2/3$ lies between the third and the fourth node of the 107th element. Thus, it
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Figure 5.3: Temporal history of the artificial viscosity for the second test case, Burgers equation, $m = 1$.

Figure 5.4: Numerical results for the second test case, Burgers equation, $m = 4$. 
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(a) DB
(b) EV
(c) MDH
(d) NN
(e) MDA

Figure 5.5: Temporal history of the artificial viscosity for the second test case, Burgers equation, $m = 4$. 
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makes sense to expect a slightly different response from the network, since such symmetries have not been taken into account in the training set.

5.1.3 Burgers equation: a compound wave

The test case we proposed in Subsection 5.1.2 had an initial condition similar to those in the training set. Here, we show that the network is able to provide good results even for more general functions. Consider $\Omega = [-4, 4]$, divided in $K = 200$ equal intervals and a final time $T = 0.4$. We define the initial condition as a composition of smooth and discontinuous data [11] as

$$u_0(x) = \begin{cases} 
\sin(\pi x) & \text{if } 1 \leq |x| \leq 4, \\
3 & \text{if } -1 < x \leq -0.5 \text{ or } 0 < x \leq 0.5, \\
1 & \text{if } -0.5 < x < 0, \\
2 & \text{if } 0.5 < x \leq 1,
\end{cases}$$

while the problem is completed with periodic boundary conditions. The initial condition is plotted in Figure 5.7. Note that the domain, the number of elements, the grid spacing and the initial condition were not included in the training set.

Finally, the parameter we adopt for the standard model are reported in Table 5.10.
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<table>
<thead>
<tr>
<th>Model</th>
<th>( m = 1 )</th>
<th>( m = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>( c_\beta = 4 ), ( c_{\text{max}} = 2 )</td>
<td>( c_\beta = 2 ), ( c_{\text{max}} = 1 )</td>
</tr>
<tr>
<td>EV</td>
<td>( c_E = 2.5 ), ( c_{\text{max}} = 1.5 )</td>
<td>( c_E = 2 ), ( c_{\text{max}} = 1 )</td>
</tr>
<tr>
<td>MDH</td>
<td>( c_A = 2.6 ), ( c_\kappa = 0.4 ), ( c_{\text{max}} = 1 )</td>
<td>( c_A = 2 ), ( c_\kappa = 0.4 ), ( c_{\text{max}} = 0.5 )</td>
</tr>
<tr>
<td>MDA</td>
<td>-</td>
<td>( c_{\text{max}} = 1 )</td>
</tr>
</tbody>
</table>

Table 5.10: Parameter values for the standard artificial viscosity models for the third test case.

As the solution evolves, both shocks and rarefaction waves develop. We report the results obtained for low (\( m = 1 \)) and high (\( m = 4 \)) degrees in Figure 5.8 and Figure 5.9 respectively, while the history of the viscosity is shown, only for the latter case, in Figure 5.10.

![Figure 5.8](image)

(a) Overall result.

(b) Zoom close to the first shock.

(c) Zoom close to the middle region.

Figure 5.8: Numerical results for the third test case, Burgers equation, \( m = 1 \).

Again, we observe that the overall results obtained with all the considered models are similar. In the linear case, the EV and the NN models appear to provide better results. In particular, the former gives a better resolution of the shock originating from the sine wave, located at \( x = -3 \). Here, the NN model outperforms both the DB and the MDH ones, but it creates a low-amplitude overshoot. On the other hand, in the middle region of the solution profile, the NN model appears to resolve the solution features better than the others. Small oscillations are present, but the associated peaks never exceed the bounds provided by the reference solution. Increasing the polynomial order, the differences in all the models become less evident, even though the EV and the NN models are the best performers. Note that in this scenario, the NN resolves the first shock as accurately as the EV model.
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(a) Overall result.

(b) Zoom close to the first shock.

(c) Zoom close to the middle region.

Figure 5.9: Numerical results for the third test case, Burgers equation, $m = 4$. 

Chapter 5. Numerical results

Figure 5.10: Temporal history of the artificial viscosity for the third test case, Burgers equation, $m = 4$. 

(a) DB  
(b) EV  
(c) MDH  
(d) NN  
(e) MDA
By looking at the temporal history of the artificial viscosity, the oscillatory evolution of the dissipation values is evident for the MDH, EV and NN models. This can be perhaps explained by observing that the shocks have no fixed location in space, but they move at a certain speed. Thus, a different behavior is found when the discontinuity is located close to the extrema of the intervals or in the inner part. Again, we observe that the DB method is the most dissipative model.

5.1.4 A degree-4 flux function

The previous tests were mainly needed as a validation for our technique. In particular, we tested the convergence rate of the discretization error and the ability to capture shocks, as well as to resolve the solution features at different mesh resolutions. Now, we switch to conservation laws defined by flux functions which were not included in the training set. We start by choosing \( f(u) = \frac{u^4}{4} \), in the domain \( \Omega = [0,1] \) with \( K = 160 \) elements. The initial condition is simply a \( \text{rect} \) function defined as

\[
u_0(x) = \begin{cases} 
1 & \text{if } 0 < x \leq 0.25 \text{ or } 0.75 < x \leq 1, \\
3 & \text{otherwise in } [0,1], 
\end{cases}
\]

while the problem is completed using Dirichlet boundary conditions. Since the flux function is convex, its behavior is not far from Burgers equation. In particular, shocks and rarefaction waves develop. For small times, the analytical solution can be computed exactly using the characteristic method:

\[
u(x,t) = \begin{cases} 
1 & \text{if } 0 < x < 0.25 + \tilde{t} \text{ or } 0.75 + \tilde{t} < x \leq 1, \\
3 & \text{if } 0.25 + 27\tilde{t} < x \leq 0.75 + \tilde{t}, \\
R \left( \frac{3x-0.25}{3\tilde{t}} \right) & \text{if } 0.25 + \tilde{t} < x \leq 0.25 + 27\tilde{t},
\end{cases}
\]

where

\[
\tilde{s} = \frac{f(1) - f(3)}{1 - 3} = 10
\]

is the shock speed obtained through the Rankine-Hugoniot condition \[54\], and \( R(\cdot) = (f')^{-1}(\cdot) = (\cdot)^{1/3} \) is the inverse function of the first derivative of the flux function. Note that \( R \) exists due to the strict convexity of the flux function \( f(u) \) within the considered solution range. The previous reasoning holds as long as the shock and rarefaction waves do not meet, namely for \( t \leq 1/34 \approx 0.029 \). For successive instants, one could still rely on the characteristic method, but a simple analytical expression is no longer available, since a nonlinear ordinary differential equation has to be solved. However, for our purposes it is enough to consider \( T = 0.02 < 1/34 \).

Before showing the numerical results, it is worth spending a word on the choice of the three network strategies reported in Table 3.1. Indeed, for Burgers equation we have \( f'(u) = u \), so that all the previous techniques collapse into a single one. Here we have \( f'(u) = u^3 \), so that significant differences start to appear among the proposed strategies, as we partially noted even for the linear advection problem analyzed in Subsection 5.1.1. In Figure 5.11 we show the results obtained with the three different approaches.

Clearly, the first strategy underestimates the required viscosity. This is expected, since the inverse scaling is done by multiplying by a scaling factor of \( u \in [1,3] \) instead of \( u^3 \in [1,27] \). In other words, the first strategy predicts a viscosity value which is approximately 9 times smaller compared to the others, at least in regions where \( u \) is close to its maximum value. Thus, oscillations are observed. On the other hand, the second and third strategies are similar, although the latter resolves the shocks slightly better. Moreover, as we already pointed out, the second approach is not well suited for linear advection problems and the Euler system. Therefore it makes sense to consider the third technique as the best one, together with the improved version with the \( \mathcal{H} \)-scaling. Our reasoning is confirmed by looking at the artificial viscosity added by the models. From Table 5.11, which reports the time-averaged infinity norm of \( \mu \), it is evident that the dissipation added with the first strategy is clearly not enough to stabilize the problem.

Finally, we carry out an analysis similar to the previous test cases, with parameters defined in Table 5.12. For simplicity, in Figure 5.12 and Figure 5.13 we show only the results for \( m = 4 \), in comparison with the EV model.
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(a) Overall results.  
(b) Zoom close to the shock.

**Figure 5.11**: Comparison of the three different strategies for the NN technique, \( f(u) = u^4/4, m = 4 \).

| Model    | mean\(|\mu|\infty\) |
|----------|---------------------|
| EV       | 1.6826e-2           |
| NN1 \((u-u)\) | 1.2848e-3       |
| NN2 \((f'-f')\) | 2.0254e-2       |
| NN3 \((u-f')\) | 1.5518e-2       |

**Table 5.11**: Comparison of the time-averaged infinity norm of the artificial viscosity of the three different strategies for the NN technique, \( m = 4 \).

<table>
<thead>
<tr>
<th>Model</th>
<th>( m = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>( c_\beta = 8, c_{\text{max}} = 5 )</td>
</tr>
<tr>
<td>EV</td>
<td>( c_E = 2, c_{\text{max}} = 1 )</td>
</tr>
<tr>
<td>MDH</td>
<td>( c_A = 2.5, c_\kappa = 0.4, c_{\text{max}} = 0.8 )</td>
</tr>
<tr>
<td>MDA</td>
<td>( c_{\text{max}} = 1 )</td>
</tr>
</tbody>
</table>

**Table 5.12**: Parameter values for the standard artificial viscosity models for the fourth test case.

(a) Overall result.  
(b) Zoom close to the shock.

**Figure 5.12**: Numerical results for the fourth test case, \( f(u) = u^4/4, m = 4 \).
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We observe that the DB model is not able to smoothen the solution as expected, resulting in a quite oscillatory profile. Despite the values for $c_\beta$ and $c_{\text{max}}$ are very high compared to the previous tests, we found no better result in this scenario, at least in the parameter range we considered. Once more, this demonstrates that the DB technique does not provide good results. The results with the other models are comparable.

5.1.5 Buckley-Leverett problem

The goal of this final test is to demonstrate the performances of the NN technique for non-convex flux functions. We recall that the problem is set by defining

$$f(u) = \frac{u^2}{u^2 + 0.5(1-u)^2}.$$

Consider the test case presented in [11]. In particular, we select $\Omega = [0,1.5]$ and a final time $T = 0.4$. Again, we pick $K = 160$ elements. The initial condition is a step function, defined as

$$u_0(x) = \begin{cases} 0.95 & \text{if } 0 \leq x < 0.5, \\ 0.1 & \text{if } 0.5 \leq x \leq 1.5, \end{cases}$$

and finally the problem is completed with Dirichlet boundary conditions. It evolves into a compound wave consisting of a shock and a rarefaction. We recall that this phenomenon is present only with non-convex flux functions, where the slope of the characteristics $f'(u)$ is not monotone. In particular, for Riemann problems, a number of waves greater than the number of equation might develop starting from two different left and right values [31], as in this scenario.

Once more, the network provides good results, as shown for $m = 4$ in Figure 5.14.

<table>
<thead>
<tr>
<th>Model</th>
<th>$m = 4$</th>
<th>$c_\beta = 4, c_{\text{max}} = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EV</td>
<td></td>
<td>$c_E = 2, c_{\text{max}} = 1$</td>
</tr>
<tr>
<td>MDH</td>
<td>$c_A = 2, c_\kappa = 0.4, c_{\text{max}} = 0.6$</td>
<td></td>
</tr>
<tr>
<td>MDA</td>
<td>$c_{\text{max}} = 1$</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.13: Parameter values for the standard artificial viscosity models for the fifth test case.

Compared to Burgers equation, the NN does not clearly outperform the other methods, even though significant differences are not present among all the models. In particular, the upper part of the shock
is not well resolved by the network. This behavior could be related to the specific problem we chose or, more generally, by the network trained only with Burgers equation. We believe the former to be the more probable reason. The temporal history of the artificial viscosity is once more coherent with the previous analysis.

In this Section we numerically tested the performances of the network for one-dimensional scalar conservation laws. Both qualitative and quantitative analyses validate the model. In particular, the network is able to perform well for problems which were not in the training set, obtained by varying the mesh resolution and/or the flux function. Due to the test case in Subsection 5.1.4, we verified that the best strategy is to use the solution as input variable, scaled in the reference interval $[-1, 1]$. The inverse scaling is performed by multiplying by a local wave speed and a scaling factor. We recall that all the results we showed, except in the linear advection case, were obtained using the improved scaling based on the solution jump. However, considering the original factor $h$, the qualitative results are rather similar, excluding again the linear advection problem.

We also stress on the fact that, in all the problems, an optimized set of parameters for the classical

**5.1.6 Remarks**

In this Section we numerically tested the performances of the network for one-dimensional scalar conservation laws. Both qualitative and quantitative analyses validate the model. In particular, the network is able to perform well for problems which were not in the training set, obtained by varying the mesh resolution and/or the flux function. Due to the test case in Subsection 5.1.4, we verified that the best strategy is to use the solution as input variable, scaled in the reference interval $[-1, 1]$. The inverse scaling is performed by multiplying by a local wave speed and a scaling factor. We recall that all the results we showed, except in the linear advection case, were obtained using the improved scaling based on the solution jump. However, considering the original factor $h$, the qualitative results are rather similar, excluding again the linear advection problem.

We also stress on the fact that, in all the problems, an optimized set of parameters for the classical
models was chosen. In other words, a parameter tuning was performed. Thus, even though it may happen that one standard model provides better results than the ANN for a specific problem, for a generic set of parameters it is not the case. Thus, if no criterion is given to choose them, we claim that the ANN is the best technique, since it is parameter-free.

We finally report that all the simulations were run using a value of 0.1 for the CFL constant in equation (2.18). We recall that its dependence on $m$ is weak, in the sense that it is already taken into account by the terms $m^2$ and $m^4$ in its definition. Thus, picking an $m$-independent value does not create instabilities as the discretization degree is varied.

5.2 One-dimensional Euler system

Beyond different scalar conservation laws, the first natural extension of the previous framework goes in the direction of systems of equations, with a particular focus on Euler system. As described in Section 3.4, the adopted strategy is rather simple. Motivated by a reasoning similar to the scalar case, we consider only the third network strategy presented in Table 3.1, using the density $\rho$ as predicting variable and scaling with the local wave speed $\max(|v| + c)$. On the other hand, the $h$-scaling still suffers from the accuracy issue. We can again rely on the ANN as troubled-cell indicator or we modify the factor by taking into account the solution jump. Here, we adopt the latter approach, unless stated otherwise.

5.2.1 A smooth problem

As in the scalar case, we first need to validate the standard models, as well as the ANN technique. Choosing $\Omega = [0,1]$, the initial condition [55] is set as

$$(\rho, v, p)_{0} = (\rho_{\infty} + A \sin(2\pi x), v_{\infty}, p_{\infty}),$$

which is converted in the conserved variables as using the ideal gas law (2.22). Periodic boundary conditions are applied. Here, we consider $\rho_{\infty} = 1$, $A = 0.5$, $v_{\infty} = 1$, $p_{\infty} = 1$. The problem turns out to be a simple advection equation for the density variable, leading to the following exact solution:

$$(\rho, v, p) = (\rho_{\infty} + A \sin(2\pi(x - v_{\infty} t)), v_{\infty}, p_{\infty}).$$

Again, in order to measure the discretization error, we rely on the $L^2(\Omega)$-norm at a fixed time $T$, which we choose to be equal to $T = 0.2$. Dealing with multiple variables, we define

$$
\epsilon^2 = \|u_h(\cdot, T) - u(\cdot, T)\|_{L^2(\Omega)}^2 = \sum_{i=1}^n \|u_{h,i}(\cdot, T) - u_i(\cdot, T)\|_{L^2(D^u)}^2.
$$

$$
= \sum_{i=1}^n \sum_{k=1}^K (u_{h,i} - u_k)^T \tilde{M} (u_{h,i} - u_k) = \sum_{k=1}^K (u_h - u)^T \tilde{M} (u_h - u),
$$

where we set $\tilde{M} = \text{blkdiag}([M]_{i=1}^n)$. For the one-dimensional Euler system we have $n = 3$ equations. Essentially, the scalar $L^2(\Omega)$-norm is computed separately for each conserved variable, and all the contributions are added together. Since all the equations are discretized with the same polynomial degree, for the inviscid problem we expect the optimal scaling $\epsilon \sim h^{m+1}$, provided that the solution is smooth enough. We can now show the convergence results for the viscous equation, focusing only on $m = 1$ and $m = 4$ in Tables 5.14 and 5.15 respectively. The behavior for $m = 2, 3$ is similar and it is not reported here.

Here, high accuracy is obtained even with the DB model. Indeed, recalling its definition for Euler system (2.27), the dissipation is proportional to the divergence of the velocity field. Since for this test case $v = v_{\infty} = \text{const}$, no viscosity is added and the inviscid scheme is retained. This is a general behavior for Euler equations, where the DB model may outperform the others, especially when weak compressibility is present. As shown in the following Subsection, issues may arise when contact discontinuities are present. Concerning the other methods, the comments made for the scalar case are still valid. In particular, the EV is always able to get a good convergence rate, while the MDH has a
linear scaling for low degrees and resolutions and goes back to the inviscid scheme for high orders or sufficiently fine meshes. With the improved scaling, the NN is able to achieve the correct convergence rate. Note that the magnitude of the discretization error for the inviscid case and the NN model is essentially the same.

### 5.2.2 Single waves

We consider now a couple of test cases with discontinuous initial conditions. Both are defined by assigning a left and a right state which can be connected by a single wave [56]. For both examples, we consider $\Omega = [0, 1]$, $K = 200$ elements and $T = 0.25$.

Let us set

$$ (\rho, v, p)_0 = \begin{cases} (1, 1, 1) & \text{if } 0 \leq x \leq 0.2, \\ (0.4, 1, 1) & \text{if } 0.2 < x \leq 1, \end{cases} $$

and complete the problem with Dirichlet boundary conditions. Note that both velocity and pressure are constant and continuous. It can be verified that left and right states can be connected by a single contact wave, moving with a speed $s = v = 1$. The exact solution is

$$ (\rho, v, p) = \begin{cases} (1, 1, 1) & \text{if } 0 \leq x \leq 0.2 + st, \\ (0.4, 1, 1) & \text{if } 0.2 + st < x \leq 1. \end{cases} $$

This problem resembles the scalar linear advection equation with a discontinuous initial condition. Here, to simplify the analysis we focus on the case $m = 1$. The parameters used for the standard models are reported in Table 5.16, while the final density profile is plotted in Figure 5.16.

<table>
<thead>
<tr>
<th>Model</th>
<th>Contact</th>
<th>Shock</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>$c_{\beta} = 2$, $c_{\text{max}} = 1$</td>
<td>$c_{\beta} = 4$, $c_{\text{max}} = 2$</td>
</tr>
<tr>
<td>EV</td>
<td>$c_{\rho} = 2$, $c_{\text{max}} = 0.5$</td>
<td>$c_{\rho} = 5$, $c_{\text{max}} = 2.5$</td>
</tr>
<tr>
<td>MDH</td>
<td>$c_A = 3.2$, $c_k = 0.5$, $c_{\text{max}} = 1.2$</td>
<td>$c_A = 3$, $c_k = 0.5$, $c_{\text{max}} = 2.5$</td>
</tr>
</tbody>
</table>

Table 5.16: Parameter values for the standard artificial viscosity models for the single wave case.

Here, the DB model adds no dissipation. As in the smooth problem 5.2.1, the reason is that the velocity variable is constant in space and time. In particular, it is continuous across the contact wave.
5.2. One-dimensional Euler system

Thus, the scheme is equivalent to the inviscid problem, so that Gibbs phenomenon is triggered and numerical oscillations appear. We note that they are not destructive, in the sense that they do not force the solution to become unstable. This is a typical behavior of contact waves. Ignoring the DB method, which fails to smoothen the solution, the other models work similarly among them. The MDH is the most dissipative model and the contact wave is not well resolved. The EV and NN techniques behave similarly, with the former being slightly better.

On the other hand, setting $(\rho, v, p) = \begin{cases} (1, 0.8276, 1) & \text{if } 0 \leq x \leq 0.2, \\ (0.5313, 0.1, 0.4) & \text{if } 0.2 < x \leq 1, \end{cases}$ together with Dirichlet boundary conditions, a single shock moves at a speed $\dot{s} = \frac{\rho_l v_l - \rho_r v_r}{\rho_l - \rho_r} = \frac{0.8276 - 0.05313}{1 - 0.5313} \approx 1.65,$ leading to an exact solution equal to $(\rho, v, p) = \begin{cases} (1, 0.8276, 1) & \text{if } 0 \leq x \leq 0.2 + \dot{s} t, \\ (0.5313, 0.1, 0.4) & \text{if } 0.2 + \dot{s} t < x \leq 1. \end{cases}$

The parameters are again reported in Table 5.16, leading to the final density profile plotted in Figure 5.17.

This single shock problem can be interpreted in a way similar to Burgers equation, thus analogous comments hold. Here, the DB model performs quite well, since the velocity is discontinuous across the shock. The EV seems again to be the best one, even if a low-amplitude undershoot is present. The others perform similarly, with the NN resolving the downstream profile slightly better than the MDH and DB. The bumps observed at $x \approx 0.1$ and $x \approx 0.4$ appear to be numerical artefacts that exist for this problem, and they have also been observed in [56].

5.2.3 Sod problem

Obviously, systems of conservation laws exhibit a higher degree of complexity with respect to scalar problems. In particular, two different states can be connected by multiple waves, generating intermediate
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Figure 5.17: Numerical results for the single shock wave case, \( m = 1 \).

A popular test case is the Sod (shock-tube) problem [46]. The initial state is given by

\[
(p, v, \rho) = \begin{cases} 
(1, 0, 1) & \text{if } 0 \leq x \leq 0.5, \\
(0.125, 1, 0.1) & \text{if } 0.5 < x \leq 1, 
\end{cases}
\]

in the domain \( \Omega = [0, 1] \), completed with Dirichlet boundary conditions. Three different waves are generated. A left-moving rarefaction fan, where no dissipation should be added, and right-moving contact and shock waves. In principle, the contact wave should be smoothed only initially not to generate oscillations, while for large times no dissipation has to be added. On the other hand, viscosity should be continuously injected in the region close to the shock. A pseudo-analytical solution is available, obtained by (numerically) solving a single nonlinear equation [57]. To generate the results, we consider \( K = 160 \) elements, a discretization degree \( m = 1 \) and \( T = 0.2 \), and the parameters listed in Table 5.17. The final solution profile for all the conserved variables is reported in Figure 5.18. The corresponding viscosity profile is shown in Figure 5.19.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter values for the Sod problem.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>( c_\beta = 2, \ c_{\text{max}} = 1 )</td>
</tr>
<tr>
<td>EV</td>
<td>( c_E = 5, \ c_{\text{max}} = 1.5 )</td>
</tr>
<tr>
<td>MDH</td>
<td>( c_A = 2.5, \ c_\kappa = 0.5, \ c_{\text{max}} = 1.5 )</td>
</tr>
</tbody>
</table>

Table 5.17: Parameter values for the standard artificial viscosity models for the Sod problem.

Again, all the models perform similarly. A small overshoot in the profile of the momentum is present close to the shock, with a comparable amplitude present in all the models. Looking at the temporal history of the artificial dissipation, we observe that all the models keep track of the shock by adding high dissipation in that region. At the same time, the viscosity amount close to the contact and the rarefaction wave is less compared to the one injected where the shock is present. Here, we note that the DB model adds dissipation in the rarefaction area, which is not highly desirable, since the solution is smooth there. Moreover, since all the waves start from the same point, it is enough to track the position of the shock. This is somehow similar to [11], where most of the troubled cells are in the initial instants. Qualitatively equivalent results are obtained for higher discretization degrees and are not reported here.
Figure 5.18: Numerical results for the Sod problem, $m = 1$. 

(a) Overall result for density. 
(b) Zoom close to the contact wave. 
(c) Zoom close to the shock wave. 
(d) Overall result for momentum. 
(e) Overall result for energy.
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Figure 5.19: Temporal history of the artificial viscosity for the Sod problem, $m = 1$. 

(a) DB  
(b) EV  
(c) MDH  
(d) NN
5.2.4 Shu-Osher problem

The next problem we tackle is the Shu-Osher test case [58]. Consider \( \Omega = [-5, 5] \), \( K = 200 \) and \( T = 1.8 \). The initial condition is defined as

\[
(\rho, v, p)_0 = \begin{cases} 
(3.857143, 2.629369, 10.333333) & \text{if } -5 \leq x \leq -4, \\
(1 + 0.5 \sin(5x), 0, 1) & \text{if } -4 < x \leq 5,
\end{cases}
\]

with Dirichlet-Neumann boundary conditions. Combination of smooth and discontinuous data are present, making this case well suited to test the capabilities to both capture shocks, i.e. numerical oscillations, and physical oscillations. The results for \( m = 1, 2, 3, 4 \) are shown in Figures 5.20, 5.21, 5.22, 5.23 respectively and are obtained with the parameters listed in Table 5.18.

<table>
<thead>
<tr>
<th>Model</th>
<th>( m = 1 )</th>
<th>( m = 2 )</th>
<th>( m = 3 )</th>
<th>( m = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>( c_\beta = 0.8, \ c_{\text{max}} = 0.2 )</td>
<td>( c_\beta = 0.8, \ c_{\text{max}} = 0.2 )</td>
<td>( c_\beta = 0.8, \ c_{\text{max}} = 0.2 )</td>
<td>( c_\beta = 0.8, \ c_{\text{max}} = 0.2 )</td>
</tr>
<tr>
<td>EV</td>
<td>( c_\beta = 0.5, \ c_{\text{max}} = 0.2 )</td>
<td>( c_\beta = 0.5, \ c_{\text{max}} = 0.2 )</td>
<td>( c_\beta = 1.5, \ c_{\text{max}} = 0.5 )</td>
<td>( c_\beta = 2, \ c_{\text{max}} = 0.5 )</td>
</tr>
<tr>
<td>MDH</td>
<td>( c_A = 2, \ c_k = 0.4, \ c_{\text{max}} = 1 )</td>
<td>( c_A = 3, \ c_k = 0.5, \ c_{\text{max}} = 1.5 )</td>
<td>( c_A = 3, \ c_k = 0.5, \ c_{\text{max}} = 1.6 )</td>
<td>( c_A = 2, \ c_k = 0.4, \ c_{\text{max}} = 0.9 )</td>
</tr>
<tr>
<td>MDA</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.18: Parameter values for the standard artificial viscosity models for the Shu-Osher problem.

The NN model shows better solution profiles compared to the MDH and EV ones, while the DB technique appears to outperform the other methods for all the discretization degrees. Zooming close to the (physical) oscillations, we note that for \( m = 1 \) the resolution is not high enough to capture them, while, increasing the degree, all the models do not suppress them. Focusing on the region where the solution deviates from the constant value of 3.857143, some numerical oscillations are present, even though most of the models are able to reduce their amplitude. Even considering high discretization degrees, the NN technique is the one with more significant bumps. This can be explained by recalling that the simulations using standard models have been run using optimized values for the parameters, designed in a way that such oscillations are fully suppressed. Finally, note that the overall solution quality improves when \( m \) is increased, so that the added dissipation does not destroy the benefits of choosing higher discretization degrees.

The artificial viscosity profile is shown in Figure 5.24. For simplicity, only the case \( m = 1 \) is reported.

Qualitatively, no significant differences among the models are present. Dissipation is added in the same spatial regions, with slightly different values.

5.2.5 Remarks

In this Section we observed how the network technique generalizes well to capture discontinuities even for the Euler system. Compared to scalar problems, it seems that the ANN does not clearly outperform the standard models, even though the overall solution profile is not significantly different. Recalling that the results obtained with the classical models are generated with optimized sets of parameters, using generic values for them, their performances may drop. In this scenario, due to the presence of problem-dependent parameters, it might happen that the positivity property of density and/or pressure is lost, leading to non-physical results. We never experienced this issue using the ANN technique, at least in the reported test cases.

Finally, note that the CFL constant in equation (2.18) has a value of \( C = 0.2 \) independently of the discretization degree.

5.3 Two-dimensional scalar problems

The second extension relates to two-dimensional problems (scalar equations and systems). Since we already validated the classical artificial viscosity methods and the network capabilities in the one-dimensional scenario, we can skip part of the details, since most of the comments are still valid. It is worth recalling that in this context two different strategies are available. The first one relies on
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Figure 5.20: Numerical results for the Shu-Osher problem, $m = 1$. 

(a) Overall result for density.

(b) Zoom close to the first peak.

(c) Zoom close to the oscillations.

(d) Overall result for momentum.

(e) Overall result for energy.
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Figure 5.21: Numerical results for the Shu-Osher problem, \( m = 2 \).
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Figure 5.22: Numerical results for the Shu-Osher problem, $m = 3$. 
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(a) Overall result for density.

(b) Zoom close to the first peak.

(c) Zoom close to oscillations.

(d) Overall result for momentum.

(e) Overall result for energy.

Figure 5.23: Numerical results for the Shu-Osher problem, $m = 4$. 
Figure 5.24: Temporal history of the artificial viscosity for the Shu-Osher problem, $m = 1$. 

(a) DB

(b) EV

(c) MDH

(d) NN
the one-dimensional ANN, estimating a different coefficient along each edge of a given triangle. The second one is based on a two-dimensional network. Again, let us start with scalar equations.

5.3.1 A smooth problem

The smooth problem we consider here is the two-dimensional extension of the linear advection equation. Let us pick a constant transport field, say \( \beta = (\beta^x, \beta^y) = (1, 1) \). The computational domain is \( \Omega = [0, 1]^2 \), whereas the problem is completed by assigning the initial condition

\[
u_0(x, y) = 1 + \sin(2\pi x) \sin(2\pi y),
\]

periodic boundary conditions and a final time \( T = 0.2 \). The exact solution is simply given by

\[
u(x, y, t) = \nu_0(x - \beta^x t, y - \beta^y t) = 1 + \sin(2\pi(x - t)) \sin(2\pi(y - t)),
\]

and the discretization error \( \epsilon \) is computed as in the one-dimensional case, since the definition of the mass matrix is not (formally) altered. The convergence results are reported in Tables 5.19 and 5.20 for degrees \( m = 1 \) and \( m = 4 \) respectively, skipping the details for \( m = 2 \) and \( m = 3 \). They are generated using a structured mesh built starting from a mesh of quadrilaterals (in particular squares), and separating each element into two triangles. Supposing that each domain edge is divided into \( N \) elements, we have \( K = 2N^2 \) total triangles, as reported in Figure 5.25.

![Computational mesh](image)

**Figure 5.25**: A graphical representation of the structured mesh we employ in this work.

<table>
<thead>
<tr>
<th>( N )</th>
<th>Inviscid</th>
<th>DB</th>
<th>EV</th>
<th>MDH</th>
<th>NN1D</th>
<th>NN2D</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.8672e−2</td>
<td>3.4792e−1</td>
<td>3.0328e−1</td>
<td>4.1350e−1</td>
<td>1.6456e−1</td>
<td>1.511e−1</td>
</tr>
<tr>
<td>20</td>
<td>4.5400e−3</td>
<td>2.04</td>
<td>1.1413e−1</td>
<td>9.12</td>
<td>4.998e−2</td>
<td>1.75</td>
</tr>
<tr>
<td>40</td>
<td>1.1948e−3</td>
<td>2.92</td>
<td>8.0458e−2</td>
<td>1.39</td>
<td>1.3438e−2</td>
<td>3.34</td>
</tr>
<tr>
<td>80</td>
<td>2.7964e−4</td>
<td>2.01</td>
<td>2.3854e−2</td>
<td>1.75</td>
<td>1.7744e−3</td>
<td>2.92</td>
</tr>
<tr>
<td>160</td>
<td>6.9578e−5</td>
<td>2.00</td>
<td>6.3178e−3</td>
<td>1.92</td>
<td>2.3654e−4</td>
<td>2.91</td>
</tr>
</tbody>
</table>

**Table 5.19**: \( L^2 \) convergence errors and estimated rate in the inviscid case and using standard artificial viscosity models and with both the 1D and 2D ANNs. Linear advection problem, \( m = 1 \).
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### 5.1 Inviscid DB EV MDH MDA NN1D NN2D

<table>
<thead>
<tr>
<th>N</th>
<th>ϵ</th>
<th>p</th>
<th>ϵ</th>
<th>p</th>
<th>ϵ</th>
<th>p</th>
<th>ϵ</th>
<th>p</th>
<th>ϵ</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.196e−5</td>
<td>8.095e−2</td>
<td>4.220e−3</td>
<td>1.395e−2</td>
<td>1.961e−5</td>
<td>2.559e−5</td>
<td>1.213e−5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>1.698e−7</td>
<td>2.388e−2</td>
<td>1.209e−3</td>
<td>8.455e−4</td>
<td>3.906e−7</td>
<td>4.344e−7</td>
<td>9.035e−7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.698e−9</td>
<td>6.319e−3</td>
<td>1.219e−3</td>
<td>5.865e−4</td>
<td>1.099e−9</td>
<td>1.324e−9</td>
<td>1.324e−9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.20: $L^2$ convergence errors and estimated rate in the inviscid case and using standard artificial viscosity models and with both the 1D and 2D ANNs. Linear advection problem, $m = 4$.

Essentially, all the results are coherent with their one-dimensional counterpart and meet our expectations.

We refer to Subsection 5.1.1 for a more detailed comment. We just observe that both the 1D and the 2D ANNs (using the versions with the $\mathcal{H}$-scaling) give low errors and guarantee optimal accuracy rates.

### 5.2 2D Burgers equation: a Riemann problem

We can now switch to the two-dimensional extension of Burgers equation, choosing $f^x = f^y = u^2/2$. The physical domain we consider is $\Omega = [0, 1]^2$, whereas the initial condition is defined as

$$u_0(x, y) = \begin{cases} -1 & \text{if } 0.5 < x < 1, \ 0.5 < y < 1, \\ -0.2 & \text{if } 0 < x < 0.5, \ 0.5 < y < 1, \\ 0.5 & \text{if } 0 < x < 0.5, \ 0 < y < 0.5, \\ 0.8 & \text{if } 0.5 < x < 1, \ 0 < y < 0.5. \end{cases}$$

Compared to the one-dimensional case, here discontinuities are present even at the physical boundaries. To avoid spurious effects from the boundary itself, we extend the domain to $\Omega = [-1, 2]^2$, we apply periodic boundary conditions and we analyze the solution in the physical domain only. A pictorial representation is provided in Figure 5.26. Only shocks and rarefaction waves are present in the problem,

![Figure 5.26: A graphical representation of the domain extension. The blue lines separate the four sectors in which the domain is divided into.](image)

as in its one-dimensional counterpart. An exact solution is also available [18]. For our simulations, we divide each edge into $N = 40 \cdot 3$ elements, corresponding to $K = 3200$ triangles in the physical domain. The numerical results at $T = 0.25$, generated with the set of parameters listed in Table 5.21, are reported in Figure 5.27 with degree $m = 4$. For lower degrees, similar comments hold.

Here, the worst model is the DB, which is clearly too dissipative close to the shocks. The MDA, on the other hand, appears to be the least dissipative, since some wiggles are present close to discontinuities. All the other models are similar. The one-dimensional neural network seems to be slightly more
### 5.3. Two-dimensional scalar problems

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameter Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>$c_b = 2$, $c_{\text{max}} = 1$</td>
</tr>
<tr>
<td>EV</td>
<td>$c_E = 1$, $c_{\text{max}} = 0.25$</td>
</tr>
<tr>
<td>MDH</td>
<td>$c_A = 2$, $c_\kappa = 0.4$, $c_{\text{max}} = 0.5$</td>
</tr>
<tr>
<td>MDA</td>
<td>$c_{\text{max}} = 0.8$</td>
</tr>
</tbody>
</table>

**Table 5.21:** Parameter values for the standard artificial viscosity models for 2D Riemann problem.

**Figure 5.27:** Numerical results for the 2D Riemann problem, $m = 4$. 
dissipative than its two-dimensional counterpart, and it looks similar to the EV. Since the 1D network does not take into account the internal degrees of freedom and the final viscosity coefficient is computed as a weighted average of the edge values, this smoother result is not unexpected. To finalize the analysis, in Figure 5.28 we report the spatial infinity norm of the artificial viscosity. Except for the highly-dissipative DB model, the maximum viscosity added by the other models is comparable.

In all the cases, the CFL constant was set to $C = 0.8$.

### 5.3.3 KPP rotating wave problem

We now switch to a conservation law which has non-convex $x$ and $y$ components of the flux function. More precisely they are set equal to $f^x = \sin(u)$ and $f^y = \cos(u)$ respectively. Here $\Omega = [-2, 2]$, $K = 2 \cdot 120^2$ and $T = 1$. The initial condition is

$$u_0(x, y) = \begin{cases} 
3.5\pi & \text{if } x^2 + y^2 < 1, \\
0.25\pi & \text{otherwise},
\end{cases}$$

and periodic boundary conditions are considered. This is a rather challenging test case, since a two-dimensional composite wave structure is present [18]. In Figure 5.29 we report the results, generated with the parameters listed in Table 5.22. Finally, the maximum artificial viscosity as a function of time is shown in Figure 5.30.

<table>
<thead>
<tr>
<th>Model</th>
<th>$m = 4$</th>
<th>$c_\beta = 2$, $c_{\text{max}} = 1$</th>
<th>$c_E = 1$, $c_{\text{max}} = 0.25$</th>
<th>$c_A = 2$, $c_k = 0.4$, $c_{\text{max}} = 0.5$</th>
<th>$c_{\text{max}} = 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>EV</td>
<td>MDH</td>
<td>MDA</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.22: Parameter values for the standard artificial viscosity models for the KPP problem.

It appears that that the best models are the DB, EV and the 2D ANN ones. The decay-based techniques are not well suited for such a problem, since a lot of wiggles are present. This phenomenon is present independently of the chosen parameter values. Even the 1D network exhibits some spurious oscillations, yet they are less evident compared to the MDH and MDA models. The artificial viscosity profile confirms our reasoning. The 2D NN adds more dissipation in comparison with the 1D version, which results in a smoother solution profile. However, the time evolution for all the models looks rather similar. The CFL constant was set to $C = 0.8$. 

Figure 5.28: Infinity norm of the artificial viscosity with respect to time, 2D Riemann problem, $m = 4$. 

Figure 5.29: Results generated with the parameters listed in Table 5.22. Finally, the maximum artificial viscosity as a function of time is shown in Figure 5.30.
5.3. Two-dimensional scalar problems

Figure 5.29: Numerical results for the KPP problem, $m = 4$. 
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(f) NN2D
5.4 Two-dimensional Euler system

In this Section we focus on the two-dimensional Euler system. For practical reasons, we skip the convergence analysis, which turned out to be very similar to the one-dimensional one. In particular, both the 1D and the 2D networks are able to achieve optimal convergence rates. Instead, we prefer to focus on two-dimensional Riemann problems, whose detailed description is provided in [47, 48]. Different combinations of rarefaction, shock and contact waves lead to at least 15 different admissible configurations.

The physical domain is again $\Omega = [0,1]^2$, which is enlarged to $\Omega = [-1,2]^2$ to avoid any effect from the boundaries (see Subsection 5.3.2). Periodic boundary conditions are applied. Then, we divide each edge into $N = 40 \cdot 3$ intervals. Each configuration is determined by cutting the domain in four equal parts, in which a different initial value for $(\rho, \rho v_x, \rho v_y, E)$ is assigned. As it was done in the one-dimensional scenario, we instead assign conditions for $(\rho, v_x, v_y, p)$, that are again converted in the conserved variables using the ideal gas law (2.24).

The results presented in this Section are obtained using different CFL constants as $m$ is varied. In particular, $C = 0.2, 0.6, 0.6, 1.5$ are set for $m = 1, 2, 3, 4$ respectively. For the sake of simplicity, we report the contour lines for the density variable only. Their number is always set to 30.

5.4.1 Riemann problem case 4

In this scenario, only shock waves are present. We set $T = 0.25$ and

$$(\rho, v_x, v_y, p)_0 = \begin{cases} (1.1, 0, 0, 1.1) & \text{if } 0.5 < x < 1, \ 0.5 < y < 1, \\ (0.5065, 0.8939, 0.35) & \text{if } 0 < x < 0.5, \ 0.5 < y < 1, \\ (1.1, 0.8939, 0.8939, 1.1) & \text{if } 0 < x < 0.5, \ 0 < y < 0.5, \\ (0.5065, 0, 0.8939, 0.35) & \text{if } 0.5 < x < 1, \ 0 < y < 0.5. \end{cases}$$

The results, generated with the set of parameters listed in Table 5.23, are reported in Figure 5.31 for a degree $m = 4$ only.

<table>
<thead>
<tr>
<th>Model</th>
<th>$m = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>$c_\beta = 2; \ c_{max} = 0.5$</td>
</tr>
<tr>
<td>EV</td>
<td>$c_E = 1; \ c_{max} = 0.25$</td>
</tr>
<tr>
<td>MDH</td>
<td>$c_A = 2.5; \ c_k = 0.2; \ c_{max} = 0.5$</td>
</tr>
<tr>
<td>MDA</td>
<td>$c_{max} = 0.5$</td>
</tr>
</tbody>
</table>

Table 5.23: Parameter values for the standard artificial viscosity models for Riemann problem (case 4), Euler system.
Figure 5.31: Numerical results for the 2D Riemann problem, configuration 4, $m = 4$. 
A simple yet effective way to show the robustness of a model is to evaluate how the fine structure of the solution changes with the discretization degree. The best technique seems to be the EV, since the contour lines appear more smoothed and less wiggles are present. Both the NN-based profiles look rather similar, with the 1D version exhibiting a slightly more oscillatory behavior.

5.4.2 Riemann problem case 12

This problem is characterized by the presence of both contact waves and shocks. We set \( T = 0.25 \) and

\[
(\rho, v_x, v_y, p)_0 = \begin{cases} 
(0.5313, 0, 0, 0.4) & \text{if } 0.5 < x < 1, \ 0.5 < y < 1, \\
(1, 0.7276, 0, 1) & \text{if } 0 < x < 0.5, \ 0.5 < y < 1, \\
(0.8, 0, 0, 1) & \text{if } 0 < x < 0.5, \ 0 < y < 0.5, \\
(1, 0, 0.7276, 1) & \text{if } 0.5 < x < 1, \ 0 < y < 0.5.
\end{cases}
\]

Since it is a rather challenging problem, we choose to provide the results for all the discretization degrees. They are obtained with parameters listed in Table 5.24, and are reported in Figures 5.32, 5.33, 5.34 and 5.35 for degrees \( m = 1, 2, 3, 4 \) respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>( m = 1 )</th>
<th>( m = 2 )</th>
<th>( m = 3 )</th>
<th>( m = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>( c_B = 2, \ c_{\text{max}} = 0.8 )</td>
<td>( c_B = 2, \ c_{\text{max}} = 0.8 )</td>
<td>( c_B = 2, \ c_{\text{max}} = 0.8 )</td>
<td>( c_B = 2, \ c_{\text{max}} = 0.5 )</td>
</tr>
<tr>
<td>EV</td>
<td>( c_E = 1.5, \ c_{\text{max}} = 1 )</td>
<td>( c_E = 1, \ c_{\text{max}} = 1 )</td>
<td>( c_E = 1, \ c_{\text{max}} = 1 )</td>
<td>( c_E = 1, \ c_{\text{max}} = 0.5 )</td>
</tr>
<tr>
<td>MDH</td>
<td>( c_A = 2.5, \ c_a = 0.2, \ c_{\text{max}} = 1.2 )</td>
<td>( c_A = 2.5, \ c_a = 0.2, \ c_{\text{max}} = 1.2 )</td>
<td>( c_A = 2.5, \ c_a = 0.2, \ c_{\text{max}} = 1.2 )</td>
<td>( c_A = 2.5, \ c_a = 0.2, \ c_{\text{max}} = 1.2 )</td>
</tr>
<tr>
<td>MDA</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.24: Parameter values for the standard artificial viscosity models for Riemann problem (case 12), Euler system.

A simple yet effective way to show the robustness of a model is to evaluate how the fine structure close to \((x, y) = (0.5, 0.5)\) is captured. For low degrees, the resolution is too low to fully resolve it, with all the models smoothing the solution too much around the center of the domain. Increasing the discretization degrees, the results improve a lot. The MDA model is very dissipative for \( m = 3 \), while the contact waves seem to show some non-physical oscillations for \( m = 4 \). The DB model is rather dissipative, as expected. The MDH and EV models provide good results, as well as both the proposed NN-based techniques. In particular, the solutions obtained with the 2D networks seems to be the best among all the models, with this trend holding for all the considered degrees.

5.4.3 Riemann problem case 6

The final test exhibits four contact waves. We set \( T = 0.3 \) and

\[
(\rho, v_x, v_y, p)_0 = \begin{cases} 
(1, 0.75, -0.5, 1) & \text{if } 0.5 < x < 1, \ 0.5 < y < 1, \\
(2, 0.75, 0.5, 1) & \text{if } 0 < x < 0.5, \ 0.5 < y < 1, \\
(1, -0.75, 0.5, 1) & \text{if } 0 < x < 0.5, \ 0 < y < 0.5, \\
(3, -0.75, -0.5, 1) & \text{if } 0.5 < x < 1, \ 0 < y < 0.5.
\end{cases}
\]

The results, generated with the set of parameters listed in Table 5.25, are reported in Figure 5.36 for a degree \( m = 4 \) only.

<table>
<thead>
<tr>
<th>Model</th>
<th>( m = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>( c_B = 2, \ c_{\text{max}} = 0.5 )</td>
</tr>
<tr>
<td>EV</td>
<td>( c_E = 1, \ c_{\text{max}} = 0.25 )</td>
</tr>
<tr>
<td>MDH</td>
<td>( c_A = 2.5, \ c_a = 0.2, \ c_{\text{max}} = 0.5 )</td>
</tr>
<tr>
<td>MDA</td>
<td>( c_{\text{max}} = 0.5 )</td>
</tr>
</tbody>
</table>

Table 5.25: Parameter values for the standard artificial viscosity models for Riemann problem (case 6), Euler system.
5.4. Two-dimensional Euler system

Figure 5.32: Numerical results for the 2D Riemann problem, configuration 12, $m = 1$. 
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Figure 5.33: Numerical results for the 2D Riemann problem, configuration 12, \( m = 2 \).
5.4. Two-dimensional Euler system

Figure 5.34: Numerical results for the 2D Riemann problem, configuration 12, $m = 3$. 
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(c) MDH
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(e) NN1D
(f) NN2D
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Figure 5.35: Numerical results for the 2D Riemann problem, configuration 12, $m = 4$. 
Figure 5.36: Numerical results for the 2D Riemann problem, configuration 6, $m = 4$. 
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Unlike its one-dimensional counterpart consisting of a single contact wave, the DB adds dissipation in the problem. It happens because the velocity variable does not stay constant in time, so that dissipation is injected, at least after the initial states. The EV appears to provide the smoothest solution. This could be a parameter issue, in the sense that there might be a better set of parameters in a range we did not explore, but it is coherent with [14], where the EV model turned out to be quite dissipative for complex flow structures. All the other models seem to provide similar results, with the networks performing well even with contact waves only. The 2D NN appears to be better than the 1D one, and it turns out to be the best model for this test case.

5.5 Performance analysis

In this Section, we provide more detailed comments on the performances of the proposed methods, highlighting strengths and weaknesses of the techniques. We choose to keep the analysis separated from the numerical results in order not to deviate from the main goal of the previous Sections, i.e. showing the capabilities of the schemes in terms of accuracy and shock-capturing. Moreover, this is not meant to be a fully rigorous analysis, which is left as a future work. Firstly, we make a few general comments, while a couple of quantitative results is shown afterwards.

The computational cost per temporal iteration is rather similar among all the considered models. This fact can be explained due to a couple of arguments. Firstly, the viscosity estimation procedure is similar among most of the models, aiming to compute a local dissipation value. The differences among the techniques do not play a significant role, and cache effects might contribute to reduce such discrepancies. Secondly, the computational cost required by the assembly of the right-hand-side $F$ in (2.16) is much larger than the one required by the viscosity estimation procedure. When dealing with systems of conservation laws, this phenomenon is enhanced. Moreover, the computation of the artificial viscosity is carried out once per time iteration, while the right-hand-side has to be assembled five times, since a five-stage time-advancing scheme is employed (see Algorithm 4.1).

On the other hand, the total execution time can exhibit significant variations. Indeed, we recall that the time step is chosen adaptively according to (2.18). Thus, different viscosity values have an impact on $\Delta t$, consequently altering the number of iterations and the computational time. Qualitatively, large viscosities result in a large number of iterations, even though a trade-off between $\mu$ and the maximum wave speed is present. The variations in the elapsed time become more evident for two-dimensional problems, where the solution exhibits more complex features.

Now, we provide more a quantitative analysis. For one-dimensional problems, the selected test case is the Shu-Osher problem presented in Subsection 5.2.4, to which we refer for the numerical setup. Table 5.26 reports the computational times, number of iterations and the time per iteration for different models and discretization degrees.

<table>
<thead>
<tr>
<th>Model</th>
<th>$m = 1$</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Iter</td>
<td>$\mu$</td>
<td>Time</td>
<td>Iter</td>
<td>$\mu$</td>
<td>Time</td>
<td>Iter</td>
<td>$\mu$</td>
</tr>
<tr>
<td>DB</td>
<td>3.6271</td>
<td>850</td>
<td>4.27e−3</td>
<td>13.0587</td>
<td>3439</td>
<td>3.89e−3</td>
<td>28.4222</td>
<td>7763</td>
<td>3.66e−3</td>
</tr>
<tr>
<td>EV</td>
<td>3.1480</td>
<td>839</td>
<td>3.75e−3</td>
<td>14.4122</td>
<td>3382</td>
<td>4.27e−3</td>
<td>31.5348</td>
<td>6767</td>
<td>4.11e−3</td>
</tr>
<tr>
<td>MDH</td>
<td>3.3278</td>
<td>833</td>
<td>3.95e−3</td>
<td>12.4094</td>
<td>3393</td>
<td>3.65e−3</td>
<td>28.5726</td>
<td>7696</td>
<td>3.71e−3</td>
</tr>
<tr>
<td>MDA</td>
<td>4.5145</td>
<td>843</td>
<td>4.92e−3</td>
<td>14.3819</td>
<td>4408</td>
<td>4.22e−3</td>
<td>30.9583</td>
<td>7763</td>
<td>4.92e−3</td>
</tr>
</tbody>
</table>

Table 5.26: Computational times, iterations and time per iteration for the Shu-Osher problem. Both the total time and the time per iteration are expressed in seconds.

Essentially, the time per iteration can be considered constant for all the models and degrees. From one side, the slight differences among the models are explained due to the different techniques employed to estimate the viscosity. On the other hand, increasing the degree $m$ one may expect the time per iteration to increase. This is not the case, possibly due to memory optimizations. The total computational time and iterations are essentially independent of the chosen model. In most of the cases, the MDH model appears to be the fastest.

A prototype problem for two-dimensional cases is the Riemann problem for Euler system (configuration 12), described in Subsection 5.4.2. The results of the performance analysis are reported in Table 5.27.
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<table>
<thead>
<tr>
<th>Model</th>
<th>m = 1</th>
<th>m = 2</th>
<th>m = 3</th>
<th>m = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Iter</td>
<td>Tpl</td>
<td>Time</td>
</tr>
<tr>
<td>DB</td>
<td>393.49</td>
<td>258</td>
<td>1.52e0</td>
<td>927.33</td>
</tr>
<tr>
<td>EV</td>
<td>267.87</td>
<td>174</td>
<td>1.54e0</td>
<td>516.42</td>
</tr>
<tr>
<td>MDH</td>
<td>280.82</td>
<td>186</td>
<td>1.51e0</td>
<td>721.20</td>
</tr>
<tr>
<td>MDA</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NN1D</td>
<td>260.27</td>
<td>165</td>
<td>1.58e0</td>
<td>496.40</td>
</tr>
<tr>
<td>NN2D</td>
<td>236.26</td>
<td>192</td>
<td>1.55e0</td>
<td>476.21</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
<th>Iter</th>
<th>Tpl</th>
<th>Time</th>
<th>Iter</th>
<th>Tpl</th>
<th>Time</th>
<th>Iter</th>
<th>Tpl</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB</td>
<td>6384.41</td>
<td>1482</td>
<td>4.31e0</td>
<td>927.33</td>
<td>416</td>
<td>2.23e0</td>
<td>3811.26</td>
<td>1231</td>
<td>3.10e0</td>
</tr>
<tr>
<td>EV</td>
<td>2937.97</td>
<td>696</td>
<td>4.23e0</td>
<td>516.42</td>
<td>228</td>
<td>2.27e0</td>
<td>1885.91</td>
<td>597</td>
<td>3.16e0</td>
</tr>
<tr>
<td>MDH</td>
<td>6482.58</td>
<td>1516</td>
<td>4.21e0</td>
<td>721.20</td>
<td>331</td>
<td>2.18e0</td>
<td>3542.61</td>
<td>1162</td>
<td>3.05e0</td>
</tr>
<tr>
<td>MDA</td>
<td>6202.62</td>
<td>1470</td>
<td>4.26e0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3102.84</td>
<td>1000</td>
<td>3.10e0</td>
</tr>
<tr>
<td>NN1D</td>
<td>3179.92</td>
<td>744</td>
<td>4.27e0</td>
<td>496.40</td>
<td>222</td>
<td>2.24e0</td>
<td>2094.54</td>
<td>672</td>
<td>3.12e0</td>
</tr>
<tr>
<td>NN2D</td>
<td>3522.84</td>
<td>822</td>
<td>4.29e0</td>
<td>476.21</td>
<td>213</td>
<td>2.24e0</td>
<td>2013.19</td>
<td>648</td>
<td>3.11e0</td>
</tr>
</tbody>
</table>

Table 5.27: Computational times, iterations and time per iteration for the 2D Riemann problem (configuration 12). Both the total time and the time per iteration are expressed in seconds.

The time per iteration is constant among the models, while it clearly increases with $m$. Since more degrees of freedom are present, such a behavior is expected. The total computational time is very different. The DB appears to be the slowest one, possibly due to the impact of high dissipation values on the time step. The MDH and MDA seem to become less efficient for high orders. Both the 1D and the 2D NN-based techniques are computationally fast, with performances comparable to the EV model.

To sum up, we claim that the new technique does not negatively impact on the computational cost. The performances per iteration are comparable with most of the models, with no significant overhead caused by the application of the neural networks. Moreover, the new model is a parameter-free method, so that a possibly larger computational cost is compensated by eliminating the tuning of the parameters. A more extensive performance evaluation would consist of choosing a constant, i.e. non-adaptive, time step, fixed a priori in compliance with condition (2.18) and independent of the viscosity model. Based on our results, in this scenario we expect the elapsed time to be similar among the models.
Chapter 6

Conclusion

In this work we addressed the problem of estimating an optimal artificial viscosity amount in high-order numerical solvers for conservation laws. The focus was given to the Runge-Kutta Discontinuous Galerkin method. An overview of some classical artificial viscosity models was first provided. Despite showing great potential, they suffer from the dependence on empirical parameters. Since no optimal rule is available to obtain the best values, their tuning has to be done in a problem-dependent fashion, creating additional computational cost.

Thus, we proposed a new approach based on artificial neural networks. The multilayer perceptron model was the chosen architecture. The networks have been trained in an offline time-consuming process by means of a robust dataset, constructed by collecting data from simulations run using the classical models with optimal parameters. The online evaluation was then performed inside the Runge-Kutta time-advancing loop. A few versions of the MLP, which mainly differ in the choice of input and output variables, have been proposed, highlighting their potential and drawbacks. Coherently with our expectations, we found that the best strategy is to estimate a scaled viscosity coefficient using a suitable scaled scalar quantity as predictor. An inverse scaling is carried out by multiplying with a local wave speed and a factor which takes into account the solution jump and the grid spacing. With this choice, we are able to predict the viscosity based on the solution features, keeping a consistent behavior in terms of scaling and guaranteeing high-order accuracy. Moreover, such a technique is parameter-free and acts as a black box, i.e. a very general tool to estimate the required amount of dissipation.

A significant part of this work was devoted to demonstrate the capabilities of the new model. We showed that, despite training the NN using rather simple problems, it can be applied to more general contexts (different mesh resolutions, non-convex flux functions, ...). We benchmarked the models using smooth problems, observing that the DB and the MDH models might fail to get high-order accuracy, while the NN often guarantees an optimal convergence rate. However, more emphasis was given to non-smooth cases, in order to present the shock-capturing properties of the model. The NN technique guarantees results comparable to (or better than) the optimal model among the classical ones, and does not suffer from issues that might be present with standard models. For instance, the DB might fail in problems with a constant velocity field, and the EV model can be too dissipative when complex structures are present. A further advantage of the new method lies in the fact that, unlike the parameter-dependent techniques, positivity constraints in Euler system were always satisfied. A performance analysis was also carried out, showing that no computational overheads are present when applying the neural networks. The cost appears to comparable with other models.

Thus, we conclude that the trade-off among accuracy in the results, universality of the method and computational cost clearly goes in the direction of the NN-based models.

Among the possible extensions to this work, we highlight three possible directions. The first relates to port it to three-dimensional problems. No significant issues should arise switching from 2D to 3D cases, and we believe that the proposed technique could be easily extended. The second involves a generalization to polynomial orders greater than four. Again, the implementation should not substantially vary, although the network hyperparameters might have to be tuned again. Finally, a more extensive performance analysis can be carried out, starting from the presented results.
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