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Abstract—Modern grids are facing a massive integration of power electronics devices, usually associated to instability issues. In order to assess the likelihood and severity of harmonic instability in the high frequency region, this work develops a multi-variable input-admittance model that accurately reflects the following aspects: i) the discrete controller frequencies are defined inside a spectrum region limited by the Nyquist frequency; ii) the physical system aliases are transformed into lower frequency component inside the discrete controller. The proposed model shows that dynamic interactions are not theoretically band-limited; however, the control action tends to be strongly limited in a low frequency range, due to the natural low-pass filter behavior of acquisition and modulation blocks. This is reflected in a reduced resistive part (either positive or negative) of the input-admittance in the high frequency range. More specifically, considering the input-admittance passivity criterion, the excursions into the non-passive area are very smooth at high frequencies, where the input-admittance is well described by simply its inductive filter. Comprehensive experiments are conducted on a lab scale prototype, which includes measurements beyond the Nyquist frequency and alias identification. The experimental results well match the theoretical model.
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I. INTRODUCTION

Modern grids are facing a massive integration of power electronics equipment aiming for a higher system level design flexibility, sustainability and improved performance and efficiency. However, large integration of power converters based on high-bandwidth closed-loop controllers poses new challenges to the stability and power quality. In this sense, several incidents have been reported in high-speed electric train and renewable energy applications [1]–[3]. Due to the paramount importance of renewable energy integration and electric transportation, research on dynamic interactions among active devices in complex grids is on the rise [2]–[8]. Among others, impedance modeling approaches and stability criteria are suitable frameworks to address controllers design and dynamics assessment of power systems dominated by power electronics [fundamental theory and application of the single-input single-output (SISO) impedance stability criterion, including an example based on grid-connected converter, are reviewed in the appendix] [1]–[15]. A key feature of impedance/admittance methodologies is the fact that they are able to deal with the presence of high uncertainty in the physical model: e.g., the input-admittance passivity criterion is a stringent requirement that aims for robustness of the grid-connected equipment [1], [5], [8], [16]. Input-admittance passivity compliance is a requirement already reflected in the EN50388 Ed. 2 standard issued for railway applications [5], [8], [16], [17]. The SISO input-admittance passivity criterion for grid-connected converters is applied as follows [3]:

- firstly, the environment model is assumed unknown, but passive; i.e., for $Z_g(\omega)$ being the grid impedance, $\text{Re}(Z_g(\omega)) \geq 0$, or equivalently $|\angle Z_g(\omega)| \leq 90\text{deg}$.
- subsequently, stability is assured if the input-admittance, defined as $Y(\omega)$, is also passive; i.e., $\text{Re}(Y(\omega)) \geq 0$ (i.e., $|\angle Y(\omega)| \leq 90\text{deg}$).

Even though in principle the passivity criteria applies to all the region of the spectrum, the EN50388 Ed. 2 standard defines a range of the fifth harmonic (e.g., 500 Hz for 50 Hz grids) to the Nyquist frequency (defined by the controller sampling frequency) [3], [8], [16]–[18]. This finite frequency approach has been theoretically proved as suitable to deal with stability problems involving realistic active controllers, which in practice are not ideal and are band-limited [19], [20]. Therefore, an explicit band-limitation for the passivity compliance should be included in system specifications and controller design problems [8], [18]–[20]. Recent studies have reported some contradictory observations that make difficult to clearly set a region for passivity compliance of grid-connected converters (i.e., below or higher than the Nyquist frequency): on the one hand, the control action is more and more reduced in the high frequency range [5], [21], which suggests that passivity assessment can be studied to a range well below the Nyquist frequency; however, instability due to harmonic interactions at very high frequencies (even beyond the Nyquist one) are possible [8]. More specifically, an elaborated input-admittance model, which considers the PWM, sample and hold and aliasing terms, is developed in [8]; that work also provides time-domain waveforms that show undamped responses when the system plant has a resonance around the Nyquist frequency. With acknowledge to the main ideas presented in [8],
this paper deepens on the concept of multi-frequency input-admittance model and provides comprehensive experimental results in the frequency-domain. The main theoretical goal is to accurately weight the factors that tend to limit the control action (i.e., low-pass filtering of the plant, A/D and PWM [21]) versus the active controller actions (i.e., proportional control and active damping), and support the modeling with a comprehensive frequency-domain experimental validation. With regard to previous state-of-the-art, main contributions of this work are:

1) For a given grid-connected converter, an input-admittance modeling methodology that accurately describes the behavior in the very high frequency range has been developed: its multi-variable structure permits to consider alias terms in order to extend the assessment region beyond the Nyquist frequency. The model is directly developed in the frequency domain; this strategy permits to describe discrete and continuous physical processes separately and, eventually, integrate all of them in the whole model. One remarkable approach is the modelling of the A/D acquisition to reflect the aliasing effect (lumping of multiple alias in a single frequency component) by the Z-domain describing function approach [22], [23]; by this technique, the discrete-controller only sees components in the region of the spectrum delimited by the Nyquist frequency.

2) The accuracy of the input-admittance model in the frequency domain has been verified in the laboratory by a comprehensive set of experiments. A high-performance grid simulator and a grid-connected converter working with a low sampling frequency operation have been employed to obtain the figures of merit. Overall, the experimental results confirm the accuracy of the theoretical approach and permits to obtain important conclusions about the role of A/D and PWM blocks, and the severity of alias interactions. Active damping action, which permits to move the non-passive regions to higher regions of the spectrum is also assessed. The proposed input-admittance modelling has been proved to be an accurate and reliable representation of the converter dynamics at high frequency ranges, including components beyond the Nyquist frequency.

The rest of the paper is organized as follows. Section II provides a description of the problem. Section III presents the multi-variable input-admittance concept, which is designed to include high-frequency interactions. Section IV provides detailed derivations of the blocks involved in the discrete process. Section V shows and analyzes the experimental results that verify the theoretical approach. Finally, the contributions to the state-of-the-art are summarized.

II. SYSTEM AND PROBLEM DESCRIPTIONS

Fig. 1(a) shows a simplified single-line representation of a grid-connected converter, with \( i(t) \), \( v(t) \) and \( e(t) \) being the current, the converter output and the grid voltage, respectively. The converter interfaces the grid through a filter, which is formed by an inductance \( L \) (including its series resistor \( R \)). Assuming a SISO system and linear relation between electric variables, the input-admittance is defined in the frequency domain by \( Y(\omega) = i(\omega)/e(\omega) \).

The converter is an active device able to shape \( Y(\omega) \) at the range of frequencies for which the closed-loop actuation is not negligible. In principle, considering reference tracking and disturbance rejection, this range is upper bounded around \( 0.1\omega_s \) with \( \omega_s \) being the controller sampling frequency. However, the range of actuation is extended well beyond when considering side-effects that may create a positive feedback of high frequency components, including potential interactions of components beyond the Nyquist frequency \( 0.5\omega_s \) [8].

The input-admittance shape in the frequency domain can be obtained from the relation between the loop perturbation \( e(\omega) \) and the controlled variable \( i(\omega) \) [9]. Fig. 1(b) shows a discrete-time closed-loop current controller, which includes:

1) The A/D acquisition of electric variables.
2) A main controller \( K_c(kT_s) \) and an active damping action \( K_{ad}(kT_s) \).

\[ Y(\omega) = \frac{i(\omega)}{e(\omega)} \]
3) An average delay between the A/D acquisition and update of PWM registers.

4) The PWM block which calculates the firing pulses from its reference.

All of these components are included in the multi-variable frequency domain matrix that represents the input-admittance. Relevant assumptions, which are in good agreement to the application of the EN50388 Ed. 2 standard [16], are:

- The current reference \( i_{\text{ref}}(\omega) \) is considered zero in the range of frequency of interest [no load operation]; this is reasonable in the sense that typical bandwidths of outer-controllers are much lower than the fifth harmonic 250 Hz [8], [18].
- For three-phase system, a per-phase decoupled model is considered. This assumption is supported by the fact that the controllers aiming for a zero steady-state error (e.g., integrators in the dq-frame) are also operating in the very low frequency region of the spectrum (i.e., at 50 Hz) [5].
- Non-linearities such as side-band harmonics generation as a function of the fundamental (50 Hz) output voltage component (i.e., operation point) are not considered, since the multi-variable input admittance is linear. In that sense, a differential modelling of the PWM block is employed, which allow to keep the problem as a linear one [24].

Some of these assumption imply to over-simplify the model for the very low frequency ranges (e.g., effects of outer loops are discarded) in order to develop an insightful high frequency model. For studies related to dynamics in the low frequency range, such as interactions of the phase locked loop with the model. For studies related to dynamics in the low frequency region, such as interactions of the phase locked loop with the model.

III. MULTI-VARIABLE INPUT-ADMITTANCE

Fig. 2 depicts the proposed multi-variable input-admittance concept. The input-admittance \( \mathbf{Y}(\omega_z) \) is defined in for frequencies in the range \( \omega_z \in [0, 0.5\omega_s) \); i.e., the Nyquist-Shannon sampling theorem is considered to set the upper limit for the discrete process [25]. For the sake of clarity, a nomenclature similar to the one employed in harmonic studies is employed: the subscript “1” correspond to input/output fundamental components (i.e., the components that in the real physical domain have already a frequency below \( \omega_s/2 \)); the subscripts not equal to “1” correspond to the successive input/output alias components. The ellipsis employed in Fig. 2, and in several equations next, represent the fact that, theoretically, there is no limit for the number of alias to consider. However, in practice, a frequency band-limitation has to be introduced for theoretical/numerical analyses and experimental verification [19], [20]. E.g., due to the limited text linewidth, the number of alias explicitly written in the theoretical analysis, hereby defined by \( N \), is 3.

Fig. 3 shows the multi-variable loop employed to derive \( \mathbf{Y}(\omega_z) \). The converter current is

\[
\mathbf{i}(\omega_z) = \left[ i(\omega_z) \ i(\omega_s - \omega_z) \ i(\omega_s + \omega_z) \ ...ight]^T
\]

and the disturbance voltage is

\[
\mathbf{e}(\omega_z) = \mathbf{Y}(\omega_z) \cdot \mathbf{Y}(\omega_z)^{-1} \cdot \mathbf{e}(\omega_z).
\]

The control action, i.e., the converter output is

\[
\mathbf{v}(\omega_z) = \left[ v(\omega_z) \ v(\omega_s - \omega_z) \ v(\omega_s + \omega_z) \ ...ight]^T.
\]

The plant matrix is

\[
\mathbf{P}(\omega_z) = \begin{bmatrix}
\frac{1}{j\omega_z L + R} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\]

From Fig. 3, the control action is a function of controller implementation

\[
\mathbf{v}(\omega_z) = \mathbf{H}_{\text{sw}}(\omega_z) e^{-jT_d \omega_z} \mathbf{K}_c(\omega_z) \mathbf{N}(\omega_z) \mathbf{i}(\omega_z)
\]

with \( \mathbf{H}_{\text{sw}}(\omega_z), \mathbf{N}(\omega_z), T_d, \mathbf{K}_c(\omega_z) \) and \( \mathbf{K}_{\text{ad}}(\omega_z) \) modelling the PWM block, the A/D acquisition, the latency delay, the main controller and the active damping controller, respectively. From (3), (5) and (7) and basic matrix algebra, the system admittance matrix is obtained as

\[
\mathbf{Y}(\omega_z) = \left[ \mathbf{I} + \mathbf{P} \mathbf{H}_{\text{sw}}(\omega_z) \mathbf{K}_c(\omega_z) \mathbf{N}(\omega_z) \right]^{-1} \cdot \left[ \mathbf{P} + \mathbf{P} \mathbf{H}_{\text{sw}}(\omega_z) \mathbf{K}_{\text{ad}}(\omega_z) \mathbf{N}(\omega_z) \right].
\]

IV. MODELLING THE DISCRETE-DOMAIN PROCESSES

From the definition in (8), Fig. 4 depicts the hybrid modelling strategy employed to calculate \( \mathbf{Y}(\omega) \). Clearly, the main challenges of modelling point to the discrete process, which is divided in three parts: the A/D acquisition, modelled by the Z-transform describing function technique [22], [23], the discrete controller operations and the PWM output generation. These
The acquired signal, averaged over a sampling cycle \( T_s = 2\pi / \omega_s \) is
\[
\tilde{i}(\omega) = \left[ \frac{1}{T_s} \sum_{n=-\infty}^{\infty} i_1(\omega_s + n\omega_s) \right] \cdot \frac{1 - e^{j2\pi\omega_s / \omega_s}}{j\omega} = \frac{i_1(\omega)}{G_s(\omega)}.
\] (11)

with \( i_1(\omega) \) defining the starred transform and \( G_s(\omega) \) the zero-order hold (ZOH) transfer function filter associated to the sampling process [25]. On the other hand, the sought describing function \( N_1(\omega_z, \omega_s) \) defines the relation between \( i_1(\omega_z) \) and \( \tilde{i}(\omega_z) \) [22], [23].

\[
\tilde{i}(\omega_z) = N_1(\omega_z, \omega_s) i_1(\omega_z).
\] (12)

Equation (12) can be solved from the impulse response, where \( i_1(t) = \delta(t) \) is now considered as an input in the time domain [25]. Evaluation in the Fourier domain of the impulse response is straightforward, since it is based on the substitution
\[
i_1(\omega_z + n\omega_s) = 1 \forall n = 0, \pm 1, \pm 2, \ldots \text{ in } (11).
\]

\[
N_1(\omega_z, \omega_s) = \tilde{i}(\omega_z) |_{i_1(\omega_z + n\omega_s) = 1} \forall n = 0, \pm 1, \pm 2, \ldots = \sum_{n=-\infty}^{\infty} G_s(\omega_z + n\omega_s).
\] (13)

Expanding (13) up to \( N = 4 \), gives
\[
N_1(\omega_z, \omega_s) = G_s(\omega_z) + G_s(\omega_z - \omega_s) + G_s(\omega_z + \omega_s) + G_s(\omega_z - 2\omega_s) + \ldots
\] (14)

Now, an input in the first alias region is considered:
\[
i_2(\omega) = \cos[(0.5\omega_s + \omega_z)t] = \frac{e^{j(0.5\omega_s + \omega_z)t} + e^{-j(0.5\omega_s + \omega_z)t}}{2}
\] (15)

From (15), it is straightforward to identify that
\[
i_2^*(\omega_z) = \frac{1}{T_s} \sum_{n=-\infty}^{\infty} i(\omega_z + 0.5\omega_s + n\omega_s) = \frac{1}{T_s} \sum_{n=-\infty}^{\infty} i(\omega_z + n\omega_s) = -i_1^*(\omega_z).
\] (16)
controller. $K_{ad}(z)$ can be a derivative active damping of the form $K_{ad}(z) = k_{ad} \frac{1}{1-z^{-1}}$, with $T_s = 2\pi/\omega_s$ being the controller sampling rate [9]. The frequency domain equivalents are obtained by the variable substitution $z = e^{j2\pi\omega_s/\omega_s}$ [25].

Since there is a latency or delay between the acquisition of electric variables and the update of the PWM registers, a pure system delay $T_d$ can be added at this stage. The resultant frequency domain expressions of the discrete-controller are

$$K_c'(\omega) = e^{-j2\pi T_d \omega_s} K_c(z) = e^{j2\pi \omega_s/\omega_s}$$

and

$$K_{ad}'(\omega) = e^{-j2\pi T_d \omega_s} K_{ad}(z) = e^{j2\pi \omega_s/\omega_s}.$$  

(C. PWM Output and Generation of Alias)

The PWM block generates the firing signals that construct the control action and therefore, interfaces back the discrete controller with the physical system by re-injecting the main but also alias components [18], [24], [26]. Fig. 6 shows time domain and its corresponding spectrum for a small signal differential PWM model. The magnitude of the PWM component and its switching alias can be approximated by [18], [24], [26]

$$H_{sw}(\omega) = \frac{1}{T_{sw}} \left( 1 - e^{j\omega T_{sw}} \right). \quad (21)$$

It should be noticed that the switching cycle $T_{sw}$ instead of $T_s$ is employed. From a given reference $\vec{u}(\omega)$ (obtained by the discrete controller, and hence, defined in the range $[0, 0.5\omega_s]$) the PWM output is modelled by

$$\vec{u}(\omega) = \vec{H}_{sw}(\omega) \vec{u}(\omega)$$

with

$$\vec{H}_{sw}(\omega) = \begin{bmatrix} H_{sw}(\omega) & H_{sw}(\omega_s - \omega) & H_{sw}(\omega_s + \omega) \end{bmatrix}^T.$$  

(23)

Fig. 7 shows the frequency domain representation of the multi-variable PWM model. Single and double update strategies are both depicted (the background colors represent different alias regions). Similarly to the A/D acquisition, the PWM imposes a low pass filter behavior.

It may be also worth to recall that the non-linear generation of side-band harmonics (e.g., side-band harmonics that are not alias of the small-signal input, but also depend on the 50 Hz operation point) is not represented in (21) (a more elaborated modelling that considers low frequency side-band harmonics generation has been recently reported in [7]). For this specific study, neglecting non-linear components is assumed, which can be supported from different points of view: e.g., i) the existing normative states that high frequency non-linear effects should be disregarded when assessing the input-admittance passivity criterion (defined for linear systems) [16]; ii) the finite frequency approach also aims to avoid adding complexity in the very high frequency range [19], [20].

V. EXPERIMENTAL VERIFICATION

The procedure to measure $Y(\omega)$ is inspired in the EN-50388 normative [5], [16], but extended to cover alias measurements.
From Fig. 1 inspection, the procedure is as follows: i) firstly, a voltage inter-harmonic over-imposed to the fundamental component is programmed at $e(t)$; ii) the converter control is activated with $i^{th}(t) = 0$ and its steady state is reached quickly; iii) the time domain waveforms are stored for the different frequency points considered; iv) post-processing is made using a Matlab script; each $Y_{j,k}(\omega)$ component (with $j = 1, 2$ and $k = 1, 2$ for the experiments) is given by

$$Y_{j,k}(\omega) = \frac{|h_{j,k}(\omega)|_{\text{FFT}}}{|e_{j,k}(\omega)|_{\text{FFT}}} [\angle \Theta_{j,k}(\omega) - \angle \Theta_{e_k}(\omega)]$$

with the FFT superscript referring to data obtained by the Fast Fourier Transform (FFT).

Fig. 8 shows a photo of the lab-scale prototype, which is based on the system represented in Fig. 1. A LARA-100 development platform, which includes an industrial converter, its acquisition system and a TMS320F28335 DSP, has been employed [27]. The grid waveform $e(t)$ is generated by a high performance grid simulator [28] with ability to introduce high-frequency high-amplitude perturbations; this device permits to over-impose arbitrary harmonics and inter-harmonics up to 3 kHz. In fact, in order to avoid the measurement to be polluted by uncontrolled sources of harmonic (e.g., PWM dead-time effects [29]) the measurements are obtained by injection of inter-harmonics (multiples of 25 Hz but not of 50 Hz). A reduced sampling rate is a requirement when frequency domain identification is sought for high frequencies using a grid simulator; e.g., $f_s = f_{sw} = 4$ kHz was employed in [5] to obtain measurements up to the Nyquist frequency. In order to show the aliasing effects, the sampling and switching frequencies have to be further reduced: $f_s = f_{sw} = 2$ kHz is employed in
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**Table I**

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated Power (transformer)</td>
<td>$P_{max}$</td>
<td>2 kW</td>
</tr>
<tr>
<td>Rated grid phase voltage</td>
<td>$V_{dc}$</td>
<td>100 V</td>
</tr>
<tr>
<td>DC-link voltage</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DC-link Capacitor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switching frequency</td>
<td>$\omega_{sw}$</td>
<td>2π2000 rad/s</td>
</tr>
<tr>
<td>Grid frequency</td>
<td>$\omega_{g}$</td>
<td>2π50 rad/s</td>
</tr>
<tr>
<td>Converter equivalent resistance</td>
<td>$R$</td>
<td>20 mΩ</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Controller</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling frequency</td>
<td>$\omega_s$</td>
<td>2π20000 rad/s</td>
</tr>
<tr>
<td>Proportional gain (dq-PI controller)</td>
<td>$k_p$</td>
<td>20 Ω</td>
</tr>
<tr>
<td>Integral gain (dq-PI controller)</td>
<td>$k_{ip}$</td>
<td>12001/m</td>
</tr>
<tr>
<td>Active damping gain (dq-PI controller)</td>
<td>$k_{ad}$</td>
<td>100 μs</td>
</tr>
<tr>
<td>Proportional gain (dc-link controller)</td>
<td>$k_p$</td>
<td>0.1 [1/Ω]</td>
</tr>
<tr>
<td>Integral gain (dc-link controller)</td>
<td>$k_{ip}$</td>
<td>0.1 [1/Ω·s]</td>
</tr>
</tbody>
</table>
this work. The selection of such a low controller sampling rate
allows (the grid simulator) to inject high amplitude voltage
alias (i.e., components above \( f_s/2 = 1 \text{ kHz} \)) through the
controller perturbation path [cf. \( v(t) \) in Fig. 1] and hence
obtain measurements for the identification of different \( Y(\omega) \)
components. It is worth mentioning that the bandwidth of the
anti-aliasing filters is higher than \( f_s \), so it is assumed that they
are not shaping \( Y(\omega) \). A Yokogawa DLM400 oscilloscope
working at the high resolution of 12 bits has been employed to
get the current and voltage measurements needed for the
experimental \( Y(\omega) \) curve. The high resolution feature of the
acquisition permits to limit the deviation standard below of
0.2 deg [30]. According to the EN50388 Ed. 2 standard, the
real-time measurements have been obtained with the converter
working as a rectifier at no-load conditions [16], but in practice
a dc-link voltage controller compensating for the losses of the
system has been activated. Table I shows the main parameters
of the lab-scale experimental set-up. The controller gains have
been obtained following guidelines of [5].

Fig. 9(a) shows a representative sample of time domain
waveforms employed to get results of alias interactions. Fig.
9(b) includes the corresponding harmonic spectra. It can be
appreciated how the line to line voltage is highly distorted
by a high-frequency (1775 Hz) component over-imposed to
the fundamental component (50 Hz). The amplitude of the
perturbation signal (60 V peak) is around 1/4 of the 50 Hz
line-to-line voltage; this value allows to sense all the needed
current measurements without much compromising the nor-
mal behavior of the converter. The resulting current has a
dominant component of 50 Hz, which compensates the losses
and keeps the dc-link average value constant. Other high
frequency components can be observed. They include side-
band switching harmonics, non-linear low order harmonics
and components that arise as a response to the perturbation.
Clearly, a carefully study in the frequency domain requires to
identify which components are due to the linear response
of the system to an input perturbation and discard the ones due
to a non-linear nature of the system (i.e., to discard the main
source of measurement noise, which is associated to integer
harmonics). As a practical countermeasure, it has been found
that injection of components which are multiples of 25 Hz but
not of 50 Hz permits a good discrimination of perturbation
responses from non-linear components. Due to this fact, the
current waveforms show a 25 Hz symmetry.

Fig. 10 shows the experimental results obtained with the
system with active damping disabled and enabled. The results
are compared to the theoretical model (depicted with \( N=4 \)).
Since results are shown for the main part of the spectrum
and the first alias range (i.e., \( N=2 \) in the experiments),
the theoretical models are obtained by cascading \( Y_{11}(\omega) \)
and \( Y_{22}(\omega) \) in the frequency domain. So the system order
for the experiments is \( N=2 \); fundamental region and a
first region of alias. It should be mentioned that, besides the
limitations of the grid-simulator as a perturbation injection
device, reliable measurements also tend to become unfeasible
as the perturbation frequency increases (e.g., beyond 2 kHz in
these experiments): in practice, the measured current compo-
nents are more and more attenuated and, in then, difficult to
distinguish from the measurement noise. From the results it
can be checked that the active damping is very effective in
the region around \( f_s/4 \) (i.e., slightly above the closed-loop
controller bandwidth), where the control action compensates
for delays effect that may create electric resonances [3], [5],
[9]. This results is in accordance with the fact that effective
active damping techniques are suitable for compensation delay
effects in this region of the spectrum [3], [5], [9]. At higher
frequencies, even beyond the Nyquist frequency, a phase-
response in the vicinity of \(-90 \text{ deg} \) is predicted by the
proposed models, which are well matching the experimental
results. Still, due to the “aggressiveness” of active damping
control, moderate excursion inside the forbidden region are
predicted when this is enabled, which is in accordance with [8]. Furthermore, the proposed model also reflects the gradual loss of control action as the frequency increases, which is also in good agreement with [5], [21]. In other words, despite passivity properties may be slightly compromised in the high frequency region, active damping to compensate for delay in the relative low frequency range seems a suitable technique overall. This former assessment is in good agreement with the finite frequency design principles of [19], [20].

Fig. 11 shows experimental results obtained when the frequency injection considers aliasing terms. The idea of this measurements is to show how aliasing is reflected inside the controller actuation. For these measurements, active damping is enabled, since the derivative action tends to amplify the high frequency component. Overall, these key results show that, when the perturbation is near $0.5\omega_s$, the fundamental component is small, since the acquisition filtering tends to cancel out these components. However, aliasing components
near $\omega_z$ may be amplified, since they are seen as low frequency components in the discrete systems. It can be checked again that Fig. 11 shows a good agreement between theoretical expectations and measurements.

Once the accuracy of the model is proved, Fig. 12 is included to extend the theoretical assessment. Fig. 12 shows theoretical curves that compare the aliasing terms (the active damping is enabled). It can be checked that, despite the derivative term amplifies the alias terms, the amplitudes of non-diagonal terms of $Y(\omega_z)$ are much smaller than $|Y_{11}(\omega_z)|$ [it should be noticed that $|Y_{11}(\omega_z)|$ is scaled down in Fig. 12]. From the point of view of multi-variable control this has some important implications: $Y(\omega_z)$ can be assumed as a diagonal matrix, and hence the dynamic interactions with the grid will only depend on the diagonal component [31]. In other words, for any frequency $\omega$, the passivity compliance defined by its corresponding diagonal terms [14], [19], Fig. 12(b) assess the influence of the $Y(\omega_z)$ order in the accuracy of the model. The simplest model, which corresponds to $N = 1$ (i.e., it discards the aliases components), gives an inaccurate and pessimistic estimation around the Nyquist frequency [cf. phase curve at the $(f_s/4, f_s/2)$ region]. An accurate modeling is achieved when alias components are considered; i.e., models with $N = 2$ and $N = 4$. It is also noticed that the weight of higher aliases in the low frequency region of the spectrum drastically decreases: a theoretical model with $N = 2$ is accurate enough to support the experimental results, which is also in a good accordance with the finite frequency principles of [19], [20].

VI. Conclusions

A multi-variable input-admittance model for grid-connected converters, namely $Y(\omega_z)$, has been developed and experimentally verified. The work is motivated by recent works in which design for passivity methods tends to present whack-a-mole scenarios, in which compensation at a relatively low-frequency region of the spectrum (e.g., by active damping techniques) implies to worsen the dynamics at higher frequencies. Therefore, a main objective of the work is to accurately represent and assess the likelihood and severity of harmonic instability issues in all regions of the spectrum. To do so, $Y(\omega_z)$ should accurately reflect system delays, but also low-pass filter behaviors that tend to reduce the feedback control actuation. A step-by-step detailed modelling, specially focused on the discrete-operation (i.e., A/D acquisition, discrete controllers and PWM blocks) is provided. Comprehensive experimental validations aimed to obtain results in the high frequency regions of the spectrum have been performed. The figures of merit show the accuracy of the model, which includes main components and also responses to input alias perturbations. From the point of view of dynamics implications, it is observed most critical zone of the spectrum is the region slightly above the theoretical control bandwidth, where the controller action is still non-negligible; however, at very high frequencies, the excursions into the non-passivity zone are very smooth, and, in practice, the input-admittance behaves as an inductive filter; i.e., irrespectively from controller actions, at high frequencies, the imaginary part of the input-admittance diagonal terms weights much more than its corresponding real part. Therefore, in accordance with finite frequency design rules, active damping to compensate for delay in the relative low frequency range seems a suitable technique overall, despite passivity properties may be slightly compromised in the high frequency region.

APPENDIX

This appendix shows basic theory and an example of application of SISO impedance modelling and application for dynamics assessment of grid-connected converter [3], [9], [12]. Fig. 13(a) depicts the key modelling idea: the grid model and the converter are represented by Thevenin/Norton linear equivalents; i.e., there is a representation in the frequency domain for $Z_g(\omega)$ and $Y(\omega)$. System modelling can be obtained by analytic methods [3], [9] or from perturbation and system identification [12]. After modelling, the dynamics of the whole system is a function of the minor loop gain product, which is defined as $Z_g(\omega)Y(\omega)$. Basic SISO control techniques, such as Bode, root-locus and Nyquist criteria are suitable to find the dominant responses of the system [3], [9], [12], [15]. In fact, the minor loop implicity defines the responses of the sensitivity function [9], [15]

$$S(\omega) = \frac{1}{1 + Z_g(\omega)Y(\omega)}.$$  \hfill (25)
By definition, the poles of $S(\omega)$ are reflected in all the responses of the system [9], [15], [31]. By using Nyquist diagrams for the assessment, the inverse sensitivity peak $\eta$ is a reliable stability margin: the higher $\eta$ the more damped system [9], [31]; $\eta < 0.5$ is a reasonable criterion to define poorly damped systems [31].

As an insightful example, Fig. 13(b) shows the Nyquist trajectories of two different stable systems. Assuming the absence of right half poles in $Z_g(\omega)$ and $Y(\omega)$, an unstable system would be reflected in a trajectory encircling the critical point $-1$. Case 1 shows a scenario in which the system is poorly damped; case 2 shows a system with more relative stability. Subsequently, Fig. 13(c) shows the impulse responses for each sensitivity function. The poorly damped system shows a less attenuated oscillation in the time domain (an unstable system would be reflected in exponentially increasing oscillations).

![Nyquist Diagram](image)

**Fig. 13.** Impedance stability criterion for grid-connected power converter. (a) Basic formulation: the stability of the system depends on grid impedance and converter input-admittance definitions in the frequency domain [3], [9], [12], [15]. (b) Nyquist diagram for two different scenarios. (c) Impulse response of the corresponding sensitivities from Fig. 13(b).
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